Decoding post-stroke motor function from structural brain imaging  by Rondina, Jane M. et al.
NeuroImage: Clinical 12 (2016) 372–380
Contents lists available at ScienceDirect
NeuroImage: Clinical
j ourna l homepage: www.e lsev ie r .com/ locate /yn ic lDecoding post-stroke motor function from structural brain imagingJane M. Rondinaa,⁎, Maurizio Filipponeb, Mark Girolamic, Nick S. Warda
aSobell Department of Motor Neuroscience, Institute of Neurology, University College London, UK
bDepartment of Data Science, EURECOM, France
cDepartment of Statistics, University of Warwick, UK⁎ Corresponding author at: Sobell Department of M
College London, Institute of Neurology, 33 Queen Square,
E-mail address: j.rondina@ucl.ac.uk (J.M. Rondina).
http://dx.doi.org/10.1016/j.nicl.2016.07.014
2213-1582/© 2016 The Authors. Published by Elsevier Inca b s t r a c ta r t i c l e i n f oArticle history:
Received 23 May 2016
Received in revised form 12 July 2016
Accepted 30 July 2016
Available online 2 August 2016Clinical research based on neuroimaging data has beneﬁted from machine learning methods, which have the
ability to provide individualized predictions and to account for the interaction among units of information in
the brain. Application of machine learning in structural imaging to investigate diseases that involve brain injury
presents an additional challenge, especially in conditions like stroke, due to the high variability across patients
regarding characteristics of the lesions. Extracting data from anatomical images in a way that translates brain
damage information into features to be used as input to learning algorithms is still an open question. One of
the most common approaches to capture regional information from brain injury is to obtain the lesion load
per region (i.e. the proportion of voxels in anatomical structures that are considered to be damaged). However,
no systematic evaluation has yet been performed to compare this approach with using patterns of voxels
(i.e. considering each voxel as a single feature). In this paper we compared both approaches applying Gaussian
Process Regression to decodemotor scores in 50 chronic stroke patients based solely on data derived from struc-
tural MRI. For both approacheswe compared different ways to delimit anatomical areas: regions of interest from
an anatomical atlas, the corticospinal tract, a mask obtained from fMRI analysiswith amotor task in healthy con-
trols and regions selected using lesion-symptommapping. Our analysis showed that extracting features through
patterns of voxels that represent lesion probability produced better results than quantifying the lesion load per
region. In particular, from the differentways to delimit anatomical areas compared, the best performancewas ob-
tained with a combination of a range of cortical and subcortical motor areas as well as the corticospinal tract.
These results will inform the appropriate methodology for predicting long term motor outcomes from early
post-stroke structural brain imaging.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).Keywords:
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Lesion load1. Introduction
The ability to predict long term outcome after stroke is urgently re-
quired in order to facilitate a stratiﬁed approach to clinical decision
making (Ward, 2015). It has longbeen known that information encoded
in brain lesions (e.g. extent and location) can explain variability in post-
stroke outcomes (Bayona et al., 2005; Geva et al., 2011; Särkämö et al.,
2009; Schiemanck et al., 2005; Yang et al., 2008; Zhu et al., 2010), but
no approaches have been routinely incorporated into clinical practice.
Machine learning (ML) techniques are potentially useful for clinical
applications, aiming to provide sensitive and speciﬁc diagnostic and
prognostic indicators for individuals, as opposed to analysing statistical
group differences (Wang et al., 2010). In neuroimaging, clinical applica-
tions of ML methods have initially focused mainly on binary classiﬁca-
tion of disease states (Davatzikos et al., 2005; Teipel et al., 2007; Fu et
al., 2008; Klöppel et al., 2008; Vemuri et al., 2010). More recently,otor Neuroscience, University
London WC1N 3BG, UK.
. This is an open access article underdecoding of outcomes represented by continuous scales has also be-
come increasingly common in several neurological and psychiatric con-
ditions through predictive multivariate regression methods (Cohen et
al., 2011).
The extraction of features from brain images in a way that is mean-
ingfully related to the clinical condition being studied is a fundamental
step in a predictive analysis framework. In the context of stroke, feature
extraction from structural neuroimaging is additionally challenging due
to the high variability in anatomical location and extension of brain in-
jury. Although lesion characteristics can potentially contribute towards
making accurate predictions of the likely level of impairment and recov-
ery, there is currently no consensus on how to quantify these
characteristics.
Progress has been made in predicting language outcomes using fea-
tures derived from stroke lesions (Payabvash et al., 2010; Hope et al.,
2013, 2015) but predicting motor outcomes is lagging behind. One of
the most common approaches to quantify characteristics from lesions
is summarizing the proportion of voxels in each region of interest
(ROI) that are considered to be part of a lesion. This information is com-
monly referred to as lesion load and it is obtained using anatomicalthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
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manually (Kim et al., 2014) or automatically (Hope et al., 2013, 2015).
Recently, voxel-based lesion symptom mapping (VLSM, (Bates et al.,
2003)) has also been proposed as a way to extract features from stroke
lesions to be used as input to machine learningmodels. Voxel-based le-
sion symptom values are obtained for each voxel through a statistical
test on the continuous scores representing the symptom between two
groups (which are deﬁned according to the presence or absence of a le-
sion in that particular voxel). The voxelwise maps resulting from this
method are used as a way to deﬁne a mask to restrict voxels (Munsch
et al., 2015) or to build symptom or condition speciﬁc ROIs (Forkert et
al., 2015).
In this paper we have directly compared a range of approaches for
assessing the relationship between structural brain damage and long
term motor outcome in chronic stroke patients. Using structural MRI
images from 50 patients we derived lesion probability images (i.e., im-
ages where each voxel is assigned a value between 0 and 1 representing
the likelihood of being part of injured tissue). We wanted to investigate
which features have the highest power to decode the individual level of
motor impairment. There are two key questions: ﬁrstly, what type of
data should be extracted from the images? Secondly, which are the
key brain regions from which data should be extracted? To investigate
the ﬁrst question, we used two strategies to extract information from
images: i) patterns of voxels, where each feature corresponds to a single
voxel representing lesion probability, and ii) anatomical summariza-
tion, where each feature corresponds to the lesion load in an ROI. To in-
vestigate the second question, we employed a number of different
approaches to deﬁne anatomical regions: i) regions of interest (ROIs)
from an anatomical atlas; ii) a mask delimiting the corticospinal tract
(CST); iii) combination of all ROIs and the CST; iv) a subset of the ROIs
expected to be related to motor function; v) combination of the subset
of ROIs and the CST; vi) active voxels from fMRI acquired with a
motor task in healthy controls; vii) a mask restricting voxels to lesions;
viii) voxels selected through lesion-symptommapping. Additionally,we
performed a secondary analysis, applyingmultiple kernel learning tech-
niques using kernels extracted from brain regions to investigate the
possibility of assessing the relevance of each anatomical pattern.
2. Material and methods
2.1. Study population
Fifty patients that had their ﬁrst stroke at least three months before
the collection of the data (mean 29.1, std 31.1 months) participated in
the study. The patients had mean age 54.2 years (std 12.6), Seventeen
patients were female and in 18 patients the right hand was affected.
Complete demographic and clinical characteristics of each patient can
be found in the Supplementarymaterial (Table S1). The extent and loca-
tion of the lesions for each patient (Fig. S1) is also presented. A control
groupwas composed by 23 age-matched healthy subjectswho reported
no history of neurological or psychiatric illness, vascular disease or hy-
pertension. All subjects provided full written consent in accordance
with the Declaration of Helsinki. The study was approved by the Joint
Ethics Committee of the UCL Institute of Neurology, The National Hospi-
tal for Neurology and Neurosurgery and UCL Hospitals NHS Foundation
Trust.
2.1.1. Motor scores
Measures of motor impairment in the contralesional upper limb
were obtained using four different assessment scales: Action Research
Arm Test (ARAT) (Lyle, 1981), grip strength (GS) (Sunderland et al.,
1989), Motricity Index (MI) (Bohannon, 1999) and Nine-Hole Peg Test
(NHPT) (Mathiowetz et al., 1985).
As the differentmotor scores are correlated but also complementary,
a single representative measure was calculated using principal compo-
nent analysis (PCA). Considering Y as a matrix of 50 examples and 4labels (corresponding to the number of patients and motor scores, re-
spectively), the PCA was obtained using the following steps:
1. Calculate the mean of each score across patients and subtract it from
Y (zero mean Y);
2. Obtain the covariance matrix from zero mean Y (cov zero mean Y);
3. Find the eigenvalues of cov zero mean Y.
A vector y= [y1,…, ym] where m is the number of subjects repre-
sents the ﬁrst principal component (FPC) of the four scores, which ac-
counts for the greatest possible variance across them. This approach
has the advantage of avoiding ﬂoor and ceiling effects encountered
with individual measures.
2.2. Images acquisition and pre-processing
T1-weighted high resolution magnetic resonance images were ac-
quired using a 3 T Allegra system (Siemens AG, Erlangen, Germany)
with the following protocol: number of slices = 176, slice thickness =
1 mm, matrix size = 224 × 256, in-plane resolution = 1 mm × 1 mm.
The origin of each image was set at the anterior commissure. Images
from patients that had injury predominantly in the left hemisphere
were ﬂipped in relation to the mid-sagittal plane so that all scans
presented lesion in the right hemisphere. Images from all subjects
were segmented into grey matter, white matter, cerebrospinal
ﬂuid and then normalized using the New Segment routine in SPM8
(http://www.ﬁl.ion.ucl.ac.uk/spm/).
Lesion probability images were obtained from the high-resolution
T1-weighted volumetric MRI scans using an automatic method for de-
tection of outlier voxels (Seghier et al., 2008). This method is based on
the assumption that lesions are characterized as atypical voxels regard-
ing expected brain tissues (greymatter, whitematter and cerebrospinal
ﬂuid). The characterization of tissues uses the uniﬁed segmentation-
normalization approach (Ashburner and Friston, 2005) modiﬁed to in-
clude an extra tissue to account for the perturbation introduced by le-
sions. Grey and white matter segmented tissues from patients are
compared with the corresponding tissues from healthy control subjects
in a voxel by voxel way. As a result, each voxel is represented by a value
between 0 and 1 that quantiﬁes the likelihood of it being part of injured
tissue.
2.3. Segmentation of lesions
Fig. 1 presents the steps that were performed to obtain binary im-
ages of the lesions. Images representing lesion probability were derived
from T1 anatomical images according with the procedure described in
the previous section. In order to segment the lesions we applied a
threshold selecting the voxels with probability of being part of injured
tissue N0.3, producing binary images. Finally we selected only contigu-
ous clusters with 100 or more voxels. See (Seghier et al., 2008) for a de-
tailed explanation regarding the rationale behind both parameters
(threshold value and cluster size) and comparisonwithmanually traced
lesions. We also performed additional tests to check the adequacy of
these parameters to segment lesions in our images (Supplementaryma-
terial, item 2).
Fig. 2 shows examples of lesions segmented according to the
described approach. The binary images corresponding to lesions
(visualized in blue) were overlaid on the lesion probability images
(visualized in grayscale).
Fig. 3 (panel a) presents a map illustrating the overlap of segmented
lesions obtained using our approach across all patients. The colour map
represents the incidence of lesions in each voxel, ranging from purple
(lesion in 1 subject only) to red (lesion in 26 out of the 50 subjects).
Fig. 3 (panel b) presents a plot showing the volume of the segmented le-
sion for each patient according to the procedure described above. This
plot illustrates the variability of the sample regarding the extent of the
lesions across the patients. In the Supplementary material, we provide
Fig. 1. Steps for segmentation of lesions.
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brain regions (Fig. S1).2.4. Feature extraction
In the following sections we describe the strategies that we used to
extract features. In the Section 2.4.1 we describe the approaches imple-
mented to extract information from images of lesion probability
(through patterns of voxels or lesion load). In the Section 2.4.2 we de-
scribe the approaches used to limit ROIs in the brain.2.4.1. Anatomical patterns and summarizations
2.4.1.1. Patterns of voxels. Through this approach, each voxel inside a bi-
nary mask corresponds to a particular feature that represents lesion
probability. It is important to note that independent of the strategy to
delimit a mask, each voxel inside the delimited region corresponds to
a particular feature in a pattern.Fig. 2. Examples of segmented lesions:2.4.1.2. Anatomical summarization (lesion load). In this approachwe used
labelled masks to delimit ROIs and applied a summarization technique
to transform the information encoded in each ROI into a single value.
The summarization was based on the lesion load, which is the propor-
tion of voxels in each region that were considered to be part of a lesion
according to the segmentation algorithm described in the Section 2.3.
Each summarization unit corresponds to a single feature.
Fig. 4 illustrates the difference between the approaches to extract
features. The area circled in red represents a mask corresponding to
an ROI. The grid in panel (a) indicates that the mask encompasses a
set of voxels each with a probabilistic value of lesion likelihood. In
panel (b) thewhite region represents a lesion. The intersection between
the lesion and the ROI divided by the size of the ROI corresponds to the
lesion load, which is a single feature (as opposed to several features in
the former approach).
2.4.2. Approaches to delimit regions of interest
2.4.2.1. Atlas-based ROIs.Regions of interestwere obtained automatically
from the AAL atlas (Tzourio-Mazoyer et al., 2002), which comprises 116(a) small; (b) medium; (c) large.
Fig. 3. Lesion volumes per patient.
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structures. Fig. 5 (panel a) illustrates the atlas overlapped on a structural
brain template.Fig. 4. Extraction of features through patterns of voxels representing lesi2.4.2.2. Motor ROIs.We hypothesized that some brain regions might be
more relevant than others formotor function. Thus we selected a subset
of ROIs from the AAL atlas that correspond to regions expected to beon probability (a) and anatomical summarization (lesion load) (b).
Fig. 5. Delimitation of regions of interest.
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(Alexander et al., 1990; Kim et al., 1993; Cao et al., 1998; Hauk et al.,
2004). The regions (illustrated in the Fig. 5, panel b) are the following:
Postcentral gyrus, Precentral gyrus, Supplementary motor area, Superi-
or frontal gyrus, Middle frontal gyrus, Inferior and Superior parietal re-
gions, Thalamus, Caudate, Putamen and Pallidum.
2.4.2.3. Corticospinal tract (CST). Recent studies have proposed that the
CST plays a relevant role in recovery of motor function post-stroke
(Byblow et al., 2015; Stinear, 2010; Zarahn et al., 2011).
A CST mask was obtained by probabilistic tractography from nine
age-matched healthy volunteers in a previous study (see details in
Ward et al., 2008; Schulz et al., 2012). The mask is illustrated in Fig. 5
(panel c).
2.4.2.4. Functional ROIs.With this mask we aimed to evaluate the effect
of lesioned tissue in both the ipsilesional and contralesional hemi-
spheres in areas involved in normalmotor function. The voxels were se-
lected through the application of General Linear Model (GLM) to fMRI
data from healthy controls performing a motor task (hand grip using
the dominant hand). Fig. 5 (panel d) illustrates the functional mask ob-
tained from the contrast grasp versus rest (with family-wise error con-
trol p b 0.005, cluster size=100 voxels). Themaskwasmirrored so that
both hemispheres were considered, as in all other approaches. It is im-
portant to observe that the mask was obtained from healthy controls,
so concerns are not applicable to the effect of lesion side and dominant
hand in activation.
2.4.2.5. Lesion-symptom mapping ROIs. Another way of obtaining ROIs
that represent the relation between structure and function is through
voxel-based lesion-symptom map (VLSM) (Bates et al., 2003; Forkertet al., 2015). A mask can be obtained by applying t-test in each voxel
to compare the average of the motor score between the subjects
that have a lesion and those who do not have a lesion in that particular
voxel.
We implemented a variation on the approach proposed by Forkert et
al. 2015. The authors built problem-speciﬁc ROIs assigning labels to
voxels according to the difference in the median modiﬁed Rankin
Scale (mRS) of each group. The mRS is a commonly used scale for mea-
suring the degree of disability or dependence in the daily activities of
people who have suffered neurological disability (Bonita and
Beaglehole, 1988). It varies from 0 (meaning perfect health without
symptoms) to 6 (meaning death). They produced four problem-speciﬁc
ROIs: voxels with median mRS difference d N 2 corresponding to the
ﬁrst ROI, voxels with 1 b d b 2 corresponding to the second ROI, voxels
with 0 b d b 1 corresponding to the third ROI and all the remaining
voxels within the brain corresponding to the fourth ROI. As our scale
(the ﬁrst principal component of the motor scores) is continuous with
values ranging from−2.0237 to 1.5815, we converted them to a dis-
creet range, rounding each fractional value to the closest integer num-
ber (−2, −1, 0, 1 and 2). For each voxel we obtained the median of
the rounded score of each subject that had lesion in that particular
voxel. This procedure resulted in 5 ROIs illustrated in the Fig. 5 (panel e).
2.4.2.6. Lesion-bounded ROI. For completeness, we also deﬁned a mask
considering only voxels that were part of a lesion in at least one patient
(Fig. 5, panel f).
2.5. Prediction analysis
Data for each analysis can be represented by a matrix X, where each
column corresponds to a particular feature and each row contains the
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derived from the structural image of a single patient).
The datamatrices were standardized in the followingway: each fea-
ture vector (row) was normalized by the Euclidean distance. Then each
featurewas scaled to zeromean andunit variance. A linear function (dot
product) was used to build a covariance matrix C, with dimensions cor-
responding to the number of examples (50 × 50). Covariance is a mea-
sure of how much two variables change together, and the covariance
function (or kernel) describes the spatial covariance of a random
variable.
C ¼ XXT ð1Þ
We applied Gaussian Process Regression (GPR) (Filippone et al.,
2012; Marquand et al., 2010; Rasmussen, 2006) using the covariance
matrices to predict the representative score for motor impairment
(ﬁrst principal component from ARAT, Grip, Motricity index and
NHPT). The score was also standardized according to the same proce-
dure applied to the features.
A Gaussian process (GP) is formally deﬁned as a set of random vari-
ables such that any subset of them is jointly Gaussian. These Gaussian
distributions need the deﬁnition of a mean and a covariance, and this
is typically done by associating each of the GP random variables with el-
ements of some input domain, say Rd, and by deﬁningmean and covari-
ance as functions of the input domain. For instance, a covariance
function that makes random variables highly correlated when the cor-
responding inputs are close by,makes theGP randomvariables smooth-
ly change over the input domain. Different covariance functions
determine different behaviours of these random variables over the
input domain, suggesting that GPs can be interpreted as a distribution
over functions.
Gaussian Process Regression uses GPs as priors over functions, and
attempts to learn a posterior distribution over these functions after
data are observed usingBayesian inference techniques. In GP regression,
the assumption is that data are Gaussian distributed around an unob-
served function f(x) that is modelled using GPs, namely y = f(x) + ɛ,
with ɛ ∼N(0,σn2). GP regression can be seen as an extension of standard
linear regression, where the unobserved functions are assumed to be
linear combinations of the features f(x) = xTw. In GP regression,
obtaining the posterior distribution over the unobserved function f(x,)
and learning any parameter of the covariance function (e.g., the
smoothness from data), requires standard algebraic operations involv-
ing the covariance matrix, that is the matrix of all pairwise covariances
of the random variables at the inputs where observations are available.
In order to check whether the results obtained with GPR would be
similarly true for another predictive multivariate regression method,
we repeated all analyses using Support Vector Regression (SVR)
(Drucker et al., 1997; Smola et al., 2004) with the same linear kernel.
2.5.1. Learning from multiple sources
As a secondary analysis, we wanted to investigate the relevance of
each ROI based on patterns of voxels representing lesion probability, fol-
lowing a similar procedure as in Filippone et al. 2012.
Given the covariancematrices Ci associated toM sources of informa-
tion, it is possible to build the covariance of the Gaussian process in the
following way:
K ¼∑
M
i
Ci wi ð2Þ
Considering that the covariance matrices were obtained by scaling
all the sources in the same way it is possible to interpret the weights
as the relevance of the associated sources.The weightswiwere optimized by the standard multivariate Gauss-
ian log-likelihood:
L ¼−1
2
log Kj j−1
2
yTK−1yþ const ð3Þ
Multiple kernel learning (MKL) can be used in different ways
(Gönen and Alpaydın, 2011). Different kernels (covariance matrices)
can correspond to different notions of similarity (e.g. linear, polynomial,
Gaussian, exponential) or to different representations of data (sources).
In neuroimaging, different data sourcesmay comprise different imaging
modalities (e.g., T1-MRI or DWI-MRI), different ways of extracting data
from a samemodality (e.g., volumetric or cortical thickness in structural
MRI; ADC in DWI), or different subsets of features. In this study we ap-
plied the latter approach using anatomical criteria to deﬁne the subsets
of features from patterns of voxels. Thus the number of sourcesM was
118, corresponding to 116 regions from the AAL atlas and the CST divid-
ed into left and right portions (to be consistent with the structures from
the atlas, which are unilateral).
2.6. Results evaluation
To assess how the results of the analysis generalize to an indepen-
dent data set we used cross-validation. One round of cross-validation
involves partitioning the data sample into disjoint subsets of examples,
performing the analysis on one subset (the training set), and validating
the analysis on the other subset (the validation or testing set). To reduce
the variability, multiple rounds of cross-validation are performed using
different partitions, and the results are averaged over the rounds.
In this study, we implemented a 10-fold cross-validation, which in-
volves separating 10% of the examples from the original sample for
test while the remaining examples are used for training. This splitting
is repeated so that each example in the sample is used once for valida-
tion. After repeating this process (leaving out all examples), the ﬁnal ac-
curacy is quantiﬁed as the average of accuracies obtained across all 10
folds. It is important to note that all additional operations that involve
data from different examples (as scaling labels, calculating the principal
component of the motor scores and obtaining problem-speciﬁc ROIs)
were performedwithin the cross-validation folds without using any in-
formation from the test data, thus ensuring the validity of the reported
performance scores.
The measure of accuracy in each analysis was obtained through the
correlation between real and predicted labels. Correlation values were
obtained in each fold and the ﬁnalmeasure (R) corresponds to the aver-
age across the folds. Additionally, we present the root mean squared
error (RMSE) according to the following equation, where N is the num-
ber of examples per fold, fi is the predicted label and yi is the real label:
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
∑ f i−yið Þ2
r
To evaluate whether the difference in RMSE across folds resulting
from different models is statistically signiﬁcant we used Wilcoxon
rank sum test.
3. Results
3.1. Learning from single sources: patterns of voxels representing lesion
probability
In this section, we present results of GPR analyses using a single
source (only one covariancematrix) forwhich each feature corresponds
to a single voxel representing theprobability of being atypical tissue. Re-
sults of all strategies to delimit ROIs as anatomical patterns are present-
ed in Table 1. For each ROI we show the corresponding number of
features (NF) used as input to the model (that corresponds to the
Table 1
Predicting motor impairment based on different masks to limit subsets of voxels. NF =
number of features; R = correlation between real and predicted motor scores; RMSE =
Root Mean Squared Error.
Model Features NF R RMSE
M1 Whole brain 630,786 0.72 0.73
M1.1 Voxels limited by AAL atlas 451,318 0.72 0.73
M1.2 Voxels limited by the corticospinal tract (CST) 4,421 0.65 0.75
M1.3 Voxels limited by AAL atlas + CST 457,384 0.73 0.72
M1.4 Voxels limited by motor ROIs 120,793 0.80 0.70
M1.5 Voxels limited by motor ROIs and CST 125,214 0.83 0.68
M1.6 Voxels limited by mask from task fMRI in
healthy controls
35,545 0.67 0.78
M1.7 Voxels limited by lesion-symptom mapping 9991.1a 0.66 0.76
M1.8 Voxels limited by lesion in at least 1 patient 158,907 0.68 0.75
a Average across cross-validation folds.
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dicted labels (R) and the root mean squared error (RMSE). The mea-
sures of correlation and the RMSE resulted from the average of the
folds in the cross-validation framework. We also present the result of
the same analysis performed without any mask to delimit voxels
(model M1, whole brain approach).
Limiting the analysis to voxels belonging to all ROIs from AAL atlas
produced the same result as using all voxels in thewhole brain (models
M1 and M1.1: R = 0.72; RMSE = 0.73). A similar result (R = 0.73;
RMSE = 0.72) was obtained when adding the CST to the AAL ROIs
(model M1.3). Limiting the analysis to voxels in the CST (model M1.2)
led to R = 0.65 (RMSE = 0.75). The accuracy increases to R = 0.80
(RMSE = 0.70) when limiting the analysis to the areas selected from
the AAL atlas that are believed to be the more speciﬁcally related to
motor function according to literature (model M1.4). The best predic-
tion was obtained joining motor ROIs and CST (model M1.5: R = 0.83,
RMSE = 0.68). The remaining masks - areas resulting from motor acti-
vation in fMRI (model M1.6), lesion-symptom mapping (model M1.7)
and lesion-bounded (model M1.8) led to accuracies lower than the
whole brain (respectively R = 0.67; RMSE = 0.78, R = 0.66; RMSE =
0.76, R = 0.65; RMSE = 0.76).
3.2. Learning from single sources: lesion load per regions
In this sectionwe present results of GPR analyses forwhich each fea-
ture corresponds to the summarization of all voxels belonging to a par-
ticular region. The strategies to delimit regions are the same used in the
approach described in the previous section. However, in this approach,
labelled ROIs are used so that each feature is the lesion load in a partic-
ular region (i.e., the proportion of voxels in an ROI that are considered to
be part of a lesion). Thus, the number of features corresponds to the
number of regions. Table 2 presents the results of each strategy to deﬁne
the ROIs.
Prediction based on the lesion load in the whole brain (i.e. the pro-
portion of damage in the brain, model M2) resulted in R = 0.30Table 2
Predicting motor impairment based on different labelled ROIs to extract features by sum-
marization of regions (lesion load). NF=number of features; R= correlation between re-
al and predicted motor scores; RMSE = Mean Squared Error.
Model Features NF R RMSE
M2 Lesion load in the whole brain 1 0.30 0.94
M2.1 Lesion load in ROIs from AAL atlas 116 0.20 8.04
M2.2 Lesion load in corticospinal tract 1 0.51 0.84
M2.3 Lesion load in ROIs from AAL atlas + CST 117 0.25 6.47
M2.4 Lesion load in motor ROIs 22 0.21 1.10
M2.5 Lesion load in motor ROIs + CST 23 0.26 1.09
M2.6 Lesion load in functional mask from task fMRI 1 0.17 0.95
M2.7 Lesion load in ROIs deﬁned by lesion-symptom
mapping (median PCA)
5 0.31 0.92
M2.8 Lesion load in ROI from lesion in at least 1 patient 1 0.30 0.94(RMSE = 0.94). When considering the lesion load in each of the
116 ROIs from the AAL atlas (model M2.1), the accuracy decreases to
R = 0.20 (RMSE = 8.04). When adding the CST to the AAL ROIs
(model M2.3), the accuracy increases to R = 0.25 (RMSE = 6.47). The
best accuracy in this approach was obtained limiting the analysis to
the CST alone (model M2.2: R = 0.51; RMSE = 0.84).
As opposed to the previous approach, prediction based on the lesion
load in the motor ROIs did not improve the accuracy in relation to
the whole brain (model 2.4: R = 0.21; RMSE = 1.10). However, it in-
creases slightly when including the lesion load in the CST (model
M2.5, R = 0.26; RMSE = 1.09). Predictions based on lesion load in the
ROIs deﬁned by lesion-symptom mapping and in the ROI based on
lesions in at least one patient (models M2.7 andM2.8) produced results
similar to the lesion load in the whole brain.
The extraction of features through patterns of voxels produced bet-
ter results than extracting lesion load for all strategies used to delimit
regions. According to the Wilcoxon rank sum test based on the root
mean squared error (RMSE) across folds, the difference between cate-
gories was statistically signiﬁcant when comparing the models involv-
ing all ROIs and CST (M1.1 with M2.1 and M1.3 with M2.3, p b 0.001)
and when comparing the models restricting ROIs to motor regions
(M1.4 with M2.4, p = 0.023) and motor regions + CST (M1.5 with
M2.5, p= 0.018). Comparisons of analyses using different ROIs within
the same approach were not statistically signiﬁcant.
Fig. 6 shows a scatter plot of the real and predicted scores resulting
from the model that produced the best accuracy (M1.5 - pattern of
voxels limited by motor ROIs and CST).
We performed additional analyses using SVM with all the ap-
proaches to extract features. The results were well in line with the pre-
diction derived from the GPR analyses, as the differences across
strategies to deﬁne ROIs within each approach to extract features and
the differences between the approaches remain similar to the differ-
ences described above. Please see the Tables S4 and S5 in the Section 3
of the Supplementary material for detailed results.
3.3. Learning from multiple sources
The correlation between actual and predicted scores usingMKL was
0.66 (RMSE= 0.79). The Fig. S3 in the Supplementary material displays
a plot of each ROI ranked in descending order of weight. The ROIFig. 6. Prediction ofﬁrst principal component of motor impairment scores based on voxels
limited by motor ROIs and CST.
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cleus, followed by the left inferior frontal gyrus, pars opercularis
(weight 0.0264) and the right corticospinal tract (weight 0.0262). A
table with the complete list of all 118 regions sorted by descending
order of weights is also presented in the Supplementary material
(item 4, Table S6). Note that this analysis is based on the maximisation
of the log-marginal likelihood of the GPR approach, thus it does not give
a full account of the uncertainty in this assessment. In a follow-up study
we intend to carry out a deeper analysis of the uncertainty associated
with these weights; the aim of this study was to gain some insights
into the differentways to extract features and deﬁne regions of interest.
4. Discussion
Wehave appliedmachine learning techniques to ask how accurately
upper limb motor impairment can be decoded from data derived from
structural brain images in chronic stroke patients. We have compared
a number of different approaches to extract data in the same subjects.
There are two key ﬁndings: (i) Firstly, approaches that extract features
through patterns of voxels produced better results than those extracting
lesion loads per region; (ii) secondly, using only data from the
corticospinal tract was not sufﬁcient to produce the most accurate
results.
For all approaches applied to deﬁne ROIs, the extraction of features
corresponding to patterns of voxels produced higher accuracy in com-
parison to summarizing the information encoded in the voxels through
lesion load per region. The differences between models using patterns
of voxels and lesion load were statistically different when using all
ROIs fromAAL atlas, motor ROIs, combining AAL ROIs and CST and com-
biningmotor ROIs and CST. The best result was obtained using patterns
of voxels from motor regions and CST together, suggesting that having
some knowledge about the likelihood of damage to cortical regions
(especially those thought to be motor related) may be important in ac-
counting for variability in motor impairment.
Most studies investigating the anatomical correlates of motor out-
comes after stroke have concentrated on quantifying damage in the
corticospinal tract (Burke Quinlan et al., 2015; Byblow et al., 2015;
Lindenberg et al., 2010; Schulz et al., 2012; Zhu et al., 2010). These stud-
ies have shown that damage in CST correlates well with motor out-
comes. Our results are in alignment with these previous ﬁndings.
While the information contained in the CST lesion load is less powerful
than when represented as a pattern of voxels representing lesion prob-
ability, it is noteworthy that the lesion load in the CST presented higher
predictive power than any other ROI compared. On the other hand,
many of the ﬁndings in previous studies have concentrated on patients
with subcortical infarcts. The patients in our study are diverse regarding
both extension (Fig. 3) and location of lesions (Fig. S1, Supplementary
material). Recent results suggest that predicting the motor behavioural
consequences of stroke damage in more heterogeneous groups of pa-
tients is likely to require information about cortical as well as
corticospinal tract damage (Park et al., 2016), and this is once again
borne out by our ﬁndings (as results from models M1.4 and M1.5
suggest).
Another key point is that although damage to these motor regions
(especially CST) can account for initial impairment, the anatomical cor-
relates of subsequent recovery patterns are not yet known. It may be
that survival of non-motor regions that are important for sensory pro-
cessing, sustained attention, memory and learning have a key impact
on recovery processes. The medium weights for predicting outcomes
given to a variety of cortical regions in our MKL approach would be in
keeping with this idea. However, the accuracy obtained through this
method was lower thanmost of the approaches for learning from a sin-
gle source using patterns of voxels. Thus further investigations would
need to be carried out to investigate the potential of MKL to learn
non-trivial combinations of features. Additional insights could be ob-
tained with further investigations to select the most relevant datasources using some criterion to produce sparse results (i.e., assigning
weight zero to some kernels during the optimization process).
It is important to note that although theway inwhich lesion features
are extracted is very important, there are no clear cut answers on the
best way to segment lesions. In this paper we opted for deﬁning dam-
aged voxels through lesion probability as a measure of atypicality re-
garding the expected tissues in healthy controls (Seghier et al., 2008),
but there are other ways to deﬁne lesions. An interesting extension of
this work would be to replicate the ﬁndings with other automatic seg-
mentation approach and ultimately with manual tracing of lesions.
In summary, this study provides a thorough comparison of ap-
proaches to extract features based on patterns of voxels and lesion
load to decode post-stroke impairment. It is also the ﬁrst attempt to
use multiple kernel learning to investigate the relevance of regions in
predicting a score based on structural images from injured brain. Al-
though our investigation is based on a cross-sectional analysis to ask
whether current motor impairment can be explained by lesion charac-
teristics, it illustrates why it is important to think about themethodolo-
gy that one might use to predict long term outcome from imaging data
acquired in the early stages after stroke. With respect to structural im-
ages we expect that data extracted from lesion characteristics will not
change substantially over time, but this assumption needs to be tested
in a prospective study.
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