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Introduction
In high-dimensional feature space, feature dimensionality reduction through selection of highly predictive features plays an indispensable role in pattern recognition. The aim of feature selection is to identify the most informative features that "optimally characterizes" the class [1] . In literature, feature selection algorithms are broadly classified into three main categories: filter, wrapper and embedded. For wrapper methods, the optimal characterization M A N U S C R I P T [11, 12, 35] , Significance of Multivariate Correlation (SMC) [12, 35] and Variable Importance Projection (VIP) [12, 35] . However, PLS is useful for feature selection in linear systems only.
Rosipal et al [36] proposed a non-linear PLS technique called Kernel Partial Least Square (KPLS) for dealing with non-linear systems. Besides KPLS, different non-linear variants of PLS have been proposed. KPLS is found to perform better than PLS as well as its other non-linear variants [37, 38] . This study employs KPLS to select an optimal set of features.
Its efficacy has been compared with different non-linear methods used for selecting features.
The main advantage of KPLS lies in the fact that it avoids nonlinear optimization by using kernel functions that correspond to the inner product in the feature space. It is a fast and effective method for non-linear systems [39] . KPLS maps the data onto latent vectors and then applies regression onto these components, which makes it suitable for high-dimensional data as well. Thus the method is applicable for both small and large data.
The aim of this paper is to exploit the advantage of KPLS for feature selection in nonlinear systems through the use of the KPLS regression coefficients to compute the dependency between a feature and its target class. As an alternative to mutual information in mRMR [1] , this paper proposes a KPLS regression coefficients based feature selection method that identifies an optimal set of features by exploiting maximum feature-class relevance and minimum feature-feature redundancy in terms of KPLS based relevance scores.
The proposed method will be evaluated in terms of classification accuracy of four classifiers on seven datasets including UCI datasets, gene expression dataset and BCI Competition dataset of varied dimensionality and number of instances. Four well known classifiers: Support Vector Machine (SVM) [40] , Random Forest [41] , Naive Bayes [42] and Linear Discriminant Analysis (LDA) [43] have been tested. The effectiveness of the method has been compared with four filter methods: MI-mRMR [1] , KPLS based Selectivity Ratio (SR) [11, 12, 35] , Coefficient of Determination (R), Significance Multivariate Correlation (SMC) [12, 35] , two embedded methods: Lasso [44] and Elastic Net [45] and Deep Learning [46] The rest of the paper is organized as follows. The concept of KPLS and the proposed method are introduced in Section 2. Section 3 presents the experimental results while Section 4 discusses the findings. Finally, Section 5 concludes the paper.
KPLS-mR and KPLS-mRMR for feature subset selection
KPLS method models a non-linear relationship between a set of output data Y and a set of input data X. It maps the original input variables to some higher-dimensional function space F and then applies the PLS algorithm onto the transformed data. F can be of high and even infinite dimension, in which PLS regression is computationally expensive [35] . KPLS solves this using the kernel trick: the kernel function evaluates an inner product between two vectors in F : k(x i ,x j )=φ(x i ) T φ(x j ), ∀x i x j ∈X [35] . Different kernel functions are available such as sigmoid kernel, polynomial kernel or radial basis (Gaussian) kernel [39] . Among these kernels, radial basis kernel is most common [39] . Detailed algorithms and equations for KPLS can be found in [36, 39] .
In this paper KPLS regression coefficient is used to determine the relevance of a feature with its target class. Based on the regression coefficient obtained for a feature and its class (or between two features), a unique weight is assigned to each feature, which reflects the relevance of the feature with its class (or with another feature). This is termed as Rel Score (Definition 1).
It is a number based on regression coefficients of class labels w.r.t. features which tells how much relevant a feature f is w.r.t. its class c. This gives the feature-class relevance score (Rel Score(f|c)). Similarly, relevance score computed based on the regression coefficients of a selected feature f1 w.r.t. non-selected features tells how much relevant a non-selected feature f2 is w.r.t. f1. This gives the featurefeature relevance score (Rel Score(f2|f1)).
A C C E P T E D M A N U S C R I P T
Maximum relevance (mR) of a feature with its target class is obtained by searching the features based on the Rel Score. The feature with the highest Rel Score is the most relevant feature while the feature with the lowest Rel Score is the least relevant.
Based on Rel Score(f|c), where f is a feature and c is its target class, maximum relevance (mR) can be defined as in Equation 1
It is likely that features selected based on their relevance with the class might have high redundancy, i.e., the relevance among these features might be large [1] . When two features are highly relevant with each other, the respective class-discriminative power will not differ much if one of them is discarded [1] . Hence, redundant features can be removed. This criterion of selecting least redundant feature is minimum redundancy (M R) [1] .
Let F be the set of all features, F' be the set of selected features. Minimum redundancy
The criterion that combines Equations (1) and (2) is called "maximal relevance and minimum redundancy" (mRMR) [1] . The mRMR feature set is identified by optimizing the conditions in equations (1) and (2) simultaneously. Combining the two equations into a single criterion function R can be achieved by optimization of both conditions as follows:
A weight γ has been assigned to MR in the optimizing criteria R. The idea is to check In practice, suppose we have a set F with n features and a set of selected features F'
with m-1 features. The task is to select the mth feature from the set S=F-F'. In that case, redundancy of each feature f i ∈ S christened as R f i is evaluated as in Equation 4 .
The search method then selects the mth feature from S by optimizing the following condition in which R is rewritten as follows: In order to find out whether using R described in Equation 5 is more effective than using mR described in Equation 1 for the proposed KPLS-based feature selection, two algorithms named KPLS-mR and KPLS-mRMR are investigated by experiments in this paper. They are described by Algorithm 1 and Algorithm 2, respectively.
Both KPLS-mR and KPLS-mRMR depend on two major modules, namely KPLS and Compute RS. 
coefficients between them using KPLS algorithm. KPLS first makes use of kernels that map 'a' to some high-dimensional function space. It then computes uncorrelated latent vectors (components) on the transformed data using SIMPLS algorithm [47] . A least square regression is then performed on the subset of the extracted latent vectors.
The size of the subset of latent vectors is set by 10-fold cross-validation. The module computes regression coefficients between features and class as well as between two features.
2. Compute RS(a,b): For a given feature set 'a' and regression coefficients 'b', Compute RS returns the Rel Score between a feature and its class or a feature with another feature.
Experimental Results
Experiments were carried out on a workstation with 12 GB RAM, Intel(G) Xeon processor and 64 bit windows 7 operating system. The proposed methods were implemented using MATLAB R2015a.
For our experiments, seven different real-life datasets of varied dimensionality and number of instances have been used. The detailed descriptions of the datasets are in Table 1 .
Note that the Musk data from UCI-ML repository has been discretized for experimental purpose using equal width binning method. 
2.
Use of the selected model for feature selection: The KPLS model selected as described above was then applied to select the optimal set of features for each dataset. The method involves four basic steps. 1) computation of KPLS regression coefficients using SIMPLS algorithm, 2) computation of Rel Score(f|c) and Rel Score(f2|f1) based on regression coefficients for each feature, 3) computation of R and 4) selection of
features based on R. For the KPLS-mRMR method, the optimal γ value was obtained by searching it in two different ranges : [0,1] where γ increases by 0.1 and [1, 10] where γ increases by 1. The optimal γ value was then set by 10-fold cross-validation classification accuracy. The optimal gamma value obtained for different datasets with different classifiers are shown in Table 2 . The R computed based on the optimal gamma value is taken as the final measure for identifying the set of optimal features. 
Comparison with other filter methods
The cardinality of the selected feature subset for the filter methods for different datasets Scheffe's posthoc test are in Table 3 . KPLS-mR and KPLS-mRMR achieved significantly better classification performance than all the other methods with LDA, Naive Bayes and SVM classifiers. The size of the optimal set of features selected by each feature selection method and the corresponding cross-validation accuracy of each classifier are shown in Table 4 . Table 6 . Table 7 . KPLS-mRMR performed best with LDA, SVM and Random Forest classifier. With Naive Bayes both KPLS-mR and KPLS-mRMR achieved better performance than MI-mRMR. The number of selected features and the corresponding cross-validation accuracy for each classifier are shown in Table 8 . It can be seen that KPLS-mRMR achieved the best classification accuracy using the selected feature set, as compared to others with all the classifiers. KPLS-mR performs worst with Random Forest A C C E P T E D M A N U S C R I P T 
Performance Comparison on Madelon Dataset
Madelon Dataset is a highly non linear dataset consisting of 500 features. The results in terms of classification accuracy for different classifiers are shown in Fig. 7(a)-(d) . The results of one way ANOVA followed by Scheffe's posthoc test are shown in Table 9 . The results show that with LDA both KPLS-mR and KPLS-mRMR performed significantly better than MI-mRMR and SMC. With Naive Bayes KPLS-mRMR gave insignificantly improved performance over MI-mRMR, SR and R; while with SVM, KPLS-mRMR gave significantly better performance than MI-mRMR and SMC. The number of selected features and the corresponding cross-validation accuracy for each classifier are shown in Table 10 .
It is observed that KPLS-mRMR achieved best classification accuracy with LDA and SVM with the set of selected features than all the other methods. in Fig. 8(a) -(d). One way ANOVA followed by Scheffe's posthoc test was conducted and the results in terms of cross-validation accuracy of different classifier are shown in Table 11 .
A C C E P T E D M A N U S C R I P T
With all the four classifiers, KPLS-mR and KPLS-mRMR performed significantly better than SR and R methods whilst their performance was similar to MI-mRMR and SMC. The number of selected features and the corresponding cross-validation classification accuracies are shown in Table 12 . The results show that KPLS-mRMR produced best performance in terms of classification accuracy with Random Forest using the selected features . Table 13 . The results show that with LDA, SVM and Naive
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Bayes classifiers KPLS-mR and KPLS-mRMR performed significantly better than SMC, SR
and R but performed similarly to MI-mRMR. The number of features and corresponding cross-validation accuracies are shown in Table 14 . It conveys that the performance of KPLSmRMR is the best with all the classifiers.
Performance Comparison on Leukemia Dataset
This dataset has 7,070 features. The maximum number of selected features was set to 10.
The results in terms of classification accuracy of different classifiers with the selected features are shown in Fig. 10(a)-(d) . Since the number of samples is too small, all the aforesaid 23
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A N U S C R I P T methods that used SVM suffered from overfitting. Hence, the effectiveness of KPLS-mR and KPLS-mRMR has been shown with three classifiers only: Naive Bayes, Random Forest and LDA.
The statistical test was conducted with ANOVA followed by Scheffe's posthoc test based on the results depicted in Fig. 10 . The results are shown in Table 15 .
The results demonstrate that with these three classifiers, KPLS-mR and KPLS-mRMR performed significantly better than SMC, SR and R and performed similarly when compared to MI-mRMR. The number of selected features and the corresponding cross-validation accuracy are shown in Table 16 . A C C E P T E D M A N U S C R I P T 
Average Performance Comparison
An average performance comparison has been conducted over all datasets. Table 17 shows the average performance which indicates that KPLS-mRMR performed better than KPLS-mR on average. Table 18 .
Computational time
The computational time in seconds for computing mutual information (MI) for MImRMR feature selection, relevance score for KPLS-mRMR, significance multivariate correlation for SMC and Selectivity Ratio and Coefficient of Determination for SR and R are shown in Table 19 . The computational time for computing dependency measures is considered here. This is because SMC, SR and R are mR methods, which consider dependency between features and class, while KPLS-mRMR and MI-mRMR are mRMR methods considering the dependency of features with other features as well as its class and need an
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A C C E P T E D M A N U S C R I P T additional step of computing redundancy as well. Further, our aim is to portray the easy computation of Rel Score. KPLS based methods involves computation of the kernel matrix.
In Table 19 , datasets are listed in the first column, the 2nd column shows the computational time of MI, whereas the 3rd to 9th columns show the computational time of KPLS based dependency measures. The 3rd column shows the computational time of the kernel matrix, the 4th, 6th and 8th columns show the computational time of different dependency measures, and the 5th, 7th and 9th columns show the total computational time of dependency measures that includes the computational time of the kernel matrix as well.
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A C C E P T E D M A N U S C R I P T It can be seen from Table 19 that the computation of Rel Score is comparatively faster than that of SMC, SR and R methods as it involves simple algebra while SMC, SR and R require additional steps of computing target projection matrix, explained variance and residual variance. SMC, SR and R took the longest time on Leukemia dataset which consists of 7070 features. However, the computational time of Rel Score was longer than that of mutual information. This is because the computational load for building the kernel matrix (gaussian or polynomial) increases with the square of the number of training samples [49] .
Hence, in case of datasets with numerous training samples the building of kernel matrix requires much time. It is evident from experimental results as shown in Table 19 . The computational time for Madelon was long as it consists of 2000 training samples. Hence, the selection of an appropriate kernel plays a vital role. However, if we ignore the computational time of building the kernel matrix, the KPLS method performed best in case of Leukemia dataset, which shows that KPLS performs best when no. of samples << no. of features, i.e., when the dataset is of high dimension.
Comparison with embedded methods
Lasso and Elastic Net are regression methods that identify an optimal set of features as a part of model construction process. The size of the optimal feature set identified by Lasso, Elastic Net and KPLS-mRMR using different classifiers are also tabulated. In Ta ble 20 datasets are listed in the first column, classifiers, Lasso, Elastic Net and KPLS-mRMR methods with size of optimal feature subset and 10-fold cross-validation classification performance are given in the 2nd, 3rd, 4th, 5th columns respectively. However, the cardinality of the selected feature subset for different datasets in case of KPLS-mRMR is set as mentioned in Subsection 3.1. The experimental results convey that KPLS-mRMR achieved similar performance as compared to Lasso and Elastic Net but selected much fewer features, as shown Table 20 .
Computational time
Computational time in secs for constructing and learning the model and finding the best model by Lasso and Elastic Net are shown in Table 21 . The results portray that Elastic
Net performed the worst in case of Leukemia and Madelon datasets. It can be seen that Lasso performed faster than Elastic Net, while the computation of Rel Score is faster than 29
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Lasso and Elastic Net (see Table 19 ). However in case of Ionosphere and Madelon datasets, the computation of Rel Score took more time than that of model construction process by Lasso. The learning rate was set to 0.01. The performance was evaluated for 100 iterations, and the iteration with maximum cross-validation accuracy was considered as the best performance.
The computational time considered here was the total time to train the CNN after the 100 iterations. The results are shown in the Table 22 suitable for high-dimensional data. Thus the method proposed in this paper is applicable for both small as well as large data. One of the limitation of the kernel based methods is that the computational load for building the kernel matrix depends on the number of training samples [49] . Hence, in case of datasets with lots of training samples the building of the kernel matrix requires much time. Therefore, the selection of kernels plays a vital role in reducing the computational time as well as increasing the classification performance.
Another limitation is that the KPLS based methods are sensitive to datasets and thus depend on the choice of the kernels and the number of latent vectors (components). If the dataset is noisy or the kernels and number of components are inappropriate, the regression coefficients may not be able to capture the proper relevance between the feature and the class (or another feature). The kernel or the number of latent vectors depend on the size of the feature set. The same number of latent vectors may not be suitable for feature sets of different sizes. Hence, selecting an appropriate KPLS model in each round of selecting a feature from the set of non-selected features may further improve its performance. In addition, the KPLS-mRMR criterion is based on the difference between the relevance of a feature with its class and the redundancy among the features (see Eq. 5). As stated in Peng et al [1] , the unbalance between the relevance and the redundancy term is a limitation of mRMR methods. It may be possible that a redundant feature with high relevance with its target class gets selected. Our study uses a weight γ as a manually tuned parameter checked in two different ranges [0,1] and [1, 10] for controlling the redundancy penalization. However, M A N U S C R I P T the value of γ strongly depends on the given problem and the study does not include any automatic way to estimate optimal γ.
Conclusion
This paper proposes KPLS-mRMR to select strongly relevant and less redundant features based on KPLS regression coefficients. The method has been evaluated in terms of classification accuracy on seven different real life datasets with four different classifiers. The proposed method performs significantly better than SMC, SR and R and similarly as MImRMR, Lasso and Elastic Net but selects fewer features in general. However, selecting an appropriate KPLS model plays a vital role in improving the performance of the algorithm.
An incremental feature selection method could be developed in future research, which would update the KPLS model in each step of selecting a feature from a set of non-selected features.
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