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Introduction
The identification of recent changes and comprehensive knowledge about impervious and pervious surfaces provide important information for urban planning and management. [1] [2] [3] [4] The growth of impervious surfaces and unplanned man-made structures cause environmental problems, such as urban surface water pollution, [5] [6] [7] health issues, [8] [9] [10] and urban microclimate issues.
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For instance, previous studies have identified roof runoff as a major source of nonpoint water pollution in urban environments. 5, 6 The spatial distribution of impervious surface types must be accurately monitored to achieve suitable planning and decision-making strategies in urban areas. The introduction of very high resolution (VHR) remotely sensed sensors, 12, 13 such as IKONOS, QuickBird, Geoeye1, WorldView-2 (WV-2), and WorldView-3 has enabled the monitoring and mapping of the current distribution of impervious surface types through efficient algorithms and workflows.
VHR satellite sensors provide detailed information about the heterogeneities of urban surface materials, such as the fine outline of the features and variable spectral characteristics. However, automatic classification of urban features is hindered by several significant difficulties, 14 which are mostly attributed to the spectral diversities within each class and the spectral similarities between different feature classes. Previous studies showed that supervised spectral-based image classifiers are neither effective nor useful when accurate maps are created from inherited information from VHR sensors. These classifiers require prior knowledge of the scene as well as a tedious selection of the regions of interest over large coverage. 15 For example, misclassifications between roofing types and road pavements can be seen from maximum likelihood and support vector machine classifiers. 16 For roofing material types, the spectral response of the surface depends on the type and age of the material as well as the solar incident and orientation angles. 1 In contrast, object-based image analysis (OBIA) has been widely used in urban mapping studies to overcome the aforementioned constraints. [17] [18] [19] [20] [21] [22] [23] OBIA is an interactive feature extraction approach that begins with image segmentation to partition the image into homogenous image objects or segments. [24] [25] [26] [27] Selecting an appropriate segmentation scale is subject to analyst performance, and this task is challenging because the level of detail in image analysis and shape of features should be considered. 19, 28 Different segmentation scales produce varying segmentation results. Choosing a high-segmentation scale produces fewer segments that result in boundaries with mixed feature classes (undersegmentation). Selecting a low-segmentation scale causes a large number of small objects to be found for each single feature type (oversegmentation). Therefore, a segmentation scale must be carefully selected to prevent mixed-object errors in a classification output. However, no standardized method exists to identify the optimal scale level for different applications and types of remotely sensed images. 21 Large numbers of features, such as spatial, spectral, textural, and spectral indices, can be computed after image segmentation in OBIA to proceed with the classification. OBIA is based on the knowledge and experience of an analyst in developing the rule-sets for rulebased classification or in performing the image analysis via supervised approach. Given that a supervised approach is based on the training samples and their associated features (spatial, spectral, and textural), this technique is hardly transferable because of its dependency on training objects in different geographic regions. The training samples are selected from the objects of each land cover class. The supervised approach could be performed by well-known algorithms such k-nearest neighbor, 29, 30 support vector machine, 16, 31, 32 random forest, 33 and so on. Rulebased classification is performed by rule-sets that are developed from the prior knowledge of an analyst regarding the feature classes, and can be reused in another geographic region with a similar land cover environment. Previous studies mostly focused on a small number of classes to test the transferability of OBIA rule-sets. 22, [34] [35] [36] For example, Belgiu et al. 36 selected five classes, such as impervious area, bare soil, vegetation, water, and shadow, by using WV-2 images.
Although recent research by Hamedianfar and Shafri 37 presented transferable OBIA rule-sets to extract detailed urban land cover classes, manually developed rule-sets could hinder the future transferability of the rule-sets. The transferability of rule-based classification faces significant challenges, as the development of rule-sets is subject to the performance and experience of an analyst in selecting features, 36 and because of the time consuming process of rule-set design. 38 In other words, the developed rule-sets may require additional adjustments and editing in new geographic regions or temporal images, which is not practical for a large number of images. For instance, a previous study by Taherzadeh and Shafri 39 utilized the discriminant analysis technique to provide generic rule-sets for OBIA. However, this technique still requires the manual examination of the selected features, and the study areas were limited in terms of size. In that regard, intensive transferability evaluation of the OBIA rule-sets can be seen in the previous studies.
be explored. 42, 43 Although recent studies have explored the performance evaluation of DM techniques for OBIA, [44] [45] [46] not many studies have investigated the generalization ability and transferability of the trained learning algorithm for rule-based OBIA.
DM based on a decision tree (DT) algorithm has been used in many applications because of its fast operation, lack of assumption in data distribution, easily interpretable rules, and embedded feature selection ability. 1, [47] [48] [49] [50] Recently, a few studies employed the integration of OBIA and DT algorithm to classify urban land covers. 1, 51, 52 The combined performance of the DT algorithm and OBIA in the detailed characterization of urban features from advanced imaging spectrometer for applications (AISA) hyperspectral images with high classification accuracy has also been explored. 49 However, the study areas were limited in terms of size, and the transferability of the DT rule-sets was not examined in the mentioned articles. 1, 49, 51, 52 Although previous studies have explored the combined performance of DM and OBIA for single VHR sensor images, not many studies have investigated the effectiveness of this combination for the transferability of intraurban land cover rule-sets.
According to the aforementioned research background, it is obvious there is a lack of investigation on the combined use of DM and OBIA techniques for the reproducible detection of urban land cover classes. Therefore, this paper intends to examine the feasibility of DM in providing transferable OBIA rule-sets for mapping detailed urban land cover classes from WV-2. This study aims to detect detailed urban land cover classes, including different types of roofing materials such as metal, concrete, and asbestos, as well as road pavements and several types of natural features and water bodies. This study focuses on discriminating roofing material types, especially dark asbestos and concrete roofing materials, which have been classified together in previous studies 1, 19, 37 because of their spectral similarity. A map of the distribution of different roofing materials can help identify the correct location of asbestos roofing for conducting safe removal and for replacing dark-colored metal and concrete rooftops with bright-colored roofing to reduce the heat absorbance of buildings. This study presents an integrated approach using DM and OBIA for the fast and transferable detection of various urban land cover classes from WV-2 images. The integration of DM and OBIA rule-sets will benefit various applications that aim to utilize the reproducible approach for detecting land cover classes from VHR satellite sensor images.
Methodology
This paper presents a detailed and transferable land cover classification technique based on DM and OBIA. Figure 1 shows the methodology.
Study Areas and Data
A WV-2 satellite image that was acquired on January 23, 2010, was used to conduct the proposed methodology. WV-2 contains a panchromatic band with 0.5 m spatial resolution and eight multispectral bands [coastal, blue, green, yellow, red, red edge, near infrared1 (NIR1), and near infrared2 (NIR2)] of 2 m pixels. The improved spectral resolution and fine pixel size of WV-2 provide a wealth of details for image analysis and feature discrimination. 53 Pan-sharpening was performed in this study using the PANSHARP algorithm 54 for better visualization of urban features. The Universiti Putra Malaysia (UPM) campus and its surrounding areas are used as the study sites. Two WV-2 images were used to investigate the transferability of OBIA rule-sets. The knowledge model was extracted from the first image by 5 km 2 (first subset). The transferability of the proposed method was tested over WV-2 images with 25 km 2 (second subset) that covers the primary subset, a study area in the vicinity of second subset with 22 km 2 (Fig. 2) . The rule-sets were established to characterize 11 classes, namely, asbestos roofs, dark-tone concrete roofs, mediumtone concrete roofs, metal roofs, roads, bare soil, grass, trees, swimming pool, pond/river, and shadow. In order to indicate the extent of the three study sites, the boundaries of WV-2 images were overlaid on the pan-sharpened Landsat image (Fig. 2) .
Several spectral indices were used to reduce the spectral heterogeneity of urban surface materials. Previous studies introduced different spectral indices and highlighted the potential of WV-2 bands in improving the classification of roofing types and other urban features. 19, 55 In this study, the following indices were calculated as prior classifications and were used in OBIA to support the transferability analysis.
The normalized difference red edge and red (NDRR) index was used for better separation of roads from other impervious surfaces. This index, which is computed as follows, provides an effective threshold for detecting the roads:
19
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 1 1 6 ; 6 1 6 NDRR ¼ ðred edge − redÞ∕ðred edge þ redÞ.
(1)
The normalized difference NIR1 and blue (NDNB) index was then used to improve the extraction of the concrete roofs from asbestos roofs and roads. 19 This index is computed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 1 1 6 ; 5 4 8
The normalized difference green and red edge (NDGR) index was then used to enhance the extraction of medium concrete roofs from dark concrete and metal roofs. 19 This index is computed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 1 1 6 ; 4 8 0
The normalized difference red edge and yellow (NDRY) was used to improve the classification of metal roofs from other impervious surface types. 19 This index is computed as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 1 1 6 ; 4 2 4
Object-Based Image Analysis
OBIA was performed by using ENVI 5.1 (Exelis VIS, Boulder, Colorado). The analysis began with an edge-based watershed segmentation based on a patented technology by Jin 56 to partition the image content into segments of homogenous regions with similar object values (e.g., texture, shape, size, and brightness). This technique has been utilized to segment remote sensing images with high spatial resolution 57 in different studies for mapping of urban infrastructure and natural features. 31, 37, 39, [58] [59] [60] [61] Edge-based watershed segmentation has resulted in robust outcomes when extracting detailed and diverse land cover classes. 19, 23, 37, 60 Retrieving information from weak boundaries of objects is the advantage of edge-based segmentation. 62 According to the current OBIA literature, no segmentation technique has been reported for transferable performance. Although a recent study showed a reproducible use of an edge-based method without adjusting the segmentation scale, 37 transferability of this technique might not be generalized for all cases. This is due to spatial and spectral diversity of urban surface materials in different study sites. Therefore, transferability of the segmentation algorithm is subject to the complexity level of spatial and spectral characteristics among urban surface materials. Watershed segmentation is executed based on a threshold or scale ranging from 0 to 100. Different scale levels produce varying segmentation results and modify the gradient map. The image analyst must select the highest possible scale level according to visual inspection to delineate the boundaries of features effectively. 16, 59 Although choosing a low segmentation scale results in an oversegmented image, 63 this scale helps preserve the boundary and shape of rooftops.
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The region-merging algorithm of full Lambda-schedule 64 is used after watershed segmentation to improve the delineation of feature classes. This algorithm aims to reduce the oversegmented objects by aggregating the adjacent segments according to spatial and spectral information. The region-merging algorithm evaluates the watershed segmentation result and assesses the spectral similarities of the generated segments. This algorithm merges the segments if they exhibit similar spectral characteristics. The merging begins by calculating the average spectral value of each band in each adjoining segment. The Euclidean distance between the objects is then calculated by using the full Lambda-schedule algorithm, which iteratively aggregates the neighboring segments by considering their color and shape characteristics. In this study, a segmentation scale of 25 and merging scale of 90 were selected by trial and error and a visual inspection of the objects. These scales were adopted for all three study areas.
Data-Mining-Based Decision Tree Classification Technique
DM has been used in many disciplines to discover hidden patterns from large quantities of highdimensional data. 43 As the outcome of DM, information patterns describe relevant relationships with a degree of confidence among a subset of data. 65 These patterns aim to provide a knowledge-based and meaningful model for predicting data structure. 42 Therefore, the useful trend and pattern of individual classes can be anticipated through DM to overcome issues of heterogeneity and multidimensionality in large databases.
A DT is a powerful knowledge-based machine learning technique that has been applied for data classification and predictive modeling. 66 Given that this technique does not require any prior statistical assumption on data distribution, DT is considered a nonparametric classification approach. A DT contributes to an algorithm with a hierarchical representation of knowledge model with IF-THEN rules. The algorithm comprises three sections, namely, (a) internal nodes with the name of one predictor attribute, (b) values of attributes that are positioned at the branches leaving the internal nodes, and (c) each class identified at every leaf node following the sequence of the selected attributes. 67 Therefore, a set of rules is determined to perform the classification process. Such a process begins from the root node and ends at the leaf node, which expresses the label of the identified class. 68 Over the years, various DT algorithms have been developed, e.g., CHI-squared automatic interaction detector, 69 classification and regression trees (CART), 70 C4.5, 71 SPRINT, 72 and so on. According to a comparative study of DTs and machine learning algorithms, 73 the C4.5 algorithm has a good combination of error rate and speed. 74 A recent comparative assessment of classification algorithms for urban land cover classification 29 indicated the higher classification accuracy of the C4.5 algorithm compared with the CART DT algorithm. Although previous studies mostly concentrated on comparisons of machine learning algorithms or improving the productivity of pixel-based/object-based classifications with the use of the C4.5 algorithm, 1, 51, 75, 76 there is a lack of research to examine the generalization and transferability potential of rule-sets developed by the DT algorithm.
In this study, the open-source implementation of the C4.5 algorithm known as J4.8 was used in Weka software for the DM. Quinlan 71 developed C4.5 as an upgrade of the ID3 algorithm. The improvements of this algorithm include 1 choosing an attribute selection approach, 2 controlling data with missing attributes, 3 handling data with numeric and continuous attributes, and 4 providing DT pruning.
Building the Training Data-Set
The training sample land covers were selected on the basis of field visits and visual interpretation of the WV-2 image of the first study site.
After the training dataset was identified, the ENVI feature extraction module was used to extract OBIA features based on image segmentation. Details of the meanings and descriptions of each feature are presented in the ENVI User's Guide. 30 The names, quantity, and types of evaluated features are shown in Table 1 .
A total of 332 sample objects were selected in the training set. The C4.5 DT algorithm was run over this training set to generate the classification model. Accordingly, 16 OBIA features and their corresponding thresholds were determined to generate IF-THEN rule-sets. The details of the name, description, and types of these features are provided in Table 2 . Figure 3 shows the knowledge-based DT. This figure provides the layer information and ranges for each land cover classes.
Accuracy Assessment
To determine the quantitative accuracy of the classification results, ground truth data were identified during field visits and by using visual interpretation of the WV-2 images. An error matrix was used to compare the classified images and ground truth information. 77, 78 Ground truth data Comparison of the area of the segment to the square of the maximum diameter of the referred segment.
Spatial
Note: Lower kernel size is useful for small land covers with higher variance, such as urban neighborhoods. Higher kernel size is useful when the target feature has little texture variance, such as fields. 30 were imported as polygons into the WV-2 images, and stratified random sampling was employed to generate the point samples in the error matrix. Goodchild et al. 79 suggested that a minimum of 50 reference samples must be used for each land-cover class in an accuracy assessment. According to the spatial distribution of land-cover classes in the study areas, different quantities of reference samples per land-cover type were considered. A total of 1330, 2130, and 2200 random point samples were assigned to the land-cover classes in the first, second, and third study sites, respectively.
Results

Decision Tree Results and Interpretation
The C4.5 algorithm selected a combination of spatial, spectral, and textural features to construct the DT model. The function of each feature in DT rule-sets is provided in Table 3 .
Object-Based Classification Results
The same image segmentation thresholds were applied for the first and second study sites. The OBIA rule-sets were developed over the first study site through DM. Figure 4 shows a classified image of the first study site with an accurate delineation of land cover classes. The surface materials, including asbestos roofs, metal roofs, dark concrete roofs, medium concrete roofs, roads, bare soil, grass, trees, pond, swimming pool, and shadow were classified by using the integration of DT rule-sets and OBIA. The classification results achieved a kappa coefficient and overall accuracy of 0.86 and 88%, respectively (Table 4) .
To check the transferability of the OBIA rule-sets developed over the first study site, the DT model was reused on a larger image with a 25-km 2 area that covers the first subset. Figure 5 shows the classified image of the entire site with a clear differentiation of roofing types and other land cover classes. The classification result obtained an overall accuracy and kappa coefficient of 85% and 0.83, respectively (Table 5) .
Testing the performance of decision tree rule-sets on other test sites
The third site was used to test the performance and transferability of the DT rule-sets. This site was located outside the second subset with an almost equal geographic range. Large and variable coverage was utilized in the third subset to adequately describe the effectiveness of the rule-sets. WV-2 images were employed in all the study sites. The DT rule-sets were reapplied in the third subset without any structural adjustments in the knowledge model and the feature thresholds.
The classified image depicting the third subset is shown in Fig. 6 . The error matrix shown in Table 6 was generated after crossing ground truth sample points in the third subset with the classification result obtained by reusing the DT rule-sets in OBIA. An overall accuracy rate of 85% was achieved in the third subset, confirming the high potential and effectiveness of transferability of the DT rule-sets to the different study sites from the same satellite sensor images. 
Classification accuracies
The pond class achieved high user and producer accuracies in all the study areas. However, user and producer accuracy were slightly reduced to 89% and 92%, respectively, in the second study site. The small omission and inclusion errors were caused by the misclassification of ponds and shadow classes. The swimming pool class was accurately detected in all the subsets with high user and producer accuracies. The rule-set of this class overcame the inclusion errors in a previous study 1 that involved several roofing types and a swimming pool. The bare soil class obtained high user accuracies and low producer accuracies. Low producer accuracy was caused by omission errors with metal roofs and medium-tone concrete roofs. Some metal roof samples were misclassified in the bare soil class, resulting in inclusion errors for user accuracy. The medium-tone concrete roof class obtained good results. This class achieved high producer accuracies and slightly lower user accuracies. The low user accuracies of this class resulted from the misclassification of objects from the bare soil, dark concrete roofs, and metal roofs. Commission errors in the road class were caused by misclassifying metal roofs, dark concrete roofs, and asbestos roofs as road objects. Omission errors of the road class can be attributed to the misclassification of a few road reference samples as metal roofs, dark concrete roofs, and shadows. On the road asphalt, road markings were similar to metal roofs. Dark concrete roofs obtained high user accuracy and lower producer accuracy. Small inclusion errors of the dark concrete roofs resulted from the spectral overlaps of dark concrete roofs with dark asbestos roofs and roads. Omission errors in the dark concrete class were distributed in different classes such as asbestos roofs, medium-tone concrete roofs, and shadows. Medium-tone concrete roofs varied in color; in certain cases, darker medium-tone concrete roofs were misidentified as fully dark tones. Asbestos roofs behaved differently from dark concrete roofs in the first and second study sites; asbestos roofs had high user accuracy but lower producer accuracy. However, user (93%) and producer (88%) accuracy rates were closer in the third subset. Omission and inclusion errors were mainly caused by overlaps and confusion with dark concrete roofs. In addition, the shadow class in the third subset exhibited small omission errors. User and producer accuracies of the metal roof class were similar to those of dark concrete roofs. The metal roof class had higher user accuracy and lower producer accuracy. Omission and inclusion errors primarily resulted from overlaps and confusion with roads and bare soil classes. High spectral similarity among these classes caused the errors mentioned. Vegetated classes, including grass and trees, were accurately classified. Few misclassifications occurred between these classes; thus, minor omission and inclusion errors were observed. Detecting the grass class improved compared with the previous research on intraurban environments 1 because the confusion with bare soil was addressed. The NDRR index, which was created from the red and red edge bands, effectively separated the grass class from bare soil.
Discussion
Expert knowledge or semantic networks have greatly improved OBIA quality and accuracy by considering a set of interpretation factors. 17, 18 However, an automated and transferable OBIA approach may be subject to the rule-set creation of an analyst, which may hinder the reproducibility of the knowledge model. While semantic networks are created by experienced analysts who allot much of their time to exploring a large number of features, the knowledge model can be generated by DT through a supervised leaning approach to expedite image analysis and reduce the manual nature of semantic networks.
This study presented a faster method to provide transferable classification of detailed urban land-cover classes. Comparing classification accuracies with manual rule-sets is crucial. Accordingly, a previous study by Hamedianfar and Shafri 37 used study sites similar to those in the current study with bigger coverage in the first subset and much smaller coverage in the third subset. In the previous study, the rule-sets were developed manually, and overall accuracies of 88%, 88%, and 86% were achieved for the first, second, and third subsets, respectively. In the current paper, based on the results obtained by transferability of the DT, overall accuracies of 88%, 85%, and 85% were achieved from the first, second, and third subsets. Comparison of the DT rule-sets and manual rule-sets exhibits minimal variation in classification accuracy. DT supervised learning greatly improved the process of rule-set development. This technique Table 4 Confusion matrix for detailed land-cover classes in the first subset. automatically developed the rule-sets based on predefined training objects. The limitation of this learning process is the needs of training data and prior knowledge about the land cover classes. Transferability of the rule-sets based on an unsupervised learning process can be the future direction of current research. Following the previous work on the detailed characterization of urban surface materials, including different roofing types and other land cover classes, this study provides important contributions on the use of DT for the automated selection of rule-sets and focuses on the predictive power and transferability of rule-sets with much bigger coverage. The transferability of rule-sets can be challenging because of the complex and variable behavior of spectral, spatial, and textural characteristics. De Pinho et al. 1 and Hamedianfar et al. 49 examined the combined performance of OBIA and DT for the detailed mapping of urban surface materials from a single image of an IKONOS sensor and an AISA hyperspectral sensor, respectively. This study demonstrates the potential of DM to establish the rule-sets of detailed urban land covers and reuse the knowledge model on a wide and complex scene of a WV-2 image. The level of detail in land use/land cover classification can be influential when the analysis aims to provide a transferable classification technique. Previous studies have explored the transferability of OBIA according to generalized classification schemes. 22, 35, 36 Given the spatial and spectral diversities in an urban environment, 2 the transferability of rule-sets becomes critical when a more detailed classification scheme is being investigated. These characteristics must be evaluated for a wide variety of object shapes, colors, textures, and material types. In this study, the transferability of 11 detailed urban land cover classes was investigated to indicate how well DM can explore the complex and spectrally diverse land cover classes and their features as well as to extract a relevant subset of features that could be reused in the OBIA of WV-2 images.
With regard to detection of roofing materials, the combined class of dark concrete and asbestos can be seen from the results of previous studies. 1, 19, 37 The combined class of these roofing types can be impractical when the goal is to identify the location of asbestos roofing because of the hazardous nature of this material. Moreover, knowledge on the coverage and location of dark concrete can be useful in promoting bright-colored roofing materials and in mitigating microclimate issues. De Pinho et al. 1 applied DM and OBIA on an IKONOS image to characterize dark concrete and asbestos as well as other urban land cover classes. The need to combine the classes of dark concrete and asbestos roofs is attributed to the spectral and spatial limitations of IKONOS data. However, Hamedianfar et al. 19 utilized a WV-2 image with higher spatial and spectral resolutions as compared with IKONOS data and found that the time-consuming and difficult separation of the rule-sets of these classes could be attributed to joint classes. Therefore, we used DM in this study to separate these two classes and validate the transferability of this separation in a wider coverage.
The misclassifications between nonelevated (bare soil and roads) and elevated (roofing material types) land cover classes can be overcome by adding feature height information into image analysis. 15, 19 Accordingly, normalized digital surface models can be added from LiDAR data by subtracting digital elevation model (DEM) from digital surface model (DSM).
Segmentation quality affects OBIA accuracy, 80 and segmentation must be selected relative to the level of detail in image analysis as well as the size and shape of land-cover classes. However, this study utilized similar scale levels for different image subsets; thus, the segmentation scale might not be applicable to other study areas. Adjusting the segmentation scale may be required for new study areas.
The current study presented the feasibility of using a DT process and extrapolating this process into other study sites with similar land-cover environments. If other areas lack some of the classes in the first study area, the rule-sets of these classes can be removed from the feature extraction process. However, if new classes emerge in another study site, a new DM process should be employed in the study site to generate OBIA rule-sets associated with new landcover classes.
Given that the proposed DT rule-sets were developed from available spatial, spectral, and textural features in ENVI software, these rule-sets could not be easily transferred to other OBIA software, such as eCognition and InterIMAGE. Future studies can explore the definition of the generic concepts that can be utilized in different OBIA systems with easier intersoftware transferability.
The transferability of the rule-sets for temporal VHR sensor images or images with dissimilar spectral and spatial characteristics has not been widely explored in previous literature. Future studies could consider the combined performance of DM techniques and OBIA to investigate the transferability of the rule-sets among different data types or temporal datasets. In addition, this study was limited in terms of image coverage. Future research could conduct the analysis over larger areas to expand the current study.
Finally, a comparative study with other reference machine-learning methods can be considered in the future. For instance, the classification accuracy of a DT classifier can be compared with an ensemble classifier based on tree classification such as a random forest algorithm.
With regard to the implications of this study, the generated maps could be applied to solve urban environmental problems. For instance, rooftop energy efficiency analysis could be conducted to relate different roofing materials with heat reflectivity and absorption. This could contribute to rooftop heat density estimation, developing energy policies and urban planning improvement. 55 For health-related issues, the thematic maps of asbestos roofs could be used as a source of information for monitoring and safe removal of these materials from public and private building roofs. 81 This information could enable municipalities to perform risk assessment for the buildings with weathered/deteriorated asbestos roofs and people who are exposed to these hazardous materials.
Conclusions
This study presented a combination of OBIA using watershed edge-based segmentation and the DM algorithm to investigate the transferability of OBIA rule-sets. This methodology contributes to the automated classification of detailed urban land cover classes using two WV-2 images without the need for any adjustments in the OBIA attributes and their thresholds. A DT-supervised learning technique was used to establish the rule-sets of OBIA over the first study area Table 6 Confusion matrix for detailed urban land cover classes in subset 3. Note: A, pond; B, shadow; C, swimming pool; D, bare soil; E, medium concrete roofs; F, roads; G, dark concrete roofs; H, asbestos roofs; I, metal roofs; J, trees; K, grass; prod acc: producer accuracy; user acc: user accuracy.
without manual interaction with the analyst during rule-set creation. To validate the transferability of this approach, the developed rule-sets of the DT were applied to a complete scene of a WV-2 sensor and a different study site (third subset). The transferability of the classification rules was tested over various subsets of WV-2 images to highlight the effectiveness and predictive potential of the developed DT. Accuracy rates of 88%, 85%, and 85% were achieved in the first, second, and third study sites, respectively. With regard to the large number of spatial, spectral, and textural features, DM accelerated the rule-set creation process through its feature selection capability, eliminated the manual development of the knowledge model, and provided reproducible rule-sets with easy-to-use representation in the DT configuration.
