This paper studies a new fractional-order nonsingular terminal sliding mode control (FTSMC), in which all parameters of controller and observer are optimized by a modified grey wolf optimization (MGWO) technique for robotic manipulator systems. Based on an improved fractional-order terminal sliding surface, the new FTSMC system is designed and the unknown disturbance is estimated by a fractional-order finite-time disturbance observer. The dynamic parameters of manipulator and gains of the controller were optimized with the help of the newly developed MGWO technique via both off-line simulation and on-line experimental optimization learning process. Simulation and experimental results of MGWO optimization and joint positioning for a self-designed manipulator showed the efficacy of the proposed optimization and control schemes.
I. INTRODUCTION
Selecting the best gain values of controller or observer in the control system is very important issue because the control performance of the designed control system is up to the selected gain values. Worst gain values of the control system lead to worst control performance though any higher control algorithm is developed. However, in most control systems, gains of the controller and the observer were tuned using an iterative or a trial and error method. With increasing number of gains to be adjusted in the complex system, tuning the gains becomes more time-consuming and tiresome work. Thus, to obtain optimized gain values of the control system with heuristic iterative method, genetic algorithm (GA) [1] , [2] , differential evolution (DE) [3] were developed earlier. To obtain more advanced optimization performance under minimization or maximization of the objective The associate editor coordinating the review of this manuscript and approving it for publication was Zheng H. Zhu . function, bio-inspired optimization techniques such as particle swarm optimization (PSO) [4] , [5] ant colony optimization (ACO) [6] , [7] , article bee colony algorithm [8] , [9] were developed. Recently, grey wolf optimization (GWO) technique [10] , [11] exhibited improved optimization performance than the traditional techniques of GA, DE, ACO, and PSO. Especially, some applications of GWO to robot manipulator have been reported [11] - [14] , yet these studies were conducted via simulation and off-line optimization. In our knowledge, optimization of most of control systems via real-time experiment has not been studied yet. In this study, we developed on-line experimental modified GWO (MGWO) technique for robot manipulator with better optimization performance than the conventional GWO as well as off-line optimization. For the purposes of the study, we have executed the MGWO process via real-time experiment of the robot manipulator. As like the meta-heuristic methods, this bio-inspired method bypasses identification of the manipulator parameters and the time-consuming gain tuning of the controller and the VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ observer is bypassed. The experimental optimization method, which does not entirely depend on off-line optimization of conventional simulation methods, can help design a faster and more effective control system for a manipulator compared with the conventional controller design systems. The sliding mode control (SMC) approach [15] has been widely used owing to its attractive features of low sensitivity to uncertainties, fast response, and easy realization in the manipulator control system. The terminal sliding mode control (TSMC) [16] , [17] was developed by adding a nonlinear sliding surface into the first-order sliding surface which, in turn, brings better robustness and higher tracking control properties. However, the singularity issue of the first developed terminal sliding control limits the its applicability. Thus, to overcome the singularity issue, the nonsingular terminal sliding mode controllers (NTSMCs) were designed [18] - [21] . The use of nonsingular sliding surface instead of the previous terminal sliding surface results in lower control performance though the singularity issue is avoided.
Recently, fractional-order calculus and control [22] , [23] were introduced to construct more improved PID controller [24] - [26] than the conventional integer-order based one. Moreover, to enhance the robustness to the controller over PID control, the fractional-order sliding mode control [27] was developed to improve the integer derivative based SMC systems. Then, the fractional-order TSMC (FTSMC) methods [28] - [30] have been proposed owing to the advantages of fractional-order calculus over integer-order based TSMC methods. Moreover, fractionalorder based time-delay estimation technique has been studied [31] for a cable-driven manipulator. This study proposes a new fractional-order nonsingular sliding surface that offers faster convergence performance compared with the previous FTSMC systems. The proposed FTSMC surface avoids the singularity issue and also improves convergence control performance comparing with the previous methods. The unknown disturbances that comes from external disturbance and optimization error of MGWO were estimated by a fractional-order finite-time disturbance observer. All gains of the designed FTSMC system were optimized by the developed off and on-line MGWO learning procedure.
Based on the above statements, the contributions of this study are as follows:
(1) An improved fractional-order sliding mode surface is proposed to enhance the convergence time comparing with the previously studied ones.
(2) A fractional-order controller and disturbance observer are designed to yield enhanced control and estimation performances for unknown disturbance.
(3) A modified grey wolf optimization technique is studied to guarantee more enhanced optimization performance than the existing GWO technique.
(4) Experimental MGWO optimization process including simulated one is developed to enhance actual applications.
The proposed control schemes were applied to a selfdesigned articulated manipulator. The successful simulated and experimental parameter optimization procedure showed that joint position tracking worked for the proposed FTSMC surface controller and MGWO technique. The obtained results can be effectively applied to other manipulator control systems with easy realization.
II. PRELIMINARIES A. FRACTIONAL-ORDER CALCUS
Fractional calculus is a generalization of integration and differentiation to non-integer-order fundamental operator
where α ∈ R represents the order of the fractional operator: Definition 1 [27] : The αth Riemann-Lowville definition of fractional derivative and integration of f (t) are given as
where m is the first integer larger than α, i.e. m − 1 ≤ α < m and is the Gamma function. Definition 2 [27] : The Caputo definition of fractional derivative can be written as
Property 1 [27] : The linear operations hold for fractionalorder integration and differentiation as follows:
Property 2 [27] : The following equality holds for the fractional derivative:
where m − 1 ≤ β < m. Lemma 1 [27] : Let x = 0 is an equilibrium point for the non-autonomous fractional-order system and D ∈ R n be a domain containing the origin. Assume that there exists a Lyapunov candidate V (x(t), t) : [0, ∞) × D → R, which is a continuously differentiable function and locally Lipschitz with respect to x such that
where t ≥ 0, x ∈ D, α ∈ (0, 1), α 1 is an arbitrary positive constant. Then, x = 0 is Mittag-Leffler stable. If the assumptions hold globally on R n , then x = 0 is globally Mittag-Leffler stable.
B. DYNAMICS OF THE MANIPULATOR SYSTEM
The dynamics of the articulated manipulator system is described as
where q,q,q ∈ R n×1 denote the generalized position, and the velocity and acceleration vectors, respectively; n is the degree of freedom; M (q) ∈ R n×n is the positive definite moment of inertia matrix; C(q,q) ∈ R n×n is the centripetal
is the external disturbance vector; and D(u) ∈ R n×1 is the control input vector including deadzone. Property 3: M (q) and G(q) are uniformly bounded and continuous for an uniformly bounded and continuous generalized position vector q.
Property 4: C(q,q) is uniformly bounded and continuous for an uniformly bounded and continuous generalized position and velocity vectors q andq.
Property 5:q T [Ṁ (q) − 2C(q,q)]q = 0 holds from the skew-symmetric property betweenṀ (q) and C(q,q).
Assumption 2: The dynamic parameters of (10) can be expressed as additive perturbations
are constant diagonal matrices and K G ∈ R n×1 , and K F ∈ R n×1 are constant vectors to be determined by metaheuristic optimization method.
The friction force model is selected as the Tustin friction mode such that
where F s , F C , andq s denote stiction level, Coulomb friction, and Streibeck velocity, respectively. The deadzone function D : R → R is defined as
The deadzone width b l , b r ≥ 0 are assumed as equal and unknown and the deadzone slopes m r , m l of each side are assumed as unity. The deadzone inverse w(t) can be repre-
∀w(t) from the controller to achieve control without deadzone can be obtained as
where K br and K bl denote the estimated value of b r and b l , respectively, and w + d and w − d are represented as [32] w 
is an unknown constant and p = 1 if v ≥ 0, p = 0 if v < 0 and unknown deadzone parameters w r and w l are also bounded. Fig. 2 shows the compensated deadzone system with its inverse method. In this study, each slope of deadzone is assumed as one and each deadzone width has symmetry as K br = K bl = K b to make the control problem easy. Assumption 3: There are approximated errors δ M , δ C , δ C , and δ F that are assumed to satisfy the following conditions:
Remark 1: The dynamic matrices and vector in (9) can be approximated into the constant diagonal matrices and vectors as shown in (15) . These are identified via MGWO technique without considering any fuzzy logic system, neural networks, or additional identification experiment. Thus, this enables to design a controller more conveniently.
Lemma 2 [17] : Assume that the continuous positivedefinite function V (t) satisfies the differential inequality in the form oḟ (16) where α and β are positive constants, and 0 < γ < 1 . Then for any given t 0 , the function V (t) converges to zero at least in finite-time t s described by
III. DESIGN OF CONTROLLER AND NONLINEAR DISTURBANCE OBSERVER
The control objectives for the system (9) is to design a control input law such that 1. The output position vector tracks the desired finite trajectory y d ∈ R n and all involved signals in the closedloop system remain bounded. 2. The tracking error e = y−y d remains within the predefined tracking error boundaries despite in the presence unknown bounded disturbance.
A. DESIGN OF CONTROLLER WITHOUT THE DISTURBANCE OBSERVER
The sliding surface which has been frequently adopted in the control system is the following proportional-derivative function of error [15] :
where c 1 is a positive constant diagonal matrix. To improve convergence time of error, the terminal sliding mode surface function was developed as follows:
where sig(e) γ 1 = |e| γ 1 sign(e) and 0 < γ 1 < 1 is a constant. However, this sliding surface causes the singularity in the controller design whenṡ = 0 to derive the equivalent controller due to 0 < γ 1 < 1. Thus, to avoid the singularity problem, γ 1 > 1 is required but this value results in lower convergence time than the case of 0 < γ 1 < 1. Thus, to obtain more improve convergence performance for use of γ 1 > 1, fractional-order sliding surface functions were considered [28] , [30] .
where 0 < α i < 1 is constants, c 1 and c 2 are positive constant diagonal matrices, and γ 1 > 1. In this study, to obtain more improved convergence performance than the above sliding surface functions, we propose the following fractional-order sliding surface function defined as To prove the improved convergence, the convergence times of the above functions for s i = 0 are presented in Fig. 3 where
Remark 2: Fig. 3 shows that the error of the proposed sliding mode surface converges fastest to zero of steady-state than other surfaces. The convergence time of the proposed surface can be regulated by tuning gain value according to design specification.
Differentiating (22) with respect to time yieldṡ
Dynamics of (9) can be expressed as the following reduced model:
where
Next, applying D −α 1 to both sides of (24) with (23) yields
, and the operator Dᾱ 1 and Dᾱ 2 are represented by D 1−α 1 and D α 2 −α 1 +1 , respectively. A fractional order global sliding mode controller is designed as follows:
where k i are positive constant diagonal matrices, 0 < γ 2 < 1 and ς are positive constants, andd M (t) = D −α 1d M (t) is an estimate of d M (t) andd M (t) is obtained from the disturbance observer designed later. The control objective is to design a states feedback controller w d which steers the tracking error toward zero in finite time. The proposed control law w d is split into three parts. w deq is equivalent controller from switching surface, w dr is corrective controller for tracking error not to break away from sliding surface, and w df is the controller to guarantee fast reaching time toward sliding surface. However, a disturbance observer should be considered because the estimated M (t) in (27) is not known a priori.
B. DESIGN OF A FINITE-TIME DISTURBANCE OBSERVER
Defining an augmented state
, the dynamics of (25) can be written aṡ
Based on (30), the following auxiliary dynamics is considered similarly to [33] 
where σ = s − ξ is the auxiliary error variable vector, 0 < γ d < 1 is a constant, κ i are positive constant matrices, and L(t) are estimates of L(t). An error dynamics is considered for σ by defining the system's inputL(t) such that the system converges to the origin of the phase plane of σ −σ in finitetime with a twisting motion:
whereL(t) = L(t)−L(t) is the estimation error. Thus, in finite time,L(t) → 0 if σ → 0 . In (35),ḟ d (t) is the uncertain term that satisfies the condition ḟ d (t) ≤ δ d1 + δ d2 |σ | for positive constants δ d1 and δ d2 .
IV. STABILITY ANALYSIS

Lemma 2:
The following condition similar to [27] , [28] is satisfied:
where η and ζ > 1 are positive constants. Proof: For ζ > 1, (36) can be obtained regardless of the magnitude of |s| because
Theorem 1: If the sliding mode surfaces is selected as (22), the system (9) is controlled by the control input (28) and the unknown disturbance is estimated by the nonlinear disturbance observer given in (32) and (33), the equilibrium points of (25) and (34) are then asymptotically stable by (8) if k 2 is selected appropriately such that k 2 > η is satisfied. This also guarantees that the tracking error e andL(t) go to zero asymptotically.
Proof: Defining the Lyapunov function as V s = 1 2 s T s with Lemma 2, 3, and (26) and setting ζ = γ 2 + 1 where 0 < γ 2 < 1 is a constant, one obtains
Substituting (26) into (39), we obtain
In (40)
where k 2 is selected appropriately such that k 2 > η is satisfied. This ends the proof. Theorem 2:
The system trajectory will converge to zero within finite time
Next, the errors χ (t) andd(x, t) converge to zero in finite time if the gains κ i satisfy the following conditions:
Proof: Taking fractional-order integral of (41) from reaching time t s r to settling time t s f , we obtain
Based on [28] , there is a positive constant such that
≥ . (45) can be expressed as
because V s (t s f ) = 0 due to s = 0 at t s f in (46). Then, we obtain
.
(47)
Next, consider the following Lyapunov function:
The time derivative of (48) is expressed aṡ
Factoring in the uncertainty bound condition of (49), the following is obtained:
Therefore, the following inequality is obtained under conditions satisfying (50).
Using Lemma 2, the convergence time t σ f is given by
Therefore, the final convergence time of the whole system is decide as t f = max(t s f , t σ f ). This ends the proof. 
V. PARAMETER OPTIMIZATION OF CONTROLLER AND OBSERVER BY MGWO TECHNIQUE AND JOINT POSITIONING OF MANIPULATOR A. MODIFIED GREY WOLF OPTIMIZATION TECHNIQUE
GWO technique which was developed by Mirjalili et al. [10] is inspired by the nature and follows leadership and hunting mechanism of grey wolf in environment as shown in Fig. 4 . Four types of gray wolves are engaged to optimize unknown parameters. Alpha (α) is the leader of the hierarchy of grey wolf and is mostly responsible for making decisions about hunting, sleeping place, and so on. Beta (β) is the second level of grey wolves and subordinate that help the alpha in decision-making or other pack activities. Omega (ω) is the lowest ranking grey wolf and plays the role of scapegoat. Delta (δ) wolf has to submit to alpha and beta, but dominate the omega. In entire search space, the best three located grey wolves, i.e., alpha, beta, and delta help to monitor remaining omega wolf towards best location. The different mathematical expression helps to update the location of each wolf in search space.
In order to mathematically model encircling behavior, the following equations are considered:
where t indicates the current iteration, A and C are coefficient vectors, X p is the position vector of the prey, and X indicates the position vector of grey wolf. The vectors A and C are calculated as follows:
where components of a are linearly decreased from 2 to 0 over the course of iteration and r 1 , r 2 are random vectors in [0,1].
The following different mathematical equations are utilized to evaluate the hunting action of prey where the potential position of grey is well known by α, β, and δ.
In this study, Alpa is known as the leader wolf in the group trailed by Beta and thus lesser fit Delta is neglected. Instead, the role of Alpa is more stressed compared to Beta to determine the position of a grey wolf as follows: 
where I zi denote the moment of inertia of i th joint, m i denote the masses of each link, l i denote the length of each link, θ i denote the joint angle of each joint, and sθ i = sin θ i , cθ i = cos θ i , and θ ij = θ i + θ j . The specifications of the manipulator dynamics and the dynamixel servo motors assembled in each joint are presented in Tables 1 and 2 .
The unknown parameters of the manipulator and tuning gains of the controller and observer are optimized by the proposed MGWO technique. The performance criteria used to define the objective function is selected as minimization of ITAE -integral time absolute error. Some important features of ITAE are (a) the absolute error minimizes the 
The objective function is minimized such that the following twelve constraint conditions for unknown manipulator dynamics and tuning gains of controller and observer are satisfied 1) manipulator dynamics: 0.001 2) tuning gains of controller and observer: 0
Three test command signals in each joint were used for 0 ≤ t ≤ 5 sec as follows: q d1 = 0.25 sin 1.2568t + 1.8405 (rad), q d2 = 0.25 sin 1.2568t + 2.684 (rad), q d3 = 0.25 sin 1.2568t + 3.0675 (rad).
For comparison with the FTSMC system, sliding mode controller (SMC) and terminal sliding mode controller (TSMC) were designed as follows:
C. SIMULATED LEARNING PROCESS OF MGWO AND SIMULATION RESULT OF JOINT POSITIONING
The numbers of particle and iteration were selected as 30 and 50, repectively. Fig. 6 shows the comparative objective values of GWO and MGWO techniques. The MGWO pseudo code with the optimization is given as follows Initialize the grey wolf population X gi , i = α, β, δ. Calculate the fitness of all search agents Update X gα , X gβ , and X gδ t = t + 1 end while return X g = (2X gα + X gβ )/3. Table 3 , where the optimized value of the MGWO technique decreases until maximum 70% of that of the GWO technique. The optimized parameters of manipulator, controller, and observer via MGWO technique under the given constraint conditions are presented in Table 4 .
Initializea, A, andC
The optimized ITAE values are presented in
Simulation for joint positioning were executed based on the optimized values given in Table 4 
D. EXPERIMENTAL LEARNING PROCESS OF MGWO AND EXPERIMENT RESULT OF JOINT POSITIONING
For the particle and iteration of 5 and 20, the parameters of the manipulator, controller, and observer are experimentally optimized using the test signals given in (62). To control the dynamixel servo motor equipped in each joint of manipulator, R+ manager should be installed. Setting the torque mode of dynamixel motor and check the data communication line via USB Serial Port connected to each joint motor as shown Fig. 8 . Next, the path in Matlab package was added and the support packages such as DynamixelSDK-master and MinGW-w64 C/C++ compiler were installed. After setting torque mode, we executed the following matlab code to create the object of slDxl class.
These torque control commands were used in the process of the experimental MGWO optimization and end-effector tracking experiment. The controller used in the MGWO was implemented by the simulink model presented in Fig. 9 .
Some parts of experimental optimization in joint 1 are presented in Fig. 10 , where it can be shown that the tracking performance is improved due to selecting more optimzied parameters according to increase of iteration.
The convergence curves of each link were obtained using the GWO and MGWO, which are presented in Fig. 11 , through experimental optimization under the test command signals given in (62). As shown in Fig. 10 and Table 5 , the MGWO technique shows more improved performance than the GWO technique. The convergence speed of MGWO is faster than that of GWO and the convergence vaules are smaller than that of GWO. The experimentally optimized values of the manipulator, controller, and observer are presented in Table 6 . For comparison with the FTSMC system, the control systems and the desired joint position commands of each link were designed and selected like simulation. Experimental positioning results for the command position inputs given in (65) are presented in Fig.12 , where the optimized values presented in Table 6 were applied. Figs. 12 (a), (b), (c), (d), (e), and (f) present the tracking outputs of three control systems in each joint and the corresponding tracking errors are presented in Figs. 12 (g), (h), and (i). We can see that the control performance of the FTSMC system is the most outstanding over other two systems. The estimates for the sliding mode surface are shown in Figs. 12 (j), (k), and (l). The control inputs in each joint of the FTSMC system is presented in Fig. 12 (g) .
VI. CONCLUSION
In this study, a fractional-order nonsingular terminal sliding controller with the fractional-order disturbance observer, optimized by a MGWO technique, was designed to obtain more improved positioning performance the robotic manipulators via simulation and experiment. Moreover, we showed that the provided on-line MGWO optimization process can lessen the much time-consuming identification of manipulator and gain tuning effort of the designed controller including other estimator over the conventional control systems, in which depend on off-line tuning or trial and error method. Therefore, the proposed method makes easier and faster controller design possible as well as improved control performance compares with the traditional ones. The proposed methods can be effectively extended to application to controller design of other robotic systems.
