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a b s t r a c t
A finite set W of words over an alphabet A is cyclic if, whenever u, v ∈ A∗ and uv, vu ∈
W ∗, we have u, v ∈ W ∗. If it is only assumed that the property holds for all u, v ∈ A∗ with
a large length, thenW is called pseudo-cyclic, that is, there is N ∈ N such that, whenever
u, v ∈ A∗ with |u|, |v| ≥ N and uv, vu ∈ W ∗, we have u, v ∈ W ∗. We analyze the class of
pseudo-cyclic sets and describe how it is related to the open question which asks whether
every irreducible shift of finite type is conjugate to a renewal system.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this work, our main objective is the collection of finite sets of words over an alphabet and sofic shifts (called renewal
systems) generated by those sets. The ideas for the study of relationships between the combinatorial structure of a (finite
or infinite) set of words over an alphabet and the shift space generated by the set were developed in [3–5,7,15,17,18]. They
also lead to interesting applications to several different areas of mathematics, including coding and information theory. We
will restrict ourselves to sofic shifts generated by a finite set of words.
A renewal system is a symbolic dynamical system generated by free concatenations of a finite set of words over an
alphabet. It was introduced by R. Adler. A renewal system is associated with a labeled graph formed by joining together, at
one state, one loop for each word of its generating set. This indicates that every renewal system is an irreducible sofic shift.
However, there is an example of an irreducible sofic shift that is not even conjugate to a renewal system [20]. Also there is an
example of an irreducible shift of finite type that is not a renewal system [13]. It is still unknown whether every irreducible
shift of finite type is conjugate to a renewal system. This is one of the most important problems related to renewal systems
and will be referred to as Question 1. To approach Question 1, we are most interested in the class of finite sets of words that
generate a shift of finite type.
Finite concatenations of words from a given set form a monoid and they are extensively studied in the automata theory
[4]. A finite setW of words is said to be indecomposable (with respect to the sofic shift X generated byW ) if it is a minimal
generating set of the monoidW ∗ andW ∗ is a maximal monoid in the languageB(X) of X , i.e., it is maximal under inclusion
among the monoids contained inB(X). For a finite setW of words, there exist only finitely many maximal monoids in the
language of the system X generated byW , that is, there exist only finitely many X-indecomposable sets [16]. Various results
related to indecomposable sets can be found in [1,6,14,19].
If a finite setW of words generates a sofic shift X , then there is a maximal monoidM inB(X) containingW ∗ [16]. If X is a
shift of finite type, thenM is finitely generated, so that there is a finite X-indecomposable setV that generatesM , i.e.,M = V ∗
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[15]. As a result, Question 1 asks whether, given any irreducible shift of finite type X , there is a finite indecomposable set
generating a shift of finite type which is conjugate to X . Thus it is meaningful to study indecomposable sets that generate a
shift of finite type.
One important class of sets of words generating a shift of finite type is the one of cyclic sets. A finite set W of words is
cyclic if every bi-infinite sequence obtained from the labeled graph associated with W corresponds to a unique bi-infinite
path in the graph. Every cyclic renewal system is a shift of finite type [2].Meanwhile, a cyclic set need not be indecomposable
[12]. A finite setW of words over an alphabetA is called a code if every finite concatenation of words fromW has no other
concatenation of words fromW , or equivalently, it is the minimal generating set of a free submonoid ofA∗. Every cyclic set
is a code. Not every code generates a shift of finite type.
Given a shift of finite type, there is a renewal system having the same entropy [10]. Furthermore, there is a renewal
system having the same entropy which is a shift of finite type [11]. But certain entropies of shifts of finite type cannot be
the entropy of a renewal system generated by a code [10]. Hence, in order to answer Question 1, it is inevitable to consider
the renewal systems that cannot be generated by codes.
In this work, we introduce a family of finite sets of words (called pseudo-cyclic sets) with the properties that every
set in the family generates a shift of finite type and the family contains all the cyclic sets and all the indecomposable sets
generating a shift of finite type. If one can answer affirmatively to Question 1, then every irreducible shift of finite typemust
be associated with an element in the family. Pseudo-cyclic sets are of interest on their own. We provide several variations
of the pseudo-cyclicity condition. All of the notions presented (including a pseudo-cyclic set) have a common feature. Each
described property concerns only the behavior of words or paths with a large length. In Section 3, we characterize pseudo-
cyclic sets in terms of their combinatorial properties (see Theorem 3.3). We show that every pseudo-cyclic set generates a
shift of finite type and that every indecomposable set generating a shift of finite type is pseudo-cyclic (see Proposition 3.4
and Corollary 3.5). In Section 4, we characterize pseudo-cyclic sets in terms of the associated labellings (see Theorem 4.4).
We thank the referee for the comments that improved the exposition.
2. Preliminaries
If a shift space X over a (finite) alphabet A can be described by a finite set F of forbidden words, i.e., X is the set of
sequences in the fullA-shiftAZ which do not contain any words in F , then it is called a shift of finite type. A sofic shift is a
factor of a shift of finite type, or equivalently, a subshift that can be represented by a labeled graph. A sofic shift is irreducible
if it can be represented by a labeled graph G = (G,L) where the underlying graph G is irreducible, i.e., for any pair of
vertices J, K in G there is a path in G starting at J and ending at K . HereL is the labeling. For general background on symbolic
dynamics, see [2,13].
We describe how a finite set of words produces an irreducible sofic shift. LetW be a finite set of words over an alphabet
A. Let G = (G,L) be a labeled graph with a vertex I and a simple loop labeled w for each w ∈ W which passes through I
and does not intersect any other loop except at I . We call G the graph presentation forW and I the central vertex of G. Define
XW = L∞(XG), where XG denotes the edge shift andL∞ is the sliding block code induced byL. That is, XW is the subshift
ofAZ which consists of all possible bi-infinite trips on G and is called a renewal system.
Denote by W ∗ the free monoid generated by W , i.e., the collection of all finite concatenations of words in W , including
the empty word denoted by ε. In particular,A∗ is the set of all finite concatenations of symbols inA (including ε). For each
n ∈ N, letAn denote the set of all words fromA∗ with length n and letAn+ = AnA∗, i.e.,An+ = {v ∈ A∗||v| ≥ n}. Here,
|v|means the length of v.
A word v is a factor of a wordw ∈ A∗ if there exist p, s ∈ A∗ with pvs = w. If p = ε, i.e., vs = w, then v is a prefix ofw;
if s = ε, i.e., pv = w, then v is a suffix ofw. Denote by F (W ∗), the set of all factors of words inW ∗. The set of all prefixes of
words inW ∗ is denoted by P (W ∗). Similarly, S(W ∗) is the set of all suffixes of words inW ∗.
Throughout the work every set W of words over an alphabet is assumed to be simple, i.e., any concatenation of more
than one words fromW does not belong toW .
Definition. A set W of words over an alphabet A is said to be cyclic if, whenever u, v ∈ A∗ and uv, vu ∈ W ∗, we have
u, v ∈ W ∗.
That is, W is cyclic if and only if, whenever p, s ∈ A∗, ps ∈ W and w, swp ∈ W ∗, either p = ε or s = ε. Cyclic codes
define a unique factorization of words written on a circle and appear in many problems of combinatorics on words. They
also have some nice synchronization properties [8,9]. A. de Luca and A. Restivo found some useful equivalent conditions for
finite codes to be cyclic [7,17]. A setW of words over an alphabet is cyclic if and only ifL∞ is a conjugacy from XG onto XW
where G = (G,L) is the graph presentation forW [2]. In this sense, cyclic renewal systems behave in the nicest way among
all renewal systems.
A natural way to extend the class of cyclic sets is to control only the words with a large length.
Definition. A setW ofwords over an alphabetA is said to be pseudo-cyclic if there isN ∈ N such that, whenever u, v ∈ AN+
and uv, vu ∈ W ∗, we have u, v ∈ W ∗.
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LetW be a set of words over an alphabetA. If there is N ∈ N such that, whenever p, s ∈ A∗, ps ∈ W and w, swp ∈ W ∗
with |w| ≥ N , either p = ε or s = ε, thenW is pseudo-cyclic. To see this, put L = N +max{|γ ||γ ∈ W }. Let u, v ∈ AL+ and
uv, vu ∈ W ∗. Since uv ∈ W ∗, there exist α, β ∈ W ∗ and p, s ∈ A∗ with ps ∈ W such that u = αp and v = sβ . Letw = βα
so that w ∈ W ∗ and swp = vu ∈ W ∗ with |w| ≥ N . By the assumption, either p = ε or s = ε. In either case, we have
p, s ∈ W ∗ so that u, v ∈ W ∗. Thus W is pseudo-cyclic. The converse does not hold (in contrast to the cyclicity condition).
For example, let A = {0} and W = {00, 000}. Then W is pseudo-cyclic, since A2+ ⊆ W ∗. Meanwhile, given n ∈ N with
n ≥ 2, letw = 0n. If p = s = 0, then ps ∈ W and w, swp ∈ W ∗. Since n is arbitrary, there is no N ∈ N such that, whenever
p, s ∈ A∗, ps ∈ W andw, swp ∈ W ∗ with |w| ≥ N , either p = ε or s = ε.
Pseudo-cyclic sets behave like cyclic sets in some sense. IfW = {1, 00, 000}whereA = {0, 1}, thenW is pseudo-cyclic
and XW -indecomposable but is not a code. Every pseudo-cyclic code is cyclic (see Corollary 5.2).
Throughout the work, let W be a finite set of words over an alphabet A. Let G = (G,L) be the graph presentation for
W with the central vertex I and ϕ = L∞. Let CG denote the set of cycles (including the empty path, denoted also by ε) in G
and C◦ denote the set of cycles in G starting at I . For a path ω in G or a word ω inA∗, we write ω = ω1 · · ·ω|ω| where |ω| is
the length of ω. For a path ρ in G, let i(ρ) denote the vertex at which ρ starts and t(ρ) denote the vertex at which ρ ends.
DefineW ps = P (W ∗) ∩ S(W ∗).
3. Bifix-free and semi-cyclic sets
In this section, we introduce the notions of bifix-free sets and semi- (or semi∗-)cyclic sets. We show thatW is bifix-free
(or semi-cyclic) if and only if it is pseudo-cyclic.
LetW be cyclic. Since ϕ is a conjugacy, i.e., ϕ−1 is a sliding block code from XW onto XG, there is n ∈ Nwith the following
property. Given u, v ∈ An+ with uv ∈ F (W ∗), there is a (unique) vertex J = J(u, v) in G such that for any path αβ in Gwith
L(α) = u andL(β) = v, the path α ends at J and the path β starts at J . Since XW is a shift of finite type, there is k ∈ Nwith
k ≥ n such that, whenever u, w, v ∈ A∗ with |w| ≥ k and uw,wv ∈ F (W ∗), we have uwv ∈ F (W ∗). If u ∈ W ps ∩ Ak+,
then uu ∈ F (W ∗) and J(u, u) = I . Also uuu ∈ F (W ∗). It follows that there is a cycle in C◦ labeled u, i.e., u ∈ W ∗. Thus
W ps ∩Ak+ ⊆ W ∗. This leads to the following definition.
Definition. W is said to be bifix-free ifW ps ∩Am+ ⊆ W ∗ for somem ∈ N.
Definition. (1) W is said to be semi∗-cyclic if there is N ∈ N with the property that, whenever u, v ∈ A∗ with |uv| ≥ N
and uv, vu ∈ W ∗, we have uvu ∈ W ∗.
(2) W is said to be semi-cyclic if there is N ∈ Nwith the property that, whenever u, v ∈ A∗ with |u| ≥ N and uv, vu ∈ W ∗,
we have uvu ∈ W ∗.
Clearly, every cyclic set is semi∗-cyclic and every semi∗-cyclic set is semi-cyclic. The converse of the latter turns out to
be true (see Theorem 3.3). For each vertex J in G, let CJ denote the set of cycles in Gwhich start at J . Note thatL(CI) = W ∗.
Lemma 3.1. The following are equivalent.
(i) W is semi-cyclic.
(ii) There is M ∈ N with the property that, for any vertex J in G, whenever u, v ∈ A∗ with |u| ≥ M and uv, vu ∈ L(CJ), we
have uvu ∈ L(CJ).
Proof. It suffices to show that (i) implies (ii). Let N ∈ N be given such that, whenever u, v ∈ A∗ with |u| ≥ N and
uv, vu ∈ W ∗, we have uvu ∈ W ∗. Set l = max{|w||w ∈ W } and M = N + 2l. Fix a vertex J in G, J ≠ I . Denote by α
the shortest path from I to J and by β the shortest path from J to I , so that βα ∈ CJ and αβ ∈ C◦. Put p = L(α) and
s = L(β). Note that
L(CJ) \ {ε} = s ·W ∗ · p. (3.1)
Let u, v ∈ A∗ with |u| ≥ M and uv, vu ∈ L(CJ). Then there exist π, τ ∈ C◦ such that L(βπα) = uv and L(βτα) = vu.
Since |u| > l, there exist q, r ∈ A∗ for which u = sq = rp. Note that
|r| = |u| − |p| ≥ N + l ≥ N + |s|.
So there is u¯ ∈ AN+ such that r = su¯ and q = u¯p.
Set v¯ = pvs. Then
u¯v¯ = u¯pvs = qvs = L(πα) ·L(β)
= L(παβ) ∈ W ∗,
since παβ ∈ C◦. Similarly,
v¯u¯ = pvsu¯ = pvr = L(α) ·L(βτ)
= L(αβτ) ∈ W ∗,
since αβτ ∈ C◦. Since |u¯| ≥ N , by the hypothesis, u¯v¯u¯ = u¯pvsu¯ ∈ W ∗. Thus
uvu = sqvsq = su¯pvsu¯p ∈ L(CJ)
by (3.1). Therefore (i) implies (ii). 
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Proposition 3.2. Let W be semi-cyclic. Then it is bifix-free.
Proof. There is N1 ∈ N such that, whenever u, v ∈ A∗ with |u| ≥ N1 and uv, vu ∈ W ∗, we have uvu ∈ W ∗. Let
l = max{|u||u ∈ W } and N = N1 + 2l. Put
M = N · (|A|2N + 1) > N.
Let w ∈ W ps ∩ AM+. Choose a path α in G starting at I with L(α) = w and a path β in G ending at I with L(β) = w. Put
p = |w| and p¯ = [p/N] − 1. Consider the pairs
(αiN+1 · · ·α(i+1)N , βiN+1 · · ·β(i+1)N)
inAN ×AN for i = 0, 1, . . . , p¯. Note that p/N ≥ |AN |2 + 1, so p¯ ≥ |AN |2. So there exist i, j ∈ Z+ with 0 ≤ i < j ≤ p¯ such
that
αiN+1 · · ·α(i+1)N = αjN+1 · · ·α(j+1)N
and
βiN+1 · · ·β(i+1)N = βjN+1 · · ·β(j+1)N .
Put
π = αiN+1 · · ·αjN and τ = βiN+1 · · ·βjN .
Then π, τ ∈ CG andL(π) = L(τ ). Also
q = |π | = (j− i)N ≥ N = N1 + 2l.
Let η = π1 · · ·πr with 0 ≤ r < l be the shortest path from i(π1) (= i(αiN+1)) to I . Let ρ = τs · · · τN with
N−l+1 < s ≤ N+1 be the shortest path from I to t(τN) (= t(β(i+1)N)). (Either η orρmay be ε.) Define u = L(πr+1 · · ·πs−1)
and
v(1) = L(τs · · · τq), v(2) = L(π1 · · ·πr), v = v(1)v(2).
Note that
πr+1 · · ·πq · π1 · · ·πr ∈ C◦.
Since
v(1) = L(τs · · · τq) = L(πs · · ·πq),
we get
uv = uv(1)v(2) = L(πr+1 · · ·πs−1 · πs · · ·πq · π1 · · ·πr).
Hence uv ∈ W ∗. Similarly,
τs · · · τq · τ1 · · · τs−1 ∈ C◦
and
v(2) = L(π1 · · ·πr) = L(τ1 · · · τr).
Hence
vu = v(1)v(2)u = L(τs · · · τq · τ1 · · · τr · τr+1 · · · τs−1).
So vu ∈ W ∗. Also
|u| = s− r − 1 ≥ N − 2l = N1.
By the assumption, uvu ∈ W ∗, that is, there is ξ ∈ C◦ withL(ξ) = uvu.
Define
γ = α1 · · ·αiN+r · ξ · βjN+s · · ·βp.
Since βjN+s−1 = βiN+s−1 = τs−1, it follows that βjN+s starts at I . So γ ∈ C◦. Moreover,
L(γ ) = w1 · · ·wiN+r · u · v(1)v(2) · u · wjN+s · · ·wp = w.
See Fig. 3.1. Thusw ∈ W ∗. ThereforeW is bifix-free. 
Remark 3.1. IfW is not assumed to be finite, then Proposition 3.2 need not hold. For example, let
W = {0k1l|k, l ∈ N} ∪ {1l0k|k, l ∈ N}
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Fig. 3.1. γ = α1 · · ·αiN+r · ξ · βjN+s · · ·βp .
whereA = {0, 1}. Everyw ∈ W+ is one of the following:
w = 0k11l1 · · · 0kp1lp w = 0k11l1 · · · 0kp1lp0kp+1
w = 1l10k1 · · · 1lp0kp w = 1l10k1 · · · 1lp0kp1lp+1
where p ∈ N and ki, lj ∈ N for i, j = 1, . . . , p. Hence F (W ∗) \W ∗ = {0k, 1l|k, l ∈ N}. It easily follows that if u, v ∈ A∗ and
uv ∈ W ∗, then uvu ∈ W ∗. ThusW is semi∗-cyclic and hence semi-cyclic.Meanwhile, for anym ∈ N, we have 0m ∈ W ps\W ∗.
ThusW is not bifix-free. Moreover, it is not pseudo-cyclic.
Theorem 3.3. The following are equivalent.
(i) W is pseudo-cyclic.
(ii) W is bifix-free.
(iii) W is semi-cyclic.
(iv) W is semi∗-cyclic.
Proof. First, letW be pseudo-cyclic. That is, there is N ∈ Nwith the property that, whenever u, v ∈ AN+ and uv, vu ∈ W ∗,
we have u, v ∈ W ∗. Let u, v ∈ A∗ with |u| ≥ N and uv, vu ∈ W ∗. Consider u(vuv), (vuv)u ∈ W ∗. Since |vuv| ≥ N , we
have u, vuv ∈ W ∗, so uvu ∈ W ∗. ThusW is semi-cyclic. Therefore (i) implies (iii).
Next, letW be bifix-free, i.e., B = W ps∩Am+ ⊆ W ∗ for somem ∈ N. Let u, v ∈ A∗ and uv, vu ∈ W ∗. If u, v ∈ Am+, then
u, v ∈ B, hence u, v ∈ W ∗. Thus W is pseudo-cyclic. If |uv| ≥ m, then uvu ∈ B, hence uvu ∈ W ∗. Thus W is semi∗-cyclic.
Therefore (ii) implies (i) and (iv). Applying Proposition 3.2 completes the proof. 
Remark 3.2. Recall that if we drop the restriction ‘‘for all words with a large length’’ (which will be referred to as (∗)) in the
definition of a pseudo-cyclic set, then it becomes exactly the cyclicity condition.
If we drop the restriction (∗) in the definition of a semi-cyclic set (or a semi∗-cyclic set), then it becomes strictly weaker
than the cyclicity condition. For example, if A = {0, 1} and W = {01, 10, 010, 101}, then, whenever u, v ∈ A∗ and
uv, vu ∈ W ∗, we have uvu ∈ W ∗. ButW is not cyclic.
One can show that if W ps ⊆ W ∗, then W is cyclic and is XW -indecomposable. We omit the details. Meanwhile, if
A = {0, 1} andW = {01, 20}, thenW is cyclic and XW -indecomposable. But 0 ∈ W ps \W ∗.
Interestingly, if we drop the restriction (∗) in each of the three equivalent definitions, then one becomes exactly the
cyclicity condition, another becomes strictly weaker than the cyclicity condition, and the third becomes strictly stronger
than the cyclicity condition combined with indecomposability.
Every pseudo-cyclic set generates a shift of finite type, like a cyclic set.
Proposition 3.4. Let W be pseudo-cyclic. Then XW is a shift of finite type.
Proof. It follows from Theorem 3.3 that there is m ∈ N such that W ps ∩ Am+ ⊆ W ∗. Let l = max{|w||w ∈ W } and
k = m+ 2l. Let u, w, v ∈ A∗ be given such that uw,wv ∈ F (W ∗) and p = |w| ≥ k. Let απ be a path in G withL(α) = u
andL(π) = w. Let τβ be a path in GwithL(τ ) = w andL(β) = v. Let η = π1 · · ·πr with 0 ≤ r < l be the shortest path
from i(π1) to I . Let ρ = τs · · · τp with p− l+ 1 < s ≤ p+ 1 be the shortest path from I to t(τp). (Either η or ρ may be ε.)
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Put
w¯ = L(πr+1 · · ·πs−1) = L(τr+1 · · · τs−1).
Then w¯ ∈ W ps. Also
|w¯| = s− r − 1 ≥ p− 2t ≥ m.
By the assumption, w¯ ∈ W ∗, i.e., there is ξ ∈ C◦ with L(ξ) = w¯. Put γ = α · ηξρ · β . Then γ is a path in G labeled uwv,
hence uwv ∈ F (W ∗). Thus XW is a shift of finite type. 
Let
W e = {w ∈ A∗|W ∗ · w ·W ∗ ⊆ F (W ∗)}.
It is clear thatW ∗ ⊆ W e. The equality holds, i.e.,W ∗ = W e, if and only ifW is XW -indecomposable [12]. If XW is a shift of
finite type, thenW ps ∩Ak+ ⊆ W e for some k ∈ N. Thus we have the following.
Corollary 3.5. Let W be XW -indecomposable. Then it is pseudo-cyclic if and only if XW is a shift of finite type.
Example 3.1. LetA = {0, 1}. Let V = {0, 01} andW = V 2 ∪ V 3, i.e.,
W = {uv, uvw|u, v, w ∈ V }.
ThenW is not cyclic, since 00 ∈ W ∗. It is not XW -indecomposable, since 0 ∈ W e \W ∗. One can check thatW ps∩A3+ ⊆ W ∗,
i.e.,W is bifix-free. ThusW is pseudo-cyclic.
4. Fiber mixing and circular mixing maps
In this section, we introduce the notions of fiber mixing and circular (or circular∗) mixing maps. We show that ϕ is fiber
mixing (or circular mixing) if and only ifW is pseudo-cyclic.
Define
Tϕ = {(x, x¯) ∈ XG × XG|ϕ(x) = ϕ(x¯)}
and
Tper = {(x, x¯) ∈ Tϕ |x and x¯ are periodic points}.
Two points x, y in a shift space are said to be left-asymptotic if there is n ∈ Z for which xi = yi for all i ≤ n. Similarly, we
have the notion of right-asymptotic points. Recall that C◦ is the set of cycles in G starting at I .
Definition. Let (x, x¯) ∈ Tϕ . Then x and x¯ are said to be fiber-crossed if there exist z, z¯ ∈ ϕ−1(ϕ(x)) such that z is left-
asymptotic to x and right-asymptotic to x¯, and z¯ is left-asymptotic to x¯ and right-asymptotic to x, or equivalently, there exist
s, s¯ ∈ Z and ξ, ξ¯ ∈ C◦ such that the points
x(−∞,s) · ξ · x¯[s+|ξ |,∞) and x¯(−∞,s¯) · ξ¯ · x[s¯+|ξ¯ |,∞)
are in ϕ−1(ϕ(x)).
Remark 4.1. In the definition, if one can find ξ, ξ¯ ∈ C◦ such that |ξ |, |ξ¯ | ≤ N for some N ∈ N, then x and x¯ are said to be
fiber-crossed with transition length N .
Definition. ϕ is said to be fiber mixing if, given (x, x¯) ∈ Tϕ , the points x and x¯ are fiber-crossed.
That is, ϕ is fiber mixing if and only if, given (x, x¯) ∈ Tϕ , there is z ∈ ϕ−1(ϕ(x)) which is left-asymptotic to x and right-
asymptotic to x¯, or equivalently, given (x, x¯) ∈ Tϕ , there exist s ∈ Z and ξ ∈ C◦ such that x(−∞,s) ·ξ · x¯[s+|ξ |,∞) is in ϕ−1(ϕ(x)).
Thus ϕ is fiber mixing if each fiber ϕ−1(y) for y ∈ XW is mixing in some sense.
Definition. ϕ is said to be p-fiber mixing if, given (x, x¯) ∈ Tper, the points x and x¯ are fiber-crossed.
Every fiber mixing map is p-fiber mixing.
Proposition 4.1. The following are equivalent.
(i) ϕ is fiber mixing.
(ii) ϕ is fiber mixing with transition length, that is, there is N ∈ N such that, given (x, x¯) ∈ Tϕ , the points x and x¯ are fiber-crossed
with transition length N.
(iii) ϕ is p-fiber mixing with transition length, that is, there is N ∈ N such that, given (x, x¯) ∈ Tper, the points x and x¯ are
fiber-crossed with transition length N.
S. Shin / Theoretical Computer Science 412 (2011) 5387–5399 5393
Proof. Clearly, (ii) implies (i) and (iii). Let ϕ be fiber mixing. For each (x, x¯) ∈ Tϕ , let
C(x, x¯) = {ξ ∈ C◦|x(−∞,s) · ξ · x¯[s+|ξ |,∞) ∈ ϕ−1(ϕ(x)) for some s ∈ Z}.
Then C(x, x¯) ≠ ∅. Suppose that (ii) does not hold. Then, for each n ∈ N, there is (x(n), x¯(n)) ∈ Tϕ such that x(n) and x¯(n) are
not fiber-crossed with transition length 2n. By definition, for each n ∈ N, there is ξ (n) ∈ C(x(n), x¯(n)) such that
|ξ (n)| = min{|ξ ||ξ ∈ C(x(n), x¯(n))} > 2n.
Shifting x(n), x¯(n), we may assume that
x(n)(−∞,−n) · ξ (n) · x¯(n)[−n+|ξ (n)|,∞) ∈ ϕ−1(ϕ(x(n))).
By compactness, there is a strictly increasing sequence {nk} in N such that {x(nk)} and {x¯(nk)} converge to some points x and
x¯ in XG, respectively. Note that (x, x¯) ∈ Tϕ . So there exist s ∈ Z and ξ ∈ C(x, x¯) for which
x(−∞,s) · ξ · x¯[s+|ξ |,∞) ∈ ϕ−1(ϕ(x)). (4.1)
Choose n > |s| + |ξ | large enough so that
x(n)[s,s+|ξ |] = x[s,s+|ξ |] and x¯(n)[s,s+|ξ |] = x¯[s,s+|ξ |].
Note that x(n)s and x¯
(n)
s+|ξ | start at the central vertex of G. Since−n < s and
s+ |ξ | < n < −n+ |ξ (n)|,
it follows from (4.1) that
x(n)(−∞,s) · ξ · x¯(n)[s+|ξ |,∞) ∈ ϕ−1(ϕ(x(n))).
This contradicts the minimality of |ξ (n)|, since |ξ | < n < |ξ (n)|. Thus (i) implies (ii).
Next, suppose that (iii) holds. Let (x, x¯) ∈ Tϕ . Then there exist k, l,m ∈ Zwith k+ N ≤ l < m such that
xk · · · xl = xm · · · xm+l−k and x¯k · · · x¯l = x¯m · · · x¯m+l−k.
Let
π = xk · · · xm−1 and τ = x¯k · · · x¯m−1.
Put z = π∞ and z¯ = τ∞. Then (z, z¯) ∈ Tper. By the assumption, there is ξ ∈ C◦ with |ξ | ≤ N such that
z(−∞,s) · ξ · z¯[s+|ξ |,∞) ∈ ϕ−1(ϕ(z)).
for some s ∈ Zwith 0 ≤ s < |π |. Note that
s+ k+ |ξ | ≤ s+ k+ N ≤ m+ l− k.
So zs = xs+k and z¯s+|ξ | = x¯s+k+|ξ |. Since x[k,m+l−k] and x¯[k,m+l−k] are the prefixes of π2 and τ 2, respectively, and l− k ≥ N , it
follows that the point x(−∞,s+k) ·ξ · x¯[s+k+|ξ |,∞) is in ϕ−1(ϕ(x)). Thus x and x¯ are fiber-crossed. Therefore ϕ is fibermixing. 
In the following we describe the notion of a circular (or circular∗) mixingmapwhich involves the elements in CG, i.e., the
cycles in G. Define
DL = {(π, τ ) ∈ CG × CG|L(π) = L(τ )}.
Definition. Let (π, τ ) ∈ DL and p = |π |.
(1) π and τ are said to be synchronizing if i(πi) = i(τi) for some iwith 1 ≤ i ≤ p. We write π ∼s τ .
(2) π and τ are said to be n-step synchronizing for n ∈ Z+ if there exist ρ(1), . . . , ρ(n) in CG such that
π ∼s ρ(1) ∼s ρ(2) ∼s · · · ∼s ρ(n) ∼s τ .
We write π ≈s τ .
Two cycles are 0-step synchronizing exactly when they are synchronizing. For any given π ∈ CG, the relation ≈s is an
equivalence relation on the setL−1(L(π)) ∩ CG. i.e., the set of all cycles τ in Gwith (π, τ ) ∈ DL.
The following lemma will be useful in proving that every circular mixing map is fiber mixing.
Lemma 4.2. There is d ∈ N (depending on W) such that, whenever (π, τ ) ∈ DL and π ≈s τ , the cycles π and τ are d-step
synchronizing.
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Proof. Let r be the number of vertices in G and d = 2r . Let (π, τ ) ∈ DL. If π and τ are n-step synchronizing for some
n > d, then there exist ρ(1), . . . , ρ(n) in CG such that ρ(i) ∼s ρ(i+1) for all i = 0, 1, . . . , n where ρ(0) = π and ρ(n+1) = τ .
For each i = 1, . . . , n+ 1, let Ji = i(ρ(i)). Since n > 2r , we have Js = Jq = Jt for some s, q, t with 1 ≤ s < q < t ≤ n. Then
ρ(s) ∼s ρ(t). It follows that π and τ are (n− t + s+ 1)-step synchronizing with n− t + s+ 1 < n. Thus π and τ are d-step
synchronizing. 
Definition. (1) ϕ is said to be circular∗ mixing if there is N ∈ N with the property that, given (π, τ ) ∈ DL with |π | ≥ N ,
there is ρ ∈ CG such that π ∼s ρ ∼s τ .
(2) ϕ is said to be circular mixing if there isN ∈ Nwith the property that, given (π, τ ) ∈ DL with |π | ≥ N , we have π ≈s τ .
That is,ϕ is circular (or circular∗)mixing if each fiberL−1(w)∩CG forw ∈ L(CG) ismixing in some sense. Every circular∗
mixing map is circular mixing. The converse turns out to be true (see Theorem 4.4).
Remark 4.2. Given π ∈ CG, we construct an undirected graph Γ (π) as follows. The vertex set is
V = V (π) = {τ ∈ CG|L(τ ) = L(π)}.
If τ , ρ ∈ V , then there is an (undirected) edge between τ and ρ exactly when τ ∼s ρ. Define a V × V , 0-1 (symmetric)
matrix A = A(π) as follows. If τ , ρ ∈ V , then A(τ , ρ) = 1 exactly when there is an edge between τ and ρ. Then ϕ is circular∗
mixing if and only if A(π)2 > 0 for all π ∈ CG with |π | large enough. Also ϕ is circular mixing if and only if there is d ∈ N
such that A(π)d > 0 for all π ∈ CG with |π | large enough, i.e., A(π) is primitive. If W is cyclic, then A(π) =

1

for all
π ∈ CG, i.e., Γ (π) consists of a single loop with one vertex. The converse also holds.
To prove our main theorem, we need the following.
Proposition 4.3. Let ϕ be circular mixing. Then it is fiber mixing.
Proof. Let d ∈ N be given as in Lemma 4.2 and D = {0, 1, . . . , d}. For (π, τ ) ∈ DL, let
Ω(π, τ ) = {(ρ(1), . . . , ρ(d)) ∈ (CG)d|π ∼s ρ(1) ∼s · · · ∼s ρ(d) ∼s τ }.
Since ϕ is circular mixing, there is N ∈ N with the property that, given (π, τ ) ∈ DL with |π | ≥ N , we haveΩ(π, τ ) ≠ ∅.
For each (η, ρ) ∈ DL, define
I(η, ρ) = {i ∈ N|1 ≤ i ≤ |η| and i(ηi) = i(ρi) = I}.
Then η ∼s ρ if and only if I(η, ρ) ≠ ∅. Let V be the set of vertices in G.
Let (x, x¯) ∈ Tϕ . It suffices to show that there exist s ∈ Z and ξ ∈ C◦ such that the point x(−∞,s) · ξ · x¯[s+|ξ |,∞) is in
ϕ−1(ϕ(x)).
First, note that there is an infinite set E in Nwith the following properties.
(a) xi starts at I for all i ∈ E.
(b) For any i, j ∈ E with i < j, we have j− i ≥ N .
(c) There is J ∈ V such that x¯i starts at J for all i ∈ E.
We write
E = {nk|nk < nk+1 for all k ∈ N}.
For each k ∈ N, let
π (1,k) = x[n1,nk+1) and τ (1,k) = x¯[n1,nk+1).
Then (π (1,k), τ (1,k)) ∈ DL and |π (1,k)| ≥ N . Fix k ∈ N. There exist ρ(1,k,i) ∈ CG, 1 ≤ i ≤ d, such that
(ρ(1,k,1), . . . , ρ(1,k,d)) ∈ Ω(π (1,k), τ (1,k)).
Put
ρ(1,k,0) = π (1,k) and ρ(1,k,d+1) = τ (1,k).
For each i ∈ D, we have ρ(1,k,i) ∼s ρ(1,k,i+1) so that there is
s(1,k,i) ∈ I(ρ(1,k,i), ρ(1,k,i+1)).
For each i ∈ D, let J1,k,i = i(ρ(1,k,i)), i.e., the vertex where ρ(1,k,i) starts. Note that J1,k,0 = I . Since V d is finite, by choosing a
subsequence of {nk}, if necessary, we may assume that for each i ∈ D, we have J1,k,i = J1,1,i for all k ∈ N. Set J1,i = J1,1,i for
each i ∈ D.
Inductively, we will construct, for each m ∈ N, a sequence {(π (m,k), τ (m,k))}∞k=1 in DL and a sequence of the d-tuples
{(ρ(m,k,1), . . . , ρ(m,k,d))}∞k=1 inΩ(π (m,k), τ (m,k)) as follows. Fixm ∈ N. For each k ∈ N, let
π (m,k) = x[nm,nm+k) and τ (m,k) = x¯[nm,nm+k).
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Fig. 4.1. (π (m,k), τ (m,k)) ∈ DL and ρ(m,k,i) ∈ CG .
Then (π (m,k), τ (m,k)) ∈ DL and |π (m,k)| ≥ N . Inductively, (we may assume that) one can obtain ρ(m,k,i) ∈ CG for k ∈ N and
i ∈ D and Jm,i ∈ V for i ∈ D such that
(ρ(m,k,1), . . . , ρ(m,k,d)) ∈ Ω(π (m,k), τ (m,k))
for all k ∈ N and ρ(m,k,i) starts at Jm,i for all k ∈ N and i ∈ D, where ρ(m,k,0) = π (m,k). Put ρ(m,k,d+1) = τ (m,k) for k ∈ N. Fix
k ∈ N. Then ρ(1,k,i) ∼s ρ(1,k,i+1) for each i ∈ D, so that there is
s(m,k,i) ∈ I(ρ(m,k,i), ρ(m,k,i+1)).
See Fig. 4.1.
Consider the d-tuples (Jm,1, . . . , Jm,d) of the vertices in G. Since V d is finite, there exist m0,m1, . . . ,md ∈ N such that
mj−1 < mj and Jmj−1,i = Jmj,i for all i, j = 1, . . . , d. Putmd+1 = md + 1. For convenience, for each i ∈ D, define
ri = (mi,mi+1 −mi, i) and ti = (mi,mi+1 −mi, i+ 1).
Fix i ∈ D. Note that ρrisri and ρ
ti
sri
both start at I . Hence ρrisri−1ρ
ti
sri
is a path in G. Also, if i ≥ 1, then ρti−1 and ρri both start
(and end) at Jmi−1,i = Jmi,i. Hence ρti−1ρri is in CG. For each i ∈ D, set pi = |ρti | and define
η(i) = ρtisri · · · ρ
ti
pi and θ
(i) = ρri1 · · · ρrisri−1.
Then η(i) · θ (i+1) and θ (i) · η(i) are paths in G for i = 0, 1, . . . , d− 1.
Define
ξ = η(0) · θ (1) · η(1) · θ (2) · · · η(d−1) · θ (d)
i.e.,
ξ = ρt0sr0 · · · ρ
t0
p0 · ρr11 · · · ρr1sr1−1 · ρ
t1
sr1
· · · · · · ρtd−1pd−1 · ρrd1 · · · ρrdsrd−1.
See Fig. 4.2.
Put s = nm0 + sr0 − 1. Then ξ ∈ C◦ and the point x(−∞,s) · ξ · x¯[s+|ξ |,∞) is in ϕ−1(ϕ(x)). Thus ϕ is fiber mixing. 
We are now ready to prove our main theorem.
Theorem 4.4. The following are equivalent.
(i) W is pseudo-cyclic.
(ii) W is bifix-free.
(iii) W is semi-cyclic.
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Fig. 4.2. ξ = η(0) · θ (1) · η(1) · θ (2) when d = 2.
(iv) W is semi∗-cyclic.
(v) ϕ is fiber mixing.
(vi) ϕ is circular∗ mixing.
(vii) ϕ is circular mixing.
Proof. It follows from Theorem 3.3 that (i), (ii), (iii) and (iv) are all equivalent. We will show that (i) implies (vi) and that (v)
implies (iii), which together with Proposition 4.3 would complete the proof.
First, letW be pseudo-cyclic. There isM ∈ N such that, whenever u, v ∈ AM+ and uv, vu ∈ W ∗, we have u, v ∈ W ∗. Let
l = max{|w||w ∈ W }. Put N = 2M + 3l. Let (π, τ ) ∈ DL and |π | ≥ N . Then there exist paths α, β, γ , α¯, β¯, γ¯ in G such
that
(a) π = αβγ and π¯ = α¯β¯γ¯ ;
(b) |β| = |β¯| ≥ M and |γ | = |γ¯ | ≥ M (so |α| = |α¯|);
(c) β and γ¯ start at I .
Put
u = L(β) = L(β¯) and v = L(γ α) = L(γ¯ α¯).
Then uv = L(βγ α) ∈ W ∗ and
vu = L(γ αβ) = L(γ¯ α¯β¯) ∈ W ∗.
Also u, v ∈ AM+. Hence u, v ∈ W ∗. So there exist ξ, ξ¯ ∈ C◦ with L(ξ) = u and L(ξ¯ ) = v. Write ξ¯ = δη where
L(δ) = L(γ ) and L(η) = L(α). Put ρ = ηξδ. Then ρ ∈ CG. Also the edges π|α|+1, ρ|α|+1, ρ|α|+|β|+1 and τ|α|+|β|+1 all start
at I . Hence π ∼s ρ ∼s τ . Thus ϕ is circular∗ mixing. Therefore (i) implies (vi) and hence (vii).
Next, let ϕ be fiber mixing. Let N ∈ N be given as in Proposition 4.1 (iii). Let u, v ∈ A∗ with |u| ≥ N and uv, vu ∈ W ∗. Let
π and δγ denote the cycles in C◦ labeled uv and vu, respectively, whereL(δ) = v andL(γ ) = u. Put τ = γ δ. Set p = |π |
and q = |u|. Consider the periodic points x = π∞ and x¯ = τ∞ in XG. Since (x, x¯) ∈ Tper, there exist s ∈ Z with 0 ≤ s < p
and ξ ∈ C◦ with |ξ | ≤ N such that
x(−∞,s) · ξ · x¯[s+|ξ |,∞) ∈ ϕ−1(ϕ(x)).
Note that
s+ |ξ | < p+ N ≤ |uvu| = p+ q.
Define
η = x0 · · · xs−1 · ξ · x¯s+|ξ | · · · x¯p+q−1.
Then η ∈ C◦ and
L(η) = ϕ(x)[0,p+q) = uvu.
So uvu ∈ W ∗. Thus (v) implies (iii). 
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Remark 4.3. If we drop the restriction ‘‘for all cycles with a large length’’ in the definition of a circular∗ mixing map, then
it becomes strictly weaker than the cyclicity condition. For example, if A = {0, 1} and W = {01, 010, 101}, then, given
(π, τ ) ∈ DL, we have π ∼s τ . ButW is not cyclic, since (10)3 ∈ W ∗ and 10 /∈ W ∗.
5. P-fiber mixing and p-circular mixing maps
In this section, we prove a periodic version of Theorem 4.4 (see Theorem 5.4).
Recall that ϕ is p-fiber mixing if, given (x, x¯) ∈ Tper, the points x and x¯ are fiber-crossed. For a shift space X , let P(X)
denote the set of all periodic points in X .
Proposition 5.1. Let ϕ be p-fiber mixing. Let y ∈ P(XW ) and |ϕ−1(y)| > 1. Then the set ϕ−1(y)∩ P(XG) is infinite. In particular,
|ϕ−1(y)| = ∞.
Proof. We may assume that y = w∞ where w ∈ W ∗. Let p = |w|. Choose any π ∈ C◦ with L(π) = w, so that
x = π∞ ∈ ϕ−1(y). Since |ϕ−1(y)| > 1, there is z ∈ ϕ−1(y) with z ≠ x. For each n ∈ Z, let Jn = i(znp). Then there
exist a vertex J in G and a strictly increasing sequence {nk} in N such that Jnk = J for all k ∈ N. Also there exist a vertex K in
G and a strictly increasing sequence {mk} in N such that J−mk = K for all k ∈ N. For each k ∈ N, define
η(k) = znk·p · · · znk+1·p−1 and ρ(k) = z−mk+1·p · · · z−mk·p−1.
Then η(k), ρ(k) ∈ CG andL(η(k)),L(ρ(k)) ∈ {w}∗ for all k ∈ N.
If there is k ∈ N such that either η(k) ≠ πnk+1−nk or ρ(k) ≠ πmk+1−mk , then put θ = η(k) or θ = ρ(k), so that θ ≠ πn for
any n ∈ N. If η(k) = πnk+1−nk and ρ(k) = πmk+1−mk for all k ∈ N, then J = K . Put
θ = z−m1·p · · · zn1·p−1.
Then θ ∈ CG and L(θ) = wm1+n1 . Also θ ≠ πm1+n1 , since z ≠ x. Thus, in either case, there is θ ∈ CG with L(θ) = wr for
some r ∈ N and θ ≠ π r .
Let x¯ = θ∞. Then (x, x¯) ∈ Tper. Since ϕ is p-fiber mixing, there exist s, s¯ ∈ N and ξ, ξ¯ ∈ C◦ such that the points
x(−∞,s) · ξ · x¯[s+|ξ |,∞) and x¯(−∞,s¯) · ξ¯ · x[s¯+|ξ¯ |,∞)
are in ϕ−1(ϕ(x)). Since x, x¯ ∈ P(XG), one can find such s, s¯ satisfying s¯ > s+ |ξ |. Take n ∈ N so that np > s¯+ |ξ¯ |. Define
τ = x[0,s) · ξ · x¯[s+|ξ |,s¯) · ξ¯ · x[s¯+|ξ¯ |,np).
Then τ ∈ C◦ andL(τ ) = wn. Either τ ≠ πn or τ ≠ θn. We may assume that τ ≠ πn.
For each k ∈ N, define
z(k) = (τπ k)∞.
Then z(k) ∈ ϕ−1(y). If l,m ∈ N and l ≥ m+ n, then z(l) ≠ z(m), since τ ≠ πn. Thus ϕ−1(y) ∩ P(XG) is infinite. 
Corollary 5.2. Let W be a code and ϕ be p-fiber mixing. Then W is cyclic. In particular, every pseudo-cyclic code is cyclic.
Proof. Since W is a code, it follows that ϕ is finite-to-one. From Proposition 5.1, we have |ϕ−1(y)| = 1 for all y ∈ P(XW ).
Since XG is an irreducible shift of finite type, we have |ϕ−1(y)| = 1 for all y ∈ XW (see [13]). Thus ϕ is a conjugacy, i.e.,W is
cyclic. 
Recall thatW is semi-cyclic (semi∗-cyclic, respectively) if, whenever u, v ∈ A∗ with |u| large enough (|uv| large enough,
respectively) and uv, vu ∈ W ∗, we have uvu ∈ W ∗.
Definition. W is said to be p-semi-cyclic if, whenever u, v ∈ A∗ and uv, vu ∈ W ∗, there is n ∈ N such that (uv)nu ∈ W ∗.
Every semi-cyclic set is p-semi-cyclic.
Recall that ϕ is circular∗ mixing if, given (π, τ ) ∈ DL with |π | large enough, we have π ∼s ρ ∼s τ for some ρ ∈ CG.
Also ϕ is circular mixing if, given (π, τ ) ∈ DL with |π | large enough, we have π ≈s τ .
Definition. (1) ϕ is said to be p-circular∗ mixing if, given (π, τ ) ∈ DL, there is n ∈ N such that πn ∼s ρ ∼s τ n for some
ρ ∈ CG.
(2) ϕ is said to be p-circular mixing if, given (π, τ ) ∈ DL, there is n ∈ N such that πn ≈s τ n.
Every circular mixing map is p-circular∗ mixing and every p-circular∗ mixing map is p-circular mixing.
Given (π, τ ) ∈ DL, we write π ≈1 τ if π ∼s ρ ∼s τ for some ρ ∈ CG, i.e., π and τ are 1-step synchronizing. Note that
if π ≈1 τ , then πn ≈1 τ n for all n ∈ N.
Proposition 5.3. There is d ∈ N (depending on W) such that, whenever (π, τ ) ∈ DL and πn ≈1 τ n for some n ∈ N, we have
πd ≈1 τ d.
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Proof. Let r be the number of vertices in G and d = (2r)!. Let (π, τ ) ∈ DL and πn ≈1 τ n for some n > 2r . There is ρ ∈ CG
such that πn ∼s ρ ∼s τ n. Let p = |π |. Then there exist s, t ∈ Nwith s, t ≤ p and k, l ∈ Z+ with k, l < n such that
i(πs) = i(ρkp+s) = I and i(ρlp+t) = i(τt) = I.
For each i = 0, 1, . . . , n − 1, let Ji = i(ρip+1). Since n > 2r , there exist q1, q2, q3 ∈ Z+ such that q1 < q2 < q3 < n and
Jq1 = Jq2 = Jq3 .
Consider the following three disjoint subsets of {0, 1, . . . , n− 1}:
C1 = {q1, . . . , q2 − 1},
C2 = {q2, . . . , q3 − 1},
C3 = {q3, . . . , n− 1} ∪ {0, 1, . . . , q1 − 1}.
There is i ∈ {1, 2, 3} such that s, t /∈ Ci. If i ≠ 3, then put
ρ¯ = ρ1 · · · ρqi·p−1 · ρqi+1·p · · · ρnp.
If i = 3, then put
ρ¯ = ρq1·p · · · ρq3·p−1.
In either case, ρ¯ ∈ CG. Let l = n − (qi+1 − qi) if i ≠ 3 and l = q3 − q1 if i = 3. Then π l ∼s ρ¯ ∼s τ l. Since l < n, it follows
that πm ≈1 τm for somem ≤ 2r . This verifies that πd ≈1 τ d. 
The following result is a periodic version of Theorem 4.4.
Theorem 5.4. The following are equivalent.
(i) W is p-semi-cyclic.
(ii) ϕ is p-fiber mixing.
(iii) ϕ is p-circular∗ mixing.
(iv) ϕ is p-circular mixing.
Proof. First, letW be p-semi-cyclic. Let (π, τ ) ∈ DL. Then there exist u, v(1), v(2) ∈ A∗ such that uv(1)v(2), v(1)v(2)u ∈ W ∗
and
L(π) = L(τ ) = v(2)uv(1).
Put v = v(1)v(2). Since W is p-semi-cyclic, we have (uv)nu, (vu)nv ∈ W ∗ for some n ≥ 1. Let α be a cycle in C◦ labeled
(uv)nu and βγ be a cycle in C◦ labeled (vu)nv withL(β) = (vu)nv(1) andL(γ ) = v(2). Set ξ = γαβ . Then ξ ∈ C◦ and
L(ξ) = v(2)(uv)nu(vu)nv(1) = (v(2)uv(1))2n+1.
Also π2n+1 ∼s ξ ∼s τ 2n+1. So ϕ is p-circular∗ mixing. Thus (i) implies (iii).
Next, let ϕ be p-circular mixing. Let (x, x¯) ∈ Tper. Then there is (π, τ ) ∈ DL such that x = π∞ and x¯ = τ∞. Since
πn ≈s τ n for some n ∈ N, there exist ρ(1), . . . , ρ(d) in CG for some d ≥ 1 such that ρ(i−1) ∼s ρ(i) for i = 1, . . . , d where
ρ(0) = πn and ρ(d) = τ n. Put q = |πn|. For each i = 0, 1, . . . , d, there is si ∈ Nwith 1 ≤ si ≤ q such that i(ρ(i)si ) = i(ρ(i+1)si ).
Define
ξ = ρ(1)s0 · · · ρ(1)q · ρ(1)1 · · · ρ(1)s1−1 · ρ(2)s1 · · · · · · ρ(d−1)sd−1−1 · ρ(d)sd−1 · · · ρ(d)sd−1.
Then ξ ∈ C◦. Define
z = x(−∞,s0−1) · ξ · x¯[s0−1+|ξ |,∞) ∈ XG.
Then z is left-asymptotic to x and right-asymptotic to x¯. Similarly, there is z¯ ∈ XG that is left-asymptotic to x¯ and right-
asymptotic to x. So x and x¯ are fiber-crossed. Thus ϕ is p-fiber mixing. Therefore (iv) implies (ii).
Finally, let ϕ be p-fiber mixing. Let u, v ∈ A∗ and uv, vu ∈ W ∗. Let π and δγ denote the cycles in C◦ labeled uv and vu,
respectively, where L(δ) = v and L(γ ) = u. Put τ = γ δ. Set p = |τ | and q = |γ |. Consider the periodic points x = π∞
and x¯ = τ∞ in XG. Since (x, x¯) ∈ Tper, there exist s ∈ Z+, 0 ≤ s < p, and ξ ∈ C◦ such that x(−∞,s) · ξ · x¯[s+|ξ |,∞) ∈ ϕ−1(ϕ(x)).
Take any n ∈ N such that s+ |ξ | < np+ q. Define
η = x0 · · · xs−1 · ξ · x¯s+|ξ | · · · x¯np+q−1.
Then η ∈ C◦ and
L(η) = ϕ(x)[0,np+q) = (uv)nu.
Thus (uv)nu ∈ W ∗. So (ii) implies (i). 
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