Penilaian esei berbantukan komputer menggunakan teknik Bayesian dan pengunduran linear berganda by Mohamad @ Hamza, Mohd. Azwan
BAB 1 
PENGENALAN
1.1 Pendahuluan 
 Kebolehan komputer untuk berkomunikasi dalam bahasa tabii telah lama 
diperakui dalam bidang Kepintaran Buatan (AI). Kemampuannya untuk menilai 
sesuatu yang bersifat subjektif seperti esei untuk Graduate Management Admissions 
Test (GMAT)(Mart, 2000), telah membuka lembaran baru dalam era dunia sains dan 
praktikal AI. Secara tidak langsung, ianya dipercayai akan memberi impak yang 
besar kepada penggunaan komputer dalam lapangan pendidikan pada masa hadapan. 
 Sistem penilaian esei berbantukan komputer (CbAS) ini telah mula 
diperkenalkan kira-kira empat dekad yang lalu, iaitu pada tahun 1966 oleh Ellis Page 
(Page, 1994). Diinspirasikan daripada Pemprosesan Bahasa Tabii (NLP) pada masa 
tersebut, beberapa pengkaji di Connecticut berpendapat bahawa komputer mampu 
untuk memainkan peranan yang besar dalam membuat penilaian ke atas penulisan 
esei pelajar. Malah, sebahagian penyelidik dalam bidang NLP bersependapat bahawa 
CbAS dan NLP telah dirintis pada sekitar tahun 1960-an (Burstein et al., 2003). Hari 
demi hari, para pengkaji meneruskan kajian dalam bidang ini sehingga mereka telah 
menempa kejayaan yang besar pada hari ini. Buktinya, beberapa buah sistem 
prototaip kini telah dipertingkatkan hingga ke tahap sistem pengoperasian 
sepenuhnya (Hearst, 2000). Bagaimanapun, ianya masih belum lagi dianggap sebagai 
CbAS yang cukup sempurna (Valenti et al., 2003). Ini kerana, beberapa proses dalam 
peramalan penilaian CbAS tersebut masih boleh dipertingkatkan dan dioptimumkan 
pencapaiannya. 
2 Berdasarkan kajian yang telah dilakukan oleh Rudner dan Gange (2001), 
terdapat tiga buah CbAS yang telah berjaya dan seringkali digunakan dalam 
pemarkahan esei berkomputer buat masa ini: (1) Project Essay Grader (PEG), 
diperkenalkan oleh Ellis Page pada tahun 1966; (2) Intelligent Essay Assessor (IEA),
diperkenalkan untuk pemarkahan esei pada tahun 1997 oleh Laundauer dan Foltz 
(2000); dan (3) Electronic Essay Rater (E-rater), digunakan oleh Educational Testing 
Service (ETS) dan dibangunkan oleh Jill Burstein (Rudner dan Gange, 2001). E-rater 
adalah ‘Teknologi Gabungan Ciri-ciri’yang menggaplikasikan kepelbagaian 
sintaksis, struktur hujahan (seperti PEG) dan analisa kandungan (seperti IEA). 
Tetapi, kajian terbaru oleh Valenti et al. (2003), menyatakan bahawa kini telah 
terdapat kira-kira 40 buah CbAS yang telah berjaya dibangunkan sebagai sistem 
pengoperasian sepenuhnya. Perincian tentang fakta ini akan dinyatakan dalam Bab 2: 
Kajian Literatur. 
Setiap ujian esei dinilai berpandukan kepada skema penilaian esei yang 
khusus (Burstein dan Marcu, 2000). Dengan itu, pembangunan sesebuah sistem 
penilaian mestilah selaras dengan skema penilaian tersebut dari segi kriteria 
penilaian dan peratusan untuk setiap kriteria tersebut (contohnya bahagian bahasa, isi 
kandungan dan gaya olahan). Secara amnya, skema bagi ujian yang berlainan adalah 
berbeza dari segi ciri-ciri dan pembahagian markah bagi ciri tersebut. Namun begitu, 
masih terdapat beberapa persamaan yang wujud khususnya dari segi ciri-ciri penting 
yang diambilkira dalam skema penilaian tersebut. Antaranya, kesalahan bahasa, 
pengenalpastian elemen-elemen hujahan (pendahuluan, isi-isi penting dan penutup) 
dan gaya olahan (Mohd Isa, 2004). Di sini, faktor kemanusiaan memainkan peranan 
penting kerana ketiga-tiga ciri tersebut boleh dianggap mudah bagi manusia untuk 
menilainya, namun agak sukar dan menjadi masalah bagi komputer untuk 
memprosesnya. Namun, dengan bantuan pelbagai kemudahan seperti adanya teknik-
teknik AI dan NLP serta peralatan pemprosesan yang berkemampuan tinggi, 
memungkinkan matlamat ini mencapai kejayaan (rujuk  
Jadual 2.2). 
31.2 Latar Belakang Masalah 
Esei dianggap oleh para penyelidik sebagai kayu pengukur yang sangat 
kondusif untuk mengukur kebolehan seseorang untuk mengingat kembali, menyusun, 
menjana idea dan menyatakan pendapat sendiri berbanding dengan soalan berbentuk 
objektif yang hanya menguji kemampuan seseorang untuk menterjemah dan 
mengaplikasi data semata-mata serta kurang memberikan maklumbalas yang 
berkesan (Gronlund, 1985). Malah, berdasarkan aras penilaian yang telah ditetapkan 
oleh taksonomi Bloom, penilaian esei berada di dua peringkat tertinggi dalam aras 
penilaian tersebut, iaitu aras penilaian dan sintesis (Bloom, 1956). 
Berbanding soalan berbentuk objektif yang lebih banyak menguji kefahaman 
dan ingatan seseorang, soalan esei didapati lebih sukar untuk dinilai kerana ianya 
lebih bersifat subjektif. Jika diperhalusi, kesubjektifan ini mengundang 
kebarangkalian berlakunya perbezaan gred yang diberi oleh penilai yang berbeza. 
Malahan, penilaian yang dibuat oleh penilai yang sama ke atas esei yang sama 
sekalipun, tetapi pada waktu yang berbeza, berkemungkinan untuk menghasilkan 
gred yang berlainan. Ini berlaku disebabkan faktor emosi yang mempengaruhi tahap 
penilaian seseorang penilai, samada lebih ketat (strict), sederhana atau lebih longgar 
(lenient).
CbAS yang berkemampuan untuk menilai penulisan pelajar secara automasi, 
dilihat memberi impak positif berganda kepada tenaga pengajar dan mereka yang 
terlibat secara langsung atau tidak dalam bidang pendidikan (Palmer et al., 2002). 
Apabila terlalu banyak esei yang perlu dinilai dalam satu-satu masa, para guru ini 
akan menjadi buntu dan menghadapi masalah untuk menilai secara konsisten dan 
memberi komen yang baik, lebih-lebih lagi jika masa yang ada terlalu singkat. Pihak 
pentadbir pendidikan pula menumpukan kepada komen yang berkualiti dengan masa 
yang minimum, tetapi dalam masa yang sama perlu mengambilkira kos yang perlu 
dibayar. Justeru itu, sistem penilaian ini mendapat permintaan yang tinggi sebagai 
alatan pendidikan, di samping dapat mengurangkan kos dan meminimakan masa 
penilaian (Hedberg, 1999).  
4Penilaian esei berautomasi ini sebenarnya telah diperolopori lebih dari 30 
tahun (Williams, 2001). Namun begitu, hanya sejak akhir-akhir ini, perlaksanaannya 
telah dibangunkan dan diuji secara praktikal. Ini kerana, pada awal kewujudannya, 
sistem penilaian yang dibangunkan pada ketika itu hanya mampu mengukur kualiti 
esei berdasarkan ciri-ciri luaran seperti purata panjang perkataan, panjang esei, 
bilangan koma, bilangan kata depan dan bilangan kata retorik (Hearst, 2000). Ini 
secara tidak langsung menyebabkan timbulnya kritikan daripada barisan penilai 
dalam bidang pendidikan. Sebagai contohnya, esei yang ditulis dengan lebih panjang, 
akan mendapat gred yang lebih baik, tanpa mengambilkira kualiti penulisan tersebut.
Namun begitu, dengan berkembangnya penyelidikan dalam domain NLP dan 
Perolehan Maklumat (IR) telah memungkinkan penghasilan sistem penilaian yang 
berkemampuan untuk mengukur bukan sahaja ciri-ciri luaran, malah yang lebih 
penting turut mengambilkira ciri-ciri dalaman. Page dan rakan-rakan sekolejnya, 
telah mendahului senarai pembangunan CbAS dengan membangunkan PEG pada 
tahun 1966 (Rudner dan Gange, 2001). PEG pada awal pembangunannya turut 
mengalami kekangan yang sama iaitu hanya mengambilkira ciri-ciri luaran, namun 
kini telah berupaya menilai ciri-ciri struktur (isi kandungan dan gaya olahan) untuk 
mengukur kualiti esei. Ianya juga merupakan implementasi penilaian esei 
berautomasi terawal dan paling lama bertahan.  
IEA pula mengaplikasikan pendekatan “bag of words” dan telah 
dibangunkan dan dinilai oleh Landauer di University Colorado, Boulder (Tony, 
2004). Ianya telah mengambilkira ciri-ciri linguistik (kesalahan bahasa) tetapi 
memfokuskan kepada ciri-ciri struktur untuk mengukur kualiti sesebuah penulisan. 
Setelah itu, Jill Burstein telah mengorak langkah dengan membangunkan E-
rater di ETS, United States (US), yang mana telah digunakan untuk menilai esei-esei 
GMAT pada masa kini. Model ini meningkatkan kemampuan PEG dan IEA dengan 
menggunakan pendekatan hybrid yang menggabungkan ciri-ciri linguistik (dengan 
mengaplikasikan teknik-teknik NLP) dan ciri-ciri struktur esei yang lain. Dengan 
kata lain, E-rater menggabungkan kelebihan kedua-dua model sebelum ini dengan 
5mengambilkira kedua-dua elemen penting iaitu ciri-ciri linguistik (bahasa) dan ciri-
ciri struktur (peramalan). 
Bertitik tolak dari situ, para penyelidik berlumba-lumba untuk 
membangunkan sebuah sistem penilaian esei berautomasi yang lebih sempurna. Kini, 
terdapat lebih daripada 40 buah CbAS komersial di pasaran (Valenti et al., 2003). 
Namun begitu, ianya masih berkisar dengan isu asas sesebuah sistem penilaian yang 
lain iaitu sejauh mana kemampuan sistem tersebut membuat peramalan sebaik 
manusia. Di sini, kajian demi kajian dilakukan untuk meningkatkan tahap kesetaraan 
penilaian manusia-sistem agar boleh mencapai objektif utama iaitu menggantikan 
penilai kedua (manusia) tetapi dalam masa yang sama boleh bertindak sebaik 
manusia (rujuk Rajah 2.6). 
Untuk tujuan itu, para penyelidik telah mengadaptasikan pelbagai teknik dan 
algoritma yang terbaik untuk membuat peramalan yang paling optimum ke atas 
kedua-dua elemen penilaian iaitu ciri-ciri linguistik dan ciri-ciri struktur. Ini kerana, 
kebanyakan skema penilaian esei sekarang ini mengambilkira kedua-dua elemen 
tersebut.
Namun begitu, sebelum sebarang teknik dapat dilaksanakan samada ke atas 
ciri lingusitik mahupun ciri struktur, masalah pertama yang wujud ialah kegagalan 
sistem untuk mengenalpasti dan memperbetulkan ralat ejaan sebaik manusia 
(Leacock, 2004). Lebih teruk lagi, ianya turut mempengaruhi ketepatan dan peratus 
kesetaraan penilaian manusia-sistem di akhir pembangunan sesebuah CbAS. 
Bagi kebanyakan CbAS, ianya menekankan elemen tatabahasa, 
perbendaharaan kata, mekanik (ejaan, imbuhan dan tanda baca), gaya penulisan 
(olahan) dan struktur hujahan (elemen hujahan) (Burstein dan Wolska, 2003; 
Leacock, 2004; Yigal, 2004; Semire Dikli, 2006; Yigal dan Burstein, 2006). 
Manakala sebahagiannya hanya menekankan komponen struktur hujahan, struktur 
sintaksis (bahasa) dan penggunaan perbendaharaan kata (Burstein et al., 2001).
6Burstein dan Wolska (2003) menyatakan bahawa protokol penandaan dan 
teknik yang berkesan diperlukan dalam menentukan dan mengkelaskan elemen-
elemen hujahan (penyataan tesis, isi-isi penting dan penyataan penutup) yang wujud 
dalam sesebuah esei seperti penyataan tesis dan penyataan penutup. Mereka 
menerangkan bahawa walaupun penanda dilatih untuk membuat penentuan elemen 
hujahan, tetapi masih wujud kelemahan dari segi ketepatan pengkelasan elemen 
hujahan tersebut. Pengkelasan ini penting kerana ianya boleh digunakan oleh pelajar 
untuk membuat rujukan dan mengukur saling perkaitannya dengan kualiti esei yang 
ditulis (Burstein et al., 2001). Antara teknik yang digunakan dalam menentukan dan 
mengkelaskan argumen (ayat) dalam esei kepada sesebuah elemen hujahan yang 
khusus ialah Model Multinomial, k-nearest neighbor (pendekatan kebarangkalian), 
Logik Fuzzy (pendekatan berbantukan-keputusan) (Leacock, 2004). Menurut 
Leacock (2004) lagi, Alatan Penganalisa Penulisan sedia ada hanya menentukan 
elemen hujahan tetapi tidak menilai kualiti elemen tersebut. Berdasarkan kenyataan 
Burstein dan Marcu (2003) pula, Fuzzy dalam sesetengah keadaan menggambarkan 
kualiti penulisan secara umum. Namun ianya tidak menyatakan dengan terperinci 
ciri-ciri linguistik yang mempengaruhi kualiti tersebut. 
Selain itu, masalah yang paling relevan di dalam bidang pemarkahan esei 
berautomasi juga ialah kesukaran untuk mendapatkan korpus esei (data) yang banyak 
(Christie, 2003; Larkey, 2003), setiap satunya dengan markah yang telah dinilai oleh 
manusia untuk tujuan latihan dan pengujian. 
Dalam penyelidikan ini, untuk mengenalpasti dan mengkelaskan setiap 
elemen hujahan dalam esei yang terdiri daripada pernyataan pendahuluan, isi-isi 
penting dan pernyataan penutup, kita akan mengaplikasikan Teknik Model 
Multivariate Bernoulli (MMB) daripada pendekatan Bayesian. Antara lain, 
penggunaan MMB ini juga adalah disebabkan ianya melibatkan saiz korpus (data) 
yang kecil dan mengambilkira ciri yang wujud dan tidak wujud dalam membuat 
penentuan dan pengkelasan elemen hujahan sekaligus mengukur ciri linguistik yang 
mempengaruhi kualiti penulisan tersebut berbanding Logik Fuzzy dan Model 
Multinomial (MM) (Little, 2001; Burstein et al., 2001; Sullivan dan Daghestani, 
1997).
7Bagi membuat peramalan gaya olahan, beberapa ciri telah digunakan oleh 
para penyelidik terdahulu. Antaranya purata panjang perkataan, tahap kegramatisan 
ayat, peratusan kata kerja pasif, peratusan kata nama dan penggunaan perkataan yang 
sama berulang kali (Burstein dan Wolska, 2003). Yi-fang Brook Wu dan Xin Chen 
(2005) menyatakan bahawa gaya penulisan adalah penting untuk membentuk esei 
berkualiti tinggi, kerana kebiasaannya, penulis akan mengelak dari menggunakan 
perkataan yang sama untuk menjelaskan konsep yang sama. Masalah wujud di sini 
ialah untuk membuat peramalan tahap gaya olahan yang lebih optimum yang 
menghampiri penilaian manusia menggunakan corak hubungan koefisien-pemberat  
dalam persamaan pengunduran yang sepadan (Valenti et al. 2003; Attali dan 
Burstein, 2006). Malah Attali dan Burstein (2006) turut menyatakan masalah 
penggunaan Algoritma Pengunduran Linear Stepwise (SLR) dalam menentukan 
pekali pemberat ciri yang optimum adalah kurang efisyen kerana set ciri yang 
digunakan adalah tidak piawai di mana bilangan dan jenis ciri yang dipilih adalah 
berbeza untuk penilaian esei yang berlainan.  
Daripada kajian yang dilakukan (Burstein et al., 1998; Attali dan Burstein, 
2006), CbAS semasa memerlukan pengumpulan banyak data (set esei) yang 
signifikan dan telah dinilai oleh manusia. Ini akan memakan masa dan memerlukan 
kos yang tinggi. Model terdahulu juga bergantung kepada subset pembolehubah bagi 
lapan hingga 12 ciri peramalan yang dipilih menggunakan Algoritma SLR daripada 
set yang bersaiz lebih besar, iaitu kira-kira 57 ciri (Burstein et al., 1998; Burstein dan 
Marcu, 2000). Sebaliknya, dengan menggunakan Algoritma Pengunduran Linear 
Berganda (MLR), sebanyak enam ciri yang lebih optimum dan signifikan untuk 
membuat peramalan penilaian telah ditetapkan berdasarkan kajian-kajian penyelidik 
terdahulu (Attali, 2004; Attali dan Burstein, 2004; Attali dan Burstein, 2006, Semire 
Dikli, 2006). Dengan ini juga, ianya menjamin peramalan gaya olahan yang lebih 
piawai menggunakan set ciri yang bersaiz lebih kecil (Attali, 2004). 
81.3 Pernyataan Masalah 
 Sepertimana telah dinyatakan dalam Subtopik 1.2, kajian ini akan 
menyelesaikan masalah ralat-ejaan, penentuan elemen-elemen hujahan dan 
peramalan gaya olahan esei. Seterusnya, tiga pernyataan masalah yang telah 
dikenalpasti ialah 
(i) Bagaimanakah kaedah dan teknik kebarangkalian mampu 
mengenalpasti dan memperbetulkan ralat-ejaan sesebuah perkataan 
dalam Fasa Pra-pemprosesan dan Pengekstrakan Data? 
(ii) Sejauh manakah kebaikan pengelasan elemen-elemen hujahan yang 
terdiri daripada penyataan tesis, isi-isi penting dan penyataan 
kesimpulan menggunakan Teknik Model Multivariate Bernoulli
(MMB) daripada pendekatan Bayesian menggunakan pemberat ciri 
tetap dapat mengenalpasti dan menganalisa Bahagian Isi Kandungan 
sesebuah esei? 
(iii) Bagaimanakah pemberat ciri optimum dalam Algoritma Pengunduran 
Linear Berganda (MLR) menggunakan set ciri bersaiz lebih kecil 
dapat menghasilkan persamaan pengunduran yang paling sesuai (best
fitted) untuk memastikan peramalan gaya olahan yang lebih tepat dan 
seterusnya menjamin tahap kesetaraan penilaian yang lebih tinggi 
antara manusia dan penggunaan teknik penilaian? 
1.4 Matlamat
 Matlamat kajian ini adalah untuk mengkaji keberkesanan Teknik MMB 
dalam menentukan dan mengkelaskan elemen-elemen hujahan esei dan menguji 
kemampuan Algoritma MLR dalam membuat peramalan markah gaya olahan esei. 
Hasil daripada kedua-dua teknik tersebut akan diaplikasikan untuk mendapatkan gred 
akhir prototaip bagi membandingkan dengan gred akhir yang dinilai oleh manusia. 
91.5 Objektif 
 Objektif kajian ini ialah: 
(i) Menggunakan kaedah kebarangkalian untuk mengenalpasti dan 
membetulkan ralat-ejaan sesebuah perkataan. 
(ii) Menggunakan pendekatan pengkelas Bayesian yang dilatih 
menggunakan Rumus MMB untuk menentukan dan mengkelaskan 
elemen-elemen hujahan yang mewakili sebahagian ciri tetap 
peramalan esei. 
(iii) Mengaplikasikan Algoritma MLR ke atas ciri optimum untuk 
mendapatkan pekali pemberat paling hampir bagi menghasilkan 
peramalan gaya olahan yang lebih tepat. 
(iv) Menggunakan keputusan daripada objektif (ii) dan (iii) dan 
digabungkan dengan lima kriteria kesalahan bahasa untuk membuat 
perbandingan dengan penilaian manusia. 
1.6 Skop
(i) Esei yang dinilai hanya dalam Bahasa Melayu. 
(ii) Maksimum panjang esei yang diambilkira tidak melebihi 120 patah 
perkataan.
(iii) Topik esei telah ditentukan dengan jelas. 
(iv) Menggunakan skema pemarkahan mengikut piawaian Ujian Penilaian 
Sekolah Rendah (UPSR) iaitu gred A, B, C, D dan E. 
(v) Hanya membangunkan model atau prototaip sistem, bukan sistem 
akhir.
(vi) Format penulisan esei tidak diambilkira. 
(vii) Pembetulan ralat-ejaan hanya dibuat pada kata dasar sesebuah 
perkataan, tidak melibatkan imbuhan. 
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(viii) 160 sampel esei digunakan untuk latihan dan 40 sampel esei 
digunakan untuk ujian berdasarkan prosidur five-fold cross validation.
(ix) Julat kebarangkalian bagi MBM ialah -2.0 hingga 2.0 
(x) Tidak mengambilkira nilai ralat e dalam persamaan pengunduran 
MLR untuk tujuan pengujian gaya olahan. 
(xi) Tidak mengambilkira faktor esei yang ditulis di luar topik. 
(xii) Hanya mengambilkira bahagian isi kandungan dan gaya olahan, tetapi 
tidak melibatkan kriteria kesalahan bahasa. 
1.7 Kepentingan Penyelidikan
Kajian ini dilakukan untuk meningkatkan teknik peramalan dalam membuat 
penilaian esei bagi menghasilkan keputusan yang lebih baik. Semoga dengan itu 
juga, penilaian yang akan dilakukan lebih tepat, konsisten dan pantas berbanding 
manusia. 
1.8 Sumbangan Ilmiah 
Terdapat tiga sumbangan ilmu yang dikenalpasti dari penyelidikan yang 
dibuat. Kedua-dua penyelidikan ini saling berkaitan di antara satu sama lain. 
(i) Pengecaman dan pembetulan ralat-ejaan pada kata dasar. 
(ii) Penentuan dan pengkelasan elemen-elemen hujahan. 
(iii) Dapatan persamaan ramalan yang lebih optimum untuk gaya olahan. 
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1.9 Struktur Tesis  
Tesis ini terdiri daripada enam bab. Bab 1 terdiri daripada pengenalan kepada 
penyelidikan yang dilakukan. Topik-topik yang diketengahkan meliputi pengenalan 
kepada penyelidikan, latar belakang masalah kajian, pernyataan masalah, matlamat, 
objektif dan skop penyelidikan, kepentingan kajian dan sumbangan ilmiah yang 
diberikan.
Bab 2 membincangkan tentang kajian literatur bagi CbAS. Ianya terdiri 
daripada kajian terhadap sejarah awal CbAS ini yang bermula dari kajian rintis, 
sistem CbAS semasa beserta pencapaiannya dan teknik-teknik yang digunakan. 
Selain itu, turut diperjelaskan tentang pernyataan masalah penyelidikan ini dibuat 
dan justifikasi pemilihan teknik dan algoritma yang digunakan. Seterusnya, Skema 
Pemarkahan UPSR akan dihuraikan secara terperinci sebagai panduan penilaian 
prototaip yang dibangunkan.
Bab 3 menerangkan tentang metodologi beserta proses-proses yang terlibat 
dalam keempat-empat fasa iaitu Fasa I: Pra-Pemprosesan dan Pengektrakan Ciri,
Fasa II: Latihan Peramalan Gaya Olahan, Fasa III: Latihan Pengkelasan Elemen 
Hujahan, dan Fasa IV: Pengujian Penilaian.  
Manakala Bab 4 pula memperincikan proses-proses utama bagi teknik 
penilaian iaitu teknik penentuan dan pengkelasan elemen hujahan (Teknik MMB dan 
Logik Fuzzy) dan teknik peramalan gaya olahan (Algoritma MLR dan Algoritma 
SLR). Selain itu, turut dibincangkan tentang pembangunan Pangkalan Data yang 
terlibat dan prosidur penilaian yang merangkumi rumus-rumus yang telah dinyatakan 
dalam Bab 3. 
Bab 5 membincangkan tentang hasil pengujian menggunakan prosidur five-
fold cross validation beserta ulasan tentang keputusan ujian berdasarkan prosidur 
tersebut. Satu kesimpulan untuk merumuskan pengkajian akan diketengahkan di 
akhir bab. Hasil dari rumusan tersebut, masalah-masalah yang timbul akan 
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diperjelaskan sebabnya untuk memperbaiki serta mempertingkatkan lagi teknik yang 
diperolehi.
Akhir sekali, Bab 6 akan membuat kesimpulan keseluruhan bagi kajian yang 
dilakukan beserta dengan cadangan kajian lanjutan yang mungkin berupaya untuk 
menambahbaik teknik-teknik yang dibangunkan. 
1.10 Ringkasan
Bab ini memperjelaskan justifikasi utama penyelidikan ini dilakukan. Ianya 
dimulai dengan membincangkan pengenalan kepada penyelidikan yang merintis 
pembangunan CbAS berserta contoh-contoh sistem penilaian terawal yang berjaya 
dibangunkan. Turut dibincangkan tentang skema pemarkahan esei yang digunakan 
sebagai panduan penilaian. 
Latar belakang masalah kajian pula membincangkan kajian rintis CbAS yang 
lebih lanjut dan dari situ, masalah-masalah yang wujud pada teknik penilaian semasa 
dikenalpasti dan dinyatakan. Masalah-masalah tersebut diperkukuhkan dengan 
kajian-kajian terbaru dan memerlukan teknik serta pendekatan yang efisyen untuk 
mengatasi masalah-masalah tersebut. Dengan itu, teknik dan pendekatan yang dipilih 
telah dibincangkan berserta dengan justifikasi ringkas pemilihan teknik dan 
pendekatan tersebut. 
Kemudiannya, masalah-masalah tersebut dirumuskan sebagai pernyataan 
masalah dan matlamat kajian yang bemotifkan pengoptimuman teknik penilaian turut 
dinyatakan. Objektif kajian ini yang bertujuan untuk mengatasi masalah yang telah 
dikenalpasti dinyatakan dengan jelas. Manakala kekangan atau ruang lingkup kajian 
dijelaskan dalam skop penyelidikan. Bab ini diakhiri dengan menyatakan 
kepentingan kajian yang memberi motivasi untuk penyelidikan ini dilaksanakan dan 
sumbangan ilmiah yang diperolehi hasil daripada penyelidikan ini. 
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Seterusnya, dalam Bab 2, perincian perjalanan pembangunan CbAS dari 
kajian rintis hingga ke kajian terkini dibincangkan. Turut diperjelaskan ialah tentang 
beberapa CbAS terkini berserta teknik dan pencapaiannya. Selain itu, bab ini juga 
menerangkan masalah-masalah yang dikenalpasti dalam Bab 1 dengan lebih lanjut 
dan kaedah penyelesaiannya. Kaedah penyelesaian tersebut akan disokong dengan 
justifikasi pemilihan masing-masing. Bab 2 diakhiri dengan penerangan yang lebih 
mendalam tentang Skema Pemarkahan Esei UPSR yang digunakan sebagai panduan 
penilaian dalam penyelidikan ini.
