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I N T R O D U C T I O N
Breathing is an essential function of all higher vertebrates. It is under both voluntary and involuntary control, with the involuntary component consisting of a basic rhythm generator within the CNS, with central and peripheral reflexive control elements. The neuronal center for generating rhythmic breathing in mammals is located in the medulla of the brain stem (Flourens 1851; Lumsden 1923; see Bianchi et al. 1995; Cohen 1981; von Euler 1986 for reviews). The neurons required for rhythmogenesis are localized primarily in a limited region of the ventrolateral medulla (Onimaru and Homma 2003; Smith et al. 1991) , but their exact location and the mechanism of primary rhythm generation remains a subject of active inquiry.
Among these ventromedullary regions, the site known as the pre-Bötzinger complex (pBC) (Smith et al. 1991 ) is an important region for rhythmogenesis. This region contains many different respiratory neuron types (Schwarzacher et al. 1991; Sun et al. 1998 ) and has been established in vivo as essential for rhythmic breathing (Gray et al. 2001; Pierrefiche et al. 1998; Ramirez et al. 1998) . While the exact nature of the mammalian breathing rhythm generator is not known, it is suspected that both intrinsic cellular and network properties contribute to rhythmogenesis with state-dependent (Rybak et al. 2002) , and age-varying (Hilaire and Duron 1999; McCrimmon et al. 2000a,b; Paton et al. 1994 ) degrees of importance. Pharmacological studies in arterially perfused rats have revealed that synaptic inhibition is vital for respiratory rhythm generation in adults but not for neonates, suggesting an overall developmental shift in rhythmogenesis mechanism to a network mechanism (Hayashi and Lipski 1992; Paton et al. 1994) . Many of these studies, however, are difficult to reconcile because each in vitro preparation defines a different operational condition compared with in vivo preparations (Richter and Spyer 2001) . Clearly, there are differences in the generation of respiratory rhythm between neonates and adult rats, as well as between in vivo and in vitro models. The pBC has been described in vitro as a major respiratory rhythm-generating region containing (early) inspiratory activity (Johnson et al. 2001; Koshiya and Smith 1999; Smith et al. 1991) . On the other hand, in vivo electrophysiological study of the adult cat (Schwarzacher et al. 1995) and rat (Sun et al. 1998) has revealed that the pBC is a neuronally mixed area containing phase-spanning propriobulbar neurons that fire through the respiratory phase transition. These studies hypothesize that such phase-spanning neurons in the pBC promote the expiratory-inspiratory phase transition and are thus critical to rhythmogenesis in vivo. Thus results obtained in vivo versus in vitro suggest very different functional roles for the pBC.
To achieve a more global picture of neuronal distribution, some groups have used optical imaging techniques to visualize large-scale activity. Such studies, however, have concentrated on in vitro preparations of the neonatal rat, either of brain stem slices (Koshiya and Smith 1999; Tokumasu et al. 2001) or en bloc preparations of the brain stem and spinal cord (Onimaru and Homma 2003; Tokumasu et al. 2001) . Unfortunately, interpretation of results from these neonatal or reduced preparations, with respect to adult in vivo mechanisms, incurs the same disadvantages described above.
We hypothesize that, in a more mature and intact rat preparation, the area of the pBC would be functionally mixed and exhibit significant activity throughout all phases of respiration, as in in vivo preparations. In addition, we expect that inhibitory mechanisms will be evident. To test this hypothesis, we used voltage-sensitive dye imaging to study the large-scale electrical spatiotemporal activity in the pBC area of a largely intact juvenile rat preparation. We performed high-speed wide-field fluorescence video microscopy of the surface of the medulla immediately ventral to the ventrolateral respiratory group (VRG) in an arterially perfused preparation of the juvenile rat (Paton 1996; St.-John and Paton 2000) using the voltagesensitive dye di-8-ANEPPS. Using correlation coefficient analysis (Bandettini et al. 1993; Durduran et al. 2005) , we identified nonoverlapping spatial regions within the pBC exhibiting fractional fluorescence signals at different phases of respiration.
A preliminary report of this work has been published in abstract form (Marchenko et al. 2004) .
M E T H O D S

General preparation
All procedures were performed with the approval of the University of Delaware Institutional Animal Care and Use Committee. Following the "working heart-brain stem preparation" (Paton 1996) , juvenile rats (72-100 g; n ϭ 5) were bisected just below the diaphragm, decerebrated at the precollicular level, and skinned under deep isoflurane anesthesia in 4°C artificial cerebrospinal solution. Deep anesthesia was assured by the absence of limb withdrawal and reflexive changes in breathing after limb pinch. They were bilaterally vagotomized, with the diaphragm, heart, lungs, and portions of the rib cage removed, and appropriate vasculature was ligated to prevent excessive leakage of the perfusate. The descending aorta was cannulated, and rats were perfused with a 95% O 2 -5% CO 2 -saturated solution consisting of 125 mM NaCl, 1.25 mM NaHCO 3 , 4 mM KCl, 2.5 mM CaCl 2 , 1.25 mM MgSO 4 , 1.25 mM KH 2 PO 4 , 20 mM dextrose, 0.05 mg/ml vecuronium bromide, and 2.5% dextran (230 kDa) at 95-105 mmHg and gradually warmed to 31-33°C. This experimental preparation has been shown to produce eupneic breathing patterns in mice (Paton 1996) as well as rats (St.-John and Paton 2000) .
Phrenic nerve (300 -3,000 Hz) and single unit (500 -3,000 Hz) recordings (10,000 samples/s) were made with silver wire hook electrodes and glass electrodes (2 M NaCl), respectively. Signals were amplified and filtered using conventional electronics (Neurolog, Digitimer). Raw phrenic nerve recordings were used to monitor the respiratory state of the preparation (e.g., eupnea, gasping) and to adjust perfusate flow accordingly.
Imaging system
Simultaneous image and electrophysiological data acquisition was performed with custom-built hardware (including camera) and custom-written software (Rector and George 2001; Rector et al. 1999 Rector et al. , 2001 ) capable of continuous image and data recording at high speeds (up to 1-kHz frame rate for video data, 20 kHz/channel for electrophysiology data) for long periods of time (Ͼ1 h). The detector was a CCD camera (TC255, Texas Instruments, Dallas, TX; 10 ϫ 10 m pixels, 336 ϫ 243 pixel array). To achieve appreciable signal levels, the frame rate was set to 100 Hz. The imaging optics consisted of a custom 1:1 focal length ratio lens couplet (Fig. 1A) . Two identical achromatic lenses (Edmund Optics, Barrington, NJ) served as objective and focusing lenses. Light from a 200-W halogen white light source (Thermo Oriel, Newport Corp., Irvine, CA) was filtered with a 480 Ϯ 20-nm excitation filter (Chroma Technology Corp., Rockingham, VT). The filtered light was coupled into the imaging device through a multimode fiber bundle that was recollimated with a collimating lens triplet (Melles Griot, Barloworld Scientific, Carlsbad, CA) and reflected off of a dichroic mirror (Ͻ500 nm R, Chroma Technology Corp.) to provide epi-illumination through the achromatic objective lens (Edmund Optics). The fluorescence signal was filtered with a Ͼ590-nm long-pass filter (Chroma Technology).
This relatively inexpensive optics configuration provides a large imaging area with sufficiently high numerical aperture (NA ϭ 0.38) for voltage-sensitive dye fluorescence imaging. Additionally, the imaging device has a long working distance because of the large objective aperture. This allows for considerable electrophysiological, pharmacological, and surgical manipulation of the imaging area during recording, if necessary.
Dye staining
Stock solutions of voltage-sensitive dye di-8-ANEPPS dissolved in F-127 Pluronic (20% in DMSO; both from Molecular Probes/Invitrogen, Carlsbad, CA) were diluted to final concentrations of 500 g/ml in Ringer solution. The diluted dye solution was loaded into the tissue systemically through a side port of the aortic perfusion line. After perfusion with di-8-ANEPPS, reduced rat preparations continued to exhibit eupneic breathing. In addition, it was possible to elicit the Hering-Breuer reflex-whereby inspiration is terminated and expiration extended-through electrical stimulation of the vagus nerve (Fig. 1B) . We used the time latency and efficacy of the Hering-Breuer reflex and the overall phrenic activity (amplitude, duration, pattern, and rhythmicity) as indicators of possible toxic effects of systemic dye introduction. In all preparations, these parameters were not changed more than Ϯ5% after 15-90 min of dye injection. In addition, the presence of stereotypical respiratoryrelated single-neuron activity (Fig. 1 , C and D) provided further confidence that the effects of the dye-staining were inconsequential. Because the perfusate is optically transparent at the excitation and emission wavelengths (480 Ϯ 20 and Ͼ590 nm, respectively) used in the experiment, erythrocyte-dependent, oxygenation-related optical artifacts, large sources of noise in in vivo conditions, were eliminated.
Measurement protocol
The imaged region included areas just rostral and lateral to the rostralmost XII rootlets, and the region indicated in Fig. 1A (rectangle) was used in all experiments. The focal plane of the camera was set to ϳ200 m below the ventral surface. After the dye was loaded, raw images and electrophysiological data were collected for long durations (ϳ40 min), during which several hundred eupneic breaths typically occurred. Triggered averaging of video and electrophysiology was performed off-line using custom written functions in Matlab software (MathWorks, Natick. MA). Integrated phrenic recordings ( ϭ 50 ms) were used to create trigger markings for averaging, and the final processed data were averaged over 20 -50 breaths. Off-line averaging enabled arbitrarily long pretrigger times. Because of the variability in phrenic burst duration, off-line triggered averaging was performed using both early-and late-phase triggering points. The onset of the integrated phrenic burst (defined by a threshold set just above the noise level) served as the "early" trigger point; the peak (i.e., turning point) of the integrated phrenic burst defined the "late" trigger point. For characterizing onset times and peak response values, early-phase triggered averaging was used for optical responses occurring just before the onset of the phrenic burst (preinspiratory period), and late-phase triggered averaging was used for responses during and after inspiration. Fractional fluorescence (⌬F/F) images were produced by subtracting a reference image, F, from averaged video images to generate ⌬F. This quantity was divided by F to yield normalized changes and correct for irregularity in staining. Using our emission filter (Ͼ590 nm), di-8-ANEPPS exhibits a decrease in amplitude of fluorescence emission during membrane depolarization. Thus depolarizations are accompanied by negative changes in fractional fluorescence (⌬F/F), and vice versa for membrane hyperpolarization. Fractional fluorescence CCD recordings were smoothed spatially with a 5 ϫ 5 Gaussian filter and temporally with a five-frame sliding box car average. Other than this simple spatiotemporal smoothing, all data traces are presented unfiltered. After the imaging experiment, dye was preferentially applied to the two rostralmost XII rootlets by placing a small di-8-ANEPPS-saturated piece of gauze directly onto the rootlets with a pair of forceps for the purpose of generating a high-contrast background image including identifiable anatomical landmarks in the imaging field of view. After ϳ5 min, the gauze was removed, and unbound dye was washed away by the constant outflow of perfusate in the brain stem area. Several seconds' worth of frames of this background were averaged to resolve anatomical details in the low-contrast tissue. Thresholded montage images (Fig. 2C) are displayed superimposed over this background image.
Image analysis
Voltage-sensitive dyes yield fluorescence changes linearly proportional to membrane potential changes and can therefore be used as a molecular voltmeters (Bullen and Saggau 1999; Cohen and Salzberg 1978; Salzberg 1983) . However, because the polarity reported by ⌬F/F depends on the choice of reference image, F, we compared ⌬F/F using two different reference images. One reference image was generated by averaging the first 10 frames of the triggered average CCD recording. To achieve a reference fluorescence image more likely close to steady-state potentials, the preparation was cooled to a temperature of 16°C, during which no rhythmic or tonic phrenic activity was observed and fluorescence images were recorded and averaged to generate F.
Correlation coefficient images (Bandettini et al. 1993; Durduran et al. 2005) were computed by calculating the correlation coefficient for each pixel with a given correlation function. The correlation coefficient, cc i , is defined as 
where f i (i ϭ 1 . . . N) is the time-course of ⌬F/F for a given pixel, r i (i ϭ 1 . . . N) is the function representing the desired correlation function during respiration, f and r are the mean values of f and r, and N is the number of frames.
Two types of functions were used in our correlation analysis: functions that approximate firing frequency rates for five basic types of respiratory neurons (preinspiratory, late-inspiratory, postinspiratory, ramp-inspiratory, and expiratory-augmenting) and functions that approximate the membrane potential trajectories for those same neuron types. Approximations were based on descriptions by Bianchi et al. (1995) . Following the description of the respiratory phases in Richter et al. (1986) , three points on the integrated phrenic burst recording were used to define the inspiratory and expiratory phases (Fig. 2B) and to define correlation functions (Fig. 3A) : the onset of the inspiratory phrenic burst, the peak/turning point of the inspiratory phrenic trace, and the return to baseline of the phrenic trace. The period of "inspiration" spanned the duration between the phrenic burst onset point and the peak/turning point. "Postinspiration" (i.e., E1) was defined as the period between the integrated phrenic peak/turning point and the return to baseline of the phrenic trace. "Expiration" (i.e., E2), spanned the duration between the return to baseline of the integrated phrenic trace and the onset of the next breath's phrenic burst.
Because depolarization resulted in a negative change in fluorescence while the value of correlation functions followed the sign convention of intracellular neuron recordings (depolarization represented by a positive change), maximal cc values are negative when the sign of the correlation function is opposite that of the optical response. A ͉cc͉ value of 1 would imply that the time-course of ⌬F/F is identical to the correlation function multiplied by an arbitrary constant; a ͉cc͉ value of 0 indicates no similarity between the ⌬F/F time-course and the correlation function. Maximum values of ͉cc͉ for our data ranged from 0.4 to 0.7, because of mismatch between model functions and real activity and the presence of physiological and CCD noise in optical recordings.
R E S U L T S
For all rats (n ϭ 5) in a region that included the pBC, we observed consistent fractional fluorescence responses during the preinspiratory period, inspiration, postinspiration, and expiration (see METHODS for detailed definition of periods). The fractional fluorescence responses during preinspiration, inspiration, and postinspiration were all statistically significant negative changes in fluorescence, indicating depolarization (Fig. 2B) . The fractional fluorescence response during expiration was a statistically significant increase in fluorescence, indicating hyperpolarization (Fig. 2B) . While peak response regions were spatially localizable on length scales less than 100 m, all optical responses were readily detectible in time traces of ⌬F/F averaged over the entire field of view.
Averaging over all animals, the integrated phrenic burst duration, defined here as the time between the onset and the return to baseline of the phrenic burst, was 935 Ϯ 68 (SD) ms. The range of breath durations was between 870 and 1,000 ms and the SD of the phrenic burst duration was Ͻ9% within individual experiments. Because of the variability in phrenic burst duration, onset times (in ms) of optical responses will be described both in terms of mean Ϯ SD (averaging over all animals) and in terms of percentages of the inspiratory burst duration (i.e., onset values are divided by individual experiment phrenic burst duration before group averaging) to give more qualitatively general descriptions. As described in METH-ODS, the variability in phrenic burst durations necessitated the use of early-and late-phase triggered averaging. Averaging using either trigger points did not erase any of the responses but did lead to smaller SD when the trigger closest to the optical response was used. The "preinspiratory" response onset preceded the phrenic burst onset by 178 Ϯ 85 ms or 19 Ϯ 9% of the phrenic burst duration. This initial gross fluorescence response had an average peak value of Ϫ0.029 Ϯ 0.014% and always ended before the middle of inspiration. The ⌬F/F response (triggered off of the onset of inspiration) that peaked during inspiration began 296 Ϯ 107 ms (27 Ϯ 9%) after the phrenic burst onset and reached peak values of Ϫ0.037 Ϯ 0.015%. The ⌬F/F response (triggered off of the phrenic peak) that reached maximum during the postinspiratory period (e.g., Fig. 2B , last peak in red trace) began 329 Ϯ 174 ms before the phrenic burst peak (29 Ϯ 12% of the burst width), and reached ⌬F/F values of Ϫ0.038 Ϯ 0.024%. We found a small but significant overall increase in fluorescence of ϩ0.023 Ϯ 0.020% during the expiratory period, indicating hyperpolarization ( Fig. 2C ; note the graph scales and color bars have been inverted so a decrease in fluorescence indicates membrane depolarization).
Using either the average of the first 10 triggered-average frames or the average of 10 random frames in a continuous fluorescence recording of the cooled brain stem (of the same preparation), the pre-and late-inspiratory ⌬F/F changes were negative, indicating widespread depolarization (e.g., Fig. 2C , middle row, last 2 frames). In addition, using the cooled-brain stem fluorescence signal (no phrenic activity) as a baseline, F, revealed gross depolarization during the presence of tonic activity (data not shown).
On the scale of our field of view (ϳ1 ϫ 1.2 mm), we were able to distinguish both global and spatially localized phasic ⌬F/F responses without the aid of image processing. Figure 2B shows ⌬F/F responses at two different locations within the field of view. The top trace (blue) shows the ⌬F/F time trace from the blue marker on the field of view in Fig. 2A . While this trace is representative of the gross postinspiratory ⌬F/F changes seen in the frame montage in Fig. 2C , the red trace in Fig. 2B , corresponding to the area near the rostral-most XII rootlet ( Fig. 2A, red dot) , shows an additional pre-and postinspiratory signal not present in other regions. Figure 2C shows the typical degree of spatiotemporally restricted fluorescence changes from the region over the course of a breath.
While some spatiotemporal variations were apparent without any image processing, other features could be identified through correlation coefficient imaging. Figure 3 shows the results of correlation coefficient analysis using functions approximating both firing frequency and membrane potential patterns for five basic respiratory neuron types. The histograms in Fig. 3, A and B , represent correlation coefficients of all pixels in all experiments, using both early-and late-phase triggered averaging. Some of the histograms have one main peak, whereas others are clearly multimodal, indicating high or low consistency among experiments, respectively. Early-and late-phase triggered averaging revealed differences in this spread of correlation values; triggered averaging led to a decrease in the cc value spread when the selected trigger event Report was near the main feature (if any) of the correlation function (e.g., pre-I pattern using phrenic onset triggering). Because of this triggering-dependent effect, we additionally analyzed correlation statistics for the initial portion (beginning immediately after the return of the integrated phrenic trace to baseline) of the expiratory-augmenting firing frequency function, which has main features coincident with both early and late trigger events. For both firing frequency and membrane potential FIG. 3. Spatiotemporal correlation analysis of activity. A: correlation analysis (over all experiments) using firing frequency-based correlation functions. A: left: averaged integrated phrenic (͐Phr) trace (red) shown along with each different correlation function based on the firing-frequency traces of respiratory neurons (blue). Middle: histograms of calculated pixel correlation coefficients (for all experiments) based on the correlation function (blue) on the left using phrenic onset-triggered averaging (early-phase triggering). Right: histograms of calculated pixel correlation coefficients (based on the same correlation functions as middle) using phrenic peak-triggered averaging (late-phase triggering). B: correlation analysis (over all experiments) using subthreshold membrane potentialbased correlation functions. B: left: averaged integrated phrenic (͐Phr) trace (red) shown along with each different correlation function based on subthreshold membrane potential traces of respiratory neurons (blue). Middle: histograms of calculated pixel correlation coefficients based on the correlation function (blue) on the left using early-phase triggered averaging. B: Right: histograms of calculated pixel correlation coefficients (based on the same correlation functions as middle) using late-phase triggered averaging. C: top 2 images: sample images of highly correlated regions for expiratory-augmenting functions, the least experimental variability was observed in the correlation analysis using preinspiratory (pre-I), late-inspiratory (late-I), and initial expiratory-augmenting [exp-aug (initial)] functions (functions shown in left columns of Fig. 3,  A and B) . Of those, pre-I and exp-aug (initial) firing-frequency functions revealed nonzero mean ͉cc͉ values, indicating some degree of similarity to those functions among pixels in all experiments. A negative mean cc value was observed among experiments to the pre-I firing-frequency correlation function, and a positive mean cc value was observed using the exp-aug firing frequency function, interpreted as depolarization and hyperpolarization in those temporal patterns, respectively. Compared with the truncated exp-aug (initial) function, the full exp-aug correlation function revealed considerable experimental variability and no significant nonzero mean cc value.
Examination of an individual experiment (Fig. 3 , C-E) reveals a spatial mixture of regions correlated with significantly different functions. The top two images in Fig. 3C show a thresholded map of cc values for pre-I and exp-aug (initial) correlation functions and reveal that both regions of high correlation cover a similar portion of the field of view. The bottom image in Fig. 3C displays the combined regions of the top two images (minimum threshold set to 1 SD of the mean ͉cc͉ value), showing that the highly correlated (͉cc͉ Ͼ 2 SD) subregions are largely nonoverlapping. For all experiments, there was Ͻ5% overlap for regions with ͉cc͉ values Ͼ2 SD for pre-I and exp-aug firing-frequency functions, indicating spatial separation between the regions with the strongest temporal correlations.
Region-averaged plots of ⌬F/F (Fig. 3D ) revealed that ͉cc͉ values larger than 2 SD showed significantly different time traces for the two correlation functions. While the regionaveraged plot of pre-I-correlated activity did not exhibit the exp-aug (initial) characteristic increase in fluorescence (note again the reversed y-axis), some degree of pre-I-like ⌬F/F response (peak at ϳ300 ms; Fig. 3D ) was seen in pixels highly correlated with the exp-aug function. Additionally, similar to the traces in Fig. 2B (in a different experiment) , the pre-Icorrelated region contained smaller optical responses in the postinspiratory and expiratory periods.
During simultaneous optical recordings, we recorded extracellularly from 13 neurons that exhibited respiratory phaserelated activity, all in the CCD field of view and within 340 m from the ventral surface. Among these, were neurons with pre-I activity (onset of activity 65.2 Ϯ 8.4 ms before phrenic onset with maximum firing frequency at the phrenic onset), early-I, and late-I activity (frequency peaks; see Fig. 1C for examples) . In regions exhibiting post-I activity, several expiratory-decrementing units were also found (onset of activity ϳ midinspiration; max firing at phrenic post-I onset). Figure 1D shows an example of one of these units. Thus neurons with or without "prototypical" firing patterns for a given region may be observed within that region, indicating a fair amount of spatial mixture, particularly on scales Ͼ200 m.
D I S C U S S I O N
In efforts to dissect the underlying mechanisms of respiratory rhythmogenesis, different in vitro preparations have been developed and each has its own particular rhythmic properties that differ from an in vivo preparation (Richter and Spyer 2001) . Ramping, eupneic integrated phrenic recordings combined with the ability to elicit the Hering-Breuer reflex in this artificially perfused preparation (even after the injection of voltage-sensitive dye di-8-ANEPPS into the circulatory system) suggests superior degrees of functional relevance compared with brain stem/spinal cord en bloc or in vitro medullary slice preparations. The results clearly show the feasibility and use of optical imaging of the working heart-brain stem preparation via voltage-sensitive dyes. We also showed that the components of an important portion of the rhythm generator may be spatiotemporally characterized using these methods. This represents the first step in dissecting this system as it functions in its intact form, with the ultimate goal of creating a realistic quantitative model. This is the first study, to our knowledge, to show correlation in subregions of the optical image to specific known firing patterns of respiratory neurons in a relatively intact preparation. The results shown in Figs. 2 and 3 suggest that the ⌬F/F response in the area of the pBC can be divided into at least four periods of response: preinspiratory, inspiratory, postinspiratory, and expiratory. The presence of ⌬F/F signals during all four of these periods is fully consistent with recent voltagesensitive dye imaging results in the brain stem-spinal cord preparation (Onimaru and Homma 2003) and with known membrane-potential dynamics for respiratory neuron types (Bellingham 1998; Ezure et al. 1988; Hayashi et al. 1996; Richter 1996; Rybak et al. 1997a) .
Several reports have found that among neighboring regions in the VRG, the pBC is a region containing a relatively high variety of respiratory neuron types including pre-I, post-I, phase-spanning, and exp-2 neuron types (Ezure et al. 2003b; Howard and Tabatabai 1975; Sun et al. 1998) . While it was apparent that distinctly preinspiratory and postinspiratory ⌬F/F responses could be spatially distinguished within our imaging field of view (Fig. 2) , the largest homogeneous subregions observed in one experiment were ϳ400 m in diameter. Additionally, correlation coefficient images showed that regions exhibiting strong preinspiratory ⌬F/F signals also exhibited significant postinspiratory activity (Fig. 3D , blue trace with small peak at post-I onset), akin to recent optical imaging studies of the ventral surface of the para-facial respiratory group (pFRG) (Onimaru and Homma 2003) . Our findings are therefore in agreement with the model of the rat pBC as a region consisting of predominantly mixed neuron types and involved in phase-transition (Sun et al. 1998) .
The results of correlation coefficient image analysis revealed widespread correlation of the optical signal with pre-I and exp-aug (initial) firing-frequency functions. The least speculative interpretation of this finding is that the optical signal tended to take on the same general form as those particular functions. The extent to which this finding depends on integration time remains unclear and is beyond the scope of this study.
Our findings of significant increase in fluorescence, corresponding to hyperpolarization, directly after the termination of inspiration in a region containing the pBC represent the first optical imaging evidence in support of the prevalence of inhibitory activity during rhythmogenesis. Glycinergic inhibition of distinct subsets of respiratory neurons in the VRG has been increasingly identified as crucial for respiratory rhythmogenesis (Busselberg et al. 2001a,b; Dutschmann and Paton 2002; Ezure et al. 2003a; Markstahler et al. 2001) . The region of the pBC, specifically, has been shown pharmacologically to be rich in glycine receptors (Chitravanshi and Sapru 2002) . That similar increases in fluorescence were not seen in previous imaging studies of the brain stem-spinal cord preparation (Onimaru and Homma 2003; Tokumasu et al. 2001) suggests further functional differences between neonatal in vitro and our juvenile in situ preparations.
The measurements in this report used linear (one-photon) fluorescence. Thus the contribution of out-of-focus light and scattering of the returning fluorescence must be considered. Voltage-sensitive dyes exhibit linear changes in fluorescence and absorption spectra as a function of membrane potential, but the definite spatial and temporal localization of the signal depend on the collection optics and integration time, respectively. Our system specifications (integration time ϭ 8 ms; NA ϭ 0.38) enabled us to discern fast optical signals with a wide field-of-view and long working distance. These specifications lead to uncertainty in both temporal and spatial localization of the signal origins. The observed signal at each pixel represents a spatial and temporal summation of the fluorescence activity in all of the stained membrane surface area contained within the volume defined by the lateral width (10 ϫ 10 m) and by the fluorescence depth-of-field (ϳ10 m). Calibration tests with fluorescent polystyrene beads placed at varying degrees of defocus show that the optical signal at each pixel reflects fluorescence from up to approximately Ϯ50 m surrounding the focal plane (Fisher et al. 2004) .
Because the optical signal at each pixel represents a summation over a potentially unknown distribution of membrane area, the electrophysiological interpretation of the voltagesensitive dye signal warrants further discussion. High-speed microscopy using voltage-sensitive dyes can provide optical recordings identical to all excitable membranes in the cellular architecture (including pre-and postsynaptic elements, somata, glia, etc; Konnerth and Orkand 1986; Konnerth et al. 1987 ). However, studies in which single detector pixels correspond to a mixture of neuronal architecture have found that voltagesensitive dye measurements largely reflect a superposition of subthreshold membrane potential dynamics rather than spiking (Grinvald et al. 1982; Kleinfeld and Delaney 1996; Kleinfeld et al. 1994; Tokumasu et al. 2001) . Other voltage-sensitive dye studies using spike-triggered imaging found that the optical signal was most similar to local field potential (LFP) measurements (Arieli et al. 1995; Grinvald et al. 1994) , further concluding that the optical signal likely reflects primarily dendritic synaptic potentials rather than spiking. Unfortunately, the basic respiratory neurons are not nearly as well characterized in terms of their dendritic electrical properties as they are in terms of spiking behavior. Likewise, there is less certainty about the consistency of subthreshold membrane potential dynamics of respiratory neurons than of firing frequency. The best interpretation of our imaging results therefore is as indicative of summed membrane potential dynamics.
Because the imaged plane was ϳ200 m below the ventral surface of the brain stem, scattering of the returning fluorescence signal can be expected to account for some further loss of spatial resolution. In the rat brain stem, the scattering properties increase significantly after 3 weeks of life because of increased myelination (Kasparov et al. 2002) . To avoid this potential limitation, our study used rats just less than 3 weeks old. Taking into account the absence of blood in the artificially perfused preparation, as well as the fact that in vitro scattering coefficient values are almost always higher than in vivo values in brain tissue (Bevilacqua et al. 1999) , it is reasonable to assume that there are relatively few scattering events in the first few hundred micrometers of tissue.
In light of these interpretive issues associated with the optical response, the thresholded regions in Fig. 2 and the significantly correlated regions in Fig. 3 should not necessarily be interpreted as the locations of cell bodies. Respiratory neurons in the VRG send their axonal projections and branching collaterals over large distances, frequently exceeding a diameter of several millimeters (Ezure 1990) . A large fraction of the resulting ⌬F/F signal likely contains contributions from portions of neurons other than the somata, particularly from the dendrites, which contain a large fraction of the surface area of these neurons (Ezure 1990) . Overall, our results show that the area of the pBC contains spatially mixed subregions that exhibit optical responses during all phases of respiration, and that those subregions' optical responses exhibit further similarities to the electrical properties of specific respiratory neuron types. These results suggest that even at the juvenile developmental stage, the pBC region already shows stereotypical network-driven phenomena (i.e., widespread inhibition), and may participate in the generation of respiratory phase transitions.
In conclusion, our findings support the model of the pBC in the juvenile rat as a network of neurons that is spatially mixed in its organization, but with identifiable substructural organization that receives near-global excitatory and inhibitory influences during inspiration and expiration, respectively. In addition, the subregions that show the strongest pre-I and E-aug correlations are not spatially overlapping. We expect the methods used herein will lead to higherresolution qualitative and quantitative models of the respiratory rhythm generator.
