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Über affine Finslerräume von skalarer Krümmung 
Von ARTHUR MOOR in Szeged 
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Einleitung 
Ein Finslerraum %„ ist eine metrische Mannigfaltigkeit der Linienele-
mente (x', v'), in der die Metrik durch einen metrischen Grundtensor von 
der Form 
( 0 - 1 ) g ^ U ^ F * , 
festgelegt ist, wobei die Grundfunktion F(x, v) den folgenden, in der Theorie 
der Finslerräume gewöhnlichen Bedingungen genügt: 
1. F{x, v) ist in den vl positiv homogen von erster Ordnung; 
2. es ist F(x, v)>0, falls mindestens eine der v1 von Null verschieden ist; 
3. die quadratische Form 
ist in den Veränderlichen positiv definit. 
Die Bogenlänge einer Kurve x1 = x'(t) wird durch die Formel bestimmt: 
( 0 . 2 ) s = ! > ( * ( / ) , i ( 0 ) d f , 
A 11 
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Nach der Cartanschen Theorie der parallelen Vektorübertragung sind die 
Übertragungsparameter F*'k(x, v) und C,-k(x, v) von dem Grundtensor gik(x, v) 
ableitbar (vgl. [2] Formeln (IV) und (XII)). 
Das invariante Differential eines kontravarianten Vektors g,:(x, v) ist durch 
(0 .3) Dil = dt + ( o W ) f , «yk(d)^/rt\,(/x3 + A,:,o/(c/), = FC,/j 
festgelegt, wo 
(0. 4) aj\d) dl'; + r*''jdxJ') 
das invariante Differential des Einheitsvektors / ' ist. Neben dem invarianten 
Differential benötigen wir noch im folgenden die kovariante Ableitung V/. , 
die z. B. für den kontravarianten Vektor die Form: 
(o .5) y- , .^Fd er 
hat. Für die Entwicklung der vollständigen Theorie der Cartanschen Über-
tragung in verweisen wir auf [2]. 
Auf Grund dieser Fundamentalformeln der Finslerräume sind wir schon 
imstande, die Grundideen unserer nachfolgenden Untersuchungen zu formu-
lieren. 
In den ersten und zweiten Paragraphen verallgemeinern wir die Über-
tragungsparameter r*:li, und C,'/. dadurch, daß wir zu diesen Größen gewisse 
Tensoren An-. und addieren. Dadurch erhält man eine affine Erweiterung 
des Finslerraumes %n- Für die affine Übertragungstheorie und für die affinen 
Krümmungstensoren existieren zwei verschiedenartige Möglichkeiten. Entweder 
bestimmt man die neuen affinen Übertragungsparameter in der Form: 
(0 .6) L;jk^r'), /In.-, 
( 0 . 7 ) - I M ^ S C ^ - I ^ , 
(0.7a) ^ = ^ = ^ = 0, 
und somit bekommt man eine affine Übertragungstheorie im Sinne von 
0 . VAROA (vgl. [ 1 1 ] ) , oder benützt man statt ( 0 . 6 ) die Berwaldschen affinen 
Übertragungsparameter 
( 0 . 8 ) = 
(vgl- [1] § 1 u n d § 3), bzw. die Berwaldsche affine Übertragungstheorie. 
!) Der Index o bedeutet — wie gewöhnlich — die Kontraktion mit dem Einheitsvektor 
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Der Raum, in dem die Übertragungstheorie durch (0.6) und (0.7), 
bzw. durch (0. 8) festgelegt ist, ist trotzdem nicht eine Vargasche bzw. Ber-
waldsche affinzusammenhängende Mannigfaltigkeit der Linienelemente, da 
neben diesen affinen Übertragungsparametern im Räume ein metrischer Grund-
tensor von der Form (0. 1) existiert, mit dem man die Indizes herauf bzw. 
herabziehen kann, d. h. die kovarianten bzw. kontravarianten Vektoren kön-
nen ineinander übergeführt werden. Die Parallelübertragung der Vektoren 
kann dabei metrisch oder auch nicht-metrisch sein, je nachdem das invari-
ante Differential von gu;(x, v) Null, oder von Null verschieden ist. 
Unser Raum hat also neben dem metrischen Grundtensor gU: noch die 
Tensoren A/k und als Grundgrößen. Eine derartige Erweiterung des 
metrischen Raumes begründen in erster Reihe die verschiedenen physika-
lischen Feldtheorien, in denen sehr oft metrische Räume mit affinen Über-
tragungen auftreten2); wir glauben aber, daß auch vom Standpunkt der rei-
nen Geometrie die Entwicklung der Theorie dieser „metrisch-affinen Räume" 
wesentlich ist. Die exakte Definition dieser Räume ist das folgende: 
D e f i n i t i o n 1 .Ein affiner Finslerraum 2fn ist die Mannigfaltigkeit 
der Linienelemente (x:, d') in der eine Metrik durch den metrischen Grundten-
sor (0. 1), und eine Parallelübertragung der Vektoren durch das invariante 
Differential: 
(0.9) • DZ^dZ + oSk(d)?, oj'i:(d) = Llijdxi + M'/jai^d) 
(0. 10) wj(d) ^ dlj + Ütdx = Dl' 
festgelegt ist, wo die Übertragungsparameter durch (0. 6) und (0. 7) bestimmt 
sind. 
D e f i n i t i o n 2. Ein metrisch-affiner Raum 83„ ist eine Mannigfaltig-
keit der Linienelemente (x\ v'), in der die Metrik durch den metrischen Grund-
tensor (0. 1) festgelegt ist, und im Räume eine kovariante Ableitung der Vek-
toren von der Form 
(o . 11 ) ö ^ - e ü t G ? k + 
existiert, wo Gj'k durch (0. 8) angegeben ist. 
Wir werden in den Paragraphen 3 und 4 den Begriff der Räume ska-
larer Krümmung auf diese Räume dadurch übertragen, daß wir für den 
Krümmungstensor R*0ljk bzw: K*) eine bestimmte Form bedingen. In § 5 und 
3) Vgl. z. B. die in der Literatur von [8] zitierten Arbeiten von L. P. EISENHART und 
J . I. HORVÄTH. 
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§ 6 untersuchen wir die geometrischen Eigenschaften der Räume von skala-
rer Krümmung. Im § 7 werden wir die Grundzüge der Theorie der Unter-
räume angeben, und dann wird es schon in § 8 möglich sein, den Be-
griff der Räume skalarer Krümmung auch mit Hilfe der autoparallelen Hyper-
flächen zu definieren. Es wird sich zeigen, daß in gewissen Typen der Räume 
skalarer Krümmung, die wir durch die spezielle Form des Krümmungstensors 
in § 3 definieren werden (vgl. Gleichungen (3.1)—(3.3)) , in jedem Linien-
elemente eine autoparallele Hyperfläche gelegt werden kann. Endlich werden 
wir in § 9 den Zusammenhang unserer Untersuchungen mit anderen ähnlichen 
Untersuchungen angeben und aus unserer allgemeinen Theorie die der Punkt-
räume entwickeln. 
§ 1. Die Vargasche affine Erweiterung des Finslerraumes 
0 . VARGA entwickelte in seiner Arbeit [ 1 1 ] die affine Theorie der Linien-
elementmannigfaltigkeiten. Unser durch Definition 1 bestimmter affiner Fins-
lerraum 2l„ ist in Bezug auf die Vektorübertragung im Wesentlichen — wie 
wir das schon bemerkt haben — ein affiner Linienelementraum, doch werden 
jetzt die entsprechenden Formeln und die Krümmugsgrößen von denen die 
in [11] entwickelten etwas verschieden sein, da mit Hilfe der Grundfunktion 
F des zum Basis- gewählten Finslerraumes alle Größen in den auf 
nullter Dimension homogeneisiert werden können. Das kommt schon in den 
Formeln (0. 9) und (0. 10) zum Ausdruck, da in diesen Formeln der nor-
mierte Einheitsvektor /' an die Stelle von v' der allgemeinen affinen Über-
tragung, getreten ist. (Vgl. (1 ,9) und (1 ,10) von [11]). 
Auf Grud der Homogenität nullter Dimension in den %' von £.' folgt auf 
Grund von (0.10) für das invariante Differential nach (0.9) die Formel: 
(1.1) №! = yke'dxk + v rkv<>(d), 
wo 
(1.2) v,£' = + 
(1 .3 ) V ^ ^ t f c + M ? * ? 
die beiden fundamentalen kovarianten Ableitungen des ^„-Raumes sind. 
Bezeichnen wir die Cartanschen kovarianten Ableitungen des Finslerraumes 
%n mit Vfc und Vü't3), so hängen sie mit den entsprechenden kovarianten 
3) Wir werden bei den Operationen im Räume g-51 den Stern immer weglassen. 
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Ableitungen des 9i„-Raumes nach (0.5), (0 .6) und (0.7) durch die Formeln: 
(1 • 4) V ^ = V * r - S i M A + 
(1.5) = + № 
zusammen, wo 
(1.5a) V = AjkZ' 
bedeutet. 
Im folgenden benötigen wir noch einige Formeln für den Einheitsvek-
tor / ' . Ebenso wie im Finslerraum ist 
(1 .6) (a) /%=<£—/ ' " / * , (b) h\\u=giu — lJu. 
Aus (0. 10) folgt im Hinblick auf (0 .4) und (0. 6) die Relation: 
(1.7) w(d) = o/(d) + /lotdx. 
Da V ein Einheitsvektor ist, und für die durch (0. 3) definierte Übertragung 
Dgik = 0 
gilt, hat man oj"(d) = 0. Aus (1.7) folgt somit nach einer Kontraktion mit lk 
(1.8) hm (d) = (o (d) = A0\dx. 
Die Cartansche kovariante Ableitung — die durch (0. 5) bestimmt ist — 
gibt für / ' den Nulltensor, d. h. \Jkll = 0. Die allgemeine kovariante Ablei-
tung des 21,,-Raumes, die durch (1.2) definiert ist, gibt somit nach (1 .4) 
und (1.6) (a): 
(1 .9) V J ^ i A l ' . 
Benützt man die kovariante Ableitung des 31^-Raumes in der Form (1.2), 
so bekommt man auf Grund von (1.2) und (1.9) die mit (1 .9) äquivalente 
Formel: 
(1.9a) = 
Die Übertragung des Si^-Raumes ist im allgemeinen nicht-metrisch, d. h. 
* 
es 'ist Dgih im allgemeinen von Null verschieden. Der metrische Fall ist 
in [6] ausführlich behandelt, wir wollen aber die wichtigsten Formeln für 
eine metrische Übertragung auch in unserem 9i„-Raum angeben, umso mehr, 
da jetzt gik durch (0. 1) bestimmt ist und das gibt mit den Bedingungen 
(0. 7a) einfachere Formeln als der allgemeine metrische Grundtensor in un-
serer Arbeit [6]. 
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* 
Ist Dgik = 0, so hat man nach (1 .1 ) 
V * g t f = 0 , V-cS^y = Ö. 
Das sind die notwendigen und hinreichenden Bedingungen dafür, daß die 
Übertragung metrisch sei. Da die Cartanschen kovarianten Ableitungen V;„-
und V,.i- metrisch sind, wird nach (1 .4 ) und (1 .5) 
(1 .10a) AijtAj1; + Am = 0, 
(1- 10b) — ¡.im = A !jk — M*;j)k = 0 
bestehen. Die Formel (1 .10b) zeigt unmittelbar, daß der Tensor p i j k im Falle 
einer metrischen Übertragung in /', j schiefsymmetrisch sein muß. Bestimmen 
wir nun Aijk in der Form 
Alß; — A(ij)k + Oijl; , Ojjk = A[ij]k , 
so wird auf Grund von (1. 10a) AJk = aJk, und somit im Falle Dgy = 0 : 
(1- 11) AJ=-AJfo:k + oßk, 
wo der Tensor a,-jk in /, j schiefsymmetrisch sein muß. 
Die Torsions- und Krümmungsgrößen des 9f„-Raumes können nach 
der Cartanschen Methode leicht bestimmt werden. Wir müssen ebenso ver-
fahren, wie im Paragraphen 7 unserer Arbeit [6], doch müssen wir.jetzt für 
w ( d ) die Relation (1 .8 ) in Betracht nehmen. Es ist nach (1. 11) in Hin-
sicht auf die schiefe Symmetrie von Oijk in /, j, immer (a(d) = 0. 
Die Torsion des -Jl,,-Raumes bekommt man durch die Berechnung der 
Pfaffschen Form: 
Q'(d, ()) - ( J Ö - d J ) x ! , Dx; ~ dx', 
• * 
wo ¿1 und D die zu den — miteinander vertauschbaren — Differentiations-
symbolen r)' und d gehörigen invarianten Differentiale bezeichnen. Auf Grund 
von (0 .9 ) bekommt man: 
(1 .12) Q\d, d) = [ i / r ' ( : / , ( i / ) l = i:[i/a*'i/.v'] + M-'kldx'wid)}, 
wo 
0 * i dei , * i _ A i 
den Tensor der Übertragungstorsion bzw. M*'k den Tensor der Raumtorsion 
bedeutet. 
Die Krümmungstensoren erhält man durch die Berechnung der Formel: 
( j b - b / i y e = oij(d, <)ye, 
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wo die Pfaffsche Form: 
( i . i3) n w , 
ist4) und (wj) ' die äußere Ableitung der Pfaffschen Form w) bedeutet. Im 
Hinblick auf (1.8), (1 .6) (a) und (0.7a) wird: 
(1 . 14) .O;, EE 4 - R * ' h \ d x dx\ + P'!K,[dx + iS*lkl[ww], 
wo die einzelnen Krümmungstensoren die folgende explizite Form haben: 
(1. 15) R j ' u ^ R j ^ + M ^ R o k , , 
(1. 15a) 2(d[iL\j\'/,•]—¿y't/rlliiioi'/j-f ¿./'[/^l'l '])> 
(1.16) . P ; i k i ^ L * i l ^ - \ 7 l : M * i l + M ; ! f C 4 i l ' " , 
0 . 1 7 ) • s;il^2(M;i^l]+M;iVM;(l{). 
B e m e r k u n g . Die Zerlegung (1.14)—(1.17) ist nicht vollständig ana-
log mit der der Vargaschen affinen Räume (vgl. § 3 von [11]). Statt des 
Vektors *,>k(d)~bv• steht nämlich in [11] sr'(d) = Dvj. Zweitens sind unsere 
Tensoren in den /^homogen von nullter Dimension; das ist eine Folge der 
Existenz einer Grundfunktion F(x, v) die bei O. VARGA in [11] nicht bedingt 
wurde. 
Für die späteren Untersuchungen benötigen wir den Zusammenhang 
des Hauptkrümmungstensor /?/,., mit dem Hauptkrümmungstensor R/U des 
zum Grunde gelegten Finslerraumes Nach der Formel (1. 15a) wird: 
( i . i 8 ) R i » f 
wo 
(1. 18a) + 
bedeutet. 
Bilden wir die äußere Ableitung von (1. 12) und (1. 13), so wird: 
(1 .19) (ß ' ) ' —[rfx'jQVI + to / iß ' ] = 0 , 
bzw. 
( i . 2 0 ) o . 
Die Relationen (1. 19) und (1.20) bestimmen eine Reihe von Identitäten für 
J) Die Formel (1.13) sollte selbstverständlich mit der Formel (7.4) von [6| über-
einstimmen, in (7.4) von [6) ist aber ein Druckfehler!, die richtige Formel ist (1.13). 
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die Krümmungs- und Torsionstensoren des ^(„-Raumes. Von diesen Iden-
titäten wollen wir in expliziter Form nur diejenigen angeben, die sich auf 
den vollständigen Krümmungstensor (I . 15) beziehen. Für *ok(d) = 0 bekommt 
man aus der Formeln (1. 19) und (1.20): 
( i . 21) Hti/w-Mwti i ' » i ) - v l / ß ; v 1 + 2 ß r [ i ß ; ' , i = o , 
(1. 22) V i ^ i i i « ) + Pj\« + 2Rj'm ß ? , , = 0. 
Beachten wir jetzt,, (1. 9), (0. 7a), (1.15) und (1.16), so bekommt man aus 
(1-22) nach einer Kontraktion mit l1 die Formel (/?*w = /?„*'«) 
( 1 . 2 3 ) V A A - Z J - Ä A ^ M + + 2 C I , ; I I | ß * ' , J = 0 , 
die bei der Verallgemeinerung des Schurschen Satzes von großer Bedeutung 
ist. Die Identität (1.22) bzw. (1.23) ist die Bianchische Identität des voll-
ständigen, bzw. des kontrahierten Hauptkriimmungstensors. 
Zum Schluß dieses Paragraphen geben wir noch für den Abweichungs-
tensor 0/i,-i eine Formel, die C/J/w mit Hilfe der durch (1.2) angegebenen 
kovarianten Ableitung ausdrückt. Nach den Formeln (1 .4) und (0.6) be-
kommt man aus (1. 18a) 
(1. 24) 0J];l = 2(yuAu{l:]-r;il^tJ,\n + <'.'.! + 
§ 2. Die Berwaldsche affine Erweiterung des Finslerraumes 
L . B E R W A L D bestimmte in seiner Arbeit [ 1 ] eine von der Vargaschen 
affinen Verallgemeinerung des Finslerraumes verschiedene affine Erweite-
rung von dadurch, daß er durch Gleichungen von der Form 
(2-1) - g i + 2G'X*,x) = 0, x 
in einem Linienelementraum gewisse Kurven, die sog. Bahnen des Raumes 
ausgezeichnet hatte, und von den Funktionen G'(x, x) eine kovariante Ablei-
tung ableitete. Wählen wir für G' die Funktionen 
(2.2) 
so bekommen wir auf diese Weise die Berwaldsche affine Theorie des Fins-
lerraumes. 
Nehmen wir statt (2. 2) die Funktionen 
(2. 3) G"(x, v) = i L*Mx, >;)•?, 
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so bekommt mán auch jetzt einen Berwaldschen affinen Raum, in dem wir 
aber noch die Existenz des metrischen Grundtensors (0. 1) bedingen wollen. 
Diesen Raum bezeichneten wir einen 58,,-Raum (vgl. die Einleitung), wenn 
noch im Räume die kovariante Ableitung durch (0 .11) bestimmt war. Die 
Bahnen des ^ . - R a u m e s sind durch (2. 1) bestimmt, wenn darin statt G' die 
durch (2. 3) bestimmten Funktionen G*' ersetzt werden. Der Parameter t ist 
jetzt ein von der Bogenlänge verschiedener affiner Parameter. 
Für die 33,,-Räume wollen wir im folgenden immer annehmen, daß der 
Tensor Aj'k in j, k symmetrisch ist, da in den Grundgrößen (2. 3) in trivia-
ler Weise nur der symmetrische Teil des Tensors Ai'k vorkommen kann. 
Die durch (0. 8) bestimmten Übertragungsparameter G*'k sind jedenfalls in den 
Indizes j, k symmetrisch. 
Die Krümmungstensoren des ÜV-Raumes sind nach den entsprechenden 
Berwaldschen Formeln (vgl. [1] Formeln (2 .6) , (2 .9) , und (2. 10)) 
(2 .4 ) K*lj = 2 djG^-dt G V + 2 G;\ Gh - G% G*fj, 
(2. 5) Kj'k = f d = 2(d[k G*)] + GHuGl]'i), 
(2. 6) Ku '¡k=fa > „ \ji< '/.:)=dj> Kj \ , 
wo 
n*i def . ,n*i_r*i t U j = OuJU =(Jt. j'O , 
und G% bzw. G*' durch (0. 8) bzw. (2. 3) bestimmt ist. 
Wir bezeichnen mit K ) denjenigen Tensor, der die Form (2 .4 ) hat, 
statt GH steht aber in seiner Formel die durch (2. 2) bestimmte Größe G'. 
K'j ist also der entsprechende Berwaldsche affine Krümmungstensor des 
Finslerraumes %n. Eine einfache Rechnung zeigt, daß der Tensor K*'j mit K'j 
durch die Formel 
(2 .7 ) K*ij = Kij + 2A\j—(djA%tvt + 2Aid*ejAl—0Mld,iAt 
zusammenhängt, wo das Semikolon die Berwaldsche kovariante Ableitung 
bezeichnet. Diese kovariante Ableitung stimmt formal mit (0. 11) überein, nur 
steht statt G*'k der Berwaldsche Übertragungparameter GJk (vgl. [1] § 3). 
Im folgenden benötigen wir noch die Bianchischen Identitäten des 
Krümmungstensors K]\. Es ist (vgl. [1] Formel (3 .5) , S. 761): 
(2. 8) KHhk-K*k,j + K*\rv = 0, K"k = K*'kv1, 
wo das Komma die durch (0. 11) angegebene kovariante Ableitung bedeutet. 
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§ 3. Definition der affinen Finslerräume von skalarer Krümmung. 
Beispiele 
Die Definition der ¡-Räume von skalarer Krümmung wollen wir durch 
solche Formeln festlegen, daß die Forderung, daß sie als Spezialfälle die 
Finslerschen und die Riemannschen Räume von skalarer Krümmung (vgl. [1] 
§ 13 und [14] Chap. V. insb. § 8 , Formel (11)), ferner die in unserem Auf-
satz [8] entwickelten Räume in sich enthalte, erfüllt sei. Wir geben die fol-
gende 
D e f i n i t i o n 3. Ein affiner Finslerraum ist ein %t-Raum von ska-
larer Krümmung erster, zweiter, bzw. dritter Art, falls sein Krümmungstensor 
R'ijk die Form: 
(3. 1) R:i:ik = 2R*yilkyW] + ~R* MrmYoo — Y\ioyu\i:i), 
(3. 2a) Roijk = 2R*yi[klj\ + f #1b(7№i —7Mh\), 
(3. 2b) Rt;ji, = 2R*gi[kym + f /?*|b(5V|/,-])V> — /|;7«l''])>. 
bzw. 
(3. 3) R*jk = 2R*g,+ |-/?*|bte№.]-/|.-|/a-]) 
hat, wo Yiy einen aus g,-,-, A;'k und aus den partiellen Ableitungen dieser Grund-
tensoren gebildeten rein kovarianten Tensor bedeutet. 
Die Type (3 .2a) und (3.2b) nennen wir 2f„-Räume von skalarer Krüm-
mung zweiter Art, da in den Gliedern des Krümmungstensors bei diesen 
Typen immer ein g;k- und ein yik-Faktor vorkommt. (Es ist nämlich in (3. 2a) 
lj — g0j,gou=l-) Die Krürhmungstensoren haben bei diesen Typen gleich-
artigen Charakter. 
Es kann leicht verifiziert werden, daß diese Definition der 3fM-Räume 
von skalarer Krümmung unseren Forderungen genügt. Für 
(3-4) AL. = 0, Yij—S'i 
geht jeder Typ in einen g„-Raum von skalarer Krümmung über (vgl. [1] For-
mel (13.5), S. IIA") und unsere Formeln (0.6), und (1.18)). Nehmen wir 
jetzt an, daß der zu Grunde gelegte Finslerraum % ein Riemannscher Raum 
9i„ ist, d. h. gij nur von dem Orte xl abhängt, von der Richtung r} aber 
unabhängig ist, so bekommt man nach den Formeln (0.6), (1. 18), (3. 4) und 
f>) In der zitierten Formel befindet sich ein Druckfehler. Im letzten Glied soll statt 
/•/„ bzw. / / : <5in bzw. öj gesetzt werden. 
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nach /?*||; = 0 von jedem der Type (3. 1)—(3. 3): 
(3.5) Rw = 2R'(x)ghljgkVlh 
da offenbar lj=gljj.=gj,j immer in jeden metrischen Räumen gültig ist. Be-
achten wir jetzt, daß sowohl /?;,<,*, wie g;j von den v1 unabhängig sind, so 
bekommt man aus (3. 5) eben die charakteristische Relation des Krümmungs-
tensors des ii,,-Raumes von skalarer Krümmung. Bedingen wir jetzt statt 
(3. 4) nur die Unabhängigkeit der Grundtensoren Aik und gjj von den so 
geht unser 21,,-Raum in einen in unserem Aufsatz [8] behandelten 9i*-Raum 
über, und die Typen (3 .1)—(3.3) bestimmen die /?*-Räume von skalarer 
Krümmung erster, zweiter, bzw. dritter Gattung, da jetzt offenbar wieder 
/?*([; = 0 ist, und auch Rhijk von der Richtung unabhängig ist. (Vgl. die For-
meln (2. 1)—(2.3) von [8].) 
Wir wollen jetzt durch Beispiele die Existenz der 9f„-Räume von ska-
larer Krümmung beweisen. Auf Grund von (1.18) ist 
Um die explizite Formel von 0 o m zu bekommen, beachten wir die im Fins-
lerraum gültige Relation: 
(vgl. [2] Formel (44)), somit bekommt man von (1. 18a) nach einer Kontrak-
tion mit V im Hinblick auf (0. 6) und nach Herunterziehen des Indexes i 
(3. 8) 0uikl = 2 V[iA.\Ui\k]—2(VuAini.- + Ari[k\\V\l'' + A,iV)A^n. 
B e i s p i e l A. Nehmen wir an, daß der Finslerraum %n ein Raum von 
konstanter Krümmung ist, d. h. der Krümmungstensor die Form 
(3. 9) Roik, = 2 Rg,v/,,, R = Konst. 
hat, und für Aj'k 
(3.9a) Äjik = p:g:jk 
besteht, wo p-, einen kovarianten Vektor bedeutet. Mit der Bezeichnung 
Ja = V iP; + V o Am p> + ptp, + Rgu 
bekommt man nach den Formeln (3. 6), (3. 8) und (3. 9) eben den Typ (3.-2a) 
mit R* = 1. Ist der Vektor pi allein von dem Orte x' abhängig und von der 
Richtung v' unabhängig, so ist y;, ein symmetrischer Tensor. 
B e i s p i e 1 B. Es sei jetzt p, eint kovarianter Vektor und 
(3. 6) Ruikl — RuiH Ruikl + 
(3. 7) VoA,!t 
•'A;,7,- ••• p;g,:>. . 
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Nehmen wir wieder an, daß der Finslerraum %„ ein Raum von konstanter 
Krümmung' ist. Setzen wir jetzt 
(3. 10) ---p:p, +pip,-W'—Vupi + Rhh, 
so bekommen wir auf Grund der Formeln (3. 6), (3. 8) und (3. 9) den Typ 
(3. 2b) mit /?*= 1. 
Ist in diesem Beispiel R = 0 und = 0, so ist nach (3. 10) und nach 
der Identität V;.•/» = 0 der Vektor yuk der Nullvektor, und somit ist nach 
(3 .2b) Ro,-jk = 0. Die geometrische Bedeutung dieser Relation ist die Existenz 
des absoluten Parallelismus der Linienelemente V im 21,,-Raum, da die Integ-
rabilitätsbedingungen des Differentialgleichungssystems <*»'(d) = 0, d .h . die 
Formeln: 
(,:/)' = p <V,] - p'^dx3™"]—/?;% [dxjdx] = 0 
(vgl. [2] § 42, S. 38), in diesem Falle erfüllt sind. 
Der Hauptkrümmugnstensor (1. 15a) ist aber bei diesem Beispiel im 
allgemeinen von Null verschieden, auch in dem Falle, in dem der Haupt-
krümmungstensor R/,:i des Finslerraumes %n Null ist. Auf Grund der Relation 
pu = 0 ist nämlich nach (1. 18a) in diesem Falle 
<!>;,; 2i)j;(/?, I/;.— ,,/?;) 
und nach (1. 18) beweist das unsere Behauptung. Ein absoluter Parallelis-
mus der Vektoren existiert also im 9f„-Raum auch dann nicht, wenn das im 
$„-Raum gültig war. (Vgl. [2] § 43.) 
B e i s p i e l C. Nehmen wir an, daß Aoik = 0 ist, so wird nach den 
Formeln (3.6) und (3.8) R*m = Roiu bestehen. Wenn also (3.9) gültig war, 
so ist auch der 91,,-Raum ein Raum von skalarer Krümmung dritter Art-
Wenn wir für Aiju die Form 
( 3 - 1 1 ) Aijk = g,,p, pk = okp (x) 
nehmen (p k ist ein nur vom Orte x1- abhängiger Gradientvektor), so bekommt 
man nach (1. 18a) @/m = 0, d. h. es stimmen nach (1. 18) sogar die Haupt-
krümniungstensoren der 9i„- und §„-Räume überein. Bedingen wir noch die 
Relation ,«,',; = 0, so wird nach (0.7) 
(3.11a) M*'k. = Ajk 
gültig sein, und auf Grund der Formeln (1.15) und (1.17) werden außer 
den Krümmungstensoren R*Jki und /?*',,. auch die Krümmungstensoren S*',., 
des 9i„- und g,¡-Raumes übereinstimmen. Das können wir im folgenden Satz 
zusammenfassen: 
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S a t z 1. Bestehen die Relationen (3.11) und (3.11a), so sind die Krüm-
mungstensoren (1. 15), (1. 15a) und (1 .17) des %,-Raumes mit den entspre-
chenden Kriimmungstensoren des Finslerraumes ',y„ identisch. 
§ 4. Definition der affin-skalaren Räume. Beispiele 
In diesem Paragraphen wollen wir die metrisch-affinen Räume 33„ (vgl. 
die Definition 2 in der Einleitung) von skalarer Krümmung definieren. Wir 
wollen diese Definition in der Weise festlegen, daß die metrisch-affinen 
Räume 33„ von skalarer Krümmung, die wir kurz als affin-skalare Räume 
bezeichnen wollen, eben die Finslerräume von skalarer Krümmung be-
stimmen, falls Ah,— 0 ist. Die Definition bestimmen wir mit Hilfe des Ten-
sors K*'j, da daraus die übrigen Krümmungstensoren auf Grund der Formeln 
(2.5) und (2.6) schon bestimmbar sind. 
D e f i n i t i o n 4. Ein metrisch-affiner Raum 23„ soll ein affin-skalarer 
Raum 33„ von erster, zweiter, bzw. dritter Art genannt werden, falls K*' die 
Form: 
(4.1) ^ = / № ( 7 , 7 ^ - 7 ^ ) , 
(4 .2) (a) K ^ ^ I C F ^ j - y J j ) , (b) I<" = IC F^y00-l<y0:i), 
bzw. 
(4.3) — K* F 2 (d'j—'' (?) 
hat. (Für die Bedeutung von yn, bzw. für die Benennung „skalarer Raum 
zweiter Art" vgl. unsere Definition 3, und die nachfolgenden Zeilen.) 
Offenbar entsteht (4.2) von der Formel (4. 1) dadurch, daß wir in den 
beiden Gliedern von (4. 1) je ein y-,j durch den metrischen Grundtensor g;j 
ersetzen. Ist nun Ah, = 0, und yik = gik, so bestimmt jeder der Type (4.1)— 
(4.3) einen Finslerraum %n von skalarer Krümmung (vgl. [1], § 1 3 , insb. 
Gleichung (13.3)). Die Existenz dieser Typen wollen wir wieder durch Bei-
spiele zeigen. 
Vor allem bemerken wir, daß ein 23,,-Raum auf Grund von (0 .6) und 
(2. 3) — abgesehen von dem metrischen Grundtensor gik. — allein durch die 
Angabe von 
(4 .4) . 7 / t r ' V 
bestimmt werden kann, während nach den Formeln (2.3) und (0.8) Ah, 
überhaupt nicht in expliziter Form bekannt sein muß. 
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Zweitens bemerken wir, daß der Krümmungsskalar I<* in den Räumen 
vom Typ (4. 1) und (4.2) in manchen Fällen mit dem Tensor vereinigt 
werden könnte, d. h. man könnte in (4. 1) im Falle K*> 0 statt yik den Ten-
sor yik=YiCyik bzw. im Falle (4 .2) y*k=K*yik einführen. Die Formeln 
(4.1) und (4.2), ausgedrückt mit y*k, würden dann eine einfachere Struktur 
haben. Befriedigt aber y^ eine charakteristische Relation (wie z . B . y^/ , , , ==0 
ist), die für y*j schon nicht gültig ist, so ist es zweckmäßig den Krümmungs-
tensor K*'j des affin-skalaren Raumes in der Form (4. 1) bzw. (4. 2) zu be-
stimmen. 
Drittens bemerken wir die im folgenden wichtigen Relationen 
(4 .5) / ^ = 0, F.j = 0, 
wo das Semikolon die schon im Paragraphen 2 benützte Berwaldsche kova-
riante Ableitung bedeutet. 
B e i s p i e l A'. Nehmen wir an, daß Ai = \F-pi ist, wo p* einen kon-
travarianten Vektor bedeutet. Z. B. führt der durch (3.9a) angegebene Tensor 
A'k zu diesem Vektor. Beachten wir jetzt die Formeln (2. 7) und (4. 5), und 
nehmen wir noch an, daß der zu Grunde gelegte Finslerraum ein Raum 
von skalarer Krümmung ist, d. h. 
(4 .6 ) K'y- F ' m - r i j ) 
besteht, so wird nach der Bezeichnung: 
(4 .7) ' y'j = i — 4-piI j; « + p l pj + 4- F2(0 »<»>p'V — 
— \p%hp' +p'\\jp» — \p\\tpt\\j + KÖ) 
der Krümmungstensor K*') die Form (4. 2a) haben, der 23,¡-Raum ist also ein 
affin-skalarer Raum von zweiter Art. Der Krümmungsskalar ist jetzt K* = 1. 
B e i s p i e l B'. Nehmen wir an, daß im Beispiel A' p' = / ' ist. Nach 
(4.5), (1.6) (a) bekommt man von der Formel (4 .7 ) : 
(4 .8) = + «/</,, 
Da im Beispiel A' der Tensor K*) die Form (4. 2a) hatte, wird jetzt nach 
(4.8) und wegen / T = l (vgl. Beispiel A'): 
(4 .9) / ^ = F 2 ( l + / 0 № - r / , ) , 
der 33„-/?aum ist also ein affin-skalarer Raum von dritter Art mit dem Krüm-
mungsskalar \ -K) . Wir haben also von einem Räume von skalarer 
Krümmung (vgl. Formel (4. 6)) wieder einen Raum von skalarer Krümmung 
Affine F ins le r räun ie von ska la re r K r ü m m u n g 171 
bekommen, der Krümmungstensor hat sich aber dabei verändert, während in 
Satz 1 eben der Krümmungstensor sich nicht veränderte. Nach den Formeln 
(4. 6) und (4. 9) können wir das im folgenden Satz zusammenfassen. 
S a t z 2. Ist %„ ein Finslerraum von skalarer Krümmung, in dem also 
(4. 6) gültig ist, und ist 
so ist der zugehörige 33,, -Raum ein affin-skalarer Raum von dritter Art, des-
sen Krümmungstensor K [, sich von K) nur um einen skalaren Faktor unter-
scheiden kann. Es ist: 
4 / f + l 
K i - ~ T J r K i \ 
B e i s p i e l C'. Nehmen wir an, daß (4.6) besteht und 
yp = V{prVv, pr = Prix1, ..., X'1) 
ist. Beachten wir jetzt, daß neben (4.5) auch vl;j = 0 besteht, so bekommt 
man aus der Formel (2. 7) den Typ (4. 2b), mit 
Yoj = Klj + PoPj — 2 Po ; j + Pi ; O • 
Für Yij kann in diesem Falle 
Y'j • !<'• 1j + P'Pj — 2Pi; j + PI; i 
gesetzt werden. 
§ 5. Parallelübertragung des Linienelementes 
in den verschiedenen skalaren Räumen 
Zu Grunde gelegt sei wieder ein 9i„-Raum von skalarer Krümmung. 
Nehmen wir an, daß die Übertragungsparameter (0 .6) in /, k symmetrisch 
sind; in diesem Falle existieren infinitesimale Parallelogramme im 9L-Raum. 
Die Parallelübertragung des normierten Linienelementes ist durch 
(5.1) m ( d ) = 0 
charakterisiert. Führt man in einem 2(„-Raum mit symmetrischen Übertragungs-
parametern den Vektor / ' parallel um ein infinitesimales Parallelogramm 
herum, so bekommt man nach (5. 1) und (0.10) für die Veränderung von /' : 
(5.2) idd—dd)li = R*0ijkdxjdx. 
Bezüglich der Parallelübertragung des Vektors V in den Finslerräumen um 
ein infinitesimales Parallelogramm besteht der folgende 
172 A. Moór 
S a t z v o n B e r w a l d . ,,1) Führt man in einem Finslerschen Raum 
skalarer nicht konstanter Krümmung R ein beliebiges normiertes Linienele-
ment parallel um ein willkürliches infinitesimales Parallelogramm herum, so 
unterscheiden sich seine Anfangs- und Endlage um einen Vektor, der (von 
Größen höherer als zweiter Ordnung abgesehen) der 3-Richtung bezw. 
2-Richtung angehört, die durch das Linienelement und die 2-Richtung des 
Parallelogramms aufgespannt wird. Wenn insbesondere die 2-Richtung des 
Parallelogramms senkrecht zu einem der Vektoren mit den kovarianten Kom-
ponenten l; oder /?n,-ist, so gehört der Differenzvektor (bis auf Größen min-
destens dritter Ordnung) der 2-Richtung des Parallelogramms an. Ist die 
2-Richtung des Parallelogramms zu- beiden Vektoren h und R ^ senkrecht, so 
stimmen Anfangs- und Endlage des Linienelements in zweiter Ordnung überein. 
2) Führt man in einem Finslerschen Raum konstanter Krümmung ein 
beliebiges normiertes Linienelement parallel um ein willkürliches infinitesima-
les Parallelogramm herum, so unterscheiden sich seine Anfangs- und End-
lage um einen Vektor, der (von Größen höherer als zweiter Ordnung abge-
sehen) der 2-Richtung des Parallelogramms angehört. Wenn insbesondere die 
Krümmung Null ist oder wenn die 2-Richtung des Parallelogramms zum 
Linienelement senkrecht ist, so stimmen Anfangs- und Endlage in zweiter 
Ordnung überein." (Vgl. [1] § 14, S. 775.) 
Im folgenden werden wir das Analogon dieses Berwaldschen Satzes in 
unseren 9f„- und -Räumen formulieren. 
S a t z 3. Der Berwaldsche Satz über die Parallelübertragung von l' um 
ein infinitesimales Parallelogramm in den Finslerräumen von skalarer Krüm-
mung ist in den %i-Räumen von skalarer Krümmung dritter Art gültig. Auch 
fiir den Typ (3. 2a) ist der Berwaldsche Satz gültig, die Veränderung von l! 
wird aber in den verschiedenen Fällen nicht von der drei- bzw. Zweirichtung 
(/', dx', rix') bzw. (dx',öx') sondern von der durch die Vektoren 
/r o\ ".< - i tief i . /; i def i v 
(5 .3) y , l=-y,:dx, !i=ykox 
bestimmten drei- bzw. Zweirichtung (/,', u') abhängig sein. 
B e w e i s . Nach (3.2a) und (5 .2) ist: 
(5. 4) (öd—dd)l< = ( i#* | | / ( )x> + R'ljdx^t— 
- R*\\kdx" + R*lkdx''){w + 4 y'°R*\\lkli]dxjdxk. 
Für den Typ (3.3) ist in (5 .4) nach den Definitionsformeln (5. 3): y'k — dl , 
)} — dx\ ßi = öx'. Die Formel (5 .4) entspricht der Formel (14. 1) von [1]. 
Der Vergleich dieser beiden Formeln ergibt unmittelbar die Richtigkeit un-
seres Satzes 3. 
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Der Berwaldsche Satz (vgl. [1] § 14) über die Parallel Übertragung der 
normierten Linienelemente in Finslerräumen skalarer Krümmung um ein in-
finitesimales Parallelogramm ist in den 31,,-Räumen vom Typ (3..1) und (3 .2b) 
nicht gültig falls der Krümmungsskalar R* auch von den v! abhängig ist. 
Ist aber der Krümmungsskalar von v' unabhängig, so kann das Analogon des 
Berwaldschen Satzes für jede Art der 3i„-Räume skalarer Krümmung bestimmt 
werden. Für die Typen (3. 2a) und (3. 3) wurde das schon in unserem Satz 3 
gezeigt. Wir brauchen also nur die Typen (3. l ) u n d (3. 2b). untersuchen. Es 
besteht der 
S a t z 4. Ist der ^1,,-Raum ein Raum von skalarer Krümmung erster 
Art, und ist der Krümmungsskalar nur vom Orte x: unabhängig, so gilt der 
Berwaldsche Satz über die Parallelübertragung von V in den -Räumen von 
konstanter Krümmung (vgl. [1] § 14, 2), S. 775) auch in diesen Räumen, statt 
der Zweirichtung (dx;, dx') steht aber jetzt der Zweirichtung (/:,»') (vgl. (5. 3)) 
und statt h. steht yo:. Ist der %,-Raum vom Typ (3.2b), so ist l' = dx', 
/(' = dx< und im Berwaldschen Satz soll nur mit yu! vertauscht werden. 
B e m e r k u n g . In den entsprechenden Berwaldschen Untersuchungen 
kommen Finslerräume konstanter Krümmung vor, während wir von dem 
Krümmungsskalar R* nur die Unabhängigkeit von den ?/ bedingt haben. Im 
Finslerschen Fall folgt aber nach dem Schurschen Satz [1], § 16, daß der 
Krümmungsskalar eine Konstante ist, falls sie von den v1 nicht abhängt. 
B e w e i s d e s S a t z e s 4. Auf Grund von (5 .2) und (3.1) ist 
(5. 5) {öd—dd)i' = R'[(yojöx^?J—(yokdx'•>']. 
(5 .5) entspricht der Gleichung (14.3) von [1]. Vergleichen wir diese beiden 
Formeln, so folgt unmittelbar der Satz 4. 
Wir wollen nun die Parallelübertragung des Linienelementes v' um ein 
infinitesimales Parallelogramm in einem affin-skalaren Raum Sö„ untersuchen. 
In einem Berwaldschen affinen Raum ¡b„ ist die Veränderung des Linienele-
mentes v' nach einer Parallelübertragung um ein infinitesimales Parallelogramm 
(5. 6) (öd—dd)v' = K-'hdx'dx 
(vgl. [1] Gleichung (7. 16)). Um die Lösung unseres Problems zu bekommen, 
müssen wir also von den Formeln (4. 1)—(4.3) immer den Krümmungsten-
sor K j \ bestimmen. 
Für den Typ (4. 3) bekommt man nach (2.5) für K*\ die Foi*m: 
(5. 7) K;iu = 2FKt(ylJjl + fFKt\\u(d'ki-lill:]). 
die abgesehen vom Faktor F — mit dem Typ (3. 3) identisch ist, die auch 
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einen Finslerraum von skalarer Krümmung charakterisiert. Auf Grund von 
(5. 6) und (5. 7) besteht also der folgende 
S a t z 5. Für die Parallelübertragung des Linienelementes // um ein in-
finitesimales Parallelogramm besteht in einem affin-skalaren Raum dritter Art 
der Berwaldsche Satz (vgl. [1] § 14), wenn darin statt l' das Linienelement vl 
gesetzt wird. 
Für die anderen Typen der affin-skalaren Räume könnten auf Grund von 
(5 .6) und (4. 1)—(4. 2b) leicht ähnliche Sätze bestimmt werden. Z. B. für 
den Typ (4. 1) ist 
= F { j hiir'k] Y"0 — Y\o 7« l'.-l) + 
+ 4 K*Wu(Yu\Yoo — 71» y»\k l) + 41<* [(/'i«r/|ou|)||jj — ( / . y . i * ) y I 
und somit besteht nach (5. 6) der 
S a t z 6. In einem affin-skalaren Raum von erster Art verändert sich 
das Linienelement v' bei einer Parallelübertragung um ein infinitesimales 
Parallelogramm um einen Vektor, der eine lineare Kombination der Vektoren 
(5. 3), und 
= YV'Wil^x''< a ' = (YoYo\i)\\j]öxJdx. 
ist. 
0 . VARGA gab in seinem Aufsatz [12] eine andere Charakterisierung der 
Finslerräume skalarer und konstanter Krümmung. Er führte das normierte 
Linienelement /' um eine geschlossene doppelpunktfreie Kurve. Die Analoga 
dieser Untersuchungen können in erster Reihe in unseren affinskalaren 23„-
Räumen bestimmt werden, da diese die Ausdrückbarkeit von K*'l: durch K*'k 
wesentlich benützen, während in den i'f„-Räumen /?„'/;, im allgemeinen durch 
nicht unmittelbar ausdrückbar ist, wie im Finslerschen Raum (vgl. [1] 
Formeln (13. 3) und (13. 5)). Wir werden im folgenden zeigen, daß die Varga-
sche Charakterisierung der -Sn-Räume von skalarer Krümmung für die affin-
skalaren 33„-Räume zweiter Art und vom Typ (4. 2b) gültig ist (vgl. [12] Satz 2). 
Die Parallelübertragung längs einer Kurve xi = xl(t) des normierten 
Linienelementes l' in einem metrisch-affinen 58,,-Raum ist durch 
/c. Qs dl1 . . dxk (5-8) ~ d t = - ° ^ X ' l " > - d T 
festgelegt. Ist C eine geschlossene doppelpunktfreie Kurve, die auf der zwei-
dimensionalen Fläche: 
x' = x'(u, v) 
liegt, d. h. die Gleichungen 
C : x< = x'(u(t),v(t)) 
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hat, so ist zwischen Anfangs- und Endlage von /' nach einer Parallelver-
schiebung längs C der Differenzvektor 
(5 .9) = J S + 0 ^ % ¿r (0) (0) V 0{U, v) Jt=t„ 
wo J S den von der Kurve C eingeschlossenen (euklidisch gemessenen) 
Flächeninhalt bedeutet. Die Relation (5. 9) kann dem Finslerschen Fall voll-
ständig analog abgeleitet werden (Vgl. [12] (1, 23)—(1, 32).) da die Glei-
chung (5.8) mit der entsprechenden Relation des Finslerraumes (vgl. [12] 
Gleichung (1, 19)) vollständig analog ist. 
Nach der Bezeichnung 
bekommt man bei Vernachlässigung der Glieder höherer Ordnung in s von 
der Gleichung (5.9) die folgende Formel: 
(5.10) zll' ^ - ^ r K*'up1 q . 
Berechnen wir nun K*'K mittels (4.2b) unter Beachtung von (1. 6) (a) von 
der Definitionsformel (2.5), so bekommt man nach (5. 10) für J l ' die Formel 
/H'^Ap' + Bq'+CT, 
wo A,B und C skalare Größen sind; wenn wir diese Formel wieder mit 
(5. 10) vergleichen, so wird: 
(5.11) ~K; , l . . p i q k = Ap ; + Bq i + C t ' ) . 
Wegen der schiefen Symmetrie von K*); in j, k, und wegen der Will-
1 * 
kürlichkeit von p',q' bekommt man von der Gleichung (5.11), daß - p K / k 
die Form: 
(5-12) /<,*'„ -r2<)\;AH-\ /?„. /• 
hat, wo Bjk einen schiefsymmetrischen Tensor bedeutet. Wir beweisen jetzt 
den folgenden 
S a t z 7. Die Formel (5.12) ist fiir die affin-skalaren Räume zweiter 
Art und vom Typ (4. 2b) charakteristisch. 
c) K*'k entspricht im Finslerraum FRu'/k. Im [12] ist statt Ro'jk die Bezeichnung Rk-' 
benützt. Auch die Bedeutung von O l ( e ) befindet sich in [12], S. 148. 
7) Diese Gleichung ist mit der Gleichung (2,30) von [12) analog. 
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B e w e i s . Wir haben schon gezeigt, daß in den affin-skalaren Räumen 
vom Typ (4. 2b) die Relation (5. 12) gültig ist. Nehmen wir jetzt an, daß (5.12) 
besteht, wir müssen zeigen, daß K*lk die Form (4. 2b) hat. Nach einer Kon-
traktion von (5. 12) mit V wird: 
K\ = K*\ vj = f2(/£ Ak - di A0 + ß0, l). 
Nach der Bezeichnung 
YUIT = — AK — BUI, 
wird K*'K die Form (4. 2b) haben, da BUÜ wegen der schiefen Symmetrie von 
BIJ verschwindet, und somit /„„ = — A0 ist. Das beweist unsere Behauptung. 
Der Typ (5. 12) charakterisiert auch die affin-skalaren Räume von drit-
ter Art, wenn noch die Relation 
AK + BOL~-K*LL; 
gültig ist. Das kann nach einer Kontraktion von (5. 12) mit l j im Hinblick 
auf (4. 3) unmittelbar verifiziert werden-. 
Sind die Übertragungsparameter L?k in i, k nicht symmetrisch, so bil-
den die Punkte: 
P(x), Q (x + dx), R(x + dx), S(x + dx + c)x + ddx), T(x + <)x + dx + ddx) 
ein infinitesimales Fünfeck. Da 
(5 .13) Jx'^idd—dd)x' = — &i!i[dxdx] 
besteht, falls dx! parallel längs des infinitesimalen Fünfecks umgeführt wird, 
bekommt man auf Grund von (5. 1), (0.10) und (1. 15) nach einer Parallel-
übertragung von /' um das infinitesimales Fünfeck ebenso wie. z. B. im Rie-
mannschen Raum (vgl. [14], Chap. IV. § 8 ) : 
(öd—dö)l' ==- — ^ RllAdxJdx\ + C M . 
Jst also der %,-Rauni ein Raum von skalarer Krümmung, so kommt nach 
unserer letzten Formel zu den infinitesimalen Vektoren von den Sätzen 3 und 
4 noch der durch (5. 13) definierte Vektor ¿Jx' hinzu. 
§ 6. Relationen für den Kriimmungsskalar. Der Schursche Satz 
In den Räumen von skalarer Krümmung muß die kovariante Ableitung 
des Krümmungsskalars immer gewisse Relationen befriedigen, die aus den 
Bianchischen Identitäten d . h . in unserem Falle von den Gleichungen (1.23) 
und (2. 8) entstehen. Ist der Krümmungsskalar allein vom Orte xl abhängig, 
so bekommt man aus diesen Identitäten im Finslerschen Fall den Schurschen 
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Satz, nach dem der Krümmungsskalar eine Konstante ist, falls sie von den 
x< unabhängig und die Dimension n> 2 ist. (Vgl. [1] § 16.) 
In unseren 3(„-Räumen von skalarer Krümmung und in unseren affin-
skalaren Räumen ist zwar der Schursche Satz nicht gültig, wir wollen aber 
kurz zeigen, wie die charakteristische Relation für den Krümmungsskalar ab-
leitbar ist. 
Im Falle der 3(„-Räume von skalarer Krümmung müssen wir in die Glei-
chung (1. 23) die entsprechende Form von R*0\-,. von den Gleichungen (3. 1)— 
(3. 3) einsetzen, dann mit lk eine Kontraktion und auf i, l eine Verjüngung 
durchführen. Wir bekommen auf diese Weise für den Krümmungsskalar R* 
eine Gleichung von der Form: 
( 6 - 1 ) V j R t f i + V,./?* | | , r + R* = 0 
wo <pi, yf>l; und ipk durch A f t und g:j bestimmt sind. 
Aus dieser Formel folgt leicht der folgende 
S a t z 8. Ist '1/^=0 und det(cp{) =f= 0, so folgt aus der Unabhängigkeit 
des Kriimmungsskalars R* von v:, daß R* = konst. ist. Bestehen die Relationen 
( 6 . 2 ) 'H (); — ! : l k , ^ . = 0, 
so •ist die Behauptung bezüglich R* wieder gültig. 
B e w e i s . Aus ipk = 0 und 7?*||t = 0 folgt nach (6. 1): 
(6 .3) 
da für einen Skalar: = ist, falls der Skalar von den vl unabhängig ist. 
Aus der Annahme: det {ip-j)=f=0 folgt somit nach (6 .3) : OjR* = 0, und mit 
/?*||/.- = 0 zusammen beweist das die erste Hälfte des Satzes 8. 
Die zweite Hälfte kann ebenso bewiesen werden, wie im Finslerschen 
Fall (vgl. [1] (16.7) und die nachfolgenden Zeilen). Nach (6 .2) und nach 
der Bedingung /?*|[/ = 0 wird aus (6. 1): 
(6 .4 ) ,-,./?>);<. - P I , ) 0, 
woraus nach der Operation: H,»^'" die Relation 0oR* = 0 folgt und das be-
weist nach (6. 4) die zweite Behauptung des Satzes 8. 
Für die affin-skalaren Räume bekommen wir aus (2 .8 ) und aus den 
entsprechenden Formeln (4 .1)—(4.3) in ähn l i cherweise eine zur (6.1) ana-
loge Relation für den Krümmungsskalar K*. Der Satz 8 wird dann auch für 
die affin-skalaren Räume gültig sein. 
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§ 7. Grundzüge der Theorie der Hyperflächen. 
Theorie von Davies und Wegener 
Eine Hyperfläche 
kann in einem metrischen Linienelementraum in zwei Besichtspunkten behan-
delt werden; Erstens kann man als eine Mannigfaltigkeit der tangenten 
Linienelemente, zweitens als die Transversalfläche einer durch die Punkte von 
.§„-1 hindurchgehenden Schar von autoparallelen Linien betrachten. Für die 
Finslerräume hat die erste Auffassung E. T. DAVIES in seiner Arbeit [ 3 ] , die 
zweite J . M . W E G E N E R in der Arbeit [ 1 5 ] ausführlich behandelt. Wir werden 
im folgenden die Bezeichnungen von E. T. D A V I E S benützen mit dem Unter-
schied daß wir die Raumkomponenten der Tensoren durch lateinische, die 
Flächenkomponenten aber durch griechische Indizes bezeichnen werden. Dem-
entsprechend bedeuten 
die Tangentenvektoren8) und C' den Einheitsnormalenvektor der Hyperfläche . 
Die Grundgrößen gij und /.l;'k induzieren eine Flächenübertragung der 
Vektoren auf i, wir benötigen aber nur das induzierte invariante Differen-
tial des normierten Linienelementes /". Das invariante Differential eines Flä-
chenvektors könnte ebenso, wie im Finslerraum bestimmt werden (vgl. [3] 
und [5]). 
Betrachten wir erstens die Hyperfläche .§«-1 als die Mannigfaltigkeit der 
tangenten Linienelemente, dann ist: 
£„-1: X = X (U), V = B'a ü", 
wenn '(«?, ü<-') die Linienelemente der Hyperfläche £>„_i bedeuten. Die zum 
Linienelement (u", ü") gehörige Einheitsnormale C' ist jetzt aus den Glei-
chungen 
g ^ i u ) , BW)B:9cJ = o, (e = 1 , . . . , n - 1 ) 
zu bestimmen. Nach der Formel (0. 10) bekommt man auf Grund der Iden-
tität (vgl. [3], Gleichungen (12) (e), (f), (g), oder [13] § 2 , insbesondere Glei-
chung (2. 8)) 
B y B ? + C C r = >)\. 
die Relation: 
(7. 1) w {d) = Bydly + {B\,B^. + C C,){B:p + L^BiB^t duß, 
s) Im folgenden werden die griechischen Indizes immer die Zahlen 1, . . . , « — 1 
durchlaufen, während die lateinischen Indizes, wie vorher, die Zahlen \ , . . . , n bedeuten. 
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WO 
R , def „2 r 2 def 32 Daß= OnßX , Oaß — duadu? 
bedeutet. Nach den Bezeichnungen 
( 7 . 2 ) ; J { D ) ^ D L Y + B L \ B L ß + £ \ M B K P ) L A D U ß 
(7.3) bflß^Cr(B'aß + Ljr,BiB^v) 
wird aus (7. 1) 
(7 .4) to*'\d) = B'ymy(d) + Cboßduß. 
(7.4) stimmt formal mit der Formel ( 2 . 1 5 ) von [ 5 ] überein, die benützten 
Übertragungsparameter sind aber von den unsrigen selbstverständlich ver-
schieden, da KIKUCHI in seiner Arbeit [ 5 ] nur den Finslerschen Fall behan-
delt hat. 
Wir wollen nun in den Punkten einer Hyperfläche diejenigen Li-
nienelemente auszeichnen, die auf normal stehen. Wenn wir zu diesen 
Linienelementen als Anfangselemente die autoparallelen Kurven konstruieren, 
so bekommen wir ' als die Transversalfläche einer Schar von autoparal-
lelen Kurven. Dieser Wegenerschen Auffassung entsprechend, wollen wir auch 
in diesem Falle das induzierte invariante Differential von 1" bestimmen. 
Die Hyperflächen in dieser Auffassung werden wir immer durch einen Stern 
kennzeichnen. 
Es ist jetzt C ' = /'.• Wir wollen die Zerlegung des Vektors m' nach dem 
«-Bein B'?,l' bestimmen. Diese Zerlegung hat die Form: 
(7 .5) *„'(d) = ~:rrß;e + n:t 
(vgl. [14] Gleichung (10)), wo ;T? und n die Formen 
(7 .6a) n^c'-.rdii (7 .6b) :x^c,rdii 
bedeuten. Da nach der Wegenerschen Auffassung ßp und / ' zueinander or-
thogonal sind, bekommt man aus der Gleichung (7. 5) nach einer Kontraktion 
mit /,: auf Grund der Identität (1 .8) 
:T= Aooidx = Auu,Éadtf, 
d. h. nach (7.6b): 
c„ = A,M, B[,. 
.'•>) Unsere baf i ist nicht direkt die zweite Grundform der Fläche (vgl. z. B. [9] (2. 9)). 
Doch sind schon öü(3 mit den entsprechenden Größen identisch, da die Abweichung unse-
rer bn!l von der zweiten Grundform von M*fy abhängig ist, und M*f = 0 besteht. 
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Für die Berechnung der expliziten Formel der c'\r beachten wir, daß 
wegen ljB(, — 0 die Relation 
- B i b l j = ljDBi 
besteht. Aus (7.5) bekommt man somit nach einer Kontraktion mit Bf: 
(7. 8) Tc^a^rf = — B{,gijDl' — IjDBg li(Dg,j)Bj, 
wo 
B f m ^ g ^ , a,,ß = g,jB;,,Bß 
bedeuten und die a^1 die kontravarianten Komponenten des metrischen Grund-
tensors aap von sind. Der Unterschied vom Finslerschen Falle besteht 
darin, daß in den %,-Räumen im allgemeinen Dgij=f= 0 ist. Nach (1. 1), (1.4) 
und (1 .5) ist 
Dgij = — 2 ( A i j l J0',+ A(;j)i;)dx — 2[i(ij )km (d). 
Mit Hilfe dieser Formel bekommen wir von den Formeln (7. 8) und (7. 6a) 
im Hinblick auf (0. 7a): 
(7. 9) = aq,.c\ = lj(dlrX:i + C'l;B{Mt) — 2yii,ylsl;BI,B,;r. 
Im folgenden benötigen wir noch die Zerlegung von DBl nach dem 
«-Bein B',j,l'. Der Vektor DB'V hat die Form: 
(7.10) = + < P J . 
Nach einer Kontraktion mit /, bekommt man für <pv: 
(7.11) y„ = l j D B i = l j(dlrX i + l* j k B; t f r )dLf 
und nach einer Kontraktion der Gleichung (7. 10) mit B l wird im Hinblick 
auf (7. 5) und (7.6a): 
(7.12) 7C „ -= Bf DB[, = YQT,du 
mit 
(7.12a) Y i ^ B i i d l J + Ü ' u B i f i ) - ^ ? , , 
wo selbstverständlich die Projektion des Tensors M*:'k auf ist. 
Jetzt werden wir die Hyperfläche durch zwei Differentialgleichungs-
systeme charakterisieren. Ein Vergleich der Formeln (7. 11) und (7 .9) gibt: 
(7-13) <j>,, = {coa + 2 AMi)]; Bi Bl)du. 
Beachten wir jetzt, daß /*' von den ,//"- ' abhängig ist, so bekommt 
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man die beiden charakteristischen Differentialgleichungssysteme der Hyper-
flachen durch Gleichsetzen der Koeffizienten von du" von (7.5), (7 .6a) und 
(7 .6b) einerseits, und von (7. 10), (7. 12) und (7. 13) anderseits. Es wird: 
(7.14) d j ' + CuBl^— <*„Bv + c„i, 
(7. 15) OjL-x' + L?K B^r = ('/(,',r + M*,'x c\) Bi + t(cllir + 2 //,..„, ßi, Bl). 
Diese beiden Formeln entsprechen den Gleichungen (13) von [15]. 
Mit der Bestimmung der charakteristischen Gleichungen (7. 14) und 
(7. 15) haben wir die Grundgleichungen der Hyperflächen auch in der We-
generschen Auffassung festgelegt. Diesen zwei Auffassungen entsprechend 
können in den ^(„-Räumen zwei verschiedene Type der autoparallelen Hyper-
flächen — die im Finslerschen Fall eben die Hyperebenen sind — bestimmt 
werden. Für die autoparallelen Hyperflächen geben wir die folgende 
D e f i n i t i o n 5. Ist eine Hyperfläche. .£>„_i die Mannigfaltigkeit der 
tangenten- Linienelemente (Daviessche Auffassung) und sind die autoparalle-
len Linien von auch im Sinne der Übertragung des 31 „-Raumes autopa-
rallel, so ist i)n-\ eine autoparallele Hyperfläche A„_, erster Art. 
Ist die Hyperfläche |>*_i die Mannigfaltigkeit der normalen Linienelemente 
(Wegenersche Auffassung), und sind diese Linienelemente entlang der Hyper-
fläche parallel, so ist eine autoparallele Hyperfläche Al-i zweiter Art. 
Wir geben jetzt die analytische Kennzeichnung der autoparallelen Hyper-
flächen erster und zweiter Art. Die autoparallelen Linien einer Hyperfläche 
sind durch die Differentialgleichungen 
1 H n a 
(7.16) , ; ,«(</)=o, 
bestimmt. Im Falle einer autoparallelen Hyperfläche An.i folgt aber aus «>" = 0 
die Relation o>' = 0 , da die autoparallelen Linien von A„-l auch in Bezug 
auf die Übertragung des 3f„-Raumes autoparallel sind. Nach der Gleichung 
(7. 4) wird aber dann 
(7.17) bw = 0 
bestehen, wo baß durch (7 .3) bestimmt ist. Umgekehrt, es folgt aus (7. 17) 
nach (7. 16) auf Grund der Gleichung (7.4) die Relation «>' = 0. Wir kön-
nen also behaupten: 
Die Gleichung (7. 17) ist die charakteristische Relation der autoparallelen 
Hyperflächen A„. ( erster Art. 
Für eine autoparallele Hyperfläche zweiter Art ist «y = 0, falls die Kurve 
x' = xL{t) auf der Hyperfläche ;4*_i liegt, d. Ii. x' = x'(ua(t)) besteht. Es wird 
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nach (0. 10) 
<7.18) ö,r/' + C / ; 5 ' ; = 0. 
Nach (7. 14) bekommt man aber auf Grund dieser Gleichung c"r = 0 und 
c,r = 0 und somit wird aus (7. 15) 
(7. 19) d¡,rxl + Ly,,.BÍBÍ = r ; i r B l + 2l l¿ (u : /y :BÍB'„. 
Wir können somit wieder behaupten: 
Die Differentialgleichungen (7. 18) und (7.19) charakterisieren die auto-
parallelen Hyperflächen A*~] zweiter Art. 
Wir bemerken noch, daß für die i4*_t -Räume wegen c,r= 0 immer 
(7 .20) x/oofcß* = 0 
gültig ist, was wir im folgenden noch benützen werden. Wir verweisen noch 
darauf, daß aus der Definition 5 noch nicht gefolgert werden kann, daß 
A„-\- bzw. A*-i -Flächen in jedem Räume existieren. Wir werden sehen, daß 
die Existenz dieser Fläche die Form der Krümmungstensoren bestimmt. 
Im Finslerraum charakterisierte J. M. W E G E N E R die Hyperebenen auch 
durch die Eigenschaft, daß die Hyperebenen jeden in ihr gelegenen Vektor 
bei Parallelverschiebung dauernd enthalten (vgl. [15] § 3 ) . Für die Al-\-Flä-
chen ist diese Eigenschaft nur dann gültig, falls die Übertragung metrisch, 
» d. h. Dgn, = 0 ist. In diesem Falle ist nämlich für einen Vektor 
(7 .21) g¡k?¿>k+gntliblE* = 0, 
wenn für 
0 
besteht. Ist nun 
gikliD£f> = 0, 
d. h.: erfolgt die Änderung des Vektors in der Tangentenrichtung von , 
so bekommt man aus (7.21) die Relation: 
(7 .22) g¡u?wk(d) = 0. 
Da im Falle einer metrischen Übertragung lkmk — 0, folgt aus (7.22) « / = 0, 
da einen beliebigen Vektor von Al.i bedeuten kann. 
§ 8. Charakterisierung der Räume, von skalarer Krümmung 
mit Hilfe der autoparallelen Hyperflächen 
Bekanntlich können die Riemannschen Räume von skalarer Krümmung 
auch dadurch charakterisiert werden, daß in diesen Räumen in jedem Punkte 
eine Hyperebene gelegt werden kann, deren Normalenvektor eine vorgegebene 
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Richtung hat. Diese Eigenschaft kann auch in den Erweiterungen der Rie-
mannschen Räume von skalarer Krümmung übertragen werden, nur muß man 
statt der Hyperebenen die autoparallelen. Hyperflächen in Betracht ziehen. 
In unserem Aufsatz [8] haben wir die Räume von skalarer Krümmung vierter 
Gattung eben durch diese Eigenschaft charakterisiert (vgl. [8] letzte Definition 
im Paragraphen 2). Auch in den Finslerraumen ist das gültig, d. h. der $„-Raum 
ist ein Raum von skalarer Krümmung, falls zu jedem Linienelement (x1, /;') 
eine Hyperebene gelegt werden kann (vgl. der Hauptsatz I von [9], S. 12), 
wo vl die Richtung des Normalenvektors ist. 
Durch die Existenz der autoparallelen Hyperflächen bekommen wir einen 
neuen Typ der Räume von skalarer Krümmung. Wir definieren diese Räume 
durch die folgende 
D e f i n i t i o n 6. Der IH„ -Raum ist ein Raum von skalarer Krümmung 
vierter Art, falls in jedem Punkte eine autoparallele Hyperfläche erster Art 
A„-1 existiert, deren Normalenvektor C, eine beliebig vorgegebene Richtung hat. 
Da für eine A„-i -Fläche (7. 17) immer gültig ist, muß in einem 91,,-Raum 
von skalarer Krümmung vierter Art die Gleichung (7. 17) vollständig integ-
rabel sein. Auf Grund der Definitionsformel (7 .3) bekommt, man aus (7 .17) : 
c,.(Blnßriß+Cu)=o. 
Multiplizieren wir diese Gleichung mit C', beachten wir dann die Relation 
C' Cr = ö'r — B'y Bi-
so bekommen wir: 
(8. 1) Biaßiiaüp—2B'aG*"(u, ü) + 2G*'(x, v) = 0, 
wo G*' durch (2. 3) und G*" durch die Formeln 
G'" äSi -I m(Bßyuti< + L*')(x, v) </•:') 
bestimmt sind und v = B'qüv gültig ist. Nach zweimaliger Ableitung nach iv 
folgt aus (8. 1) 
(8. 2) B ^ - B i G ^ A u , li) + Gj 'nBiBl = 0, 
wo 
n * a def '' n * a ^ ö" 
dutdif 
bedeutet. 
Die Integrabilitätsbedingungen von (8.2) bekommt man ebenso, wie im 
Finslerraum durch partielle Ableitungen von (8 .1) und darauffolgende Ver-
G 
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tauschung der Indizes (vgl. z. B. [9] Formeln (3. 7), oder [5], Formeln (5. 6)): 
(8.3a) Bfä&tG'Mx,v) = Bi,Glaal(u,ü), ^ B i ß ü ß , 
(8. 3b) CiBiBlB', G?*,(x, v) = 0, 
(8. 3c) BiB';rB[K'\4x, v) = B'aK,"„,(u, ü), •</ = B^if, 
(8. 3d) Q B{, Bl B\ Mj'id (x, v) = 0, 
wo 
G*« def „ /->*« ,->*i def „ , ,, O-t = 0„, Up (7 , Uj /;/ — (JUj I, 
bedeuten und K*'H durch (2. 6) angegeben ist; K*"TRR ist der aus G*" gebil-
dete entsprechende Berwaldsche Krümmungstensor. Die Gleichungen (8 .3b) 
bzw. (8. 3d) bestimmen je eine Forderung für die Raumtensoren G*'K, bzw. K*'TD. 
Es ist der folgende Satz gültig: 
S a t z 9. Notwendig and hinreichend dafür, daß der Raum ein 9 {„-Raum 
von skalarer Krümmung vierter Art sei, ist das Bestehen der Relationen (8. 3) 
für jedes n-Bein C\B{,, in dem C' auf dem Vektor l' immer senkrecht steht. 
B e w e i s . Da in einem 9i„-Raum von skalarer Krümmung vierter Art 
die charakteristischen Gleichungen (7. 17) der autoparallelen Hyperflächen, 
bzw. die mit (7.17) gleichwertigen Gleichungen (8. 2) vollständig integrierbar 
sein müssen, sind die Gleichungen (8. 3) notwendig. 
Nehmen wir jetzt an, daß die Relationen (8. 3) bestehen. Die Gleichun-
gen (8. 2) sind dann vollständig integrierbar. Nehmen wir noch zu (8.2) die 
Differentialgleichungen 
dvx =B[, 
hinzu, so ist auch dieses erweiterte System vollständig integrierbar, da nach 
(8. 2) 
d'^x = 0 
bestehen wird. Es existiert somit eine Hyperfläche 
(8.4) r = vi = l ? L ü * , 
(0). 
die im Punkte x' die beliebig vorgegebenen Tangentenvektoren B'„ hat. Das 
(0) 
beweist eben den Satz 9, da diese Hyperfläche dann notwendig eine A,_i-
Fläche ist. 
Bezüglich der Form des Tensors G*'w können ähnliche Untersuchungen 
durchgeführt werden, wie im Finslerschen Fall (vgl. [9], § 3). Der Krürn-
mungstensor K*'h wird aber eine andere Form haben, da die speziellen 
Eigenschaften dieses Tensors anders sind, wie im Finslerraum . 
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Nach einer Kontraktion von (8. 3d) mit lL' und mit 1" wird: 
( 8 . 5 ) /c ' ' „ , , cß ' ;==o 
Nach einem Lemma von A. RAPCSÄK (vgl. [9] Formel (3. 8), Seite 9) hat 
dann K*'uk die Form 
( 8 . 6 ) + 
wo Ak einen kovarianten Vektor, bzw. B einen Skalar bedeutet. Eine Über-
schiebung von (8.6) mit /'' gibt wegen /C o u = 0 
(8.7) B = —Aa. 
Führen wir jetzt die Bezeichnung 
(8.8) y ^ - A k , bzw. y . M - h A k 
ein, so wird nach (8. 7) 
YM — —AU — B 
bestehen, und (8. 6) geht in der Form (4. 2b) über. 
Damit haben wir den folgenden Satz bewiesen: 
S a t z 10. Ein %,-Raum von skalarer Krümmung vierter Art ist immer 
ein affih-skalarer Raum vom Typ (4. 2b). 
Jetzt wollen wir diejenigen -Räume betrachten, in denen autoparallele 
Hyperflächen zweiter Art (vgl. die Definition 5) existieren. Wir geben die 
folgende 
D e f i n i t i o n 7. Ein 21„-Raum ist von skalarer Krümmung fünfter Art, 
wenn in jedem Punkte Pn eine autoparallele Hyperfläche AI-1 zweiter Art exis-
tiert, und die Normale von AI-, in Pn eine beliebig vorgegebene Richtung hat. 
Die autoparallelen Hyperflächen zweiter Art sind durch (7. 18) und (7. 19) 
charakterisiert. In einem 31,,-Raum von skalarer Krümmung fünfter Art sind 
diese Differentialgleichungssysteme vollständig integrierbar, und die Integra-
bilitätsbedingungen von (7.18) bestimmen die Form des Krümmungstensors Rl'ik. 
Diese Integrabilitätsbedingungen können im Hinblick auf (7. 20) in der 
Form 
(8 .9) R7kiBnBa = 0, 
bestimmt werden. Da 
= BXBM + T L IN 
besteht, folgt aus (8. 9) die Relation 
( 8 . 1 0 ) = 0 
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wo 
Ro VIT = Ro kl Bi Bi, B,r, R0 ,,rr = Ro kl Bij Ba 
bedeuten. Eine Kontraktion von (8. 10) mit h bzw. mit Bi gibt 
( 8 . H ) / ? ; v = o , / ? ; v = 0 . 
Aus (8 .9 ) und (8. 11) wollen wir nun die Form von bestimmen. 
Die Beindarstellung von /?*",• nach dem «-Bein B'0,l' (bezüglich der Methode 
vgl. [15], § 1 ) ist 
(8 .12) Rluv = ti\(B!h-B?lj). 
B e m e r k u n g . Unsere nachfolgende Methode ist im Wesentlichen mit 
der von A. RAPCSÄK benützten Methode (vgl. [10] § 3) identisch, nur müssen 
wir auch R*"oj bestimmen, da dieser Tensor im 91,,-Raum im allgemeinen 
nicht verschwindet. 
Eine Kontraktion mit V von (8.12) gibt 
(8 .13) R0 0j = /?,/,_,„ B f . 
In ähnlicher Weise bekommt man für R*u'jk unter Beachtung von (8. 11) und 
der schiefen Symmetrie von R*'Jk in j, k: 
(8. i4) = 2Ry0ITB;B{di]+2liR:u0(,B$Jj]. 
Eine Kontraktion mit lJ gibt auf Grund von (8 .13) : 
R„*oir B(i Bk = Ro ol: R" ol: l • 
Setzen wir diese Werte in (8. 14), so wird wegen (8. 13): 
(8 .15) R,j jk = 2 Ru'u]k lj\ • 
In den 21,,-Räumen von skalarer Krümmung fünfter Art ist der folgende 
Satz gült ig: 
S a t z 11. Die Relation (8 .15) charakterisiert die ?(„-Räume von skala-
rer Krümmung fünfter Art. 
B e m e r k u n g . Es kann leicht verifiziert werden, daß die Type (3. 2a) 
und (3 .3 ) für R* — konst. die charakteristische Gleichung (8 .15) befriedigen. 
B e w e i s d e s S a t z e s 11. Die Notwendigkeit von (8.15) folgt daraus, 
daß (8. 15) die Integrabilitätsbedingungen von (7. 18) sind. Aus (7. 18) 
und (7. 14) folgt schon c v = 0, cq = 0, die für die Hyperebenen zweiter Art 
charakteristisch sind. Die Integrabilitätsbedingungen von (7. 19) bestimmen 
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keine weitere Bedingungen für den 21,,-Raum. Das bedeutet, daß die Bedin-
gung (8. 15) hinreichend ist, da aus (7. 18) und (0. 10) längs der Hyperfläche 
immer «/(</) = 0 folgt (vgl. [15] § 3). 
§ 9. Zusammenhang mit anderen Untersuchungen 
Wir wollen zunächst den Zusammenhang unserer 2f„- und 33„-Räume 
von skalarer Krümmung mit den entsprechenden Punkträumen untersuchen. 
Nehmen wir an, daß 
(9 .1) A/k(x,v)MLUx)—r-Jk(x,v), Mj\ = 0 
ist, d. h. Lik soll von den v' unabhängig sein. Der 9(„-Raum ist bezüglich der 
Übertragung nach der Formel (1 .1) ein Punktraum. Nehmen wir noch an, 
daß auch der durch (0. 1) definierte metrische Grundtensor von den ?/ unab-
hängig ist, so bekommen wir die in unserem Aufsatz [8] behandelten affinen 
Erweiterungen des Riemmannschen Raumes. 
Bestimmen wir nun aus den Formeln (0.8) und (9. 1) die Übertragungs-
parameter G*'/,-, so wird: 
G/i; - Ljk) = Lj'k—Qj'k, QJk = Ly',,.]. 
Die Berechnung von K*'k, gibt aus (2.5) und (2 .6) im Hinblick auf (1. 15a) 
(9. 2) = + 'Wil-
lst der Raum ein 21,,-Raum von skalarer Krümmung vierter Art, so be-
steht die charakteristische Gleichung (8.3d), wo jetzt die Funktionen alle 
allein von x' abhängig sind. In diesem Falle muß aber C;Kj'ki die Form: 
C;I<*'ki = QAu + Ckßj, + CiYjk 
haben (vgl. [4] Gleichung (17. 7)). Beachten wir jetzt die schiefe Symmetrie von 
K*'k, in k, l, so folgt, daß 
Aw=0, Yß — —ßj' 
bestehen. Wegen der Willkürlichkeit von Q wird dann K*k, die Form 
(9. 3) K; ik l = 2 yjvA + dj Ak,, A („„ = 0 
haben. Für R*'k, bekommen wir aus (9 .2) die Formel: 
(9 .4 ) t = '/>[^/1 + t - + ß / i . ß , / , + . 
Diese Formel ist mit dem Formel (4. 1) von [8] identisch, wenn Ak/ = 0 
gesetzt wird. yjk und Au sind durch die Forderung, daß der 21,,-Raum ein 
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Raum von skalarer Krümmung vierter Art sei, nicht eindeutig bestimmt. Eben 
deshalb war in [8] möglich, außer (4. 1) noch die weitere Forderung (4 .2) 
zu stellen. Ist also dieser 91,,-Raum ein Punktraum, so werden wir ihn, nach 
der in [8] verwendeten Terminologie, einen 9î*-Raum von skalarer Krümmung 
vierter Gattung nennen. Statt Satz 9 besteht jetzt der 
S a t z 12. Notwendig und hinreichend dafür, daß der 91l-Raum von 
skalarer Krümmung vierter Gattung sei, ist das Bestehen der Relationen (9.4) 
und (8. 3c). 
B e w e i s . In einem Punktraum sind die Bedingungen (8. 3a) und (8. 3b) 
immer identisch erfüllt, da hier G*'w = 0 ist. Aus (9. 4) folgt auf Grund von 
(9. 2) die Relation (9.3), und aus der Formel (9. 3) folgt die Gültigkeit von 
(8. 3d). Nach Satz 9 folgt dann die Richtigkeit des Satzes 12. 
Zuletzt wollen wir noch den Zusammenhang der SU-Räume von skala-
rer Krümmung mit unseren früheren. Untersuchungen [7] bestimmen. Unser 
Basisraum war ein Finslerraum, die durch (0. 6) bestimmte Übertragung ent-
hält aber wegen der Willkürlichkeit von Ah auch die in [6] und [7] benütz-
ten Übertragungen. Ziehen wir in unserer Formel (3. 2b) den Index i herauf, so 
kann unmittelbar verifiziert werden, daß der2i„-Raum in den in unserem Aufsatz 
[7] als 8,,-Raum skalarer Krümmung von erster Gattung bezeichneten Raum 
übergeht, wo yoj jetzt den Vektor lj des 8,,-Raumes bedeuten wird. Der Vektor 
l j des ^„-Raumes ist aber im allgemeinen vom entsprechenden Vektor o ^ F 
des -Raumes verschieden. 
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Ein elementarer Beweis der Kreisaxiome 
der hyperbolischen Geometrie 
Von J. STROMMER in Budapest 
1. Unter Kreisaxiomen verstehen wir die folgenden beiden Axiome der 
elementaren ebenen Geometrie: 
K. Wenn A, B, C nicht in einer Geraden gelegene Punkte sind und D 
ein Punkt der Geraden A B ist, der zwischen A und B liegt, so gibt es einen 
Punkt B' der Geraden CD, so daß A Bs AB' ist.') 
K'. Es seien A, B, C Punkte auf der Geraden a und A, B', C' Punkte 
auf derselben oder einer anderen Geraden a, so daß C zwischen A und B 
liegt und B' zwischen A und C' und AB=AB' ist; wenn dann D ein Punkt 
ist, so daß CD=.DC' wird, so gibt es stets einen Punkt E, so daß AB = AE 
und CD = DE ist.2) 
Es ist bekannt, daß sich das erste der obigen beiden Axiome auf Grund 
der Axiome der Verknüpfung, der Anordnung und der Kongruenz für die 
Ebene aus dem zweiten ableiten läßt.3) 
Schon F. S C H U R hat mit projektiven Methoden bewiesen4), daß das Axi-
om K eine Folge der Axiome I—IV ist, die H I L B E R T zur Begründung der 
Bolyai—Lobatschefskyschen Geometrie angenommen hat'1), außerdem hat J. C. 
H. G E R R E T S E N 0 ) und neuerlich P. SzÁsz7) mittels der auf die „Endrechnung" 
von H I L B E R T gegründeten Trigonometrie bzw. analytischen Geometrie bewie-
sen, daß auch das Axiom K' eine Folge der erwähnten Axiome ist. 
In dieser Arbeit geben wir auf Grund der Axiome I—IV einen voll-
ständig elementaren, unmittelbaren Beweis beider Axiome. 
') Wenn ein Punkt einer Geraden im Inneren eines Kreises liegt, so hat die Gerade 
einen Punkt mit dem Kreise gemein. 
2) Wenn ein Kreis einen Punkt im Inneren und einen Punkt im Äußeren eines ande-
ren Kreises hat, so haben die beiden Kreise einen Punkt gemein. 
!) S . z. B . KERÉKJÁRTÓ [5], S . 1 6 8 — 1 6 9 , o d e r a u c h FORDER [1], S . 135. 
4 ) SCHUR [8], S. 3 1 9 — 3 2 0 . 
;>) HILBERT [3], S. 137—140, oder auch HILBERT [4], S. 159—164. 
«) GERRETSEN [2], S . 5 6 5 - 5 6 6 . 
7) p. SzÁsz [9], S. 436—437 und P. SzÁsz [10]. 
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2 . Der Beweis beruht auf einer gewissen Zuordnung zwischen den 
rechtwinkligen Dreiecken und den Vierecken mit drei rechten Winkeln (und 
einem spitzen), die schon L O B A T S C H E F S K Y gefunden hat.8) 
Im folgenden werden wir, der Übersichtlichkeit halber, die zu den Lot-
strecken a,b,... gehörigen Parallelwinkel stets mit dem entsprechenden klei-
nen griechischen Buchstaben bezeichnen, d. h. es ist 
« = 11(a), ß=ü(b),..., 
und wir verstehen unter den Strecken a, b',... die Strecken, deren Parallel-
winkel die Parallelwinkel von a, b,... je zu einem rechten Winkel ergänzen0); 
es wird also 
11(a) -j- ll (a') — n usw. 
Nunmehr hat H . L I E B M A N N auf Grund der Axiome I — I V folgenden Satz 
bewiesen10): 
S a t z I. Zu jedem rechtwinkligen Dreieck mit der Hypotenuse c, den 
Katheten a und b und den diesen gegenüberliegenden Winkeln l bzw. gibt 
es ein Viereck mit drei rechten Winkeln und den Seiten c, m', a, I in dieser 
Reihenfolge, bei dem die Seiten c und l den Winkel ß einschließen, und umgekehrt. 
Wenn in dem obigen Viereck mit drei rechten Winkeln sowohl die Rolle 
der Seiten c und / als auch die der Seiten m' und a gleichzeitig vertauscht 
wird, so gibt es nach Satz I auch ein rechtwinkliges Dreieck mit der Hypo-
tenuse l, den Katheten m' und b und den diesen gegenüberliegenden Winkeln 
T€ 
/ b z w . — « . Wenn wir in dem obigen Satze statt a,b,c\l,it der Reihe 
nach b,m',l;— a,y setzen, so folgt, daß es auch ein Viereck mit drei 
rechten Winkeln gibt, dessen Seiten der Reihe nach l, c', b, a' sind und in 
dem die Seiten / und a' den Winkel — ß einschließen; hieraus folgt nach 
der obigen Überlegung, daß es auch ein rechtwinkliges Dreieck mit der 
Hypotenuse a, den Katheten c und m' und den diesen gegenüberliegenden 
7C Winkeln l bzw. — ß gibt. 
8) Betreffend die Entstehung dieser Zuordnung und die Literatur darüber sowie die 
unten erwähnte Abbildung verweisen wir auf die Arbeiten [6] und [7] von H. LIEBMANN. 
'•') Die Existenz der zu dem Parallelwinkel 7 7 ( p ) < - ^ . gehörigen Lotstrecke p hat 
schon HILBERT ohne Stetigkeitsbetrachtungen bewiesen. (Vgl. HILBERT [3], S. 142—144; s. 
a u c h HILBERT [4], S. 1 6 5 — 1 6 8 ) . 
i°) LIEBMANN [6], S. 186—189, oder auch LIEBMANN [7], S. 32—35. 
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Aus den obigen Entwicklungen schließen wir leicht auf den folgenden, 
von F. E N G E L stammenden 
S a t z II. Es sei ein rechtwinkliges Dreieck mit der Hypotenuse c, den 
Katheten a und b und den diesen gegenüberliegenden Winkeln /. bzw. u ge-
geben, und es seien a[: h,Ci, m\, b[ beliebige Strecken. Wir ordnen die Strecken 
a[,l\,C\,mi,b[ umkehrbar eindeutig den Strecken a',l,c,m,b' zu derart, daß 
die Strecken, die den Strecken a[, l\,c\, ni\, b{ (in dieser Reihenfolge) entspre-
chen, in der zyklischen Reihenfolge a',l,c,m, b' oder in der entgegengesetzten 
Reihenfolge aufeinander folgen. Wenn dann jede der Strecken a[, U, cj, mx, b{ 
mit der nach der obigen Vorschrift ihr eindeutig entsprechenden Strecke gleich 
ist, so gibt es stets ein rechtwinkliges Dreieck mit der Hypotenuse Ci, den Ka-
theten ai und b\ und den diesen gegenüberliegenden Winkeln l\ bzw. «i. 
In dem folgenden Beweise benützen wir auch die Abbildung der hyper-
bolischen Halbebene auf sich selbst durch komplementäre Ordinaten, die wir 
auf folgende Weise definieren. Es seien O und X zwei beliebige Punkte der 
Ebene und F der Fußpunkt des von einem belie-
bigen außerhalb der Geraden O X gelegenen Punkte 
P auf die Gerade OX gefällten Lotes; wir bezeich-
nen mit P' den Punkt des Halbstrahls FP, für wel-
chen die zu der Strecke FP = y und FP' = y' 
gehörigen Parallelwinkel komplementär sind, so daß 
wird (Abb. 1). Wir ordnen jedem Punkte P einer 
durch die Gerade OX bestimmten Halbebene den 
nach der obigen Vorschrift eindeutig bestimmten 
Punkt P' zu. 
Die so erklärte Abbildung der durch die Ge-
rade OX bestimmten Halbebene ist eineindeutig und involutorisch. 
Aus der obigen Definition folgt sofort, daß jedem Punkte einer von 
einem Punkte der Geraden OX ausgehenden Halbgeraden, die auf der Gera-
den OX senkrecht steht, ein Punkt derselben Halbgeraden entspricht. 
Es sei Y ein von O verschiedener Punkt der in dem Punkte O auf der 
Geraden OX errichteten Senkrechten und P ein beliebiger Punkt außerhalb 
der beiden Geraden OX,OY, ferner G der Fußpunkt des von dem Punkte 
P auf die Gerade OY gefällten Lotes; wenn dann 
PF=l, OF— a, OG — m', PG=c und <$FPG = ß 
ist, so gibt es nach den Sätzen I und II ein rechtwinkliges Dreieck, mit der 
Y 
Abb. 1 
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Hypotenuse m, den Katheten a und /' und den diesen gegenüberliegenden 
Winkeln - y — p'bzw. y, d. h., es ist OP' — m. Hieraus folgt sofort, daß jedem 
Punkt, der auf dem Kreise mit dem Mittelpunkt, О durch den Punkt P' und 
auf derselben Seite der Geraden OX wie der Punkt P liegt, ein und nur ein 
Punkt der Geraden PG entspricht, und umgekehrt. 
Wenn A ein Punkt der Geraden O X ist, so 
daß OA = m ist, so wird die im Punkte A auf 
der Geraden O X errichtete Senkrechte zu der Ge-
raden PG parallel, da nach Definition 
/ / ( ш ) + / / ( /« ' ) = у 
ist, und so ist die Halbgerade von О aus, die zu 
der Halbgeraden GP parallel ist, auch zu der 
Geraden parallel, die im Punkte A auf der Gera-
den OX senkrecht steht (Abb. 2). 
3 . Auf Grund des Obigen läßt sich nun das 
Axiom К leicht als Satz beweisen. Zu diesem 
Zwecke sei F der Fußpunkt des von dem Mittel-
punkt О des Kreises к auf die beliebige Gerade l gefällten Lotes (Abb. 1). 
Wenn es einen Punkt der Geraden / im Inneren des Kreises к gibt, so können wir 
leicht nachweisen, daß auch der Punkt F im Inneren des Kreises к liegt, d . h . 
wenn wir den Halbmesser des Kreises mit m bezeichnen, so ist O F < m . 
Es sei G ein Punkt der im Punkte О auf der Geraden OF errichteten Senk-
rechten, so daß OG = m' ist; dann entspricht nach dem Obigen bei der 
Abbildung der durch die Gerade OF bestimmten und den Punkt G enthal-
tenden Halbebene durch komplementäre Ordinaten auf sich selbst jedem 
Punkte des Kreises, welcher derselben Halbebene angehört, ein Punkt der in 
G auf der Geraden OG errichteten Senkrechten und umgekehrt; ferner 
entspricht jedem Punkte der Geraden /, welcher dieser Halbebene angehört, 
ein auf derselben Halbebene liegender Punkt der Geraden /. Die Gerade / 
und die im Punkte G auf der Geraden OG errichtete Senkrechte haben einen 
Punkt P gemein; im entgegengesetzten Falle wäre, falls die Strecke O F mit 
a bezeichnet wird, 
/ 7 ( ö ) + /7(/h') л; 
im Gegensatz zu unserer Voraussetzung, daß a<m ist. Dem Punkte P ent-
spricht nach dem Obigen ein Punkt P ' der Geraden / derart, daß O P ' = m 
ist, d. h., es ist P' ein gemeinsamer Punkt des Kreises к und der Geraden 
/, w. z. b. w. 
Y 
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Es seien nun k und ki zwei Kreise mit dem Mittelpunkten O bzw. Oü 
wir setzen voraus, daß der Kreis ki einen Punkt im Inneren und einen anderen 
im Äußeren des Kreises k hat. Es seien weiterhin A, A' zwei Punkte des 
Kreises k und B,B' zwei Punkte des Kreises k\, die auf der Geraden OOi 
liegen; nach unserer Voraussetzung lassen sich diese Punkte stets in der Weise 
bezeichnen, daß der Punkt A zwischen B und B' und auch zwischen A' und 
B' und ferner der Punkt B zwischen A' und B' und auch zwischen A und A' 
liegt. 
Wir betrachten eine der beiden durch die Gerade AB bestimmten Halb-
ebenen und bezeichnen mit k und k\ auch die durch die Punkte A, A' und 
B, B' bestimmten Halbkreise der Kreise k bzw. ks, deren sämtliche Punkte 
dieser Halbebene angehören. Bei der Abbildung dieser 
Halbebene durch komplementäre Ordinaten auf sich selbst 
entspricht den Halbkreisen k und ki je eine Gerade, die zu-
folge der Eineindeutigkeit der Abbildung voneinander ver-
schieden sind. Die in den Punkten B und A auf der Geraden 
AB errichteten Senkrechten schneiden die den Halbkreisen 
k und ki entsprechenden Geraden in den Punkten F bzw. G; 
wir bezeichnen mit / eine Halbgerade der ersten Geraden 
von dem Punkt F aus, die auf derselben Seite der Geraden BF 
Abb. 3 wie der Punkt A liegt, und mit g eine Halbgerade der zwei-
ten Geraden von G aus, die auf derselben Seite der Geraden 
AG wie der Punkt B liegt (Abb. 3). Nach unserer obigen Überlegung ist die 
Halbgerade / zu der Halbgeraden AG parallel; da ferner alle Punkte der 
Halbgeraden / auf ein und derselben Seite der Geraden AB liegen, so 
schneidet die Halbgerade / die Gerade AB nicht; somit folgt nach 'Axiom 
11 4, daß die Halbgerade / mit der Strecke BG keinen Punkt gemein hat, 
und somit liegt / außerhalb des Winkels BFG. Hieraus ergibt sich, daß die 
Halbgerade / und der Punkt A auf verschiedenen Seiten der Geraden FG lie-
gen, da sie sich auf ein und derselben Seite der durch den anderen Schenkel 
des Winkels BFG bestimmten Geraden.BF befinden. Auf ähnliche Art schließen 
wir, daß die Halbgerade g auf derselben Seite der Geraden FG liegt wie die 
Halbgerade / . Die Gerade BF zerfällt in zwei vom Punkte F ausgehende 
Halbgeraden; wenn wir diejenige dieser Halbgeraden mit h bezeichnen, 
die auf derselben Seite der Geraden FG liegt wie die Halbgerade / , so ist 
nach dem Obigen die Halbgerade g zu der Halbgeraden Ii parallel. Hieraus 
folgt, daß die Halbgeraden / und g einen Punkt P gemein haben. Wenn 
dann Q der Fußpunkt des von dem Punkte P auf die Gerade AB gefällten 
Lotes ist und P' ein solcher Punkt des Halbstrahls Q P i s t , daß die zu den 
Strecken Q P = y u n d QP' — y' gehörigen Parallelwinkel einander zu einem 
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rechten Winkel ergänzen, d. h. 
/ 7 ( j ; ) + / 7 ( / ) 
wird, so ist P' ein gemeinsamer Punkt der Kreise k und ki, w. z. b. w. 
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Die Ringe mit lauter isomorphen nichttrivialen 
endlich erzeugbaren Unterringen 
Von F. SZÁSZ in Budapest 
Professor L. Rede i zum 60. Geburlstag gewidmet 
Ein Ring A wird ein ß - R i n g genannt, wenn die nichttrivialen (d. h. 
von A und von O verschiedenen) endlich erzeugbaren Unterringe von A' 
untereinander isomorph sind. Unser Zweck ist die sämtlichen ß -R inge zu 
bestimmen. Die Ringe A ohne nichttriviale Unterringe, also die Ringe A mit 
\A\=p oder 1 sind ebenfalls als ß - R i n g e anzusehen, wobei |J4| die Mäch-
tigkeit von A und p eine Primzahl bezeichnet. / bezeichnet den Ring der 
ganzen rationalen Zahlen. Bezüglich der nötigen Grundbegriffe der Algebra 
verweisen wir auf die Lehrbücher fl], [2] und [3]. 
RÉDEI und SZELE [4] haben die Ringe mit torsionsfreier additiver Gruppe 
ersten Ranges bestimmt. Insbesondere werden wir gewinnen, daß die unend-
lichen ß -R inge mit den torsionsfreien Zeroringen ersten Ranges übereinstimmen. 
Wir werden später die folgenden drei elementaren Vorbemerkungen oft 
berücksichtigen: 
1. Jeder Unterring eines ß -R inges ist ebenfalls ein ß -Ring . 
2. Jedes Element a von der (additiven) Ordnung O(ö) = / ? ( 6 / , 1^0) 
eines ß - R i n g e s A ist die Wurzel eines Polynoms: 
• / ( x ) ( £ x(//(/z)) [x], =f= 0), 
denn im entgegengesetzten Fall wären die endlich erzeugten nichttrivialen 
Unterringe {o2} und {a-, untereinander nichtisomorph, sogar könnte der 
zweite nicht durch ein Element erzeugt werden. 
3. Jeder endliche nichtnilpotente ß - R i n g A mit der Bedingung pA—0 
ist halbeinfach, denn ein solcher Ring A besitzt einen. Unterring {e} mit 
é¿ = e=f=0, woraus folgt, daß A überhaupt keine nilpotenten Elemente (=£0) 
haben kann. Hierbei bezeichnet {..., x„,...} den durch die eingeklammerten 
Elemente erzeugten Unterring von A. 
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Es gilt der 
Satz. Jeder Q-Ring ist zu einem der folgenden Ringe isomorph: 
1. die Zeroringe mit torsionsfreier additiver Gruppe ersten Ranges; 
2. die Ringe mit zyklischer additiver Gruppe von der Ordnung p1 oder p; 
3. die direkten Summen KP@KV von zwei isomorphen endlichen Prim-
körpern ; 
4. die endlichen Körper von der Ordnung p'< (p und q sind beliebige 
Primzahlen); 
5. die Ringe A mit Ä'=-pA = 0 und \A\=^pl\ 
6. die Ringe A = {a} mit den definierenden Gleichungen pa = er = 0. 
B e w e i s . Da alle im Satz erwähnten Ringe offenbar ß -R inge sind, 
genügt es zu beweisen, dass jeder ß - R i n g tatsächlich zu einem der erwähnten 
Ringe isomorph ist. Es sei also A ein beliebiger ß -Ring . 
Wir beweisen, daß die additive Gruppe eines ß -Ringes A entweder 
torsionsfrei oder periodisch ist. Im engegengesetzten Fall gibt es nämlich in 
A Elemente a und b mit 
«^0, b=h0, 0(a) = n&=0,tr), 0(6) = 0, 
und es gelten {mb} = {b} = A für jede Zahl m (=£0, £ / ) , da {o> und {b} 
nichtisomorph sind. Hiernach ist aber A f wegen 
m A — m {b} 3 {m b) = A 3 m A 
offenbar eine vollständige („divisible") Abelsche Gruppe. Also enthält / T we-
gen 0(a)=f= 0 eine Untergruppe Z(pm). Da jede Untergruppe von Z(pm) auch 
ein Unterring von A ist, besitzt ein ß - R i n g A gewiß keine Untergruppe 
Z(pm). Dieser Widerspruch zeigt, daß A+ entweder torsionsfrei, oder perio-
disch ist. 
Es wird jetzt bewiesen, daß jeder ß - R i n g A mit einer torsionsfreien 
additiven Gruppe A+ Nullteiler enthalten soll. Aus der Voraussetzung, daß 
ein ß - R i n g mit torsionsfreier additiver Gruppe A+ nullteilerfrei ist, kann 
nämlich ein Widerspruch folgenderweise abgeleitet werden. 
Ist a=j= 0 ein beliebiges Element des nullteilerfreien ß -Ringes A mit 
einer torsionsfreien additiven Gruppe A+, so gelten für jedes Minimalpolynom 
fix) + n.x1 + • • • + «sx* (ll; £ / ) 
von o, das wegen der Vorbemerkung 2 gewiß existiert, offenbar n,x=j=0 und 
n3x*=f= 0, denn A ist jetzt nullteilerfrei. Mit einer Zahl n0(=f= 0, £ / ) erhält man 
/7 0 { / i„ű} =f= 0, n(i[nsa) =f= (/7.,ö}, 
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wobei die Gruppe {nsa.y wegen 
(nsa)" + /2,_i(n,o)s"' H h ih 'ni (nsa) = 0 
eine endlich erzeugbare Abelsche Gruppe ist. 
Es sei jetzt b = n„nsa(=f=Qi) mit einem Minimalpolynom 
g(x) = nux-] \-m,x'(m:i£l, m^x=f= 0, m,x> =f= 0). 
Bezeichnet cp einen Isomorphismus von dem nichttrivialen Unterring {b} auf 
den nichttrivialen Unterring {/«,&} von A, so existiert ein Paar von Polynomen 
h{x), h,{x){£x-l[x],4=0) 
mit den Bedingungen 
b(p = h{m^b){(:{m^b}), hijn^x) — m^(x). 
Ist ferner ö, = ( 6 ) ( £ {¿?}), so erhält man offenbar 
g(m,bi) = g(m, A, (b)) = g(h (ma b)) = 
= g(b<p) = g(b)cp = 0rp = 0. 
Kürzt man aber durch m? 0) in der (explizit aufgeschriebenen) Gleichung 
g(ßh b])== 0 ab, was wegen der vorausgesetzten Torsionsfreiheit von A+ er-
laubt ist, so ergibt sich wegen 
£•(*) = "ii-H \-mtx> 
sofort b, = ebi(={=0) mit der Bezeichnung 
e = —(m-ibi + mAtih bi-\ \- mtMif^b'i'1). 
Da aber A nach der Voraussetzung nullteilerfrei ist, so ist e wegen 
6, = e ö , =£0 das Einselement von A. Dann gilt auch {ejs^I, was wegen 
Vorbemerkung 1 einen Widerspruch bedeutet, denn 1 ist offenbar kein ß -
Ring. 
Also besitzt jeder ß - R i n g A mit einer torsionsfreien additiven Gruppe 
A+ Elemente )>i=J=0 und y2=f= 0 mit = Es wird jetzt y l ^ O folgen-
derweise bewiesen. Sind {y,} und {)>2} nicht beide nichttriviale Unterringe 
von A, so können wir von diesen Elementen y, und y., auf weitere Elemente 
Z\ =f= 0 und z2=f=0 mit ZiZ2 = 0 übergehen, mit denen beide Unterringe {;?]} 
und {z2} von A nichttrivial sind. Die Unterringe {ky;} sind nämlich mit einer 
geeigneten natürlichen Zahl k gewiß nichttrivial. Dann können die additiven 
Gruppen der Ringe {2,} ( / = 1 , 2 ) durch gewisse endliche Systeme von Ele-
menten 
Z;, z f , z'i, . . zi' 
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erzeugt werden. Daher sind aber wegen 2,22 = 0 die endlich vielen Elemente 
2 3 /.-, Z\, Z1, Zi, ..., Z1 
2 3' 22, Z0Z1, Z2Z1, ZnZ 1,..., Z-2.Z 1 
2 2 2 2 ° 3 2 //, 
Z2, Z">Zi, Z2Z1, Z»Zi,..., ZÜZ1 
» 3 3 2 a 3 
Z->, 2221, Z»Z i, Z'iZi,..., 2^>2i 
f.-., /.., 2 /.-., 3 /.., 22", 22"2I, Z'2'Zi, Zi'Zi,..., Z-£Z\ 
die additiven Erzeugenden der Gruppe {zuz-,}+, die hiernach die direkte 
Summe von endlich vielen zyklischen Gruppen ist. Wir werden jetzt auf wei-
tere Elemente v^=f= 0 und v2=f= 0 mit {vuv.i}=f=A und i y / ; 2 = 0 übergehen. 
Ist {z,,Zo\ = A, so ist A+ die direkte Summe von endlich vielen zyklischen 
Gruppen, woraus die Existenz einer Zahl mit k0A+ 4= A+ folgt. 
Dann seien vi — k,rz, und •>;., = kn-z>,. Ist aber {z1( z«) =t=A, so seien v^ — z^ 
und i/o = 23. In beiden Fällen erhält man , 4= A mit IH- V., = 0, und es 
wird jetzt {(/!, v;2p = 0 folgenderweise bewiesen. 
Da im ß - R i n g A die additiven. Untergruppen {vi1"} von {?;]} und {v;2} + 
von {'¡/2} denselben endlichen (torsionsfreien) Rang besitzen, liegt ein Viel-
faches /';2 0(/ € / ) von v» im Unterring {/;]}. Hiernach existiert ein Polynom 
*(*)(¥= 0, ix-I[x\) 
mit iv(/;i) = lv.,, woraus wegen v;1v;2 = 0 und w ( / ; , ) - = 0 gewiß h i = 0 folgt. 
Wegen der Torsionsfreiheit von A+ und l=f= 0 gilt auch »4 = 0. Also ist 
{t2}+ ein Zeroring mit einer unendlichen zyklischen additiven Gruppe. Da 
hiernach jeder endlich erzeugbare echte Unterring U von A ein zyklischer 
Zeroring ist, kann man A'2 = 0 und Rang 4 + = l beweisen. 
{hx\ ist nämlich für jedes x £ A mit einer geeigneten Zahl /<,(^0, £ / ) 
ein echter Unterring von A, und aus (/Ox)2 = 0 folgt x- — 0 für jedes x, denn 
A+ ist torsionsfrei. Ferner gewinnen wir aus (x-fj>)2 = 0 gewiß yx = —xy 
für beliebige x, y(-A, woraus folgt, daß {x,y}+ die direkte Summe von end-
lich vielen zyklischen Gruppen ist. Dann existiert eine Zahl mn(=f= 0, £ / ) mit 
{max, may}=f=A. Da \m0x, m0y) nach den vorigen ein zyklischer Zeroring ist, 
erhält man wegen der Torsionsfreiheit tatsächlich /4- = 0 und auch Rang 
/ 1 + = 1 . Also ist A ein Zeroring ersten Ranges. 
Nach den vorigen ist die additive Gruppe eines ß -Ringes A, der ein 
Element 0 von der additiven Ordnung 0(a)=f= 0 hat, periodisch. Ist die 
Ordnung 0(o«) eines Elementes A eine Primzahl p, so ist gewiß p M = 0, 
denn im Falle der Existenz eines Elementes ih £ A mit 0 (ö , ) = p:l wären 
{a0} und {pOi} echte nichtisomorphe Unterringe von A. Also ist A+ wegen 
der Definition des ß -Ringes eine p2-beschränkte Abelsche p-Gruppe. 
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Es sei jetzt A[p] = [x\px = Q, x £ ^4]. Dann ist A[p] ein Ideai von A, 
und {b} ist wegen Vorbemerkung 2 für jedes b£A[p\ ein endlicher Unter-
ring von A. Da A[p] im Fall A=f= 0, p-A — 0 von Null verschieden ist, und 
der Unterring 
{b){j=0,A[p}) 
minimale Unterringe (=j=0) enthält, die entweder Körper, oder Zeroringe, alle 
von Primzahlordnung sind, so hat jeder endlich erzeugbare nichttriviale Un-
terring von A im Falle psA = 0 gewiß die Ordnung p. 
Wir beweisen, daß jeder ß - R i n g mit p-A==0 endlich ist. Gilt pA=fc0, 
so ist Rang (v4[ /? ] )=l , denn die endlich erzeugbaren Unterringe 5 von A[p] 
sind, wie es in vorigen gezeigt wurde, von der Ordnung p. Dann gilt aber 
auch Rang A+ — 1, woraus 
A = {a}, p2a = 0, et1 = da(d £ I ) 
folgen. Also ist A+ zyklisch. Gilt nun pA — 0, d. h. A[p} = A, so ist A im 
Fall A = {ö} wegen Vorbemerkung 2 endlich, denn eine Potenz von a kann 
durch die niedrigeren Potenzen von a ausgedrückt werden. Gelten aber 
pA — 0 und A=j={a\ für jedes a, so folgt aus der Existenz von minimalen 
Unterringen (^=0) in {ö} sofort |{a} |=/? . Es gibt also zu jedem Paar von 
Elementen a=f= 0, b=j= 0 mit ö(£{ö} ganze rationale Zahlen iu, ih derart, daß 
(a + bf = (a + b), a- = n2a, b'1 = nitb 
bestehen. Die Endlichkeit von ja, 6} folgt nun aus 
ba = (//, — — n)b—ab. 
Da aber im Falle {a, b)=j= A die Unterringe {a, b} und {a} beide von Primzahl-
ordnung wären, was wegen unmöglich ist, gilt gewiß {a,b) — A. 
Also ist A endlich. Unser Satz in [5] bestimmt ganz explizit alle Ringe, de-
ren alle echte Unterringe zyklische additive Gruppen besitzen. Da die addi-
tive Gruppe von jedem echten Unterringe des endlichen ß -R inges A nach 
den vorigen die Ordnung p hat, so kann der Satz in [5] angewendet werden. 
Hiernach hat jeder ß - R i n g A{=j= 0) mit pA=0 die Mächtigkeit \A\=p'>,p1 
oder p. (Hierbei sind p und q beliebige Primzahlen.) 
Im Fall \A\=p ist A+ offenbar zyklisch. 
In weiteren genügt es nur den Fall pA = 0 unterzusuchen, denn im 
Fall pA=£0,' p-A = 0 ist A+ zyklisch. 
Ist der endliche ß - R i n g A{=)= 0) mit / M = 0 und \A\=j=p halbeinfach, 
so folgt aus dem Wedderburn—Artinschen Struktursatz und der Definition 
des ß -R inges entweder A s z K p Q K p mit einem endlichen Primkörper Kp , 
oder A^K mit einem endlichen Körper K von der Ordnung pq, wobei p 
und q beliebige Primzahlen sind. 
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Ist zum Schluß der endliche ß -R ing A mit pA=0 und \A\=f=p kein 
halbeinfacher Ring, so ist A wegen Vorbemerkung 3 gewiß nilpotent, und 
nach [5] folgt sofort \A\=p\ Wir unterscheiden wiederum zwei Fälle. 
Kann A mit pA=-= 0, \A\=p\ A" = 0 durch ein Element nicht erzeugt 
werden, so gilt A = {a, b} mit 
et = pci = b- = pb = {«} n {b} = 0. 
Hiernach ergibt sich fl6 = /1fl + /iö(/1 £ / ) , woraus auch 
0 = ab2 = lxab = l\a + lj,b, l'ia = — U±b £ {a) n {b} 
folgen. Daher ist p\k und ganz ähnlich auch p\U. Also gilt ab = 0. Ähnlich 
gewinnen wir auch ba = 0, folglich j4- = 0. 
Läßt sich aber A durch ein Element a £ A erzeugen, gelten ferner 
A = {a}, \A\=p-, pa = a" = 0 ( a ' - ' ^ O , 2, so erhält man a:i = 
= n i i d + mo(f mit n i i ^ I . Unser Zweck ist nun ä' — Q zu beweisen. Im Fall 
a'= 0 ist wegen \A\=p1 gewiß a~=f= 0. 
Wäre (p, /7? i )=l , so gäbe es eine Zahl nt mit 
m,/2,==l (mod p) («i £ /), 
woraus man mit der Bezeichnung 
0 = ^(0-—m,fl ) ( £ { a | ) 
eine Gleichung a = ab erhält. Daher gilt aber auch 
a = ab = ab1 = --- = ab11'' £ {a}n = = 0, 
was wegen 0 unmöglich ist. Also ergibt sich plm, und a' = mia1. 
Im Fall (p. kann auch die Kongruenz 
m, -n.2 = 1 (mod p) («2 (j / ) 
gelöst werden. Dann ist a2 = ä-(n2a), woraus wegen a'1 — 0 offenbar a2 = ---
• • • = öä(/i2ö)" = 0 folgt, was der Voraussetzung \A\=p>- widerspricht. 
Also ist im Fall A = {a), \A\=p-, pa = an = 0 (ö " " 1 ^0) gewiß as = 0, 
w. z. b. w. Damit haben wir den Satz bewiesen. 
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Subrings of Algebraic Number Fields 
By R. A. BEAUMONT and R. S. PIERCE >) in Seattle (Washington, U. S. A.) 
1. I n t r o d u c t i o n . This paper is a continuation of the authors' work 
([1] and [5]) on torsion-free rings. We are concerned here with subrings of 
algebraic number fields. Throughout the paper, K will denote a fixed algebraic 
number field and J will denote the ring of algebraic integers in K. We will 
restrict our attention to subrings of K whose quotient field is all of K. Since 
K can be arbitrary, this is not really and additional restriction. If A is any 
subring of K, then QA (where Q is the field of rational numbers) is a sub-
field of K. Thus if the quotient field of A is K, then A is full in K in the 
sense that for any x^K, there is a non-zero integer n such that nx£A. 
The paper is mainly devoted to the . problem of classifying the subrings 
of K. In the first section we classify the (full) subrings of K up to the equi-
valence relation quasi-equality. Two subrings A and B of I< are called quasi-
equal (symbolically, A^=B) if A n B has finite index in both A and B. Be-
cause of the finiteness of rank, this is equivalent to the existence of a non-
zero integer n such that nA^B and nB^A. The basic result of Section 2 
is that each quasi-equality class of full subrings of K contains a unique 
integrally closed ring which is the largest ring in the quasi-equality class. 
It follows that the various quasi-equality classes of subrings of I< are in 
one-to-one correspondence with sets of prime ideals of J. In Section 3 we 
take up the classification of the rings belonging to a given quasi-equality 
class. The results of Section 2 make this equivalent to finding all subrings 
of finite index in an integrally closed subring of K. We show that if Jn is 
the integrally closed subring of of K associated with the set IT of prime 
ideals of J, then there is a one-to-one correspondence between the subrings 
of finite index in Jn and the open subrings of the compact topological ring 
y,* J(P), where J(P) is the P-adic completion of J with the metric topo-
dén 
logy and the product topology is imposed on the complete direct sum. 
') This work was supported by the National Science Foundation Research Grant 
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Using this result, it is possible to characterize those sets U such that Jn 
contains no proper subring of finite index having an identity element. In 
Section 4, we characterize in strictly group theoretical terms those torsion 
free abelian groups which are isomorphic to the additive group of a subring 
of an algebraic number field. 
Generally speaking, in this paper the notation and terminology of [1] 
and [5] is used. Exceptions are the use of Q to denote the field of rationals 
and Z(p) and Q(p) to denote the p-adic completions of Z (the ring of in-
tegers) and Q respectively. If P is any prime ideal of the ring J, let 
Jp = {x/y\x, y^J, y$P}- Also, if II is a set of prime ideals in J, define 
Note that J0 = K. Denote by vP the valuation of K associated with the prime 
ideal P of J. It is not necessary to normalize vP. Thus vP can be defined 
on J by letting vP(0) = 0 and for x=f= 0, vP(x)—p-k, where p is the unique 
rational prime in P and Pk is the highest power of P dividing the princi-
pal ideal (x). Then vP is extended multiplicatively to K. It is also convenient 
to extend vP to the non-zero ideals of J, defining vP{l) = p~k, where Pk is 
the highest power of P dividing I. Then w satisfies the inequality 
vP(x—y) ^ max {vP(x), vP{y)), x,y£K, 
and if vj_,(x)=fcvp{y), then equality holds. Moreover, it is easy to show that 
for any x£K, if and only if x£jP. Denote by J(P) and K(P) the 
completions of J and K with respect to vP. Then J(P) and K(P) are metric 
topological rings (containing J and K respectively) with a metric which ex-
tends vP . The extended metric can be denoted by vP without confusion. As 
a topological space, J(P) is compact. It is well known that the identical 
mapping of J into J(P) can be extended to an isomorphism of Jv into 
J(P). Note that vP(/tPx) = vP(:c). 
2 . Class i f icat ion o f quas i -equal i ty c lasses . The proof of the main 
theorem of this section is based on the results of [1]. To make this proof 
intelligible, it is necessary to explain some of the concepts introduced there. 
Define a ring q. d. invariant of K .to be a function d which assigns to each 
rational prime p an ideal dp in the ring Q{p)®K. The ring q. d. invariants 
are ordered by defining d^d' if dp^d'p for all p. With this ordering, the 
ring q. d. invariants form a complete lattice (actually, a complete, atomic 
Boolean algebra). There is also a natural way to order the quasi-equality 
classes of full subrings of K. This is obtained by defining the class of the 
ring A to be less than or equal to the class of the ring B if nA^B for 
some non-zero integer n. 
204 R. A. Beaumont and R. S. Pierce 
L e m m a 2.1 . There is a one-to-one order preserving correspondence 
between the quasi-equality classes of full subrings of K and the ring q. d. 
invariants of K. This correspondence is induced by the mapping which as-
sociates with the full subring A the q. d. invariant d(.4), where 6P(A) is the 
maximal divisible subgroup of Z(p)®A (considered as a subgroup of Q(p)®!<). 
P r o o f . See [1, Corollary 4 . 9 and Theorem 1.10]. 
It follows from this result alone that there is a one-to-one correspon-
dence between the quasi-equality classes of full subrings of I< and the sub-
sets of the prime ideals of J. Indeed, it is a classical result (due essentially 
to Hensel) that 
(1) Q(p)®K^K(P) + ••• + I<(P,), 
where Pt,...,P,, are the distinct prime ideal divisors of the principal ideal 
(p) (see [3, pp. 9 6 - 9 8 ] ) . The ideals of the ring K(P,) + • • • + K(P„) are 
precisely the partial sums K(P,) + ••• + K(Pit), where 1 < / , ^ g . 
Thus, the ring q. d. invariants can be determined by specifying the set 
Pil,...,Pir of prime ideals corresponding to each rational prime p. For 
future reference, we note that the projections 7c-L\Q(p)® K-*K(P) corres-
ponding to the isomorphism (1) are obtained by mapping 
III f CD CD f III \ 
<2) ^ £ ajl: p ® -+ .Z LZ ajt;p"xj , ajk £ Z, j= i U=-n J i = - » i j = i J 
where the infinite sum on the left is taken in the p-adic topology of Q(p) 
and the infinite sum on the right side is taken in the topology of the metric 
Vl; On K(Pi). 
Our first objective in this section is to determine the q. d. invariants 
associated with the various rings /,>. It is convenient to obtain these in-
directly. 
If A is a subring of K, then we say that x^K is integral over A, if 
x is integral (in the usual sense) over the ring {A, 1} where 1 is the iden-
tity of K. By the integral closure of A, we mean the ring of all elements of 
K which are integral over A. It is easy to show (see [4]) that the integral 
closure of A is the intersection of all valuation rings Jt- containing A, since 
Jr 3 A if and only if Jr 2 {A, 1}. 
L e m m a 2 .2 . if A is a proper full subring of K, then A c Jr for some 
proper prime ideal P of J. 
P r o o f . By the above remarks, it is sufficient to show that the integral 
closure of A is a proper subring of K. Since A is a full subring of K, there 
is an integer n=j= 0 such that «-1 £ A. Thus {A,V(/A has bounded order. 
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Since A is a proper subring of K, K/A is a non-trivial divisible group. 
Hence {A, \}=f=K, that is, {A, 1} is a proper subring of K. Thus, there is a 
rationaTprime p such that \/p${A, 1). Then 1 jp is not integral over A, 
because (1 /p)" + a,(\/p)"~l H 1-<7„ = 0, <7, € {A, 1} implies that \/p = 
= ~(al+---+p"-la„)i{A,\}. 
L e m m a 2.3. If A is a subring of K, P is a prime ideal of J, and if 
nA c for some non-zero integer n, then A ^/r-
P r o o f . Let a- £ A. Then X'-^A for all exponents k i g l . Hence 
vr{n)ur{x)k = vp{nx'r)=l. Since k can be arbitrarily large, this implies that 
?."vCx) = 1 - Therefore x£Jr. 
C o r o l l a r y 2*4. If P is a prime ideal of J, then d(Ji>) is a maximal 
ring q. d. invariant. 
P r o o f . By Lemmas 2 . 2 and 2 .3 , and the fact that there are no in-
clusion relations between distinct valuation rings, the quasi-equality classes 
of the rings Jp are maximal. Hence, the corollary follows from Lemma 2 .1 . 
L e m m a 2. 5. Let P be a prime ideal of J. Let p be the rational prime 
belonging to P. Then if q =f= p, (l,(Jr) = Q(q)®K. Under the isomorphism 
(1), <>,,(_/,•) corresponds to K(P,) + • • • + + K(Pi+i) + • • • + K(P„), 
where P, = P. 
P r o o f . Since dp(Jr) is an ideal, .'c,(r)(, (/,,)) = K(P;) or 0. If (')',,(//•)) 
= K{Pi), then :-r,(Z(p) ®J,) = K(P). But this is impossible since vPi(x) 1 
for all x ^ J r = J p ; and it follows readily from (2) that vr.(z)-^\ for all 
z£rci(Z(p)®Jr). The lemma now follows from Corollary 2 .4 . 
L e m m a 2 .6 . Let II be a set of prime ideats of J. Then d(Ju) = 
= g . l . b .{ r ) ' (y / , ) |PC/7} . 
P r o o f . Since Jn £ Jp for all P £ /7, <){Jn) < g. 1. b. \<HJp)\Pi //>- By 
Lemma 2. 1, there is a ring A such that d(A) = g. 1. b. {t) ' ( /p) |P£ /7}. Thus 
d(A)^d(Jp) for all P^ i f . Hence, by Lemmas 2. 1 and 2.3, A^Jp for all 
P£/I. Consequently, A^ f l Ji'—Jn- This implies that 
g. 1. b. \'HJ,-)\P€ /7} = 'HA) < d(Jn). 
T h e o r e m 2. 7. In each quasi-equality class of full subrings of K, 
there is one and only one integrally closed ring. This ring is the integral 
closure of every ring in the class. 
P r o o f . By Lemmas 2 . 5 and 2 .6 , dp(Jn) is isomorphic to the ring 
direct sum of all K(P) with p^P^W. Thus, by Lemma 2.1, if 77, =£ /7 , , 
A 14 
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then Jn\ is not quasi-equal to Jns, and every quasi-equality class contains 
one of the rings Jn. Since Jn is an intersection of valuation rings, it is 
integrally closed. Suppose A ^ J n . If P £ f f , then n A ^ J P for some non-zero 
integer n. Thus, by Lemma 2 .3 , A^kJ,*. Consequently, A^Jw^Jn, where 
/7 ' = {P\JV^A} and Jn> is the integral closure of A. This implies that Jrv--Jri 
and therefore 77' = /7. 
R e m a r k s . It follows from Theorem 2 . 7 that the conductor of the 
integral closure of any subring of an algebraic number field is a non-zero 
ideal. Thus it is possible to reduce a large part of the ideal theory of such 
a ring to that of its integral closure (see [4, pp. 91—92]). Moreover, if A is 
any full subring of K, then every non-zero ideal / of A contains a non-zero 
integer (since 0 =f=x£l and nx~l £A implies n £ / ) and therefore A/1 is a 
group of finite rank and bounded order. Thus, A/I must be finite. This ob-
servation has the consequences that A is Noetherian and its prime ideals are 
maximal. If A is also integrally closed, then it is a Dedekind ring. It is easy 
to see that the prime ideals of Jn are precisely the ideals PJn, where PZ /J. 
Although the quasi-equality classes of full subrings of K are comple-
tely specified by designating a set of prime ideals of J, it is convenient for 
some purposes to label these classes in a different way. 
D e f i n i t i o n 2 . 8 . Let 77 be a set of prime ideals of J. For each ra-
tional prime p, let 
iv(ri)=p? ...p;:k, 
where Pu...,Pk are the distinct prime ideals in /7 which contain p, and e, 
is the highest power of Pi dividing (p) (that is, e, is the ramification index 
of Pi in (p)). If no prime ideal in 77 contains p, let 4 ( 7 7 ) = / . 
If {4} is a system of ideals of J (one for each rational prime p), then 
there is a set 77 of prime ideals of J such that Iv = lP(TI) for all p if and 
only if for each p , (p) = /J)/,' with Ip and //, relatively prime. Moreover the 
set 77 is uniquely determined as the set of all prime ideals P such that P 
divides one of the ideals /,,. 
P r o p o s i t i o n 2 .9 . Let F be a subfield of K and denote by J„ the 
ring of integers in F. Let 770 be a set of prime ideals of J0 and define 
77 = {P, prime ideal of J\P^P0 for some P, £ 770). For any P, £ //„, let 
JOP„ be the valuation ring of F associated with P 0 and let JON„= f l JOT,,- Then 
(i) J a is the integral closure of Jm„ in K\ 
(ii) there is a basis {x], . . . , x„,} of K over F such that 
JN =J<>n0Xi - | HJON0x,„; 
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(iii) Jou„ =Jn C\F\ 
( i v ) / „ ( . / / ) = / , ( ( f l o ) . y for all p. 
P r o o f . By definition, Jn is the intersection of all valuation rings of K 
which contain Jm„- Thus, Jn is the integral closure of /0/;0. To prove (ii), 
note that there is a basis {x i , . . . ,x ,„} of K over F such that Jn^=JonaXi-\-
H hJon„xm (see [6, p. 264]). If n is a non-zero integer such that nx.^Jn 
for i=\,...,m, then n(J0noXi-\ \-J0n0xm)^Jn. Thus, these two groups 
are quasi-equal. The property (iii) foilows from the observations that 
Jn C\ Jon0 and every element of Jnf)F is integral over the integrally closed 
ring /on„. The statement (iv) is clear from the definitions of /,,(/1) and I,,(.iIo) 
because of the unique factorization of ideals in J. 
The notion of field of definition of a subring of a simple algebra was 
introduced in [1] and [5]. For full subrings of I<, this concept can be stated 
as follows: a field F^K is a field of definition of A if A (A n F)Xi + 
H h(A n F)xn for some (or equivalently, any) basis { x i , . . . , xm} of K over 
F. It is easy to see that if two rings are quasi-equal, then they have the 
same fields of definition. Proposition 2. 9 leads to a useful characterization 
of the fields of definition of the ring Jn. 
T h e o r e m 2.10. Let II be a set of prime ideals of J. Then a field F 
in K is a field of definition of Jn if and only if each of the ideals I, >(11) is 
generated by elements of F. 
P r o o f . Suppose that F is a field of definition of Jn. Let / 0 be the 
ring of integers in F. Since Jn n F is integrally closed in F, there is a set 
/7o of prime ideals of Jd such that Jn n F—Jm„- Since F is a field of defi-
nition of Jn, it follows that Jn =Jon0Xi H \-Jon„xm, where {x i , . . . , x , „} is 
a basis of K over F. Then by Proposition 2 .9 , Jn=Jir, where /7 ' consists 
of all prime ideals of J which contain a prime ideal of 77,. By Theorem 2.7, 
this implies that 77' — /7 and therefore by Proposition 2 .9 , I,,(Tf ) = /P(/70)y. 
In particular, /¡.(Ll) is generated by elements of F. Conversely, suppose that 
each Ip(IJ) is generated by elements of F. Let /7n be the totality of prime 
ideals of J0 which divide some 4(77) n Z7. Let W be all prime ideals of J 
which contain some ideal of 770. If P^JT, then P> = Pf\ F ^ 4 ( / 7 ) n F for 
some p. Hence P0 € 770 and therefore P £ Z7'. Conversely, if P 6 77', then 
P^.Po^.Ip(fI) n F, where P 0 £ 770. Consequently, P = P - / 3 ( / i , ( 7 7 ) n F)-J = 
= 4(77). Thus, P ^ n . This shows that Jn—Jn', so by Proposition 2 .9 , F 
is a field of definition of Jn. 
C o r o l l a r y 2. 11. If 77 is a set of prime ideals of J, then the follow-
ing conditions are equivalent: 
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(i) If F is a proper subfield of K, there is a rational prime p such that 
/;,(//) is not generated by the elements of F; 
(ii) K is the smallest field of definition of Jn; 
(iii) As a group, Ju is strongly indecomposable (that is, Jn is not quasi-
equal to any proper direct sum). 
P r o o f . The conditions (i) and (ii) are equivalent by Theorem 2.10. 
The equivalence of (ii) and (iii) was proved in [5]. 
C o r o l l a r y 2. 12. Let FJ be a set of prime ideals of J such that for 
some rational prime p, there is precisely one P £ 7/ with p£P, and such that 
this prime ideal is unramified and has degree one. Then K is the smallest 
field of definition of Jn. 
P r o o f . Le F be a field of definition of Jn. Then by Theorem 2. 10, 
P= (P f] F)-J. Thus [K:F\ = degree of P= 1 (see [6, p. 287]). Consequently, 
K is the smallest field of definition of Ju. 
This corollary provides a method of constructing full subrings of K 
whose smallest field of definition is K. Indeed, if II — {P} where P is 
unramified of degree one (and such prime ideals exist in abundance), then 
Jn is such a ring. 
3. T h e q u a s i - i s o m o r p h i s m classes . Our objective in this section is 
to survey all full subrings belonging to a fixed quasi-isomorphism class. By the 
results of Section 2, this is equivalent to the problem of classifying the sub-
rings of finite index in a ring Jn. A fairly obvious method of constructing 
subrings of finite index in Jn is to take the preimage in Jn of subrings of 
finite rings Jn/I, where / is a non-zero ideal of Jn- It is evident that every 
subring of finite index in Jn can be obtained in this way. Unfortunately, the 
same ring may be captured many times, using different ideals of Ju. In order 
to secure uniqueness, one is led to examine the subrings of finite index in 
the inverse limit of the system of rings {Jn/I} (defined in the obvious way). 
It is then natural to look at the structure of this inverse limit. It turns out 
to be a complete direct sum of the rings J(P), P £ El. However, the proof of 
this fact is somewhat intricate. It is easier to relate directly the subrings of 
finite index in Jn to the subrings of finite index in this complete direct 
sum. The main purpose of the present section is to establish this corres-
pondence. 
If, 77 is any set of prime ideals of J, define 
J{n) = I?J{P), pgr; 
the complete direct sum with the cartesian product topology. The elements 
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of J{11) will be denoted Since Jv for all P £ II, there is a uniquely-
defined injection 
J:J„^J(1I), 
obtained by letting d(x) = [/h>x]. For any non-zero ideal / of J, define.. 
= for all P £ H\. 
L e m m a 3. 1. (i) J (IT) is a compact topological ring, (ii) The sets 
V(I) are open and constitute a complete system of neighborhoods of zero in 
J (IT), (iii) zl(J) is dense in J {11). 
P r o o f . Of these assertions, only the last requires comment. Let 
[£,.] £ J ( L f ) and let / be a non-zero ideal of J. Since dp(J) is dense in J{P), 
there exist x P £ j such that vp(/1P(xp)—$p)^vp(I) for all P £ / 7 . By the 
generalized Chinese remainder theorem, there is an x £ J such that vp(x—Xp) = 
^ vr(l) for all P 6 77 satisfying vp{I)< 1. Consequently, d(x) — [SP] $ V(I). 
By (ii) it follows that zt(J) is dense in J ( I I ) . 
L e m m a 3 .2 . If /, and I, are non-zero ideals of J with I ^ I,, then 
V{T)^V(h)^J{L2)+V{Ii). 
P r o o f . If I ^ h , then vp{It)^ vp(1.2) for all P, so that V(h)^ V(Q. 
Suppose £ V(I2). By Lemma 3. 1, there exists x^J such that J(x)— 
6 V(/,). But then VP{X)^ VP(I2) for all P £ II. By the genera l ized Chinese 
remainder theorem, there is an element y ^ J such that vp(x—y)^vP(I) for 
all P £ /7 with vp(I)< 1, and vr{y)^ vv{h) for all P £ IP with VP{I.2)< 1. It 
follows that ¿i(y) — V{I) and that vP(y) g« , . ( / , ) for all P . Hence, y £ I, 
and [£,>]£ z/(/2) + ! / ( / , ) • 
L e m m a 3.3. Let A be a subgroup of Jn which contains the ideal / , 
of J. Then the closure of J (A) in J{ 77) is /1(A) + l/(/„). 
P r o o f . As in any commutative topological group, the closure of zl(A) 
is the intersection f](/I(A) + N), where N ranges over any complete system 
N 
of neighborhoods of zero. Thus, by Lemmas 3. 1 and 3 . 2 this closure is 
Q (¿(A) + I / ( / ) ) = zl(A) + V(I0). Indeed, zl(A) + V(I) ^d(A) + J(I0) + V(I) 2 
^J(A)+V(I„) for / c / „ . 
L e m m a 3 .4 . If I is a non-zero ideal of J, then ¿l'l(V(I)) = IJn-
P r o o f . By definition, ¿¡ed''(V(I)) if and only if vp(u)^vp(I) for all 
P£ /I . By definition of vP , this implies that («) = ¿ / / = / / ' ( / " ) " ' , where / ' 
and / " are (integral) ideals and / " is a product to prime ideals which are 
not in Tl. Thus, 2 £ ( / " ) ' implies z l " ^ j and therefore v p ( z ) ^ \ for all P 
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not dividing / " . In particular, v r ( z ) ^ 1 for all P i II . Thus, z £ j n . It fol-
lows that and therefore u £ l j n . Conversely, if « = x,u/H h 
+ X/. W;,, x, £ /, iv, £ Jii, then for any P £ H, 
vr(u) ^ max {vr(x,)vr(wi),..., vr(x,,)viiwk)} G 
Hence, 
L e m m a 3. 5. The following conditions are equivalent for subgroups L 
o f j ( r i ) : 
(i) L has finite index in / ( /7 ) ; 
(ii) J(.II)/L has bounded order; 
(iii) V(I)^kL for some non-zero ideal I of J; 
(iv) L is open. 
P r o o f . Clearly (i) implies (ii). Property (ii) implies property (iii), 
since if n is a non-zero integer such that nJ(IJ)^L, then V((n)) = nJ(TI)^L. 
If (iii) is satisfied, then L = U {x-f V(I)\x £ L} is a union of open sets, 
hence open. Finally (iv) implies (i) since J(II) is a disjoint union of the 
cosets of L and by the compactness of / (77) , this union must be finite. 
For A^Jn, let z1(A)" denote the closure of J(A) in / (77) . 
T h e o r e m 3. 6. The mappings 
A->zl(A)~, L-*J~\L) 
are inverse, one-to-one correspondences between the subgroups A of finite index 
in Jn and the open subgroups L of J(II). These correspondences send sub-
rings into subrings, subrings with identity into subrings with identity, and 
ideals into ideals. 
P r o o f . If A has finite index in Jn, then A contains a non-zero ideal of 
/ and therefore by Lemmas 3 . 3 and 3 .5 , J(Ai~ is an open subgroup of 
/ (77) . Let / be a non-zero ideal of / such that I J u ^ A . (For example, if 
n J n ^ k A , let / = ( / ; ) . ) Necessarily I^kA. Thus, by Lemmas 3 . 3 and 3 .4 , 
J-,(J(A)~)=J-l(J(A)+ V(l)) = A + J-1(V(I)) = A + /Jn = A. By Lemma 
3 .5 , if L is an open subgroup of J(II), there is a non-zero ideal / in / 
such that V(/)^L. Consequently, by Lemma 3 .4 , J~1-(L)^.IJn^n/n, where 
n is any non-zero integer in J. It follows that ¿TX(L) has finite index in Jn. 
To prove that J(J~l (L))~ = L, we have only to note that L is an open and 
therefore closed subgroup of / (77) , that ¿/(zr'(Z.)) = zl(Jn) n L, and finally 
that ¿l(Jn) is dense in / ( 77 ) (by Lemma 3. 1). The last statements of the 
theorem are consequences of the facts that the closure of a subring of a 
topological ring is itself a subring, and that the closure of an ideal of a 
dense subring is an ideal of the ring. 
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By virtue of Theorem 3.6, the problem of finding subrings of finite 
index in a ring is transferred from Jn to / ( / 7 ) . In many respects, this is a 
simplification. For example, one has the following result. 
P r o p o s i t i o n 3 .7 . Let L be an open subgroup in / (77) . Then 
L = y,*L", where Lv = Ln( Z J(P)) and L" = X J(P) for almost all p. 
P r o o f . By Lemma 3.5, L 3 V ( ( n ) ) , where n is some non-zero rational 
integer. Let 7 7 ' = <P<E /./ n$P\. Then /7—77' is finite and, by definition, V({n)) 
contains 7(77') == ]£*J(P). In particular, V({n)) contains the identity e of J(U'). 
ven> 
Hence eV((n))^eL^ef(/J) = eV((n)). Thus 
L = (\-e)L®eL = (\-e)L®Z*J(P) = V-e)L+ Z* L1', /•en' (j>, n)=i 
since {p,n)=\ implies L n 2 J(P) = V((n)) n X J{P)= 2 J (J3)-
ver en vei'eii i ' 6 ' ' e n 
Now let n=pkn', where (p,n')= 1. Then 
«'(1 -e)L = L n £ 7 (P) ) + ( 1 - - e ) 1/(00). 
Hence, (1—e)L = ^ ( L n T J(P)) + (1—e) ^((»)) = and this last 
J>)H vei'G'l :/'!» 
sum is direct. Therefore, finally L — ^ V ' . 
V 
As an application of these results, we will "count" the subrings of 
finite index in Jn which contain the identity element of K. It turns out that 
Jn either has no proper subrings containing 1, or it has infinitely many such 
subrings. To prove this fact, it suffices by Proposition 3. 7 to examine the 
subrings of J(UP), where TlP = {P £ U\p £ P}. 
L e m m a 3.8. Let A be a torsion free group such that A/pA has rank 
at least two. Let x be any element of A. Define Bi, = {x, p'! A}. Then A = 
P r o o f . Clearly 4 = We must prove that the inclu-
sions are strict. Since A is torsion free, the mapping p : p1"* A p f A is an 
isomorphism which sends pkA onto p':+lA. Hence pkA/pkHA^A/pA has 
rank at least two. From the exactness of the sequence 
0 — (p' A n {x})/(pk+lA n {x}) — pkA/pk+lA -> Bk/B,.+i — 0, 
it follows that fiwcBi, 
C o r o l l a r y 3. 9. Let p be a rational prime. Then the ring /(77,,) = 
X J(P) contains infinitely many distinct open subrings with identity un-
ve'-'en 
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less either II], = 0, or liv = {P}, where P is unramified over p and the 
degree of P is one. 
P r o o f . Let A—J(UP). We can assume that A=/=0. If 11], contains 
more than one prime ideal, than A/pA has rank at least two, because p is 
not a unit of J(P) if pi P. Suppose that A= J(P). If P is ramified over p, 
then A/pA is an algebra (over Z,,) whose radical is neither zero nor the 
whole algebra. Thus again A/pA has rank larger than one. Finally, if P is 
unramified, then A/pA ^ J / P has rank equal to the degree of P. Therefore, 
unless 77,, = {P} where P is unramified of degree one, Lemma 3. 8 is applic-
able and by taking x to be the identity element 1 of K, the corresponding 
subgroups Bi, are actually subrings containing 1. These are open by Lemma 3. 5. 
L e m m a 3. 10. Let P be an unramified prime ideal in J which is of 
degree one. Then the open subgroups of J(P) are precisely those of the form 
p'J(P), nsO, where p is the rational prime belonging to P. in particular, 
there is no proper open subgroup of J(P) containing 1. 
P r o o f . S i n c e P i s unramified and of degree one, J(P)lpJ(P)^J/P^Zn 
(the integers modulo p). Thus, for any k, J(P)/pkJ(P) is a cyclic group of 
order p'\ Suppose L is an open subgroup of J(P). Then by Lemma 3. 5, 
L^.pkJ(P) for some k. Consequently L/pkJ(P) is a subgroup of J(P)/p';J(P). 
Since J(P)/pkJ(P) is cyclic of order pk, there is an integer n^k such that 
L/pkJ(P)=p"{J(P)/pkJ(P)). Thus, L — p"J(P). 
For convenience, we will say that the set 77 of prime ideals of J satis-
fies condition U if 
(i) for any rational prime p, Tlv = (P £ TI\p £ P } contains at most one 
prime ideal, and 
(ii) if P £ 7/ , then P is unramified and of degree one. 
T h e o r e m 3. 11. Let 7.7' be a set of prime ideals of J. If IT satisfies 
condition U, then every subgroup of finite index in Jn is of the form njn, 
where n is a rational integer. In particular, every ideal of Jn is generated 
by a rational integer. Moreover, there is no proper sabring of finite index 
in Jn which contains the identity element. If II fails to satisfy condition U, 
then there is a countable infinity of proper subrings of finite index in Jn, 
each of which contains the identity. 
P r o o f . Suppose that 77 satisfies condition U. Then by Proposition 3. 7 
and Lemma 3. 10, every open subgroup L of / ( / 7 ) is of the form ¿L 
i> 
where Lv = 0 if II], =0 and L" = pHv)J(P) if // , ,=- \P) with k(p) = 0 for 
almost all such p. Moreover if 1 £ L, then £(/?) = 0 for every prime p such 
that JIP=f=0. Let n be the product of all pk("). Then L = nJ(IJ). We con-
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elude from Theorem 3. 6 that each subgroup of finite index in Jn is of the 
form njn, with « = 1 for subgroups containing the identity of K. If 27 does 
not satisfy condition U, then by Corollary 3. 9, Proposition 3. 7 and Theorem 
3. 6, Jn contains infinitely many subrings of finite index, each of which con-
tains the identity. Since Jn/mJn is finite for any non-zero integer m, there 
can be at most a countable number of subrings (or even subgroups) of finite 
index in Jn-
C o r o l l a r y 3.12. Let 7/ be a set of prime ideals of J such that K 
is the smallest field of definition of Jn (see Corollary 2.11). Suppose that 
/ 7 does not satisfy condition U. Then the quasi-equality class of Ju contains 
infinitely many rings with identity no two of which are group isomorphic. 
P r o o f . It is sufficient to show that if A and B are full subrings of 
Jn containing the identity, and if A and B are group isomorphic, then A = B. 
Let rp be an isomorphism of A onto B. By the results of [5], there is a non-
zero element z^K such that ip(x) = z-x for all x £ A. Thus z = z-1 = </>( 1) £ B. 
Since B is a ring, z1 £ B. Since r/> is onto, there is an x £ A such that 
z2 = tp (x) = 2 x, that is z £ A. Therefore, B = zA<^A. By symmetry, A=B. 
If K is not the smallest field of definition of Jn, then IT cannot satisfy 
condition U unless 72 = 0 (by Corollary 2. 12). However, 77 can satisfy con-
dition U relative to the-smallest field of definition of Jn, in the sense of the 
following result. 
C o r o l l a r y 3 .13. Suppose that F is the smallest field of definition 
of Jn and that 27„ = {P n F\P £ .27} satisfies condition U (relative to the ring 
of integers in F). Let A be a subring of K such that A=Jn. Then A is 
group isomorphic to the direct sum j5, © • • • ® B,:, where B; ^ Jnt, ^¿AnF 
and k=[K:F]. 
P r o o f . Let C={x£F\xA(^A}. Then 1 £ C and A n f c c . I f n ^ O 
is such that n l£A, then nx = x(n-\) £ A for every x £ C. Thus, nC^LAnF. 
Consequently, C is a full subring of F which belongs to the quasi-equality 
class of A fl F. By theorem 2.10, this is the same as the quasi-equality class 
of Jn„. Thus by Theorem 3. 11 and the assumption that 770 satisfies condi-
tion U, we conclude that C—Jn„. In particular, C is a principal ideal do-
main. Since F is a field of definition of A, there is a basis {xu . . . ,x, f} of 
K over F such that /1 = (A n F)x, H b04 fl F)x„ = Cx , - l b C x k . Thus 
if m is a non-zero integer such that mxi^A for i=\,...,k, then 
A/(C(mxt) H b C(mXk)) is a group of finite rank and bounded order — hence 
finite. Consequently, A is a finitely generated C-module. From the structure theory 
of modules over a principal ideal domain (see [6, p. 247]), we conclude that 
there is a basis {yu...,yi:} of K over F such that A — Cy,-] b Cy,:. By 
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Theorem 3.11, C = Jn0~ A n F (as groups). This completes the proof, but 
we remark that if 1 £ A, then A n F—Jn„ and A is a free A n F-module. 
If the smallest field of definition of Jn is Q, then //„ is a set of ra-
tional primes (or the principal ideals which they generate) and / /„ automati-
cally satisfies condition U. Thus any full subring of K whose smallest 
field of definition is Q is group isomorphic to a direct sum of copies of a 
rank one group. This fact was proved in [1] by a different method. 
4. Additive groups of subrings of algebraic number fields. 
A torsion free group A is called a quotient divisible group (or q. d. group) 
if A contains a full free subgroup F such that A/F is divisible. This concept 
was introduced in fl], where it was shown that the additive group of a full 
subring of a semi-simple rational algebra (finite dimensional) is always a 
q. d. group. This result provides a necessary condition on a torsion free 
group in order that it be isomorphic to the additive group of a subring of 
an algebraic number field. Another necessary condition is obtained from the 
following theorem which is proved in [5]. Let E(A) denote the ring of endo-
morphisms of the group A. If A is (the additive group of) a full subring of 
the algebraic number field K, then Q<g>E(A) is isomorphic (as a rational 
algebra) to the full matrix ring Mm(F), where F is the smallest field of de-
finition of A and m = [K:F], 
For a torsion free group A, the rational algebra Q<g>E(A) is an inva-
riant of considerable interest. On the one hand, Q<g>E(A) usually has sim-
pler structure than A. On the other hand, Q(&E(A) reflects many interesting 
properties of A. It is often possible to determine Q(&E(A) explicitly. For 
example, if A is a rank one group, then Q(g)E(A) is always isomorphic to Q. 
For rank two groups, the algebras Q ^ f i X ^ ) have also been calculated (see 
[2]). Finally, as we noted above, the algebras Q®E(A) are known if A is 
the additive group of a full subring of an algebraic number field (or more 
generally, a simple Q-algebra). 
If A is a full subgroup of the rational vector space V, it is possible 
to identify Q(g>E(A) with a subalgebra of the ring E(V) of all linear trans-
formations of V, namely 
QE(A) = {<p£E(V)jn<p(A)CA for some n=f= 0}. 
Notationally, QE(A) is easier to work with than Q<g>E(A). 
The purpose of this section is to prove the following: 
T h e o r e m 4. 1. Let A be a torsion free group of rank n. Let K be 
an algebraic number field. Then A is isomorphic to the additive group of a 
full subring of K if and only if [«: Q] = n, A is a q. d. group, and Q®E(A) 
is isomorphic to M,„(F) where F is a subfield of K such that [K:F] = m. 
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The condition [A': Q] = n is clearly necessary and the necessity of the 
other conditions has been established in the papers mentioned above. The 
proof that these conditions are sufficient will be accomplished in several 
steps. We may assume throughout that A is a full q. d. subgroup of the n 
dimensional rational space V and that QE(A)^Mm(F), where F is a sub-
field of K such that [K:F] = m. 
(4 .2) If A=±=B and B is isomorphic to a full subring of K, then A is 
isomorphic to a full subring of K. 
This was proved in [1, Corollary 2.7]. 
(4.3) It suffices to prove the theorem in the case m—\. 
Suppose that the theorem is true for m = 1. Let (p;j denote the map-
pings corresponding to the matrix units under the isomorphism QE(A)siM,„(F). 
In particular, the set {</>„,..., </>,„„,} is a family of orthogonal projections 
whose sum is the identity map. Moreover cpnQE(A)(pn = F. Let Ai = cpu(A). 
Since (p;j 6 QE(A), there is an integer k=j= 0 such that k(p;j(A)^kA for all i 
and j. Then kAi = k<pu(A) = (p;j(k(pj;(A))^(pij(A) and k<p;j(A) - <p;;(kip,j(A))^ 
cz-(pii(A) = Ai. Since cpij maps Aj isomorphically onto (pij(A), we therefore 
have Ai = (p,j(A) ^ Aj. Moreover k(A,-] 1- Am)c A = (cpn H \-tpmm)A^ 
c y i , ^ {-A,,,, so that ••• © A , • Now the hypotheses of Theo-
rem 4. 1 are satisfied for the case m = 1, since rank Ai — (\/m) rank A = 
= [I<\ Q]/[A': F] = [F: Q], each A-t is a q. d. group ([1, Corollary 5.8], and 
QE{A)^(puQE(A)tpi;^F. Hence A/^Bi where Bt is a full subring of F, and 
Bi = --- = Bm. Let B = B^ n ••• fl Bm. Then K contains a full subring C 
which is group isomorphic to a direct sum of m copies of B. Thus, C is 
isomorphic to a subgroup of finite index in A © - " © A » . Consequently, by 
(4. 2) A is isomorphic to a full subring of K. 
We suppose henceforth that m = 1, that is, Q E ( A ) ^ K . Choose any 
0 in A and define 6: QE(A)-+ V by e(cp) = cp(a). Clearly, 6 is a Q-
space homomorphism. Since QE(A) is a field and the kernel of 6 is an 
ideal (and 6 is not the zero map), it follows that B is one-to-one. Since 
both QE(A) and V have dimension equal to n, the mapping 6 is onto. 
Therefore 6 induces a multiplication on V satisfying 6((p)d(ip) = 6((pip). 
That is, with respect to this multiplication, 6 is a ring isomorphism of QE(A) 
on V. Hence V i s a ring which is isomorphic to K. Note that for any x £ V 
and rp £ QE(A), 
(4.4) 9>(a)-x = <p(x). 
Indeed, we can write x = 6(\p) for some ip £ QE(A), and (p(a)-x = d(cp)d(ijj)= 
= d(<py) = </;(</-(«)) == cp(x). 
(4. 5) A is quasi-equal to a subring of V. 
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This result, together with (4. 2), will complete the proof of Theorem 4. 1. 
The proof of (4. 5) is based on a criterion established in [1] (Theorem 1. 10): 
a q. d. subgroup A of the finite dimensional rational algebra V is quasi-
equal to a subring of V if, for each prime p, the Q(p)-space 
tfp(A) = d(Z(p)®A) 
(the maximal divisible subgroup of Z(p)®A, considered as a subgroup of 
Q(/0<8>V) is an ideaL of Q(/0® V. 
Suppose z£V. Write z = </>(«), cp£QE(A). If w £ Q(p)<8> V, say 
tv = 2 « ; ® * , («, £ Q(p), x, £ V), then by (4.4), (1 <g>z)w = >•«,• ®z.v, = 
— 2cc;(g)rp(x¡)=(l<g)cp)w. In particular, (1 <$z)dp(A) = (1 <g>rp)d,,(A). If z\=f= 0, 
then ip is a non-singular transformation of V and in this case it is clear that 
(1 ® cp)ó,,(A) = ó,,(y A). Moreover, kcp(A)^A for some non-zero integer A: 
since <p£QE(A). Thus, d,,(<pA) = kón(cpA) = dll(kcp(A))CLóll(A). Combining 
these observations gives (1 (g)2)(J/,(/l)^r)'„(/l) for all z=f= 0 in V. Since the 
elements of the form 1(g)z span Q(p)®V over Q(p), and since dtl(A) is a 
Q(p)-subspace of Q(p)(g>V, it follows that ó,,(A) is an ideal of Q(p)® V. 
This is the result which was needed to complete the proof of (4.5). 
C o r o l l a r y 4.6. Let A be a torsion free group of finite rank. Then 
A is isomorphic to the additive group of a full subring of a semi-simple 
rational algebra if and only if A is a q. d. group and A is quasi-equal to 
a direct sum B, © • • • © B, of strongly indecomposable groups such that each 
of the rings Q®E(B¡) is an algebraic number field whose dimension over 
Q is the rank of B,. 
P r o o f . Suppose first that A satisfies these conditions. Then each Bl 
is a q. d. group (by [1, Corollary 5.8]) and therefore by Theorem 4. 1 each 
B¡ is isomorphic to the additive group of a full subring of an algebraic 
number field. It follows, using (4. 2), that A is isomorphic to a full subring 
of a direct sum of fields. The necessity of these conditions is obtained from 
the results of [1] and [5]. 
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Generalized ideals in semigroups 
By SÁNDOR LAJOS in Budapest 
Introduction 
A semigroup is a non-empty set in which an associative binary multipli-
cation is defined. A semigroup 5 is commutative, if ab = ba for all a, b £ S. 
Let A, B be arbitrary non-empty subsets of a semigroup S, then the 
product AB means the set of all elements ab (a £ A, b £ B). A subsemigroup 
of 5 is a non-empty subset 7 of S, which forms a semigroup under the same 
operation as 5. A subset 7 is a subsemigroup if and only if 7 7 c z 7 holds. 
A left (right) ideal L (R) of 5 is a non-empty subset of 5 such that SLciL 
(RSc:R) holds. A two-sided ideal or ideal of 5 is a subset which is both 
a left and a right ideal of 5. The smallest left (right, two-sided) ideal of 5 
containing the subset A is called the left (right, two-sided) ideal of 5 gener-
ated by A. If an ideal is generated by a single element, it is termed principal. 
In this paper we introduce the following generalizations of the concepts 
of ideals in semigroups: the notion of (m, n)-ideal, which is a generalization 
of one-sided (left or right) ideals, and as a special case it contains the notion 
of biideal, due to R . A . G O O D and D . R . H U G H E S [ 1 ] ; the concept of (m, n)-
quasiideal, which is a generalization of the concept of quasiideal, due to 
O. S T E I N F E L D [5]; the concept of ¿-ideal, which is a generalization of 
the concept of two-sided ideal. 
We note that these notions can be introduced in an arbitrary algebraic 
system, in which at least one associative operation is defined. 
§ 1. (m, re)-ideals 
D e f i n i t i o n 1.1. We call the subsemigroup A of an arbitrary semi-
group 5 an (m, n)-ideal, if A satisfies the relation 
(1) A"'SAHcA, 
where m, n are non-negative integers. (A0 let be defined as an operator ele-
ment, so that A°S = SA° = S.) 
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R . A . G O O D and D . R . H U G H E S [ 1 ] have introduced the notion of ( 1 , 1 ) -
ideal under the name „biideal". 
It is easy to prove the following properties of (m, n)-ideals: 
a) The intersection of two (m, «)-ideals of a semigroup 5 is the empty 
set, or else an (m, «)-ideal of 5. 
b) A group has no proper (m, «)-ideal. 
c) Let A: be a positive integer; the k-th power of an (m, /?)-ideal is 
also an (m, «)-ideal. 
d) Let A be a subset of a semigroup S. The smallest (m, n)-ideal of 
5 containing A is called the (m, /z)-ideal of S generated by A and denoted 
by {-A}(„,; „). It is clear that 
= A u A2 U ••• U U AmStf. 
e) If A is a subsemigroup of S, then 
{¿}(W L L L ) = > L U A W S > R . 
f ) The principal (m, n)-ideal of S generated by element a of S is 
g) The principal (m, «)-ideal of 5 generated by an idempotent element 
e is eSe. 
D e f i n i t i o n 1.2. A subsemigroup S„ of a s e m i g r o u p s will be called 
attainable, if there exist subsemigroups Sx, S2,..., S„-i of 5 such that 
(2) 5 „ c 5 „ - 1 C - C 5 1 C 5 , = 5 
holds, where 5, is a one-sided (left or right) ideal of S<-i ( / = 1 , 2 , . . . , « ) . 
With every such chain (2) of subsemigroups we can associate a product 
7c of the letters / and r in which the /-th factor is I or r according to whether 
Si (i—\,...,n) is contained in 5,--i as a left or right ideal, respectively. (If 
Si is a two-sided ideal in then either of I and of r can be chosen.) 
A subsemigroup A of 5 is called a n-ideal, if it is attainable by a sub-
semigroup chain with which the product n is associated. 
In the product TC let m and n be the numbers of the factors / and r, 
respectively. 
We are going to prove the following 
T h e o r e m 1.3. The following three statements concerning to a subset 
A of an arbitrary semigroup S are equivalent: 
(i) A is an Ir-ideal of S, 
(ii) A is an rl-ideal of S, 
(iii) A is an (1, \)-ideal of S. 
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P r o o f . Let A be an Ir-ideal of a semigroup S. Then for some sub-
semigroup L of 5 we have AciLczS, ALczA and 5 1 c l . Hence it fol-
lows that 
ASAcASLcALcA, 
that is, A is an (1, l)-ideal of 5 . 
Conversely, let .4 be (1, l)-ideal of a semigroup 5, i . e . AS Ac. A. 
Then by 
A(A U SA) = AA U ASA c 4 u A = A 
it follows that A is a right ideal of the left ideal of S generated by A, i. e. A 
is an Ir-ideal of S. 
The proof of the dual statement is similar. 
C o r o l l a r y 1.4. A subset A of a semigroup S is a n-ideal of S if 
and only if A is an r"11"-ideal of S. 
Now we can prove the 
T h e o r e m 1.5. A subset A of a semigroup S is a 7t-ideal of S if and 
only if A is an (m, n)-ideal of S. 
P r o o f . By the preceding corollary it suffices to show the theorem for 
/-'"/"-ideals instead of yr-ideals. Let A be an rm/"-ideal of a semigroup S. 
Then — A being an attainable subsemigroup — there exist subsemigroups 
Z.,, L,,..., Ln~\, and /?,, / ? , , . . . , R,„ of 5 such that the following relations hold: 
A = L„c L„-1 c - c l i c i ? „ c - c i ? l c i ? 0 = s , 
RiRi-i c /?, (/ = 1 , . . •, m), R,„ LiCiLi, Lh ^ Lj c Lj ( j = 2,..., n). 
Hence it follows that 
>4'"5A" = aSC, c ¿ r 1 ( / ? ! S ) L ) \ c L i r 1 / ? , L i e • • • c ( L „ R m . i ) C c 
c (Rm/?,„_!> Ll c (Rm U)LTl c U (L2ar) c • • • c Ln = A, 
therefore A is indeed an (m, «)-ideal of 5 . 
Conversely, let us suppose that A is an (m , n)-ideal of the semigroup 
5 . By the property e) the (m, n)-ideal of 5 generated by A is AuAmSAn. 
It is easy to see that {/!}(,„,*) is a left ideal of { / ! } ( , ( k = \ , . . . , n ) , and 
{i4}(;,„) is a right ideal in {A}(;-i,„) ( / = 1 , . . . , m). Hence the subsemigroups 
Ln — A, Ln-\ = {A}(„,;,1_1), . . . , Ll— {j4}(m, 1), Rm = M}(»|, 0), /?m-l = {Ajf,,!-!. 0), . . . 
. . . , / ? ! = {i4}(i,o) satisfy the conditions (3). Thus A is an /-'"/"-ideal of 51. This 
completes the proof of Theorem 1.5. 
D e f i n i t i o n 1.6. A two-sided ideal of a two-sided ideal of a semi-
group S we shall call an /2-ideal. By an V'-ideal we mean a two-sided ideal 
of an arbitrary / ' '- '-ideal of S, where A: is a positive integer (k^2). 
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D e f i n i t i o n 1.7. By a k-ideal of a semigroup S we mean a subset 
A which is an (m, n)-ideal of S, for every m, n such that m + n = k. 
It is clear that the subset A of a commutative semigroup 5 is a Ar-ideal 
if and only if A'1 Sc.A. We remark that the concept of A-ideal is a genera-
lization of the concept of two-sided ideal. 
C o r o l l a r y 1.8. The subset A of a commutative semigroup S is an 
i'-ideal if and only if it is a k-ideal. 
P r o o f . This follows at once from Theorem 1.5. 
R e m a r k 1.9. More generally the Corollary 1.8 holds for two-sided 
semigroups too. By a two-sided (or duo) semigroup we mean a semigroup 
every one-sided ideal in which is a two-sided ideal (see: [4]). 
§ 2. (m. n)-quasiideals 
D e f i n i t i o n 2.1. A subsemigroup A of a semigroup 5 we shall call 
an (m, n)-quasiideal, if 
(4) AwSnSAucA 
holds, where m, n are non-negative integers (.4° is an operator element not 
contained in S, and A°S = SA° = S). 
It is easy to prove the following properties of (m, /!)-quasiideals: 
a) The intersection of a set of (m, «)-quasiideals of a semigroup S, if 
it is not empty, is an (m, n)-quasiideal of 5. 
b) A group has no proper (m, «)-quasiideal. 
c) Let A be a subset of a semigroup S. The (m, «)-quasiideal of 5 
generated by A, i. e. the smallest (m, n)-quasiideal of S containing A is 
where k= min (m, n). 
d) If A is a subsemigroup of S, then the (m, «)-quasiideal of 5 gener-
ated by A is 
e) The principal (m, «)-quasiideal generated by a is 
a u a- u • • • U a" U (a"'S n Sa"), 
where k = m\n(m, n). 
f ) The principal (m, «)-quasiideal generated by an idempotent element 
e is eS n Se. 
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The concept of ( 1 , l)-quasiideal was. introduced by 0 . STEINFELD [5] 
under the name „quasiideal", and he showed that a subset of a semigroup 
5 is a quasiideal, if and only if it is an intersection of a left and a right 
ideal of S. This result is generalized by the 
T h e o r e m 2. 2. A subset of an arbitrary semigroup S is an (m, n)-
quasiideal of S if and only if it is the intersection of an (m, 0)-ideal and a 
(0, n)-ideal of S. 
P r o o f . Let S be an arbitrary semigroup, let A and B be an (m, 0)-
ideal and a (0, n)-ideal of S, respectively. Then A"lScA, and SB'lcB, 
which implies 
( A n f i f S n S ^ n f i y c / l n ^ , 
and since the common part of subsemigroups is likewise a subsemigroup, 
we obtain that A n B is an (m, «)-quasiideal of 5. 
Conversely, let A be an (m, «)-quasiideal of the semigroup S, i. e. 
> P S n S i 4 B c A We prove that 
A — {j4}(»,,o) H n). 
By property e) of § 1 { 4 „ 1 , o , = /l U/4 ' "5 , {¿}(o, „) = A U SA". By distributivity 
this implies 
(A U A'" S )n(4u SJ4") = A U (Am S n SA") = A, 
as we stated. 
T h e o r e m 2. 3. Every (m, n)-quasiideal is an (m, n)-ideal. 
P r o o f . Let 5 be a semigroup, and let A be an (m, /?)-quasiideal of 
5. Since and AmSA"cSAn we obtain 
y T S y r c / T S n S A " ^ , 
that is A is an (m, n)-ideal of 5. 
§ 3. The case of regular semigroups 
D e f i n i t i o n 3.1. A semigroup 5 is regular if to every element a of 
5 there exists an element x in 5 so that axa = a. 
T h e o r e m 3.2. In a regular semigroup every (m, n)-ideal is an (m, n)-
quasiideal and conversely. 
P r o o f . Let 5 be a regular semigroup. We show that 
( 5 ) > T S > R = Y R S N S 4 \ 
for every non-empty subset A of 5. In proof of Theorem 2. 3 we proved that 
y f ' S / T c / r S n S A " . Conversely, let x be an element of A , n Sn SA". Then 
a 15 
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an element у such 
i. e. holds (5), from which the theorem follows. 
C o r o 11 a r y 3 .3 . In a regular semigroup every biideal is a quasiideal, 
and conversely. 
Theorem 2 .2 and Theorem 3 .2 imply 
T h e o r e m 3.4. A subset of a regular semigroup S is an (in, n)-ideal 
if and only if it is an intersection of an (m, 0)-ideal and a (0, n)-ideal of S. 
Now we prove the following 
L e m m a 3.5. Let S be an arbitrary semigroup, and let M be an r -
ideal of S. Denote M the two-sided ideal of S generated by M. Then Ms c M. 
P r o o f . Let M' be a two-sided ideal of S, containing M as two-sided 
ideal. Then 
because M = M и MS и SM и SMS. 
T h e о r e m 3.6 . In a regular semigroup every ik-ideal is a two-sided 
ideal (k is a positive integer). 
P r o o f . It is sufficient to prove that every /--ideal is a two-sided ideal. 
Let M be an /2-ideal of a regular semigroup S, and let M be the two-sided 
ideal of S generated by M, From the Kovács—Iséki criteria of regularity 
(see [3] and [2]) it follows that M2 = M. This and Lemma 3 . 5 imply MciM, 
that is M = M. Therefore M is a two-sided ideal of S, as we stated. 
R e m a r k 3.7. From the proof of Theorem 3 . 6 it can be seen that 
this theorem holds for every semigroup every two-sided ideal of which is 
idempotent. 
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Some sets of integers related to the Avfree integers 
By ECKFORD COHEN in Knoxville (Tennessee, U.S.A.) 
1. Introduction 
In this paper e, /2,/'and A will denote natural numbers, with k assumed >1 
throughout. Suppose that pi,...,pt are the. distinct prime divisors of n 
and write 
(1.1) n=pi...ptl, 
with the convention that / = 0 in case /2 = 1. We shall say that n is uni-
tarily k-free, or simply k-skew, if ei^0 (mod k) for each exponent e ; 
(1 ^ki^t) appearing in the factorization (1.1). Further, we shall say that n 
is e-skew of rank r if e;=j=je for all /' (1 ^¡i^t) and all j (1 ^ f ^ r ) . 
Before proceeding further, it is convenient to introduce the following 
terminology. The characteristic function / . , ( ' 0 of a set S is defined by 
ys(n) == 1 or 0 according as n £ S or n$S. If x is real and =sl, the 
enumerative function of 5 is defined to be the number S(x) of integers ^ x 
contained in 5. The asymptotic density d(S) of 5 is the limit, lim S(x)/x, 
•x-*- cd 
whenever this limit exists. Finally, the generating function fs(s) is defined 
by the Dirichlet series, 
xM 
,,=1 n" 
fs(s) = > ; 
Let now Qk, QZ, and Q*,- denote respectively the sets of the k-free 
integers, the Ar-skew integers, and the e-skew integers of rank r. As to the 
relation between these sets, it is evident that Qk cz Q ; * c i Qt for all r. More-
over, the set Qt is the limiting case, as r—»• <», of the sets Q*.,- ( r = 1 , 2 , . . . ) . 
Finally, we note a striking structural analogy between Q,; and Q*. In parti-
cular, define of to be a unitary divisor of n if d>0, dd = n, and (d, r ) ' ) = l ; 
a A-skew integer may be defined than as an integer whose largest unitary 
A-th power divisor is 1. 
The principal aim of this paper is to determine the simplest asymptotic 
properties of the A-skew integers. In place of considering Qt directly, we 
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investigate the sets Qt-,r, and from the properties obtained, we deduce, in 
the limiting case of r, corresponding properties for Q*.. One will note in 
particular the following corollary of Theorem 3. 2. 
C o r o l l a r y . The asymptotic density c)'(Q*) of Qt satisfies 
where C(s) denotes the Riemann zeta function. 
Denote by Qk(x), Q*(x), and Q*,(x), x ^ l , the enunierative functions 
of Qk,Qk, and Q*,-, respectively. We shall use two different methods in 
treating Q*,,.(x). In the first method (§ 3) we proceed in a manner parallel to 
the classical treatment of Qk(x). Sums over ordinary divisors are now re-
placed/however, by unitary divisors. This method is elementary to the extent 
that it is not even necessary to introduce generating functions in the argument. 
By introducing such functions in § 4, we are able to refine the estimates 
proved in § 3. In the method of § 4, however, in place of proceeding by 
analogy with the ¿-free integers, we express Q*v (x) directly in terms of Qk{x), 
effectively reducing the problem under consideration to one whose solution 
is well known (cf. § 2). 
The final results obtained by the second method are contained in Theo-
rems 4. 1 and 4. 2. In particular, the remainder terms in the estimates for 
Q*, (x) and Qt(x) proved in § 3 are diminished by a logarithmic factor. 
Regarding previous work, we mention that the case k — 2 of the esti-
mate for Q*(x) proved in Theorem 3. 2 was obtained in [3, § 6] by the same 
method used to treat Q*,,(x) in § 3 of the present paper. As for Q*, (x), the 
case e=\ (excluded in this paper) was treated by E R D O S and S Z E K E R E S [ 4 ] 
by an elementary method, and recently, using more advanced methods, by 
B A T E M A N a n d G R O S S W A L D [ 1 ] . 
The material of this section is classical and is included for purposes 
of comparison and reference. Let qk(n) denote the characteristic function 
of Qk. The generating function of Qi is C(s)/C(/cs); that is [6, Theorem 
(1-2) < < J ( Q i ) = « * < 1, 
2. Preliminaries concerning Q/. 
303, p. 255], 
(2 .1) 
From (2. 1) we obtain the following representation of qk(n) as an arithmetical 
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integral, 
(2. 2) qk(n) = 2 u<lHn) = a(n), 
(16 = n 
where a(n) is the Möbius function, and 
I ft(m) if /z = m';, 
< 2 - 3 ) ^ " H 0 otherwise. 
We recall that 1/C(s) is the generating function of («). 
The principal elementary result for Qk(x) is contained in the following 
L e m m a . 2.1 ([5, p. 47], also cf. [6, § 18.6, A" = 2]). If x ^ l , then 
(2.4) = 
P r o o f . By (2.2) one obtains 
(2. 5) Qk(x) = Z = Z ,« (") = Z ," (« ) k 
. . s V i 
Hence by the boundedness of ,«(/?), 
< M * ) = Z , « ( « ) ( ^ + 0 ( i ) ) = x z 
1 
1 1 — k 
and (2.4) results, because the O-sum is O 
x 
C o r o l l a r y 2.1. The asymptotic density of Qk is <)(Qk) = 1 'C(A). 
3. Initial estimates 
We first introduce some notation. Let,«, (/?) denote the unique multiplica-
tive function of n defined as follows for n=p,:, p prime, e>0, 0».-(l) —1), 
i —1 ( i ^ e ^ r ) 
<3- '> " ^ H 0 ( e > r ) . 
Note that i"i(n) = /<(«). The function defined by ,«, («) as r->-oo will be 
denoted p*(n); that is, ,«*(«) = (—l)"Jl,,), where a>(n) denotes the number of 
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(distinct) prime divisors of n. Generalizing (2. 3), we define 
, , ,v <*), v j M ™ ) i f / ? = / " ' ' 
v ' { 0 otherwise. 
The Legendre totient, defined to be the number of positive integers ^ x t h a t 
are prime to n, will be denoted cp{x, n). We also write <f(n) = <p(n, ri), and 
define 6(n) to be the number of unitary divisors of n. 
As in [3], the unitary product (or convolution) of two arithmetical func-
tions ai(n),a2(n), is the function a<s(n) defined by 
(3 .3 ) Ö 3 ( « ) = I ö,(i/)fl2(()), 
(Id =ll 
(<j,d)=i 
where the summation is over all unitary divisors d of n. We recall three 
lemmas proved in [3]. 
L e m m a 3. 1 ([2, Lemma 6. 1]). If at(n) and a,(n) are multiplicative, 
then the unitary product (3. 3) of Oi(n) and a<(n) is also multiplicative. 
The next lemma is the "unitary" analogue of the Möbius inversion 
formula. 
L e m m a . 3 . 2 ([3, Theorem 2.3]). 
(3 .4 ) a , ( n ) = Z as(d)^a2(n)= £ ^(d)ai(Ö). ilfi — 'H tld = n 
(<M) = J (<*.•<>) = 1 
L e m m a 3 . 3 ([2,(1)], [3, Lemma 3.4]) . 
(3 .5 ) cP(x,n) = ^ ± + 0 ( d ( n ) ) , 
uniformly in x. 
Finally, we mention the following simple property of 6(n): 
( 3 . 6 ) #(x)=£0(n) = O(x logx) , 
itÄi; 
Let qlr(n) and ql(n) represent the characteristic functions of Q*,r and 
Q*, respectively. We prove first the following analogue of (2 .2) . 
L e m m a 3. 4. 
(3 .7 ) 2 t ^ ( d ) = qlA>0-
dö~v 
(<r,d)=i 
P r o o f . By Lemma 3 . 2 there exists a uniquely defined function b(n) 
such that 
(3 .8 ) ql,r(n)= 2 m> 
= i 
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and in fact. 
(3.9) 
(il,à) = I 
Evidently, tu*(n) and qt,r(n) are multiplicative in n; hence by (3.9) and 
Lemma 3.1 , b(n) is also multiplicative. It therefore suffices to evaluate b(n) 
in case n=p'. By (3.9) it is easily verified that b(pe) = —1 when e = k, 
2k,...,rk, otherwise b(p)=^0; that is, b{p) =.«' ' ' ( />') , which completes 
the proof. 
that the series is absolutely convergent is a consequence of the boundedness 
of f ' , (n) and the fact that cp (n )^n . 
L e m m a 3.5 . 
where the (absolutely convergent) product extends over the primes p. 
P r o o f . By (3.10), the multiplicativity of cp(n) and ^r(n), and the 




so that on summing a progression, 
Factoring out £(£) = n ( \ — p ~ ' y l yields (3.11). 
R e m a r k 3.1. In case r=], (3. 11) simplifies to give 
(3.12) 
W e now prove the following estimate for Q*,, (x). 
T h e o r e m 3.1. If x^2, then 
(3.13) Qk,, (x) = ak,rx + 0(\fx log x) 
uniformly in r, «,.v. being defined by (3.11). 
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_ P r o o f . The proof is analogous to that of Lemma 2. 1 and [3, Theo-
rem 6. 1]. By (3. 7) and (3. 1), 
(3. 14) Qt;r(x) = 2 !',(d) = ' £ /<,(n)<p 
Ag.: V n J 
(<!,(') = 1 »Sfr.: 
Application of (3 .5) and (3 .6) yields, since | , « , ( n ) | ^ l for all r, 
!',(n)(p(n) 
= Sk,rx + o[x Z ^ ] + 0 ( f x l o g j c ) , 
v „>,,!/'•• n J 
uniformly in r. The theorem results by Lemma 3. 5. 
C o r o l l a r y 3. 1.1. The asymptotic density of Q*.r is 
(3.15) d(Qt, r) = a k y , 
in particular, <){Qt,t) = at-
An estimate for Qt(x) can now be deduced on the basis of Theorem 
3. 1 and the observation 
(3.16) Qt(x)= lim Qt,r(x). 
'/'—>• co 
T h e o r e m 3.2. If x^2, then 
k 
(3.17) Qt(x) = al;x + 00x log X), 
where 
2 . 1 
(3.18) = fc 1 nfc+l • p': p 
P r o o f . Denote the general factor of the product in (3.11) by 
1 + L„(k, r). We have for all r, 
| LP (k, r) | si —+ ^ + + - ¡ ^ < ^ . — + — | -p1- • pk+1 pkr+k ' ^'•'•+'•+1 
Therefore, the series 2nLp(k,r) and hence the product in (3.11) converge 
uniformly with respect to r. It follows then that 
(3.19) lim «/.-,, — £(£) / 7 Him(1 +LP(k, r))l. = «,... 
) ' - > - c d p ( r - > - cd | 
The theorem now results by (3.16) and the fact that the remainder term in 
(3. 13) is uniform in r. 
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R e m a r k 3. 2,- We observe finally that the corollary stated in the Intro-
duction follows from Theorem 3. 2 by a simple computation similar to that 
in the case A = 2 [3, Lemma 3.6]. 
4. Improved estimates 
First we shall express the generating function fk:r(s) of Q*v i n terms of 
the generating function C(s)/£(ks) of Qk. To this purpose, put 
(4.1) 
11 = 1 n ,( = 1 n 
where 
(4.2) =/„ , , . (*) [ ^ M ] , s > l . 
R e m a r k 4.1. In the interest of clarity, we note that hk:,(s) is defined 
for s > l by (4.2) and for possibly smaller values of s by the sum of the 
Dirichlet series for hk,r(s), whose coefficients, denoted gk,r(n), are obtained 
from (4.2) by Dirichlet multiplication. 
R e m a r k 4 .2 . On the basis of (4.1) and (4. 2) and the multiplicativity 
of q*,r(n), it follows that gk,r(n) is a multiplicative function of n. 
L e m m a 4 .1 . (a) The series expansion (4.1) of hkr(s) converges abso-
lutely for s > 1 /(A + 1); (b) for s>\/k, 
2 , 1 , 1 1 
r | j _ 
V 
(4 .3) hkir(s) = P ( k s ) n \ \ - p k s - p s ( k + l ) , p k , ( r + l ) - p H k r + k + 1 ) 
(c) for s > 1 /(A + 1), hk!, (s) is represented in the form, 
(4 .4) hk>r(s) = Q(2ks)nk,r{s), •n=l it 
the series being absolutely convergent for s > 1 /(A + 1). The function (s) is 
determined by (4. 6). 
P r o o f . For s > 1, 
hr{s) = n ( Z zjj; - 2 i V \j=oP i=1 PJ 
n(- ' ' 1 
] _ 1 pks p2';s prks 
Ps 
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so that, on dividing out £(s) = / 7 ( l — p *)"', one obtains 
( 4 . 5 ) = 
By an easy computation, (4. 3) follows from (4. 5). 
Now the product on the right of (4 .3 ) converges absolutely for s>\/k. 
Hence the Dirichlet series with product representation (4. 3) must also converge 
absolutely for s>l/Ar. By the uniqueness theorem for Dirichlet series [6, p. 
245], the coefficients are therefore furnished by gkAn)> which proves Part (b). 
Another simple computation based on (4. 5) yields the relation on the 
left of (4.4), where 
?;,,..,(s) = . / J 11 + p ^ j — — p(oft+i)s H 
(4-6) 2 2 ] 1 1 j 
T prl.s p(rl;+1)» j p(r+j)/,'.v + p(rk+li+l)s | • 
Parts (c) and (a) result by the same type of argument used in the proof of 
Part (b). 
By Lemma 4. 1 (b) and (3. 11), it follows that 
L e m m a 4. 2. 
(4. 7) / M l ) = = «*.,£(*). 11 = 1 n 
L e m m a 4. 3. 
(4 .8 ) 9Mn)=Zq*(d)gtA<i), (Id = 11 
(4-9) 5 V ( " ) = ZokAd). 
,ld2k=n 
P r o o f . By virtue of (2. 1) and the rule for Dirichlet multiplication, 
(4 .8 ) is a consequence of (4. 1) and ( 4 . 2 ) ; ( 4 . 9 ) follows from (4 .4) . 
L e m m a 4 . 4 . / / s>\/(k+ 1), then there exists a quantity Ak(s), inde-
pendent of r, such that 
(4 .10) / - ^ 1 . 
n = I " 
P r o o f . By Lemma 4 .1 (a), the series in (4 .10) converges for 
s > l / ( A r + 1 ) . By (4 .6) , the factors in the infinite product representation of 
Z,(2ks)i}kAs) contain, except for an initial 1, only terms of the form 
bjp-J'* where and \bj\si2(y'+ 1) for all occurring j. Hence, by the 
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multiplicativity of \gk:, (n)|, (Remark 4.2), 
Д | + = г т д : 
¡ + 4 + 1 
• Я 1 
2 c, 
('• + ! ) 
where c* is independent of p and r. The convergence of the final product 
proves the theorem. 
L e m m a 4 .5 . If s>\/(k+\), then for all r 
n — 1 П 
where At(s) is independent of r. 
The proof is similar to that of the preceding lemma except that the 
details are simpler. 
L e m m a 4.6. If ft>\/(k-{-\), then 
(4.11) GtAx) = 2 \g*A")\^ At((i)x^, 
where Al((i) is independent of r and x. 
P r o o f . By (4 .9) and Lemma 4 .5 , 
GtAx) - - 2 " K r ( d ) l = 2 К - ( л ) 1 
nf 
SkAt(ii)xK 
The proof is complete. 
It is convenient to define 
(4.12) A(x) = Qi.(x)-
m ' 
We are now in a position to prove 
T h e o r e m 4. 1. 
I: 
(4. 13) QlAx) = ak,rx+ O ( f x ) 
uniformly with respect to r. 
232 E. Cohen 0 
P r o o f . By (4. 8), 
QUx) = £ q<M)g^(d) = < 
and hence by (4.12), 
(4. 14) Q,' ,(x) = ~ Z + Vl;Ax, n), 
where 
(4-15) 14,. (x, = 
Application of Lemma 4. 2 gives 
( 4 . i 6 ) Z ^ ^ ^ M + Z ^ - . 
11 ~X n ft 
Let Gk,r(x) denote the summatory function of gi,.,(n); that is, G;„,(x) = 2gk)r(n) 
summed over n ^ x . Then, by partial summation and Lemma 4 . 6 with 
i<?= \jk, one deduces 
.. yrGiAn) , GUx) 
= & ^ X 
Hence 
(4-17) = uniformly in r. • 
We turn now to Vi-Ax, n) in (4.15). By Lemma 2.1, there exists a 
k 
constant bk>0, depending at most upon k, such that \dk(x)\^bk\fx. Hence 
by Lemma 4. 4, 
| VkAx, n)| g bkfx Z — ri— ^ bkAk{\/k)Yx. n^X ft 
That is, 
k 
(4.18) ' VkAx,n) = 0(Yx) uniformly in r. 
The theorem results on collecting (4. 14), (4. 16), (4. 17) and (4. 18). 
T h e o r e m 4 .2 . 
(4.19) Qt(x) = ui.x + 0( | /x ) . 
P r o o f . The theorem results from the application of (3.16) and (3.19) 
to (4.13), in conjunction with the fact that the latter estimate is uniform in r. 
z giM z GkAn) GkAx) U ( n + \ ) f x l + 1 
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Sur certains automorphismes des algebres hilbertienn es 
Par 1. KOVÁCS à Szeged 
Introduction 
Soit R une algèbre hilbertienne1), c'est-à-dire une *-algèbre2) sur le 
corps des nombres complexes, munie d'un produit scalaire hermitien positif 
vérifiant les axiomes suivants: 
(i) ( X | Y ) = ( / | X * ) pour X . J / É R . 
(ii) (xy\z) = (y\x*z) pour x,y, z £ R . 
(iii) Pour tout x Ç R , l'application y—*-yx est continue. 
(iv) L'ensemble des éléments de la forme xy, où x, y Ç R, est partout 
dense dans R . 
Soit l'espace hilbertien complété de R. Les axiomes (i) et (iii) entraînent 
que les applications y-*xy, y-*yx se prolongent de manière unique en 
opérateurs bornés Ux, 14 définis sur On a immédiatement: 
£A*+„ff = WX + !< U, Ux„ = U* Uy (U:ry = U:I, 
14.,.,,, = / 14 -I- ,U v„ V,,J = Vv Vx ( 14)* = 14. • 
Désignons par ^ ( R ) [resp. i ' ( R ) ] 1' ^-algèbre des opérateurs Ux (resp. 14). 
L'adhérence forte de ^ ( R ) [resp. "^(R)] est une algèbre de von Neuniann 
qui sera désignée par R" (resp. R'1). On appelle R" (resp. R'1) l'algèbre de 
von Neuniann associée à gauche (resp. à droite) à R. L'ensemble (R")' des 
opérateurs bornés définis sur permutables aux éléments de R! / est iden-
tique à R1': ( R ^ ^ R ' ' . Par suite, R ! / nR ' 7 est le centre commun de R!/ et 
') Dans tout le travail, nous utiliserons la terminologie de [2]. Pour les propriétés 
élémentaires des algèbres hilbertiennes, cf. [2], chap. I, § 5. 
2) On appelle algèbre sur le corps des nombres complexes C une algèbre asso-
ciative A sur C, munie d'une application biunivoque x-*x* de A sur A telle que 
(Xx + uy)* = Xx* + Jiy*, (xy)* = y*x*, x*' = x (x, y {A-, /., /x £ C). 
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R d . Si R ^ n R ' 7 se réduit aux opérateurs scalaires, c'est-à-dire si R!/ et R' ' 
sont des facteurs, R sera dite irréductible. 
Un élément a £ §R est dit borné à gauche (resp. à droite) s'il existe un 
opérateur borné Ua (resp. Va) défini sur tel que Uax=Vxa (resp. 
Vax=Uxà) pour x £ R . (Les éléments de R sont bornés à gauche et à 
droite et les notations Ua, Va sont cohérentes avec les notations Ux, Vx anté-
rieures lorsque x £ R.) L'ensemble B9 des éléments bornés à gauche est 
identique à l'ensemble B,Î des éléments bornés à droite. Les éléments de 
l'ensemble B = B,, = B(Î sont dits simplement bornés. Les Ua (resp. Va), a 
borné, forment un idéal bilatère de R" (resp. Rd) . On dit que R est achevée 
si tout élément borné de .ÔR appartient à R . 
Pour S ^ R 9 ) ^ ) [resp. S € ( R a ) + ] , posons: 
(p(S) = (a\a) si S 2 = Ua (resp. S2 = V„) pour un a ( |>r borné; 
9 ( S ) = + ° ° dans le cas contraire. 
Alors, cp est une trace'1) normale, fidèle et semi-finie sur ( R i ) + [resp. (R' ')+]. 
L'idéal bilatère des 7 Ç R " (resp. R'z) qui peuvent se mettre sous la forme 
U„. (resp. Va) avec un a borné est identique à l'idéal bilatère des 7 £ R! ' 
(resp. R'7) tels que cp(T*T)<-|-oo. Si a et b sont des éléments bornés, on 
a 4>(UÎUa) = (a\b) [resp. <p(VtVa) = (a\b)] (cf. [2], chap. I, § 6 , th. 1). On 
appelle cp la trace naturelle sur (R s ) + [resp. (R' ')+]. 
Soit M un *-automorphisme5) quelconque de R. Par la relation 
fJhi(Ux) = UMx [resp. l pM (V : r )= VM:r] (x Ç R), M définit un *-automorphisme 
0 M (resp. (Pj/) de "LE(R) [resp. i ' (R ) ] , comme on le voit aisément. 
Nous convenons de dire qu'un *-automorphisme Ai de R est induisant à 
gauche (resp. à droite) si M „induit" un *-automorphisme de R s (resp. R' ') 
:l) Pour un ensemble 9Ji d'opérateurs bornés définis sur un espace hilbertien, 3JÎ + 
désigne l'ensemble des éléments hermitiens 2 : 0 de 9Ji. On appelle 3JÎ+ la partie positive 
de 501. 
4) Soit 61 une algèbre de von Neumann. On appelle trace sur <£t,+ une fonction <p 
définie sur 61+, à valeurs £ 0 , telle que y(S + T) = <p(S) + <p(T), <p(XS) = X<p(S), 
<p(USU~] ) = <p(S) pour S, T£d+, et pour tout élément unitaire U de On dit 
que a) <p est fidèle si les conditions ?>(S) = 0 entraînent S = 0; b) <p est normale 
si, pour tout ensemble filtrant croissant f'czél"1" de borne supérieure S £ é l + , <p(S) est 
la borne supérieure de <p(&~)\ c) <p est semi-finie si, pour tout T non nul de £ i + , il existe 
un S non nul de Qi+ majoré par T tel que <p(S)< + oo (cf. [2], chap. I, § 6, déf. 1). 
Soient <SL une algèbre de von Neumann, <p une trace sur 6 l + - L'ensemble des 
tels que <p(7 ,)< + est la partie positive d'un idéal bilatère m de i£L II existe une forme 
linéaire <p et une seule sur m coincidant avec q> sur m+ (cf. [2], chap. 1, § 6 , prop. 1). 
») Etant donné une *-algèbre A, on appelle *-automorphisme de A tout automor-
phisme M de l'algèbre A, vérifiant (Ai*)* =Mx* (x £ A). 
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au sens suivant: @M (resp. UJM) peut être prolongé en un *-automorphisme 
de R'J (resp. R ! ) °). 
Dans la première partie du présent travail, nous donnons une condi-
tion nécessaire et suffisante pour qu'un *-automorphisme d'une algèbre 
hilbertienne soit induisant à gauche (resp. à droite) (cf. 1., théorème). Il en 
résulte que pour qu'un *-automorphisme d'une algèbre hilbertienne soit 
induisant à gauche it faut et il suffit qu'il soit induisant à droite (cf. 1., 
théorème, corol. 1). On peut donc parler simplement d '*-automorphismes 
induisants (cf. 1., définition). Le corollaire 2 du théorème du paragraphe 
1 fournit une déscription des *-automorphismes induisants d'une algèbre 
hilbertienne irréductible. Les recherches de la deuxième partie du travail, 
liées à celles de la première, se rapportent au cas d'une algèbre hilbertienne 
munie sur un groupe localement compact unimodulaire (cf. 2.). 
1 . 
Théorème. Soient R une algèbre hilbertienne, M un * -automorphisme 
de R . Pour que M soit induisant à gauche (resp. à droite) (cf. Introduction), 
il faut et il suffit que M et son inverse AT1 comme des opérateurs linéaires 
admettent des prolongements linéaires fermés dans £>R. 
D é m o n s t r a t i o n . Supposons que la condition du théorème soit 
remplie. Nous allons démontrer que @M peut être prolongé en un *-automor-
phisme de R" (pour les notation, cf. Introduction). Désignons par Ai (resp. 
AT1) le plus petit prolongement linéaire fermé de M (resp. AT1). M (resp. 
NT1) est identique à M** [resp. (AT1)"] '). L'existence de Ai* et (Ai-1)* en-
traîne l'existence de (Ai*)"1, et on a (/Vf*)"1 = (Ai"1)*. En appliquant ce raison-
nement à l'opérateur Ai*, on voit que (M**)'1 existe et (AT*)"1 ==((Af*)~')*, 
d'où (Ai**)"1 = (M"1)**, c'est-à-dire 
(1) ' MIÏ = M~\ 
Soit maintenant x un élément quelconque de R. Pour tout y £ R, on a 
M uxy = M(Ur.y) = M(xy) = MxMy = UurMy = 03i(U,)My. Ceci veut dire 
L' * -automorphisme <PM (resp. *Pu) définit uniquement son prolongement sur K" 
(resp. R(i). En effet, tout *-automorphisme d'une algèbre de von Neumann est continu 
dans la topologie ultraforte (cf. [2], chap. 1, § 4 , th. 2, corol. 1), et 1' «-algèbre d'opéra-
teurs ^ ( R ) [resp. ^ ( R ) ] est ultrafortement partout dense dans l'algèbre de von Neumann 
R" (resp. R'') (cf. [2], chap. I, § 3, th. 2). 
7) Pour la théorie des opérateurs linéaires de l'espace hilbertien, nous renvoyons le 
lecteur à [4]. 
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que ( P v ( U : , ) M Q M U x , d'où [®M(UJY*M" ZM** U?. Donc, pour tout x i R , 
(2) <l>u{U:.)M^MU,-. 
Par suite, UXM*®M{UX) (x 6 R) . En multipliant à droite par M, on ob-
tient 
(3) UxM*MQM*®M(U:r)M (x i R) . 
Soit a un élément quelconque de Alors, d 'après (2), U^aiS)-^ et 
(U,)Ma - MUxa (x i R) . D'après (3), ®„{U„)Ma i et UXM*Ma = 
= M* ®}/(UR)MA. D o n c 
(4) UX M* M M* M U:, 
pour tout x £ R . On en déduit 
(5) U*\M\^\M\U* (x i R), 
où \ M \ ^ { M * M y . 
Prouvons maintenant que l 'opérateur \M\ admet un inverse, c 'est-à-dire 
que les conditions | M | o = 0 entraînent a = 0. Soit donc a i JD|57| 
tel que fAf|a = 0. Alors,, pour tout b i &ji*TrSSD^, on a ( | A f | û | \ M \ b ) = 
= (û|\M\2b) = (a\M*Mb) = 0. Pour prouver que a = 0, il suffit de prouver 
que les éléments M*Mb (b i s o n t partout dense dans ou ce qui 
revient au même, que l 'opérateur M* M admet un inverse à dense domaine 
dans Comme l'inverse de l 'opérateur autoadjoint M*M, s'il existe, est 
autoadjoint, donc à dense domaine dans il ne reste qu'à prouver l 'exis-
tence de (M*M)'1. Soit donc 6 £ tel que M*Mb = 0. Alors, pour 
tout on a (M*Mb\c) = (Mb\Mc) = 0. Comme l'ensemble des élé-
ments de la forme Me (ci S)^) est partout dense dans . § R , M 6 = 0, d 'où 
6 = 0 (cf. (1)), ce qui veut dire que l'inverse de M*M existe. Il en résulte 
l 'existence de Tenant compte de (5), on a 
(6) UX\M\'1 Ux (x i R) . 
Considérons maintenant la décomposition polaire de M, c 'est-à-dire la 
décomposition M = U\M\, où U est un opérateur partiellement isométrique 
admettant pour sous-espace initial l 'adhérence de et pour sous-espace 
final l 'adhérence de MÎQR. Comme les opérateurs M et \M\ admettent des 
inverses à dense domaine dans U est unitaire. 
En multipliant maintenant (2) par M = \M\~xU~l à droite, nous obte-
nons, d 'après (6), 
0.v((7,,) ^MUxM~l = U\M\U;,\M\~l U~l = U\M\\M\:1 U,..U~l = UUXU. 
a 16 
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Ainsi, pour tout JCÇR, ®M(UX) = UUXU~Ï. En posant @(T)= UTU'1 pour 
tout T Ç R " , on définit un *-automorphisme <t> de R!/ prolongeant & „ , 
donc M est induisant à gauche. 
En partant de la relation 
M Vxy = M(yx) = MyMx = Vjux.My = lPu{V,)My (x, y Ç R), 
on voit que lPu{Vx) = UVxU~l pour tout je Ç R. Ainsi (PlV peut être prolongé 
en un *-automorphisme de R'1, c'est-à-dire M est aussi induisant à droite, 
ce qui veut dire que la condition du théorème est suffisante. 
Prouvons maintenant que la condition est nécessaire. Supposons donc 
que M soit induisant à gauche8). Désignons par <Z> r*-automorphisme de 
R" prolongeant @M. 
Soit cp la trace naturelle sur (R'')+- Posant cpl(T) = cp(@(T)) pour 
r ^ ( R ! / ) + , on obtient une trace normale fidèle et semi-finie <pt sur (R ! ')+ 
(cf. note 4). Soit Ri une algèbre hilbertienne achevée partout dense dans 
telle que R!/ = RÏ et telle que cpi soit la trace naturelle correspondante 
(cf. [2], chap. 1, § 6 , lemme 1). Soient Q : x - + U x , et i2i :>>—>• U[, les appli-
cations canoniques de R et de Ri dans R". Alors, o @~x o i2 est un iso-
morphisme de l'algèbre hilbertienne R sur l'algèbre hilbertienne Ri qui se 
prolonge en un opérateur unitaire W de £">R. Pour tout R", on a &{T) = 
= W~lTW (cf. [2], chap. 1, § 6 , th. 4). D'après la construction de W, on a 
U'Wx = 0'1(U:r) pour tout x £ R. H en résulte que, pour y £ R j , @(U'y) £ ^ ( R i ) . 
^ ( R i ) , muni du produit scalaire (U!,l\UQi = ('pi(U'!*U')), est un espace 
préhilbertien séparé dont nous désignerons le complété abstrait par ^sy^R y 
Soit (a,)>e/ u n e famille d'éléments de telle que (fi(T) = 2(Ta^a,) pour 
T £ (R ! /)+ (cf. [2], chap. I, § 6 , prop. 2, corol.). Ainsi, pour tout j > 6 R i , on 
a = = = Donc, l'application 
, e i >e i 
U'u —*• (JJ'yCii)iG.i est une application isométrique de l'espace préhilbertien LU(Ri) 
dans § = où ÔR est identique à .'QR pour t £ / . Cette application 
se prolonge en une application isométrique 6 de ^«^(R ) dans .£>. 
Nous prouvons que l'application y-* &>([/!,) de R i dans • ê ^ R ^ admet 
un prolongement linéaire fermé. Soit donc y\,y*,... une suite d'éléments de 
Ri telle que y„-* 0, et telle que G>(Uy ) ait une limite u £ Î ^ R ^ au sens 
de la structure hilbertienne de • ' È ^ R ^ - Alors, il faut prouver que u = 0. 
Soit 0(u) = ( u . ) . e / É & L ' é g a l i t é \ \ d { ( 0 ( U ' , J ) - u ) f ^ 2 \ \ ^ W l ) a - u t f 
" t er 
8) Nous considérons uniquement le cas quand M est induisant à gauche. Dans 
l'autre cas, quand M est induisant à droite, on peut raisonner de manière analogue. 
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montre que 0(U',,)al tend vers ut dans .§R pour tout i £ / . Or, si x £ R, 
\{0{U',)ai\x)\ = |(û,| 0{U'v-)x)\ = |(fl,| W-lu;,: Wx)\ = 
= \{Wa,\VWxyï)\si II-SP.M II M l llrtll = ||<z.|| || VWx\\ | W l - 0, 
donc (u,|x) = lim (0{U'VJa,\x) = 0 pour tout t £ /. Ainsi d(u) = 0, c'est-à-dire 
n-bco " . 
U = 0 . 
Prouvons maintenant que M admet un prolongement linéaire fermé 
dans «ŝ r. Soit donc {x„}®=i une suite d'éléments de R telle que x„—>-0, et 
telle que la suite {Mxn}n=\ est convergeante dans .'¿»R. il faut prouver que 
| |Aix„ | | — 0 . 
Comme W est unitaire, {yn=Wxn}n=i est une suite d'éléments de Ri 
convergeant vers zéro. La relation 
|| 0(u;j-&(u;jifî = ,,„ = 
= cp(0(UXm-XnU..r,m-X)) = < j p ( £ / k m - j t o „ U i t x m - ) C x ) = \\Mxm—MXn\ I 
montre que la suite {(P(U',j)}n=\ est fondamentale dans la métrique de 
£M£(RJ)' D'après ce qui précède, 0(U'y)—>-0. Ainsi, 
|| Mx,, |p = <p(U*VRT UMx) = cp(0(U'Xn Ux)) = tpt {U1H UXJ = 
= y, (0m,„ u'„,x))=<pi{<mu;;u u'Ui)) = || <p(u;,) II? - o. 
En raisonnant de manière analogue, on voit que l'opérateur M'1 admet 
aussi un prolongement linéaire fermé dans <3R, ce qui achève la démon-
stration du théorème. 
R e m a r q u e . La suffisance de la condition du théorème est une con-
séquence du lemme de Schur généralisé (cf. [3], p. 258, th. 1) concernant 
aux représentations des * -algèbres. La démonstration directe, dont l'idée est 
analogue à celle de la démonstration du lemme cité, était donnée pour la 
convenance du lecteur. Pour le raisonnement utilisé dans la deuxième partie 
de la démonstration du théorème, cf. [1], lemme 14. 
C o r o l l a i r e 1. Soit M un *-automorphisme d'une algèbre hilbertienne. 
Les propriétés suivantes sont équivalentes : 
a) M est induisant à gauche. 
b) M est induisant à droite. 
D é m o n s t r a t i o n . Ceci résulte aussitôt du théorème. 
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Avant que nous formulions le corollaire 2, nous convenons d'une 
D é f i n i t i o n . Un *-automorphisme d'une algèbre hilbertienne possé-
dant les propriétés du corollaire 1 est dit induisant. 
C o r o l l a i r e 2. Soit R une algèbre hilbertienne irréductible. Pour 
qu'un *-automorphisme M de R soit induisant, il faut et il suffit que M soit 
la restriction sur R d'un opérateur de la forme IU, oit U est unitaire dans 
et où ¿>0. 
D é m o n s t r a t i o n . La condition est suffisante. En effet, soient U un 
opérateur unitaire dans et ¿ > 0 tels que la restriction de IU sur R est 
identique à M. Alors, AT1 est la restriction de /" 'CT 1 sur R. Ainsi, Ai satis-
fait à la condition du théorème, donc, d'après le corollaire 1, M est induisant. 
Réciproquement, supposons que M soit induisant. D'après le théorème, 
ceci veut dire que M et AT1 admettent des prolongements linéaires fermés 
dans Soit M = U{M*M)~ = U\M\ la décomposition polaire de Ai (Ai 
désigne le plus petit prolongement fermé de Ai dans ,§R). En raisonnant 
comme dans la démonstration du théorème, on voit que U est unitaire et, 
pour tout x ç R , on a UX\M\^\M\UX,VX\M\^\M\VX. D'après (R9)' = R " e t 
la théorie spectrale, ces relations impliquent que les projecteurs de la famille 
spectrale de |Af| appartiennent à R ' n R 1 ' . En étant R irréductible, il en résulte 
que la famille spectrale de \M\ ne se compose que de O et I, c'est-à-dire 
que \M\ = ?J, ¿ > 0 ( / désigne l'opérateur identique de .£R). Ainsi M — IU, 
ce qui établit la démonstration du corollaire 2. 
2. 
Soient G un groupe localement compact unimodulaire, dx l'élément de 
la mesure de Haar, L l'ensemble des fonctions continues à support compact sur 
G. P o u r / Ç L, posons / * ( x ) = / ( x _ 1 ) . Muni de l'involution ainsi définie, du pro-
duit de composition f*g(x)=\f(y)g(y~lx)dy, et du produit scalaire (/1^) = 
= \f(x)g(x)dx, L est une algèbre hilbertienne, comme on le voit aisément. 
Soit T un homéomorphisme de G sur G. Par f(x)^-fT{x)=f(Tx), 
T définit une application linéaire biunivoque de L sur L. Supposons que la 
mesure de Haar sur G soit invariante par T (ainsi par 7"1 aussi), c'est-à-
dire que l'on ait | f{Tx)dx = \f(x)dx pour t o u t / £ L. Nous allons démon-
trer la 
P r o p o s i t i o n 1. Pour que l'application f(x)-*f:i(x) de L sur L soit 
un *-automorphisme de l'algèbre hilbertienne L, il faut et il suffit que T 
soit un automorphisme de G. 
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D é m o n s t r a t i o n . Supposons que T soit un automorphisme de G. 
Alors, p o u r / ç L , on a 
(fr(x)y = (f(Tx)Y = T ( ( 7 ^ r ï ) =f(Tx^) = (f'(x))T. 
Pour f , g i L, on a 
(f*g)r(x) = \f(y)g(y-1 Tx)dy = ff((Tx)y)g(y'i)dy = 
^¡fiiTxXTyteiiTyr^dy^jfiTixyyigiTy^dy, 
fr*gr(x) - \fT(xy)gr(y-')dy = \f{T(xy))g(Ty-")dy, 
d'où 
fT*gT = (f*g)r • 
f—*fr est donc un *-automorphisme de l'algèbre hilbertienne L. 
Réciproquement, supposons que / - * / r soit un * -automorphisme de 
l'algèbre hilbertienne L. Alors, /—• /,,-1 est aussi un *-automorphisme de L. 
Ainsi, pour tout f i L, on a 
• / ( ( r t ) - ' 1 ) = ( / ^ w y = ( / m - = / ( F v 1 ) . 
Il est connu que les éléments de L „séparent" les points de G, c'est-à-dire 
pour x,yiG, x=f=y, il existe une fonction f i L telle que f(x)4zf{y)- H en 
résulte que 
(r1*)"1 = T~lx~l (x i G). 
D'autre part, pour tout f , g i L, on a 
jf((Tx)y)g(y->)dy = (f*g)r(x) =fr*gr(x) = J /( T(xy))g ( Ty~ '^dy. 
Posons y->-T~xy. Alors, on a 
¡Anxy))g{Tyl)dy = \f(nxrly))g(nT-ly)-l)dy== 
-\f{T{xT-ly))g{Trlfl)dy^\f{T{xTly))g{y-l)dy. 
Donc, pour tout f , g i L, on a 
\[f{(Tx)y)-f{T(xrly))}g(fl)dy = 0. 
On en conclut que, pour tout xi G, 
f((Tx)y).-f(T(x T'y)) = 0 {y i G) 
pour tout f i L. Comme les éléments de L séparent les points de G, on a 
{Tx)y=T(xT~1y) pour tout x, yiG. En posant y=Tz, on a 
(Tx)(Tz) = T(xz), 
ce qui achève la démonstration de la proposition 1. 
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P r o p o s i t i o n 2 . Soit T un automorphisme topologique de G par 
lequel la mesure de Haar sur G est invariante. Alors, Г applications f-*fTde 
L sur L est un * -automorphisme induisant de L. 
D é m o n s t r a t i o n . D'après la proposition 1, l'application f—*fr est 
un * -automorphisme de L dont l'inverse est identique à l'application 
/—•/,.-1. L'invariance de la mesure de Haar par T implique que ces appli-
cations sont isométriques. Alors, notre assertion résulte du théorème du 
paragraphe 1 . 
C o r o l l a i r e . Pour tout élément a fixé de G, l'application f(x)-+ 
—>• f(axcrv) de L sur L est un * -automorphisme induisant de L. 
D é m o n s t r a t i o n . En tenant compte de la proposition 2, ceci résulte 
de ce fait que la mesure de Haar est invariante par les automorphismes 
intérieurs de G. 
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Über die absolute Summierbarkeit der Orthogonalreihen 
Von LÁSZLÓ LEINDLER in Szeged 
Einleitung 
Es sei {av} ( r = 0,1,...) eine reelle Zahlenfolge und {<pv(x)} = 1, . . . ) 
ein im Intervall (0 ,1) orthonormiertes Funktionensystem. Das n-te ( C , a ) ~ 




wird mit oj"}(x) bezeichnet, d. h. es ist 
= l W 2 №rür9r(x) (/! = 0, 1, . . .) 
/ij, r=0 
mit 
.{a)_(m + a 
A'" —\ m 
& 
Die Orthogonalreihe (1) heißt im Intervall (0 ,1) fast überall |C, « | - summier-
bar, wenn im Intervall (0 ,1) fast überall 
2 1 (x)—a»") ( x ) ! < 0 0 11=0 
gilt . 
K . T A N D O R I [ 4 ] hat den folgenden Satz bewiesen: 
Damit die Reihe (1) für jedes Orthonormalsystem {<jp,.(x)j im Intervall 
(0 ,1) fast überall \ C, 1 [-summierbar sei, ist die Bedingung 
(2) 2 ) 2 ¿r <oc> 
tu—U <-/«==2"'+l ' 
notwendig und hinreichend. 
In § 1 dieser Arbeit wird bewiesen, daß die Bedingung (2) auch für 
« > - i- die notwendige und hinreichende Bedingung der (C, « |-Summierbarn 
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keit der Reihe (1) ist. Wir werden ferner hinreichende Bedingungen für 
— 1 < a < ~ und für a — angeben, die im allgemeinen nicht geschwächt 
werden können und die , für positive, monoton nichtwachsende Zahlenfolgen 
{ar} auch notwendige Bedingungen der | C, «|-Summierbarkeit bzw. C, 
Summierbarkeit sind. 
In § 2 wird gezeigt, daß die in den Divergenzbehauptungen der Sätze 
des § 1 angeführten orthonormierten Funktionensysteme auch als orthonor-
mierte Polynomsysteme gewählt werden können. 
Ein im Intervall (0,1) orthonormiertes Funktionensystem {#,(*)} 
( n = = 0 , 1 , . . . ) heißt ein System vom Haarschen Typ — kurz: H-Typ —, 
wenn für jedes x £ (0,1) 
*»(*)*»(*) = 0 (2A <n,m^ 2k+], n=j=m; k = 0, 1 , . . . ) 
gilt. In § 3 werden wir folgendes beweisen: Ist die Reihe (1) für ein System 
vom H-Typ | C, ß|-summierbar mit « > 0 , so ist sie auch fast überall absolut 
konvergent. 
Endlich werden wir in § 4 beweisen, daß die Bedingung 
co ; 2»'+l j ' / -
(3) Z i » , ) Z ß" 
mit keiner positiven, monoton nichtabnehmenden, ins Unendliche strebenden 
Zahlenfolge {/,„} eine notwendige Bedingung der |C, «|-Summierbarkeit mit 
0 ^ « ^ sein kann. 
Ich möchte dem Herrn Dozent KÄROLY TANDORI, von dem diese Prob-
leme stammen und der mich in der Fertigstellung dieser Arbeit mit wertvollen 
Ratschlägen unterstützt hat, meinen aufrichtigen Dank aussprechen. 
§ 1. Die absolute Summierbarkeit allgemeiner Orthogonalreiheh 
In diesem Paragraphen werden wir drei Sätze beweisen. 
S a t z 1. Es sei Damit die Reihe (1) für jedes orthonormierte 
Funktionensystem im Intervall (0,1) fast überall \ C, cc \-summierbar sei, ist die 
Bedingung (2) notwendig und hinreichend. 
B e w e i s v o n S a t z I. Zum Beweis des Satzes benötigen wir die 
folgenden bekannten Tatsachen: 
( 1 . 1 ) (m>0, co — 1), 
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wobei Cj(ß) und c2(a) nur von a abhängige positive Zahlen sind, ferner gelten 
die Relationen 
A ^ X ) 
(siehe z. B. A. ZYGMUND [5], S. 77). 
Mit einfacher Rechnung ergibt sich 
(m^0, a> — 1), 
(ms0, co0), 
i («) A 
V 
(«) Ä f f ) An VC. 
•flll-t-1 A(il) A™ (n + 1 — v) (n + 1 + a) ' 
Aus (1.1) folgt die Abschätzung 
( 1 . 2 ) d , ( o ) 
(n+l-rr1" ^ (n+\ — v)a-lv 
Ii 
( « = 1 , 2 , . . . ; r = 0 , 1 , . . . , n ; « > — 1 , «=^0), 
wobei dx(a) und d.2(a) nur von u abhängige positive Zahlen sind. Offensicht-
lich ist l}„\>0 für co0, L\'%. = 0 für cc = 0 und L\"\. < 0 für — 1 < « < 0 . 
H i n 1 ä n g 1 i c h k-e i t. Ohne Beschränkung der Allgemeinheit kann 
ö0 = ai = 0 angenommen werden. Durch Anwendung der Cauchyschen Un-
gleichung erhält man für co—1 auf Grund von (1.1) und (1.2) 




co /• a ( 2"'+1 j 1/2 
2 2 l o f t t o - ^ t t l d x ^ 22'"ß] 2 ( a S W - a f w y ^ x -»i=0H_ymj.j J »i=0 (fl_2»' • i ; 
(1.3) 
l 
(„=orn+1 Lr=0 ( 4 ^ , ) 
T ÖPI+1 
OD I 2",+1 u , . . x2r<-2 2 )><-
2 2 ^ aA 







flq 1/1 + 1 + 1 
( 2 " , + 1 + l ) a 
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2 Z I \o%(x)-<C(x)\dx = 
i»=0 „_2»)i+j ./ 
0(1) 2 
« 1 = 0 
= 0(1) 
Ottl+1 w mjn (2'+l „) ]l/2 , „ui+l ,1/2 
'-"'(1+2a) 2 Z 2 ' (fl + \ - v f " ~ 2 r 4 + \~2 flü 
om+1 .1/2 
2 \ r ' " ^ 2 2 r2ai ' 2 ( « + 1 - 7 , ) M + 1 
'=° r=2'+l » = max(2'"+l,r) ! ,»i=0 
0(1) 
= 0(1) 
CO I m 2 ' + ! ) ! / 2 
H-=o'( /=o ,„=2/+1 ) 
= 0(1) 
• co i 2'+' lV2 
2 2 - 2 2 1 + 1 
»i=0 /=0 I r =2'-fl ' 
' co ( 2'+! \xl- co 
2 ] Zal[ - 2 ' ^ r + l 
Daraus folgt durch Anwendung des Satzes von B. LEVI, daß die Reihe (1) 
im Intervall (0 ,1) fast überall |C ,a | - summierba r ist. 
Zum Beweis der Notwendigkeit von (2) benötigen wir den folgenden 
H i l f s s a t z I. Es sei |/?„(x)} (n = 1 , 2 , . . . ) ein im Intervall (0 ,1) de-
finiertes Treppenfunktionensysti//?.') Wir bezeichnen mit Js(n) (« = 1 , 2 , . . . ; 
5 = 1,2,..., s„) die Konstanzintervalle von R„(x). Gilt für jedes m>n die 
Beziehung 
(A) sign R,„ (x)dx = 0 (s = 1 , 2 , . . . , s„), 
so gibt es zu jeder reellen Zahlenfolge dt ,..., d* eine einfache Menge'-) Ek 
derart, daß für x £ Ek 
2d,R,(x) ^ | rf.v-, Pv_, (jc)| (k = 0, 1,..., N— 1 ) 
!) Eine Funktion in (0, 1) heißt Treppenfunktion, wenn (0, 1) in endlich viele Teil— 
intervalle zerlegt werden kann derart, daß die Funktion in jedem Teilintervall konstant ist. 
2) D. h. Ek ist die Summe endlich vieler Intervalle. 
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besteht und 
ist. 
(k = 0, l , . . . , N - l ; 5 = 1 , 2 , . . . , 7 , ( 0 ) = (0 , l ) ) 
B e w e i s d e s H i l f s s a t z e s I. Nach der Eigenschaft (A) von 





II(E!: n J s ( N — K — 1))= 
dN-kRs-k(x)\ (x C Ei) 
" ( / ' " V " > ( , = 1 , 2 
gilt. Weiterhin ist Ei' die Vereinigung gewisser JS(N—k). Ist k = 0, dann ist 
die Behauptung bewiesen. Ist dann folgt nach der Eigenschaft (A) von 
RN-k+i(x), daß es eine einfache Menge E " ( ^ E ! ) derart gibt, daß für jedes 
x 6 Ei' 
X-k+l 
>. di Ri (x) ZdiR(x) ¡dx-tRy-kWl 
besteht und 
, « ( £ , " n J G ( N - K - 1 ) ) = > ^ M N ~ K (S = L,2,..., 5,.,-,) 
gilt, wo E!,' die Vereinigung gewisser JS(N—/r+1) ist. Somit ergibt sich 
mit vollständiger Induktion die Behauptung. 
N o t w e n d i g k e i t . Im folgenden wird ein spezielles orthonormiertes 
System {/„(*)} (n = 0 , l , . . . ) definiert. Es seien 
Xn(x) = r„(xy) (// = 0 , 1 , 2 ) . 
Die Funktionen %u(x) (// = 0 , 1 , 2 ) sind Treppenfunktionen. 
Es sei s ( ^ l ) eine beliebige natürliche Zahl. Wir nehmen an, daß die 
Treppenfunktionen %n(x) (n = 0 , 1 , . . . , 2S) schon so definiert sind, daß sie 
ein System vom H-Typ bilden. 
Dann kann das Intervall (0 ,1) in endlich viele Teilintervalle / , ( 1 ^ e ^ (>.,) 
derart zerlegt werden, daß in jedem die Funktionen %„(x) (« = 0 , 1 , . . . , 2 " ) 
konstant sind. 
Mit ß(H) wird das Lebesguesche Maß der Menge H bezeichnet. 
4) ';.-(A') bezeichnet die k-te Rademachersche Funktion: 
r,.(x) = sign sin 2 7ix 
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W i r setzen 
^ d2vn ( [ 11 
O0(/n) = 0 und Qk(m)= Z - ^ r 1 i4m== 2 ö» ; 
»=1 /1«, V 'n=2"'+l ! 
k = l , . . . , 2 ' " ; /77 = 0 , 1 , . . . ] . 
Für ein end l i ches Intervall / = ( / / , « ) wird 
4 ( / 7 7 , / ) = (// + | u( / )ö , . 1 ( /77 ) , / / + i(.(/)i>;£(/77)) (A: = l , 2 , . . . , ' 2 ' " ; /77 = 0 , 1 , . . . ) 
gese tz t . 
Wir tei len j edes / » = («?, ';») in 2S Tei l interval le ein, 
h{s ;y„ ) = (u„ +,«(y?)i>A-i(s), hc, + M(7?)i>/,(s)) (£ = 1 , 2 , . . . , 2S), 
und setzen 
0 = (Ä = l , 2 , . . . , 2S). "o'+fc (<=1 
D i e Funkt ionen ^„(x ) (2* + 1 ^ « ^ 2 s f ' ) s ind Treppenfunkt ionen . S ie 
s ind normiert : 
i i 
ziu_(x)äx = —~ X ri(x, Ik(s; J,))dx = 
0 " ' o 
A" C A (i~ • 
> ^ d x = ± . « ( / » ) = Z . « w = 1-
%+/,-. ?= l a.v,+& ?=i A , »=i 
N a c h der Def in i t ion ist e s klar, daß d a s Funkt ionensys tem {^„(x ) | 
(n = 0 , 1 , . . . , 2S + 1) auch orthogonal und für j edes x £ ( 0 , 1 ) s o g a r 
* « ( x ) f l » ( x ) = 0 ( 2 ' < / i , / n g 2 ' + 1 ; 0 ^ l ^ s ) 
ist, a l so bi lden d ie ^ , t (x ) ein Sys tem v o m H - T y p . 
:>) Ist / = (w;f> ein endliches Intervall und h(x) eine in (0,1) definierte Funktion, 
so wird 
n ) A r — " l für u<x<v h(x;l) = ( 1, v—u) 
( 0 sonst 
gesetzt. Offensichtlich ist 
« i 
I h(x-, ])dx = ß(I) j h(x)dx. 
n d 
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Mit vollständiger Induktion ergibt sich sodam ein unendliches System 
vom H-Typ. 
Das n-te (C, cc)-Mittel der Reihe 
cd 
£ a „ X v ( x ) 
«=(i 
wird mit äu '^x) bezeichnet. Wir nehmen an, daß die Reihe (1) für jedes 
orthonormierte System {</>„(*)} fast überall |C, ß |-summierbar j« > - ^ - j ist. 
Dann gilt auch 
•J1=0 
im Intervall (0 ,1) fast überall. 
Es sei n = 2Hia+~a)d!(cc)cl22(cc), wo di(a) und d>>(«) die unter (1 .2 ) an-
geführten Konstanten sind. Nach dem Egoroffschen Satz gibt es dann eine 
meßbare Menge E mit , « ( £ ) ^ 1 — s und eine positive Konstante K derart, 
daß für jedes x d E 
co 
n=i ist, woraus folgt: 
(1 .4 ) £ ( j ( x ) - äl:'\x) | dx ^ Ku (E). 
« = 2 J 
X 
Es seien m und n natürliche Zahlen, 2 ' " < / i ^ 2 ' " + 1 . Wir setzen 
R,(x; m,n)= £ L^räryAx) (/ = 0 , 1 , . . . , m — 1.), 
v=2'+l 
Rm(x; m, n) = £ Ü"\,ar/^(x) 
r = 2 " ' + l 
und 
Rm+1 (x; m, ri) =• — a u + l (x). 
Aus der Definition von % r(x) {v = 0 , 1 , . . . ) ist klar, daß die Funktionen 
m, ri) (/ = 0, 1 , . . . , m -f-1) die Bedingungen des Hilfssatzes I erfüllen. 
Wir wenden auf die Funktionen Ri(x; n, tri) (/ = 0 , 1 , . . . , m + 1 ) den 
Hilfssätz I mit N = m +1, k = 3 a n ; die entsprechende Menge wird mit 
Es{m,n) bezeichnet. So ergibt sich auf Grund von (1.2) und der Definition 
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der Funktionen */,.(x) ( r = 0 , 1 , . . . ) : 
a> (• a> 2"1+1 (• 
n.-=2s+l •/ . ••>=* ji=2'"+1 
^ 2m+l -
- . w W d x ^ Z Z 
W3(m, n) n /•; 
Z / . ( * ) - f 
•v=0 
•1 Z L<° i a , , / r ( x ) l d x 
1 
z 
1 , _ 3 m - 2 + 1 
CD 2 M + 1 
^ z z 
'"=i! »=am+i K„(m, H) /'.'-¡(iü, n)n K 
-jiii+1 
^ L-,!. r Uy/ }• ( x ) 
r = 2m"2+l 






Z Z p-4 z 
I» =il ,1 _0TO+1 V r = Aii-2 
om+l 
A „ - 2 
CD / . 2"* ' 2 2 M T 1 / , , SA-1 
^ Z 2 - V i ( « ) z ^ Z 2~(l>i~2a)di(a)A,„-j i,-2>»-2+I Am-2 "+1 
^ Z ( c c ) A m - 2~(iH "a)i/ ( (a)Am., ^ 2 ( « ) Z , 
m = 3 \ ) in = 1 
woraus (2) wegen (1.4) folgt. 
Damit haben wir die Notwendigkeit der Bedingung (2) und den Satz I 
bewiesen, und auch die folgende Divergenzbehauptung erhalten: 
Es sei u>~. Ist die Bedingung (2) nicht erfüllt, so gibt es ein in (0 ,1) 
orthohormiertes System von Treppenfunktionen {rp„(x)j derart, daß die Reihe (1) 
nicht fast überall |C, a\-summierbar ist. 
Wir werden jetzt die folgende Divergenzbehauptung beweisen : 
Bezeichne {</>»(*)} ein Orthonormalsystem von Treppenfunktionen. Ist 
die Orthogonalreihe (1) in einer Menge / / ( £ ( 0 , 1 ) ) mit,«(//) =-- 2ö ( 0 < 2 ö < l ) 
nicht | C, a \-summierbar für ein a > — 1, so kann ein orthonormiertes System 
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von Treppenfunktionen | X/J„ (X) \ angegeben werden derart, daß die Reihe 
c o 
(1 .5 ) y,allipn(x) 
n = 0 
in (0 ,1) fast überall nicht \C,a\-summierbar ist. 
Ohne Beschränkung der Allgemeinheit kann a0 = a1 = 0 angenommen 
werden. Zum Beweis dieser Behauptung werden wir ein in (0 ,1) orthonor-
miertes System von Treppenfunktionen {ipn(x)}, eine Indexfolge {Nm\ 
(0 = N 0 < N t < . . . < N „ , < . . . ) , eine positive, monoton wachsende Zahlenfolge 
{/,„} und eine Folge von einfachen Mengen {//,„} ( / / , „ £ ( 0 , 1 ) ) konstruieren, 
welche die folgenden Bedingungen erfüllen. 
Die Mengen Hm sind stochastisch unabhängig'1) und haben das Maß 
(1.6) 
für jedes n gilt 
(1 .7) 
}i(H„) = ö (m = 1 , 2 , . . . ) ; 
m a x \ i p n ( x ) \ ^ m a x | y „ ( x ) | ; 
IK><1 0<..R<L 






'̂ -i 1 
Z L('"\.a„ ypv(x) -| j-,-au-rl'ip„ rl(x) 





z Z l}"}vav'ipv(x) l ui+i • 
Wir setzen ip0(x) = <p0(x). Es sei / n „ ( ^ 0 ) eine natürliche Zahl. Wir 
nehmen an, daß die Treppenfunktionen ip„(x) (n = 0 , 1 , . . . , N,»0), die Zahlen 
N o < N i < . . . < Af,„0, (0 <)/.i •. • und die einfachen Mengen 
H \ , . . . , H„,o schon definiert sind derart, daß diese Funktionen in (0,1) ortho-
normiert sind, diese Mengen stochastisch unabhängig sind, (1 .7) für 
und (1.6), (1.8), (1.9) für m = 0 , 1 , . . . , m0 erfüllt sind. 
Durch einfache Rechnung ergibt sich für cc>—1 und für ein beliebiges s 
Z Z \ltfr\<oo. 
Es sei 
cd m 0 
¿»„+1= Z Z max ja^cpAx)!-
»=,V,„or = 0 . OS^SAT^ 
n<x<~ i 
«) D. h. für jede endlich Indexfolge k, < k2 < . . . < kn gilt 
/«(//,_ n //,., (1 • • • n //,„) = ß(Hk)ß{Hk)... ß(Hk). 
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Aus unseren Annahmen folgt, daß es einen Index N„loU (>N„h) und eine 
einfache Menge H,'„ll+i(E(0,1)) mit ,«.(//,;,0+1) = ö gibt, derart, daß für x £ Hi, 
",,4-r 
2 L\"}ra„(pr{x) ö, i + i r/>„+i ( x ) = 5/>,„„+1 
besteht. Daraus folgt nach der Definition von "'0+1 
v »',1+1" 
Z Li"U'v<pr(x) -| Ip- a„.,., rpll+, (x) 
•v " ' a V I r = x v „ , + 1 
<1.10) 
A',',„+l-1 
V / ( « ) 1 L" rav<Pv{x) + -^-a„+i(p,lU(x) 
A,„„+H -vi,i„ 
Z Z a>' CPv M „ =V ^Tsil 2: 4; + 1 
f ü r x € //,;„,+,. 
Dann kann das Intervall (0,1) in endlich viele Teilintervalle h ( l ^ / ^ / „ , 0 ) 
derart zerlegt werden, daß in jedem /, die Funktionen ipn(x) ( 0 ^ n ^ M « 0 ) 
konstant sind und jede Menge Hm {m = 1, 2 , . . . , m0) die Vereinigung einiger 
h ist. Die zwei Hälften des Intervalls I, bezeichnen wir mit /,' bzw. /,". Es sei 
und 
V„ (x) = Z (<?« (x; n)—9" (x; '")) <<>~ v̂„,„+i) 
/,„„+•> = u (m;,„+i(//)u //:„+. (//'))-7) 
Offensichtlich sind diese Funktionen Treppenfunktionen, die Menge //,„„+i ist 
einfach, die Funktionen V'iOO ( O ^ n ^ N , , , ^ ) bilden in (0,1) ein orthonor-
miertes System, (1 .7) besteht für n^N I U o+i und (1.6) für m = m 0 + l , die 
Mengen H0, ...,/•/,„„+1 sind stochastisch unabhängig, ferner folgt auf Grund 
der Definition von //,„„+!, L,„+i, N,„„+i und (1.10), daß (1 .8) und (1.9) auch 
für m = t77u+l bestehen. 
Mit vollständiger Induktion erhalten wir das System {ii/„(x)} und die 
Folgen {H,„\, {N,„}, {¿,„} mit erwähnten Eigenschaften. 
Aus (1 .8) und (1.9) folgt, daß für x £ H„, 
Z 
—I 1 
Z L("Xa,.ipv(x) H ?rrtf„+i '•/'»+1W 7'=0 3/„ 
7) Mit / / ( / ) wird die Bildmenge von H bei der das Intervall (0, 1) in / abbildenden 
linearen Transformation bezeichnet. 
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besteht, ist x £ lim Hm, so gilt diese Abschätzung für unendlich viele m, also 
ist die Reihe (1.5) in diesem Punkt nicht \C, «¡-summierbar. Aus der sto-
chastischen Unabhängigkeit der Mengen Hm und aus (1.6) folgt durch An-
wendung des zweiten Borel—Cantellischen Lemmas (siehe z. B . W . F E L L E R 
[1], S. 155), daß ( l im H„) = 1 ist. Also ist die Reihe (1.5) fast überall 
! ) ! - > cd 
nicht \C, «j-summierbar. — Hiermit haben wir unsere letzte Behauptung 
bewiesen. 
S a t z II. Damit die Reihe (1) für jedes orthonormierte Funktionensystem 
im Intervall (0,1) fast überall |C, a\-summierbar sei, ist im Falle a = 
die Bedingung 
(1.11) ZVmAm<°o Am = Z 
i n = 0 v ' » = 2 ' " + l j j 
und im Falle —1 die Bedingung 
^ - d - 2 « ) (1.12) Z 2- A„,<oo i)i=0 
hinreichend; für monotone Koeffizientenfolgen sind diese Bedingungen aber 
auch notwendig, falls diese Summierbarkeit für alle Orthonormalsysteme {(p,,(x)\ 
gefordert ist. 
B e w e i s d e s S a t z e s II. Wir nehmen auch jetzt a(1 = al = 0 an 
und beweisen zunächst, daß die Bedingungen (1.11) bzw. (1.12) für die 
c - L 2 - bzw. |C, «¡-Summierbarkeit fast überall mit —1 < a < - ^ hinreichend 
sind. Durch Anwendung der Abschätzung (1.3) erhält man auf Grund von 




f cd i 2 " ' + 1 1)1 m i n ( 2 ' + 1 , i i ) j 1 ' 2 co 
= 0(l) l 2-ä" 2 Z Z (» + + I A , 
V»n = 0 f n = o>»_|_t 7=0 r = :),+1 i m=0 
0(1) 
o!+l -xii+l , 1/2 
2 1 ¡2-2"12 2 Z (n+1-rr1 + 
' = ° r = 2 ! + l n = 2 ' » + l ' 
a 1 7 
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< ;>n ,111+1 >1/2 
+ )rIm 2 v-al 2 ( n + i_v)-' + 
!
2»I+1 oiii+I >1/2 
2'-'" 2 1/2 ai ' 2 (n + 1 — v)-11 
r = 2m+l 11=7' ] 
+ 1 
CO • >J? -
= 0 ( 1 ) 2 2"" 2 2 l Ai + 2 Ira A„,_, + 2 N A„ + 1 
Vw=0 1=0 m = 0 m= 0 
/ a» co \ = o ( i ) \ 2 a i 2 1 2 2 " " + \ <°O 
\ ( = 0 m=l J 
besteht, während für — 1 < « < - ^ -
co r 
2 \rf&{x)-(#\x)\dx = 
n = 0 ./ 
min(2i+1, h) 
= 0 ( 1 ) 2 ] 2 - ( № ) 2 2 2 ( « + + 





f co i in 2 ,+1 2m + 1 ' l1/2 
= 0 ( 1 ) 2 2 - ' " ( № ) 2 2 ^ 2 (» + i - r H + 1 
v , , s s t } ' 1 = 0 = 1 u = max{2"'+l, ^ 
. w =0 





= 0 ( 1 ) 1 2 2 t ( 1 " 2 k ) A „ + 2 \ 2 - m i l + 3 a ) 2 ^ A h ^ - l ) [ + l | = 
¡1 /2 
= 0 ( 1 ) 2 A 2 ' 2 2 - u ' + 1 < o c 
/=0 111=7 
gilt. Daraus ergibt sich durch Anwendung des B. Levischen Satzes, daß die 
Reihe (1) fast überall C, 
1 
- bzw. |C, o:|-summierbar mit —1 < « < — ist. 
Zum Beweis des Satzes II haben wir noch zu zeigen, daß (1. 11) bzw. 
(1 .12) für jede monotone Koeffizientenfolge notwendige Bedingungen der 
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c - L 
' 2 
bzw. |C, ci:|-Summierbarkeit fast überall mit — l < « < ^ - s i n d , falls 
diese Summierbarkeit für alle Orthonormalsysteme ¡</>„(x)} gefordert wird. 
Es sei {Ö„} eine positive, monoton nichtwachsende Zahlenfolge, wobei 
fl0 = ß,i = 0 angenommen werden kann. Das n-ie (C, «)-Mittel der Reihe 
CO 
( i . i 3 ) 
/1 = 0 
bezeichnen wir mit a*(<<) (x). 
Wir benötigen den 
H i l f s s a t z II. Ist <oo, dann ist 
n 
erfüllt, wobei A und B positive, von der Folge {?,.} unabhängige Konstanten 
sind und f)(x) die Summenfunktion der Reihe 
2ovrr(x) 
bezeichnet. 
Dieser Satz ist bekannt. (Siehe z. B. A. ZYGMUND [5], S. 213.) 
Ist die Reihe (1) für jedes orthonormierte System if/>»(x)} in (0,1) fast 
überall 
i; = 4~lA 
c - L 2 -summierbar, dann ist es auch die Reihe (1. 13). Es sei 
. Nach dem Satz von EGOROFF gibt es eine Konstante M und eine 
meßbare Menge G ( c ( 0 , 1)) mit ,«(G)>1— H, SO daß 
(1.14) ¿ i < ( | ) « - < ^ ( x ) | < M ( x ( G ) 
»=0 
besteht. Die Menge (0 ,1 )—G wird mit CG bezeichnet. Durch Anwendung des 
Hilfssatzes II ergibt sich auf Grund von (1.2) und (1. 14) 
Mn(G) S: Z (KSP(X)-<P(X)| dx = 
//=0 J 0 
1 
= z ( ] - J ) i * £ i \ x ) ~ o : ß ( x ) \ d x s 
Ö CO 
1 1 
Z ( j I < ( i } ( x ) - < ^ ( x ) I dx - l /MCG) j j ( o * ( p ( x ) - J ^ ( x ) f d x n i . 
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2; ,1=0 (r=o '< ' 
^ 00 2'"+' ! » / , i \ - l 2 
S ^ m Z 2 2 ( " + ' 7 ) r a - -^ »«=0 ii =2'"+l ' r = 2'"+l ' 
m 2„)+l , .„ ,1/2 
. , S - V NT' \ V / S-1 I 
'"=0 - : , - „=2'" + I •1' = 2"'+l ' 
4 CD m+1 
in = i 
^ 2 VniA,,,. 
£ in = l 
Also (1. 11) ist erfüllt. 
Damit haben wir die Notwendigkeit der Bedingung (1. 11) für monotone 
Koeffizientenfolgen gezeigt. 
Nehmen wir an, daß die Reihe (1. 13) in (0,1) fast überall |C , a | - sum-
mierbar ist für ein beliebiges « zwischen —1 und Es sei « = 4 " M J . 
Nach dem Egoroffschen Satz gibt es eine meßbare Menge Gu mit 
und eine Konstante VW, derart, daß 
(1.15) 2 | o £ ? ( x ) - a * ° ( x ) | < Ai, (x <E G{). n =0 
Durch Anwendung des Hilfssatzes II folgt auf Grund von (1.1) und (1.15) 
i 
n = 0 ./ »1=0 V J J J 
G, o ce, 
- + ¿ s X * Yzp= 
•11=0 ir=0 (/ l | i+l) ' c " = 1/1„ 
\ CO 4 OD 2"'+1 A CD 2"' + l 
^ A y Qu = A y -sp a„ A v> 2-('»4-i)k V a > 
= 2c,(«) ,fTi na 2c,(a) rt" = 2c,(«) ,,^-n " ~~ 
/i 00 '"+1 /< ® '"/i t, - , A 9-(„,+i)« „ — , _ A V i l ' 1 " ^ / 
4c2(ß) „7=o 4c2(ß) „7^ 
also ist (1. 12) erfüllt. 
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Wir haben hiermit die folgende Divergenzbehauptung bewiesen: 
Es sei- {tf,,} eine positive, monoton nichtwachsende Koeffizientenfolge. Sind 
£][mA„, = oc bzw. 2 2 2 A,„ = o° [für ein cc, —1<«<-^- , 
w=0 in =0 V ) 
so gibt es orthonormierte Systeme von Treppenfunktionen \<Dn{x)\ bzw. ¡i/;„(x)| 
CO CO 
derart, daß die Reihen £a„ ®.,(x) bzw. £ a„tpn(x) in (0,1) nicht fast überall 
1 
C, bzw. | C, a |-summierbar sind. 
Mit der obigen Methode kann gezeigt werden, daß diese Systeme von 
hlt werden können, 
1 
Treppenfunktionen {&„, (x)} bzw. {ipn(x)} auch so gewä 
daß die entsprechenden Reihen in (0,1) fast überall nicht C, ~ - bzw. \ C, cc\-
summierbar sind. — Damit haben wir den Satz II vollständig bewiesen. 
Wir werden noch den folgenden Divergenzsatz beweisen: 
S a t z IN. Es seien {pm\ bzw. \qn,\ positive Zahlenfolgen mit 
( 1 . 1 6 ) pm = o{]fm) bzw. qm = o(2- ° ""') für -1 <cc< _L 2 " 
Dann gibt es orthonormierte Systeme von Treppenfunktionen {®n(x)\ bzw. 
{i/»„(x)} und Koeffizientenfolgen {b,,} bzw. {cl(} derart, daß die Beziehungen 
(1.17) 
gelten, wo 
y P», B»< < 00 bzw. £ q,u Cm < oa 
B„ 
om+l ,1/2 
£ bi\ bzw. C„, 
i = 2'" + l 




( 1 . 1 8 ) £ bn <Pu (X) bzw. £ Cu •>!':, (x) 
aber im Intervall (0,1) fast überall nicht C, 
1 
bzw. | C, a\-summierbar sind. 
B e w e i s v o n S a t z III. Ohne Beschränkung der Allgemeinheit kann 
angenommen werden, daß 
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für jedes m ^ l gilt. Es sei {un} eine positive, monoton nichtwachsende 
Zahlenfolge mit 
c o 
2 II,, = CO . 
r=0 
Dann kann nach ( l . 16) eine Indexfolge {Nk} (N„ = 1) bestimmt werden, so 
daß die folgenden Bedingungen erfüllt s ind : 
- 1 „ -^(1-2«) , 
(1.19) bzw. qw2 2 g / T " für (k = 1 , 2 , . . . ) 
und 
(1.20) 2 Ur ^ 2 u.„ (k = \,2,...). 
Es sei 
(1.21) " ( " ) = 2 Ur für Nk (k= 1 , 2 , . . . ) . 
Die so definierte Zahlenfolge {u(n)\ ist positiv und nach (1 .20) monoton 
nichtabnehmend. Nach (1. 19) und (1.21) sind 
u j cd 1 /." uu 
0.22) 2 
»>=111 mu (in) /• = I><>= A',._ , |/ m u (m) >••=I K 
bzw. 
A',-1 
»> = 1 _ - 0 - 2 « ) , . /." =! in = N/._ | - 0 - 2 « ) /. = 1 K 
2 - i / ( m ) 2 J u ( m ) 
Nach (1.21) ist 
Av- 1 
A',,-1 
(1.24) 2 - 7 ^ = 2 Z = 2 1 = ~ -
Es seien nun 
b„ = {2^ \ imu(m)u l i ) bzw. c„ = (2 t-2 t°"2">u(OT)u,;1) 
So sind 
für 2 " ' < « ^ 2 m + 1 , m = l , 2 , . . . 
= Tf==~—: bzw. C „ , = ,„ (/n = 1, 2 , . . . ) . 
Daraus ergibt sich auf Grund von (1.22), (1.23) und (1.24), daß (1.17) 
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erfüllt ist, wogegen 
CB CO J» 
X ]fmßm = ~ bzw. Z G, 
»j=0 " »1=0 
ist. Auf Grund unserer nach dem Beweis des Satzes II erwähnten Behauptung 
gibt es daher orthonormierte Funktionensysteme {</>„(x)} bzw. {ifjn(x)}, für 
welche die Orthogonalreihen (1.18) im Intervall (0,1) fast überall nicht 
C ± L , 2 - bzw. |C, « |-summierbar — 1 < « < - ^ - | sind. 
Damit haben wir den Satz III bewiesen. 
§ 2. Divergenzbehauptungen für Reihen, 
welche nach orthonormierten Polynomsystemen fortschreiten 
In diesem Paragraphen werden wir den folgenden Satz beweisen: 
S a t z IV. Man kann die in den Divergenzbehauptungen des § / an-
geführten orthonormierten Funktionensysteme auch als orthonormierte Polynom-
systeme wählen. 
B e w e i s d e s S a t z e s IV. Zum Beweis des Satzes benötigen wir 
den folgenden Approximationssatz. (Siehe L. L EINDLER [3], 20—37.) 
Es sei {</J„(X)| ( « = 1 , 2 , . . . ) ein im Grundintervall (0,1) orthonormiertes 
Funktionensystem. Dann kann zu jeder positiven Zahlenfolge {?,} (/ = 1,2,...) 
und zu jeder Indexfolge {Ni} (0 = N0< N, <... < AT, < . . . ) ein in (0,1) ortho-
normiertes Polynomsystem {PH(x)} (« = 1,2,...) und eine Folge von meßbaren 
Mengen G i ( ^ ( 0 , 1)) (/' = 0, 1 , . . . ) angegeben werden, so daß die folgenden 
Bedingungen erfüllt sind: Für x £ CG, und für jedes n mit /V, < n ^ MM gilt 
\(pn{x)-(-\)J'°':)Pn(x)\^Hi ( j i ( x ) — 0 oder 1) 
und 
Es sei {<jp„(x)j (« = 0 , 1 , . . . ) ein im Intervall (0,1) orthonormiertes 
System von Treppenfunktionen (die in den Divergenzbehauptungen des § 1 
vorkommenden orthonormierten Funktionensysteme bestehen immer aus Trep-
penfunktionen) und ja,,} (« = 0 , 1 , . . . ) , (ß„ = fl, = 0) eine nichtnegative Zahlen-
folge. Wir nehmen an, daß für dieses System 
CD 
2 1 of t , (x) — (£°(x) I = oc (für ein «, ß > — 1) 
11 = 0 
fast überall gilt. Dann können, wie es in § 1 bewiesen wurde, eine Index-
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folge {Ni} (0 = N„ < N, <... < N;. <...), eine stochastisch unabhängige, meßbare 
Mengenfolge {//;} (<=(0,1)) (/ = 0 , 1 , . . . ) mit ,u(//,) = d > 0 und eine positive, 
zunehmende Zahlenfolge {h} (/ = 0 , 1 , . . . ) (h^2) angegeben werden derart, 





2 II = iV; 2 L
(




2 2 C"lar<pv(x) 
1 ' = 0 
Nach unserer Annahme ergibt sich auf Grund des zweiten Borel-
Cantellischen Lemmas 
(2.3) ,«(Tim H ) = 1. 
f—>-00 




2 < 0 0 
er 2 + 
« = *'i Vr=o An+\ 1 
Wir wenden auf das Funktionensystem {<p„(x)} mit der obigen Index-
folge {M} und der Zahlenfolge -Je,-} den erwähnten Approximationssatz an. 
Dann ergibt sich aus (2.1), (2.2) und (2.5) durch einfache Rechnung, daß 
es ein in (0,1) orthonormiertes Polynomsystem {P«(x)} (« = 1 , 2 , . . . ) und 
eine Folge von meßbaren Mengen G , (£ (0 , 1)) (/ = 0 , 1 , . . . ) gibt, derart, daß 
für jedes x £ H — Gi (/ = 1 , 2 , . . . ) 
\ 
ll=jV; 2 l
i:u.Pv(x) + - i - fllI+1p„-,(x) ^ 3 / , 
und 
-v;+i-i 2 
u = N/ 
Z'XUirPAx) g 2h 
ist. Daraus folgt, daß für jedes x£H, — G; (/ = 0 , 1 , . . . ) 
(2.6) 2 ¡ ' i l W - ^ ' W ! ^ / . , ; 
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besteht, wobei <J{,U)(X) das (C, «)-Mittel der Orthogonalreihe 
CO 
( 2 . 7 ) 2 A R P V ( X ) 
r = 0 
bezeichnet. 
Offensichtlich ist * 
03 
lim G; £ U Gi 
I->- CO I = I'O 
für jedes /'„. Somit ist 
CO CD 
«(Tim Gi) < 2 tl(G.) < Z 
¿-i-ro ' = 1(1 ' = '0 
für jedes /„, woraus nach (2.4) ,M(limG;) = 0 folgt. 
I->-CD 
Daraus und aus (2.3) ergibt sich ,«( l im(/ / ; — G,)) = l , woraus nach 
i->-CD 
(2. 6) folgt, daß die Reihe (2.7) fast überall nicht J C, «|-summierbar ist. 
Damit haben wir den Satz IV bewiesen. 
§ 3. Über die Systeme vom Haarschen Typ 
In diesem Paragraphen wird folgendes gezeigt: Ist die Reihe (1) für 
ein System vom H-Typ fast überall |C, a |-summierbar mit einem « > 0 , so 
ist sie auch fast überall absolut konvergent. Wir können sogar mehr zeigen; 
es gilt nämlich der folgende 
S a t z V. Damit die Reihe (1) für jedes System {(pn(x)} vom H-Typ im 
Intervall (0,1) fast überall \C,ci\-summierbar sei, sind die Bedingungen 






für — 1 < « < 0 bzw. für ß ^ O notwendig und hinreichend. 
Zum Beweis des Satzes benötigen wir den folgenden 
00 
H i l f s s a t z III. Ist die Reihe \C,ct\-summierbar (a>—1), so ist 
n = 0 
sie für jedes ß>0 auch |C, « + ß\-summierbar. 
Dieser Hilfssatz ist bekannt. (Siehe E . KOGBETLJANTZ [2] , 2 3 7 — 2 3 9 . ) 
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B e w e i s d e s S a t z e s V. Zuerst werden wir die Hinlänglichkeit der 
Bedingungen (3.1) und (3 .2) beweisen. Es sei - l < c s O . Dann ist 
co r 
2 W;'Mx)->C(x)\dx s 
11=0 ./ 
(3 .3 ) 
od / 2 ' " + ' m 
^ 2 \ 2 2 
ow-H 
Ulin(-2l+l. v) 
2 L("Uir<Pr(x) dx + 
+ 2 ~~nä\" 
„=2™+l A„ j 
Das zweite Glied ist kleiner als 
2)1/2 
0(1 ) 22-""'Am] 2 \<p..{x)\dx\ = 
w = " \ H = > ' J ' 
" 0 
co i jl/2 CO 
= 0 ( l ) l 2 - " , f l A „ 2 " /« = 0 ( l ) l 2 - M A „ < ~ J 
)i;=u 'ji = 2i"+l ' in =11 
wobei In ( 2 " ' < / / ^ 2 ' " + 1 ) die Teilmenge von (0 ,1) bezeichnet, auf welcher 
<pn(x)=j= 0 ist. Ist « = 0, dann tritt nur dieses Glied auf. Damit ist die Hin-
länglichkeit der Bedingung (3.2) für « = 0 bewiesen. Durch Anwendung des 
Hilfssatzes III folgt hieraus die Hinlänglichkeit der Bedingung (3. 2) auch 
für a> 0. 
Das erste Glied von (3. 3) ist kleiner als 
od 2"'+' m min(2'+1.«) r 
2 2 2 2 I LT, 11 av I I cPr(x) I dx = —<( n =2m-M ' = n r = "'+l 
co m -2l+l p 2nl + l 
( 3 . 4 ) = 2 W A M - v ) | r f x 2 
n = ntax -¡2"'+l. i'y 
•>/+1 
^ o ( i ) H a ] 2 I I i < p r ( x ) \ d x 
OUJ + l 
"V1 | / ( « ) j • I i^n, r | 
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Für 2'<7/=£2'+ i (/ = 0 , 1 , . . . . r n — 2 ) gibt nach (1.2) ( — ! < « < 0 ) 
( 3 . 5 ) 
j,=2"'+l 
y \ L ( a ) 
= 0 ( 1 ) 2 ' • 2 " 2 ( 1 + 1—»')"- ' = 0 ( 1 ) 2 7 - " ' , 
für ist 
( 3 . 6 ) 2 = 0 ( 1 ) 2 " " " 2 (/i + l - r ) " - 1 = 0 ( l ) 2 - o , H . 
Aus (3.4), (3.5) und (3.6) ergibt sich, daß das erste Glied von (3.3) 
kleiner ist als 
Durch Addition dieser Abschätzungen ergibt sich die Hinlänglichkeit 
der Bedingung (3.1). 
N o t w e n d i g k e i t . Es seien /„(x) (// = 0 , 1 , . . . ) die im Beweis des 
Satzes 1 definierten Funktionen. Das Funktionensystem {%n(x)} ist ein System 
vom H-Typ. Bei Benützung der Bezeichnungen des § 1 nehmen wir an, daß 
für ein ci ( — 1 < « < 0 ) im Intervall (0,1) fast überall gilt. Es sei 
s=2~wda~(a)di(a). Nach dem Egoroffschen Satz gibt es eine meßbare 
Menge £ ( £ ( 0 , 1 ) ) mit , « ( £ ) ^ 1 — s und eine Konstante M derart, daß 
= max{2'"+l, r \ 
CO 
CO 
2 I (x) -Öi"1 (X) I < M (x £ E) 
ist, woraus folgt: 
(3. 7 ) 
K 
264 L. Leindler 
Es sei m beliebige natürliche Zahl und 2 " ' < n ^ 2 . Es wird 
und 
of+l 
M(x) = Z L ^ U r / A x ) (t = 0 , . . . , m — \), 
r = 2'+l 
R,„ (x) -= 2 l}"Xarx,,(x) 
?' = 2"' +1 
Rm \ (X) • 
1 
Ö„+1 /„+, (x) 
gesetzt. Wir wenden den Hilfssatz I für die Ri(x) mit N=m + 1 und k = 1 an ; 
die entsprechende Menge wird mit Ex(n,m) bezeichnet. So ergibt sich auf 




om+l CD r 2 2 f 
K 
V / («) 
r = 0 
Ln'va„x,.(x) + -r- o„+1 ̂ „+i (x) 
co 2'"+' 
m=0 ) l=om+i /•;, (»».) n f; 
yl(«) «̂ H + l 
it 
r = 2"'+l 
dx ^ 
co 2 " ' + l 
Hl =n „=i))»+1 
/•.',()!, I)l) ./'.', (' 11. )I))-.K| (ll, l)l)n./'.' 
„ 01)1 + 1 
"V I («> LjD ̂  Clr jfl' 
r = 2'"+l 
tfx ^ 
^ 2 2 
).)=0 ,l = 2'»+i ./•:,(n, in) 
/-ii. ''^y '/'y(x) 
r = 2"' + l 
rfx-
r = 2"'+l 
¡1/2' 
olll + l 
= 0 II =2"'+l ^ r = 2"'+! 
CO ( 2"'+1 2 2'"+' / , , v 
1=0 \ r = 2'"+l '" " = r 
f e r f a ( « ) 2 H m > i r o J ¡ s 
- - 2 - 5 i / l ( « ) 2 H " M , „ | s 
^ 2 ( 2 " V l ( t i ) 2 | a | " ^ , „ - 2 - V l ( ß ) 2 l ' ' l ' M „ , ) 22" r ' f l f ,(«)2~"'" A„,. 
i » = 0 
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Nach (3.7) ergibt sich daraus die Notwendigkeit der Bedingung von (3.1). 
Die Notwendigkeit der Bedingung (3.2) folgt für a > aus dem Satz I, 
weil wir dort bewiesen haben: ist die Bedingung (2) (d. h. (3.2)) nicht 
erfüllt, so gibt es ein System vom H-Typ {#,(*)}> für welche die Reihe 
^ 1 
Za»X»(x) nicht fast überall ¡C, <c|-summierbar mit a > - y ist. 
V = 0 k 
Daraus ergibt sich leicht die Notwendigkeit der Bedingung (3.2) auch 
für Ist nämlich die Reihe (1) für alle Systeme vom H-Typ fast 
überall |C, (i|-summierbar mit so ist sie nach dem Hilfssatz Iii 
1 ^ 
auch IC, a -f-p'l-sum mierbar mit « + /?>-_-, woraus I folgt, d . h . 
2 m=o 
die Bedingung (3.2) ist auch für O g « g y notwendig. 
Damit ist der Satz V in allen Teilen bewiesen. 
§ 4. Bemerkung zu den notwendigen Bedingungen 
In diesem Paragraphen wird bewiesen, daß die Bedingung (3) keine 
notwendige Bedingung der |C, K|-Summierbarkeit mit Es gilt 
nämlich der folgende 
S a t z VI. Es sei {/.,„) (m = 0 , 1 , . . . ) eine positive, monoton nichtabneh-
mende, ins Unendliche strebende. Zahlenfolge und a eine reelle Zahl mit 0 g « . 
Dann gibt es eine nichtnegative Koeffizientenfolge {d„\ derart, daß 
CO ; 11 
E ^ « D m = oo D , „ = 2 d»\ ) 
' ? 
m =0 
gilt, die Reihe 
= 2*"+l 
Zdv<p„(x) 
aber trotzdem für jedes orthonormierte Funktionensystem {<•/?„ (x)} fast überall 
| C, a \-summierbar ist. 
B e w e i s d e s S a t z e s VI. Eine Indexfolge (1 ^ ) « 0 < nx<...<ns<... 
kann angegeben werden, derart, daß 
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gilt. Dann definieren wir mittels des Zahlenfolge ¡i,is) die Koeffizientenfolge 
{d,,} (v = 0 , 1 , . . . ) folgenderweise: 
( i - für v = 2"*+l, 
d v = < 
( 0 sonst. 
Aus der Definition ist es klar, daß 
co a> 
2 Dm = 2'dr < 00 m=l l r = fl 
und 
.03 CO . 
\ • . \ • . 1 
2 im L)m = 2 / „ s — = oo I» =11 = 0 ' t'ii s, 
erfüllt sind. Daraus folgt durch Anwendung von (1 .1) und (1 .2) 
dx^ 
CD /• CO r II , 
2 \o'$l(x)-tC(x)\dx = 2 2 t f U r 9 r ( x ) + -i^d,l+lcp,l+i(x) 
n=0 j ' 11=0 J r = 0 An+l 
0 0 
1 1 
CD Ii r> CD . r 
=§ 2 2 L \ : U v \cPr(x)\dx+z^rh \<Pn(x)\dx^ »t=o 7'=o J n=o AI J 
co co 
s§ 2dv + 0 ( 1 ) ^ 0 ( 1 ) 2dv + 0(\)<oo 
v = 1 n = i' = 0 
für jedes Orthonormalsystem {</>«(*)}. Aus dem Satz von B . LEVI ergibt sich 
dann, daß die Reihe 
CD 
2dr<P*(x) 
1' = 0 
für jedes Orthonormierte Funktionensystem {cpn(x)} im Intervall (0, l ) fast 
überall |C, « | - summierbar ist. 
Damit haben wir den Satz VI. bewiesen. 
B e m e r k u n g . Nach dem bekannten Satz von M E N C H O F F und R A D E -
CO 
MACHER ist die Bedingung L Ö F , log2« < ° O hinreichend dafür, daß die Reihe 
n =2 
CO 
au<Pn{x) für jedes orthonormierte Funktionensystem {<p„(x)j fast überall 
n == 0 
konvergiert. KACZMARZ und M E N C H O F F haben ferner bewiesen, daß die Be-
co 
dingung 2 a7, (loglog <oo hinreichend dafür ist, daß die obige Reihe für 
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jedes orthonormierte Funktionensystem {<pn(x)} fast überall (C, l)-summierbar 
sei. Sie haben auch gezeigt, daß diese Bedingungen im allgemeinen nicht 
geschwächt werden kann. 
c o 
Wir beweisen nun, daß im allgemeinen a l l»<00 mit keiner positiven, 
„=(i 
monoton nichtabnehmenden, ins Unendliche strebenen Zahlenfolge {/„} für 
die (C, «)-Summierbarkeit jeder Reihe (1) mit beliebigem a ^ O notwendig 
sein kann. Es gilt nämlich die folgende Behauptung: 
Es sei {/„} (n = 0 ,1 . , . . . ) eine positive, monoton nichtabnehmende, ins 
Unendliche strebende Zahlenfolge. Dann gibt es eine nichtnegative Koeffizienten-
folge \a*\ derart, daß 
co 
2 at In — <» 
>1=0 




aber trotzdem für jedes orthonormierte Funktionensystem fast • überall absolut 
konvergent ist. 
B e w e i s . Es sei {/„} eine positive, monoton nichtabnehmende, ins 
Unendliche strebende Zahlenfolge. Dann kann eine Indexfolge k0< kx<.. .< kb<... 
angegeben werden derart, daß 
V 1 
-•=" 1 /4 , 
gilt. Wir definieren mittels der Zahlenfolge {/fcJ die Koeffizientenfolge {0*} 
(n = 0 , 1 , . . . ) folgenderweise: 
für n = k,, 
V k 
0 sonst. 






11 = 0 » = 0 ').-„ 
ist. Daraus folgt nach (4.1) mit Anwendung der Schwarzschen Ungleichung, 
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daß für jedes Orthonormalsystem {<jp„(x)} 
i i 
c d r w i r \ 1/2 00 
I i i * \(pn(x)\c/x S Z a l I f jo»(x) i /xI = <°° 
11=0 J 11=0 V./ / "=0 
o o 
ist. Somit ergibt sich durch Anwendung des B. Levischen Satzes, daß die Reihe 
CO 
11 = 0 
im Intervall (0,1) fast überall konvergiert, wie behauptet. 
Schriftenverzeichnis 
j l | W. FELLER, An introduction to probability theory and its applications, vol. I (New York, 
1950) . 
| 2 | E. KOOBETLIANTZ, Sur les séries absolument sommables par la méthode des moyennes 
arithmétiques, Bulletin des Sciences Math., 4 9 (1925), 234—256. 
13] L. LEINDLER, Über die orthogonalen Polynomsysteme, Acta Sei. Math., 2 1 (1960), 19—46. 
[4] K. TANDORI, Über die orthogonalen Funktionen. IX (Absolute Summation), Acta Sei. 
Math., 2 1 ( 1 9 6 0 ) , 2 9 2 - 2 9 9 . 
| 5 | A. ZYOMUND, Trigonometrie series (Cambridge, 1959). 
(Eingegangen am 1. Juli i960) 
269 
Sur certains théorèmes d'interpolation 
Par C. FOIAS à Bucarest et J. L. LIONS à Nancy 
Introduction 
Soient AQ et A\ (resp. Bo et Bi) deux espaces normés contenus algébri-
quement et topologiquement dans un espace vectoriel topologique localement 
convexe S (resp. cF). On suppose, pour simplifier, que Ao n Ai est dense dans An 
et dans Ai (resp. que Bo n Bi est dense dans Bo et Bi). Soit X (resp. Y) un troisi-
ème espace de Banach également contenu dans & (resp. IF) tel que Ao n Ai n X 
(resp. £ o n £ i n K ) soit dense dans A0, Ai et X (resp. dans B0,Bi et Y). On 
dit que [X, Y} est un couple d'espaces d'interpolation pour {Ai,Bi} ( /==0, 1) 
si toute application linéaire de A0f\Ai dans B0Ç]Bi, continue de At dans B, 
(/ = 0,1), est automatiquement continue de X dans Y (de façon plus précise: 
peut se prolonger en une application linéaire continue de X dans Y). Dans 
le cas où Ai = Bi (/ = 0 ,1) et X= Y on dit que X est un espace d'inter-
polation pour Ai (/ = 0, 1). 
Par exemple, soit T un espace localement compact et soit [¿^0 une 
mesure sur T, Ao=Bo — L^(T) (espace des fonctions complexes de puissance 
jp-ième ,u-intégrable) et Ai = Bi = L^(T), avec 1 ̂ p<q<o°; alors d'après 
le théorème de M. R I E S Z [12], L'SÎ(T) (p < r <q) est un espace d'interpolation 
pour Ll(T) et LUT). 
Autre exemple: Soient Mo et Mi deux fonctions positives localement 
.«r-intégrables sur T, soit Mi-i-i la mesure gMidfi et v4, = 5 ; = Li f i . i i ( r ) 
( / = 1 , 2 ) ; dans ces conditions, d'après [13] et [14], LpMeuu0.AT) {0<6<\) ' o 1 
est un espace d'interpolation pour Z . j , r ^ ( r ) (/ = 0,1) . 
On peut poser le problème de trouver "tous" les espaces d'interpola-
tion, notamment pour les espaces Lpu r^{T) ( / = 1 , 2 ) . 
On va, dans une certaine mesure, répondre à cette question. On donnera 
un résultat, contenant à la fois un théorème d'interpolation de E . M . S T E I N 
(cf. [ 1 3 ] ) , un théorème de E . H E I N Z [ 6 ] (pour le cas des fonctions non bornées) 
et un théorème d'interpolation donné par l'un de nous dans le cas des es-
a 18 
270 C. Foiaç et J. L. Lions 
paces de Hilbert séparables [9] (résultat retrouvé indépendamment par S. G. 
K R E I N [8]; les méthodes de [9], [8] et la présente sont toutes différentes; pour 
le cas hilbertien, on consultera également N . A R O N S Z A J N [ 1 ] ) . 
Dans le n° 1 nous introduisons la notion de mesure spectrale de type p. 
Dans le n° 2 nous donnons le théorème général, et dans le n° 3 des 
applications et des variantes de ce théorème, ainsi qu'une liste de problèmes 
non résolus. 
1. Mesures spectrales de type p 
Soit ¿È> un clan borélien de sous-ensembles d'un ensemble T, un 
espace de Banach (complexe), 1K' son dual, <x, x')> la dualité entre et 
|x | et |x ' | les normes sur % et enfin E = { ^ ( f f ) } ^ ^ une mesure spec-
trale1) dans f . Par définition, E est de type p (\<p<oo) si pour toute 
partition finie {OI} A §!> de T et pour tout x £ % on a 
( î . i ) 2 | £ ( 0 * r = M ! ' -
i 
Nous allons donner quelques faits, concernant les mesures spectrales 
de type p, qui sont analogues à quelques-uns bien connus dans le cas des 
mesures spectrales dans l'espace de Hilbert (p = 2). Comme leurs démonstra-
tions sont des simples transpositions au cas général des démonstrations usu-
elles du cas particulier mentionné, nous les omettons. 
Dans ce qui suit, E sera toujours supposé de type p (]<p<oo). Alors 
E'= es tdetype/? ' , où — + ^ 7 = 1 et pour tout x Ç f , o—>\E(o)x\'' 
est une mesure (bornée ^ 0 ) sur T. Soit M(t)(t Ç T) une fonction numérique 
cB-mesurable. 11 existe un opérateur Uu (dans %) linéaire fermé à domaine 
D((JM) d e n s e , tel q u e 
(1.2) D(Uu) = {x: x £ % M £ LfK^iT)} 
( 1 . 3 ) <JUUX, x ' > = (' M(t) d(E(t)x, x ' > , x £ D(UM), X' £ 
T 
(1 .4) | U M X = J | M ( t ) | E ( t ) x f , x Ç D(U„). 
!) C'est-à-dire une application o - + E ( o ) de JJ dans l'algèbre des opérateurs 
linéaires bornés de telle que (i) ncrs)=£'(cr1)£(o-a), tTj, Ç (ii) £ ( 0 ) = O , 
E(T) = /, (iii) sup |£(<T)|<OO et (iv) E(o)x est dénombrablement additive (dans quel 
<7 
que soit En ce qui concerne ces notions voir par exemple l'article d'exposition de 
DUNFORD [ 4 | . 
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De plus, on a 
(1 .5) | i / j / | = vrai max |Af(/)| 
où le vrai maximum est pris par rapport à toutes les mesures |£(-)JC|'', x Ç l ï . 
On peut vérifier aussi que l'application M^-UM correspond au calcul fonc-
tionnel de B A D E [2]2) qui généralise les propriétés du calcul fonctionnel de 
l'espace de Hilbert (aujourd'hui classique) de v. NEUMANN, comme par 
exemple Ui — /, Uo = 0 et 
(1.6) UM, UWl= Ui,t M2 2 U,U U.ut 
(1 .7) U m ^ I ^ U M . + UM., 
dès que la fonction M2 est essentiellement3) bornée. 
Pour M(t) ¿B-mesurable et essentiellement positive, posons ®^==DfU i ) 
l .vi'J 
muni par la norme | x | ; V = U ±x et soit ®M l 'espace de Banach complété 
Ml' 
pour cette norme. 11 est utile de remarquer ici que si Mo, Mlt..., Mn sont 
telles fonctions, alors ®*j0 n n .. n @.vH est dense dans % et dans chaque 
®S ( /==0, 1,2, . . . , « ) . 
E x e m p l e . Soit T un espace localement compact, 0 une mesure 
sur T, Si,! le clan borélien des ensembles .w-mesurables de T, et soit §bc§bIL 
un autre can borélien. 
Posons = L'^T) (1 <p<oc) et E(o)x = x*x (x £°X,o £ <$>, x<7 fonction 
caractéristique de o). On vérifie sans peine que E = {E(a)} 0 est une cgefo 
mesure spectrale de type p. De plus, si M(t) est une fonction ¿¡¿-mesurable 
localement ,u-intégrable et «-essentiellement positive, alors 
(1.8) ê l = LV»{T). 
2. Théorème d'interpolation 
Soit F={F(a)}^^ une (autre) mesure spectrale de type p dans un 
espace de Banach ^J4). Soient Mo et Mi deux fonctions ^ -mesurab les essen-
tiellement5) positives. 
2) Voir aussi [4]. 
3) Le terme "essentiellement" se réfère toujours à toutes les mesures \E(-)x\v,.x^ 
4) Dual D', dualité <(y,y')>, normes \y\, \y'\. 
r>) Par rapport à £ et à F [voir la remarque3)]. 
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On appelle fonction d'interpolation d'ordre p, une fonction &(/.<,, / , ) > 0 
définie et continue sur (0, <x>)x(0, oo)°) telle que {©¿(¡i^.,^), ¡i«} soit 
un couple d'espaces d'interpolation pour {©îr,., (/ = 0,1), quels que 
soient M<\,M\,E et F. 
Notre problème est alors la recherche des fonctions d'interpolation 
d'ordre p. Pour cela, introduisons les classes Sr, ( 0 < « < ° ° ) des fonctions 
positives ep(Â) ( 0 < / < oo) telles que 
(2.1) 1 
9(Xf J ( l + f e ) " ' o 
où v est une mesure ^ 0 sur (0, °o) dépendant de ip, telle que 
(2.1 ' ) f ^ % < c « . 
(I 
T h é o r è m e . Toute fonction &(/.„, /,) homogène de degré 1, telle que 
0(1, À) £ 3 i , est une fonction d'interpolation d'ordre p. 
D é m o n s t r a t i o n . 1) Soit Wv( Mu, Mi) l'espace des fonctions s—>u(s) 
J-I J' ) ^ ]' 
définies sur (0, o°) à valeurs 'dans telles que u (s) £ L,.(0, »>;«g)^) 
i 
— ^ .. 
et s>'u(s) £ L'r(0, oo;©.if,)> m u n i P a r , a norme 
co cd 1 
(2.2) | « | , , = | | ' ( | / / ( s ) k / < M * ) + j ' S ( | » ( S ) | , , , ) V ' K # . 
i.i ii 
Il est utile de noter qu'en vertu de (1.4) et des définitions des espaces 
®M, o n a u(s)£ ( 0 < s < o o , 7 ' - p p ) e t 
<0 J_ 
(2-3) | W | h - = | ( ' ( | « ( S ) | ^ , U , ) ' , ^ ( S ) ] î ' . 
(i 
Inversement, si une fonction s—>-u(s)€% vérifie ces dernières relations 
avec | u | iv 
<oo dans (2.3), alors W?,(M{>, Mi). Soit Wf,(M0, Mi) l'espace 
de Banach complété de Wr(Mo, Mi) et soit TT une application linéaire de 
®£ 0 n dans @.von ®M, appartenant à £(©£,.; ê£,.)7) ( i = 0 , 1). Evidemment 
''') Par conséquent, <P(M0, Mi) est aussi ¿¡¿-mesurable et essentiellement positive. 
') £CcC; "20 désigne l'espace des applications linéaires et continues de % dans ^J, 
etc. Comme n e s t dense dans g ) ^ . ( y ' = 1,2), n détermine de façon unique (par 
T? TT 
continuité) un élément de t(®.i i j> 
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[voir (2. 2)] 
(2.4) 7c Ç Z(Wv(M0, Mi)', WÏ(M,t, Af,)) 
où n est définie sur W^(M0, Mi) par u(s)-*nu(s). 
2) Pour u £ Co(0, o o j ^ j ^ n [espace des fonctions continues à sup-
port compact dans (0, <») et à valeurs dans muni par |x|jf()-j-|X|jî,, 
posons 
co 
(2 .5) y u = | ' u ( s ) r f v ( s ) . 
il 
Soit 
(2 .6) a»(fe,An) = j i : , = 0, l j 
où l s / i , k i < o o sont des entiers et soit <l)n(t) définie par ^ j r p 
tÇ. On(ko, ki), ki= 1,2,... . Alors {®„(i)} est une suite non-décroissante 
tendant vers ®(Mo(t), Mi(t)). En utilisant successivement ce fait, les pro-
priétés (1.6), (1.5) du calcul fonctionnel et les relations (2. 1), (1. 1), (2.3), 
on obtient: 
T 
= lim (0„(f)d\E(t)Ju\p = \im f fl&fè, •§;)\E(an(k0, k^M" = 
u—>- co J TI—*- CO /«•„. /.-,•=! V, £ J 
= lim V ( p i — , —I 
— , „ £ 1 U " ' 2 " ! 
< l i m inf V < 2 > f * ° , * Ù 
U LE(a„(k„kx))U Lu(s)dv(s) 
vrai max ! rdv(s) 
0 [ A / o ( 0 + 
y 
• J \E(an(ko, A,))i/ , H(s)|"tfv(s) s 
(il/0+.s,1/,) P 
=§ lim inf J ; f|£(ff..(Aro,Ari))£/ . , u(s) | ! ' r f r (s) = 
n->-co Av, k, = 1 «/ , v 
= \\U Lu(s)\»dv(s) = (\u\„,y, 
° (-1/o+s.U,) 
) 
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d'Où 
(2-7) |/wU(3vv,) = M:N'-
En vertu de cette relation (qui montre que J u £ ©¿>(.v0, a/,)), (2.5) se prolonge 
par continuité en une contraction (linéaire) de Wr(Ma,Mi) dans jr,>s)-
3) Soit 
i_ i 
K„(t) = [Mo(t) + sMrit)]'"-' 0(Mu(t), M{(t))^. 
Alors K„(t) (s fixé) est une fonction essentiellement bornée sur T. En vertu 
de (1.7), De plus de 
I UK,,X-UK,,X r = J | / r , , ( o — M 0 f t f | £ ( 0 * f 
T 
il résulte que S-+UKx est une fonction continue dans la topologie de la 
convergence simple. Posons K E : x—^Uj^x pour x £ № W alors 
(|K*'x\w)" = J | U j_ i/A-,X 1^7/(5) = 
0 {M„+sMl)V 
r r - — ^ 
== J | [Mo(t)i-.s'7W,(0] 0(Mo(t), Ml(f)y-Ui\E(t)x\ldv(s) = 
0 7' 
co 
= <P(M„(0> (Opf j ^ -r] d[E(t)x\" = 
= f <P(Afo(0, Mi(t))d\E(t)x\" = (|X„,,)" 
T 
et par suite 
( 2 . 8 ) | KE x j TF - = | x | J V , ) , 
^ F 
ce qui permet de prolonger KE en une isométrie (linéaire) de ®&(M0,Mi) dans 
Mi), car en vertu de la continuité simple de Uh-S, de (2.8) il résulte 
que KF,x Ç W®(Mo, M\) dès que ® § № > J / i ) . 
Il est évident que ue(s) = %̂  I J A ^ X vérifie les conditions de la re-
marque 8) si j r ^ ® ^ ® « , e t 1 u e dans ce cas u!:(s)-^KJ]x (dans 
s) Remarquons que si ÎI(S) est une fonction continue dans ( 6 > Û ) à valeurs 
dans n ® ^ , nulle en dehors de cet intervalle, alors Ju est donné aussi par l'intégrale 
03 
( u(s)dv(s). 
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Vf?(Mo, Ml)) pour «—>-0. Par conséquent, dans ®¿(jV„ ¡г.) nous avons 
€ 
JKEx = l imJu e = lim UKsxdv(s) = 
= lim U i x = U ш x=uix = x 
J (' AVM») 
J 0 
£ 
d'où, par continuité, pour tout x £ 
(2 .9) JKEx = x. 
4) On va maintenant démontrer le théorème par une méthode indiquée 
dans [10]. 
Soit л- с M,) П ®М0 П • Alors Kh x est une fonction continue à 
valeurs dans Soit г/£ = / ± KEx. Alors Jua <E ®£„ n ®?fl et [voir 
P ej 
la remarque8)] nous avons JJcua = nJus, d'où, en utilisant (2. 9), on déduit 
par continuité 
( 2 . 1 0 ) 7tx = JnKEx, x £ ®Ф(ЛГО, j,,) Л ©JR0 П @, 
où cette dernière fois Зт est considéré dans £.(WV(M0,MI);WV(MQ,MI)), ce 
qui achève la démonstration du théorème. 
3. Remarques diverses 
3 . 1 . Désignons par \ n \ u la norme de я; dans Alors, en 
vertu du fait que. dans £(WE(M0,MI); WE (M0, MI)) la norme de Ж est 
^ sup (\л\ма , M.v,), on déduit de (2.10) l'inégalité suivante 
(3. 1) \ы\ф(м0, л,) ^ sup (|я:|л/0, | я : | м ) . 
3 . 2 . Soit ? ' ê 0 une (autre) mesure sur T et soit Jâ = <$y n cB^ (voir 
l'exemple du n°l) . Soit Mi(t) (/ = 0 ,1 ) une fonction mesurable, essentielle-
ment positive et localement integrable par rapport aux mesures fi et r . Alors 
. en vertu de (1. 8) on déduit = L*(T) n Lîv.M(T) et par suite d'après notre 
théorème on a: 
Pour toute fonction Ф(Лп, /.¡) homogène de degré 1 telle que 
p-i 
M,);i(T), ¿ад, М,П'(Т)У) 
'•')• On a Ф(/.0, Я,) + Я,) où с est une constante; par conséquent Ф(М0, M¡) est 
localement ¡л- et v- intégrable donc ©0 ( 3 / o i i V i ) et s'identifient à L%{Ma îI&tL(T), 
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est un couple d'espaces d'interpolation pour {LL(T) n LU.,L(T), LL(T) n Uh .,(T)} 
(/ = 0 ,1 ) . 
Comme ®(Ào, (0 < 6 < 1) est une pareille fonction 
co 
• - I 1 f __L 1—, 
, le résultat ci-
l 1 
en fait cfv(s)==cs^ri' ds, où — = (1 - j - s p ^ - V - 1 " ds 
dessus généralise certains théorèmes d'interpolation de S T E I N [ 1 3 ] et S T E I N — 
W E I S S [ 1 4 ] . 
3 . 3 . Notons d'abord ceci: si ( p £ 3 a , alors 
w w 
<p(tl) 
En effet on déduit de (2. 1) que 
< P ' ( l ) 








+ ; . s ( i + A s ) 
dv(s) 
7adv(s)^\. 
11 résulte de là que pour une fonction homogène de degré 1 
telle que <Z>(\ , l )£3 a on a 
car 0(Âo,h) = lo®[\,j^. 
Ceci posé, considérons sur un ouvert £2 de /?", deux fonctions Mo et 
Mi>0, localement sommables avec ( A M / ) A / / ' ç ¿ ° ° ( i 2 ) , où Di = d/dXi 
(i — 1, 2 , . . . , n;j= 1, 2), les dérivées étant prises au sens des distributions 
sur I2. On désigne par HUV(£2) l'espace des (classes de) fonctions u telles 
j_ 1 
que M? u, Di(Mf u) ( / = 1 , 2 , . . . , n) soient dans L"(&); il est équivalent de 
i i 
supposer que Mf u et MJ1 Dut £ L''(£i)\ on munit cet espace de la norme 
\Mj{\uY + Z\Diuï]dx 
i 
qui le rend un espace de Banach. 
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La fonction 0(h\,h) étant définie comme ci-dessus,, la fonction x—• 
® (Mo(x), Mi(x)), que nous désignerons pour un instant par est localement 
sommable dans et 
( A 0)®~l = (Mo1 DiM»)Mo [ j ^ ®(Mo, MI)] 0'1 + 
+ (M\lD-,Mi)M®(Mo, M,) j 0~l £ ¿ % Q ) . 
On définit donc Hlp^ (-¿) comme on a défini H),", (Q). 
On peut maintenant énoncer le résultat suivant: 
Les fonctions Mj et 0(h\, /i) étant données comme ci-dessus, avec 
1 , et :r étant donnée, linéaire de H\?o(0) n Hlf^Q) dans I\(&) n 
/ 7 - 1 
n LMX&), avec 
W h ^ v M ^ C / = 0 , 1 ) , 
' i J 
on a 
M U .n^WfWjM ro,. 
ou m est une constante dépendant de m, et des maxima essentiels de 
M j 1 ( D i M 3 ) (Y = 0 , 1 ; / = 1, 2 , . . . , « ) . 
En effet, soit / donnée dans H\',l(<2) n H)l[(i>), et soit 
i i 
Kf(x, s) = u(x, s) =f(x)[Mo(x) sMi(x)}^0(Mo(x), M 0 ( x ) p . 
D'après la démonstration du théorème, tout, revient à vérifier que u est 
dans l'espace W1 des fonctions telle que 
(Mo + s M ^ u C L>;,(0, oo ; H L i ' ( 0 ) ) , 
où HhP(Q) est défini comme Hlf(<7), avec M= 1, et que 
11*711, n S i C i H / i l ^ . 
i 
11 faut donc vérifier que v i = Di((Mo-{-sMi)t'u) est dans Ll(0, oo; 
L'(i2)), de norme bornée dans cet espace par c2 | | / | | 1>}) . Or vi est 
somme de la fonction 
1 
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i 
qui est majorée en module par (Mo + s M i ) p | u | (d'où le résultat pour cette 
fonction d'après la démonstration du théorème) et de la fonction 
(Mo + sMi^DiU. 
Si donc W désigne l'espace des fonctions v telles que 
i 
(Mo + sAÍ,)» v £ Li(0, oo ; L"(tij), 
il faut vérifier que D¡u £ W et que sa norme dans W est majorée par 
ca I l / I l i,j» • Or D¡u est somme de quatre fonctions: 
i i 
(i) (D;f)(Mo + sM¡) ^~[ 0(Mih Mt)^ 
qui a la propriété voulue, d'après la démonstration du théorème; 
ce qui se ramène au (i), puisque (DiMo-\-sD;Mi)(Mo-1rsMlyi est dans 
L % Q ) ; 
(iii) — L - ( M o M>) c i A (M„ + s M i ) ^ f 0 ( M o , M , ) ^ 1 ; 
p — 1 V (/A 0 J 
(¡V) - ^ - ( m , 0-^(Mo + sMi)^f0(Mo, 
Or les fonctions (iii) et (iv) se ramènent à (i) en utilisant les remarques du 
0 0 i début relatives à /.,—- (/->"' (y = 0,1). D'où le résultat. 
3 . 4 . Supposons que ^ et D soient des espaces de Hilbert et soient 
Ao, Ai (resp. Bo, Bi) deux opérateurs autoadjoints > 0 dans % (resp. <â)), 
permutables entre eux. Soit E (resp. F ) la mesure spectrale simultanée de 
A» et Ai (resp. Bo et Bi). Evidemment E (resp. F) est de type 2 et 
pour toute fonction continue 0(lo,h)>Q (Q<lo,h<°°) on a = 
= = [resp. = = En particulier 
on a = (resp. @X. = ©B¿) (y' = 0, 1). Par conséquent on a le corol-
laire suivant: 
Pour toute fonction 0(h,l\) homogène de degré 1 telle que 0(\, l ) £ â'i, 
î®®^,/!,^' ®o5(7¿0,/j,)-i} est lin c0llPle d'espaces d'interpolation pour @B±} 
( ' = o " 1). 
Dans le cas où % et 1) sont séparables et 0(h, h) = ¡%(0<d<\), 
ce résultat est donné dans [10]. 
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3 . 5 . Appliquons le résultat précédent au cas suivant: A0 = BQ = I 
(opérateur identique), A\ = A, BI = B et N—I. Alors en tenant aussi compte 
de (3.1), on obtient le fait suivant: 
i_ J_ 
Si ®Ai-®.ni et \BYx\ ^ pour tout xÇSXii, alors %(A i i 
et \<p(B)-x\ ^\<p(A)-pour tout x Ç quelle que soit rp £ â'i. 
Ceci correspond à un théorème de HEINZ [6] sur les fonctions „mono-
tones" d'opérateurs autoadjoints. En effet, E. HEINZ a montré que le fait 
ci-dessus est vrai quelle que soit la fonction <p>0 définie sur (0, °o) qui se 
prolonge analytiquement sur tout le plan coupé par ( — d e manière que 
Imr/>(/l)>0 pour I m / . > 0 . Il est évident que toute fonction de (de plus, 
même de S„) jouit de cette propriété, mais on a aussi une implication inverse, 
notamment: 
Toute fonction non-bornée cp(l) définie sur (0, <*>) qui se prolonge analy-
tiquement sur tout te plan coupé par (— de manière que Im ([>(/.)> 0 
pour Im /. > 0, appartient à Si. 
Posons = ( 0 — 2)0 + £ ) " 1 ) r 1 ; alors y>(§) est définie sur ( — 1 , + 1) 
et se prolonge analytiquement dans tout le plan coupé par ( — o c , — 1 ) et 
( l , + °o) de manière que \m-»p(k)>0 pour I m S > 0 . En vertu du théorème 
de représentation10) de ces fonctions, il existe une mesure positive sur 
(—1, + 1) telle que 
+i 
v ( i ) = v ( 0 ) + j ï ( i < s < i ). 
-1 
Comme <p(/l)—> 0 0 pour nous obtenons 
+i +i 
^-ffi Jthdl<{t)' 
-i - i . 
d'où 
+i 
(3 .2) >>m= ( - K Ï < I ) . 
Soit s ( o = (i + 0 ( i — ' 0 " 1 e t 
v(a) = } (<T«=(0,.oo) borélien). 
S~H<T) 
On vérifie sans peine que v est une mesure borélienne sur (0, <») satisfaisant 
"') Pour une démonstration simple de cette représentation, voir [7]. 
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(2. Г) avec « = 1 , et puis en vertu de (3.2) et de la définition de '(/>(£), 
que r/>(A) vérifie (2.1) avec « = 1 , donc <р$3\ . 
Par conséquent notre théorème a comme corollaire le théorème de 
H E I N Z sur les fonctions „monotones" d'opérateurs dans le cas des fonctions 
non bornées. 
3 . 6 . 11 est utile de noter que si Л et Б sont bornés, la remarque 
précédente peut être énoncée aussi comme il suit: 
A^B entraîne <p(A) ^ <p{B). 
Cela justifie la terminologie utilisée auparavant. 
En vertu des résultats de L Ô W N E R ( [ 1 1 ] , voir aussi [3]) sur les fonc-
tions „monotones" de matrices, toute fonction (p vérifiant la relation ci-dessus, 
se prolonge en une fonction analytique dans tout le plan coupé par (—co ,0 ) , 
telle que Imr/>(A)>0 pour ImA>0 . D'après toute la discussion antérieure 
(voir 3 .5) il résulte que parmi les fonctions homogènes de degré 1 non 
bornées en'Ai, la classe de celles Ф(А0, Ai) telles que ç P ( l , A ) ç 3 i est la plus 
large classe de fonctions d'interpolation d'ordre 2 vérifiant (3.1). De plus, 
on a un résultat plus précis, notamment: 
La classe des fonctions d'interpolation d'ordre 2 qui sont non bornées 
en Ai et vérifient (3.1), coïncide avec celle des fonctions Ф(/.о, Ai) homogènes 
de degré 1 telles que Ф(\, A) £ S,. 
Ceci est une conséquence immédiate de la remarque qui suit. 
3 . 7 . Toute fonction d'interpolation d'ordre p vérifiant (3.1) est homo-
gène de degré 1. 
Démontrons d'abord que si <P(Ao,Ai) est une fonction d'interpolation 
d'ordre p vérifiant (3.1), alors Ф(А, A) = АФ(1,1) . 
Sans restreindre la généralité nous pouvons supposer que Ф(1, 1 ) = 1 . 
i 
Soit fe = ^)==C2 normé par [|c0f' + k i f ' ] 7 et soit E(o) ( r jc : (0 , ~ ) ) défini 
de la manière suivante: 
E({ 1 })(c0, Ci) = (со, 0), £({f,})(cb, c,) = (0, ci) 
(où (со,Ci) d C2 et 0 < f i fixé =£1), E(o) = 0 pour a n { f i , l } = 0 , et par 
suite d'une manière évidente. On vérifie sans peine que {£(<?)} est une 
mesure spectrale de type p. Posons M0(t) = M1(t) = t, t£(0, °o). Alors 
л 1 л 
ê , B = ® f = C2 muni de la norme |c|f = [|с0Г + U |c, et = „ = C 2 
i 
muni de la norme |с|Ф(М) = [|со|г)+ <t>(U, ^ I c i f ] 7 ' . En vertu de l'hypothèse 
faite pour toute transformation linéaire я de C2 on a |л;|«)(<,,). Or ceci 
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entraîne que ®(t\,ti) = ti, en vertu du lemme suivant. Soient |c|„ = 
= [Ico|JJ + a|Ci¡''jî7 et |c|î) = [|co|2, + 6|cif,] î' deux normes sur C- où a,b>0, 
telles que pour toute transformation linéaire tc de C2 on ait \:>t\,, s i \:>r\a. Alors 
a = b. En effet soit % = fixé, mais arbitraire et soit TC(CO,CI) = 
= (cn£o, coli). Alors |yr|a==|S|a et |yr|a = donc d'où b ^ a . 
i 
Il est évident que pour les normes |c|,;==[iT1|co|p + |ci|î']i' et \c\i — 
i 
= 11Cof +1Cif 'p ' on a \n:\a = \7c\a , \7c\ b~\n\b, et par conséquent on déduit 
d'où résulte [en prenant ^r(co,Ci) = (Ci£o,c lSi)]6" 1^a- 1 donc 
a ^ b ce qui achève la démonstration du lemme. 
Par conséquent — En tenant compte du fait que 
pour î 7 0 , « i > 0 fixés, 0(aoÀo,alÀl) est aussi une fonction d'interpolation 
d'ordre p, vérifiant (3.1), on obtient d'après ce que nous avons déjà montré 
®(/.a0, lai) = l®(a0, ai) ce qui achève la démonstration de notre assertion. 
3 . 8 . En conservant les notations des № s 1 et 2, on a aussi le fait 
suivant (dont la démonstration est analogue à celle du théorème): 
k , • k , 
Si n est un opérateur linéaire de f| @îi dans f| continu de 
. 7 = 0 ' 3=0 ' 
A F A F 
®m. dans ®ïr. (y' = 0, 
1 , ' . . . , k), alors 7i: est également un opérateur linéaire 
continu de M0,M,,...,}[,)• dans ê^r»,^,.. ,uk) pour <P vérifiant cd co 
1 f f d v ( S u . . . , S k ) 1 
...,/./.)<* J J (¿o + / i s H \-hsk)tt ' p—1" o 0 
3. 9. Problèmes 
a) L'ensemble des fonctions d'interpolation d'ordre p dépend-t-il de p ? 
b) Dans les conditions de l'énoncé du point 3.3, considérons la classe 
de toutes les fonctions telles que 
d/o 9/i 
soient bornées, et telles que le théorème d'interpolation correspondant soit 
vrai. Retrouve-t-on ainsi la classe des fonctions d'interpolation d'ordre p? 
c) Les espaces d'interpolation construits d'après notre théorème sont-ils 
des „espaces intermédiaires" au sens de [5]? 
d) Notre théorème est-il encore vrai (au moins pour certaines fonc-
tions ®) lorsque E et F ne sont pas de type p? 
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Zur Existenz und Homogenität des größten gemeinsamen 
Teilers und des kleinsten gemeinsamen Vielfachen 
Von HANNS JOACHIM WEINERT in Potsdam (Deutschland) 
Im ersten Teil dieser Note wird ein eigenartiges Verhalten des größten 
gemeinsamen Linksteilers ( a u . . . , «„)* bzw. des kleinsten gemeinsamen Links-
vielfachen [«i, . . . ,«„]* in einem, nullteilerfreien Ring R mit Einselement 1 
behandelt; der Verfasser ist darauf durch ein Versehen in dem Lehrbuch 
„Algebra" von L. R £ D E I (1. Teil, deutsche Ausg., Leipzig, 1959) aufmerksam 
geworden und kommt mit der Veröffentlichung einem Wunsche von Herrn 
Professor R £ D E I nach. Im Zusammenhang damit steht ein notwendiges und 
hinreichendes Kriterium für die eindeutige Zerlegung in irreduzible Faktoren 
in einem Integritätsbereich, welches Gegenstand des zweiten Teiles ist. 
Existiert in R der größte gemeinsame Linksteiler = . . . , gan)* der 
Elemente gcci,..ga„, so zeigt man leicht, daß d' — gd gilt und der Kom-
plementärteiler ö größter gemeinsamer Linksteiler der Elemente « i , . . . , ß „ ist, 
also 
(1) g(cci, ..., «„)* = (o«i,..., gaH)* 
erfüllt ist. Dagegen kann man nicht umgekehrt von der Existenz von ( « i , . . . , cin)f 
auf die von (gai,..., gaH)t und damit auf (1) schließen (vgl. a . a . O . S. 312, 
Formel (20)), eine Feststellung, die auch für kommutative Ringe zutrifft. So 
existiert z. B. in R = S\}i—5] zu den beiden nichtassoziierten irreduziblen1) 
Elementen 3 und 2 + / — 5 trivialer Weise der größte gemeinsame Teiler 
(3 ,2 + V-—5)* = 1, während 3 - 3 und 3• (2 + f ^ T ö ) keinen größten gemein-
samen Teiler besitzen (vgl. etwa a . a . O . S. 318). 
Für das kleinste gemeinsame Linksvielfache zieht jedoch gemäß 
(2) (»[ßi, .. .,ccn]t = [pau ...,gan]t 
die Existenz von [ g a i , . . . , p a j r die von [ « i , . . . , «„]* und auch umgekehrt 
die Existenz von [ « i , . . . , ccn]* die von [gai,..., o«,,]* nach sich. 
') Wie REDEI nennen wir Nichteinheiten ( # 0 ) ohne echte Faktorzerlegung irreduzibel. 
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Dieses unterschiedliche Verhalten wirkt sich nun auch auf die a. a. O. 
auf S. 313 angegebene Regel 
(3) («i, ...,a,)*\ßx, . . . , # , ]* = •/ mit «!/?! = . . . = «„/?,, = ) /=£0 
aus, die nur für einen Integritätsbereich R diskutierbar ist. Hier kann unter 
Verwendung der zweiten Existenzsaussage zu (2) gezeigt werden, daß mit 
[ßu •••,&»)* auch ( « ! , . . . , « „ ) * existiert und dann (3) erfüllt ist. Die Umkeh-
rung ist dagegen falsch; wählt man nämlich wieder in /? = ¿jf[K—5] 
al==ßl = 3i «2 = 2 + 7=5, ß-2 = 2—]/—5", 
so gilt y = ßi/Ji = ß2i®> = 9 und der größte gemeinsame Teiler ( « i , a 2 ) * = l 
existiert, während es kein kleinstes gemeinsames Vielfaches von ßi und fi> 
gibt. In der Tat verwendet auch der a. a. 0 . angegebene Beweis die Existenz 
von (p «i, . . ., QCCu ), die nach der obigen Feststellung bei (1) eben nicht aus 
der Existenz von ( « , , . . ; , « „ ) * gefolgert werden kann. 
Liegt freilich ein Ring R mit größtem gemeinsamen Linksteiler vor, in 
dem also zu je zwei und damit zu je endlich vielen Elementen der größte 
gemeinsame Linksteiler existiert, so gelten die Homogenitätsregel (1) und im 
kommutativen Falle auch die Regel (3) stets. Letztere zeigt, daß ein Inte-
gritätsbereich mit größtem gemeinsamen Teiler auch ein Intergritätsbereich mit 
kleinstem gemeinsamen Vielfachen ist und umgekehrt, wobei dies wiederum 
(gerade vermöge (1)) die Eindeutigkeit irreduzibler Faktorzerlegungen nach 
sich zieht, wie wir im Rahmen des folgenden Kriteriums beweisen werden. 
Ein Integritätsbereich R mit Einselement ist genau dann ein Ring mit 
eindeutiger irreduzibler Faktorzerlegung, d. h. ein Ring, in dem jedes Element 
cc=f= 0 bis auf assoziierte Elemente eindeutig als Produkt 
( 4 ) A = ECOJ . . . MK 
einer Einheit « und irreduzibler Elemente w, geschrieben werden kann, wenn gilt: 
A) In R ist jede Kette echter Teiler 
cii, a-2, cc:h ... (cci+1 jeweils echter Teiler von a,) 
endlich. 
B) R ist ein Ring mit größtem gemeinsamen Teiler. 
In der Tat sind beide Aussagen in einem Ring mit eindeutiger irre-
duzibler Faktorzerlegung erfüllt, da dann alle Teiler eines Elementes a Teil-
produkte von (4) sind, und der größte gemeinsame Teiler in bekannter Weise 
aus den Elementzerlegungen konstruiert werden kann. Für die Umkehrung 
stellen wir sogleich fest, daß sogar unabhängig voneinander A) die Existenz 
einer irreduziblen Faktorzerlegung für jedes a £ R, B) die Eindeutigkeit irre-
duzibler Faktorzerlegungen (soweit diese existieren) nach sich zieht. Das erste 
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ergibt sich sofort aus den üblichen Existenzbeweisen (etwa für Hauptideal-
ringe oder Euklidische Ringe), die gerade auf dem Abbrechen echter Teiler-
ketten beruhen. Für das zweite genügt es bekanntlich nachzuweisen, daß mit 
B) die folgende Eigenschaft irreduzibler Elemente co gilt: 
Aus «> | oi folgt (o\a oder m\r. 
Dazu verwenden wir die in Ringen mit größtem gemeinsamen Teiler erfüllte 
Homogenitätsregel (1). Nach ihr folgt aus <o\o und o>f r , also (co, cr)* = 
= (co, T)* = 1, nämlich 
1 = (co, o)* • (co, '(,)* = ((co, a)* • CD, (co, a)* • T)* = (1 • m, w • T, o • r)* 
und damit (u>,or)*= 1, im Widerspruch zu co\or. 
Abschließend sei bemerkt, daß sich dieses Kriterium bereits für kom-
mutative, reguläre Halbgruppen mit Einselement aussprechen läßt. Ist etwa H 
die multiplikative Halbgruppe der Ideale eines Ringes R, so laufen Teiler-
kettensatz (für Ideale) und Faktorsatz (aus a 2 b folgt a j = 6) gerade auf die 
Aussagen A) und B) für H hinaus, woraus sich sofort die eindeutige Zer-
legung jedes Ideals ( = £ ( 0 ) , ^ / ? ) in ein Produkt multiplikativ irreduzibler 
(Prim-) Ideale ergibt. 
(Eingegangen am 27. Dezember 1960) 
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On unitary dilations of bounded operators 
By HIDEGORO NAKANO in Kingston (Canada) 
S Z . - N A G Y ' S theorem on the unitary dilation of a linear operator T on 
Hilbert space with m a y b e generalized so as that it applies simulta-
neously to any product of such operators. This was observed by S Z . - N A G Y 
himself, as a consequence of the matrix construction, due to S C H A F F E R , of 
the unitary dilations1). We state this theorem in an equivalent form and give 
an alternative proof which does not make use of square roots of positive 
operators. 
T h e o r e m . Let H be a Hilbert space of infinite dimension and P a 
projection operator on H such that the dimension of (1 — P)H is not less than 
that of PH. Corresponding to every bounded linear operator T on PH with 
IIT we can find a unitary operator UT on H such that 
T,Ti...THP=PUTlUTt...UTKP 
for every finite number of operators Tu T>,..., Tu on PH with | |7V||^1 
(v = 1 , 2 , : . . , « ) . 
P r o o f . We can find easily projection operators P , , A , A, on H such 
that P+P, + P2 + Px= 1, the dimension of P,H is the same as that of PH, 
and P2H and PXH have each the dimension infinite and not less than that 
of PH. Let T be a linear operator on PH with | | r | | ^ l , and zx (I £ si) a 
complete orthonormal system in PH. Then we can find a system of elements 
yxZPH (I £ A) such that Tz^ + yx (A £ A) constitutes an orthonormal system, 
i. e. 
{TZi + y-,., Tzo + yo) = <h:„ (I, o $ / / ) 
with the Kronecker dx,„. Because, putting. 
= <h,c, — (Tz\, TzQ) (A, Q £ A), 
') See F. RIESZ—B. SZ.-NAOY, Vorlesungen über Funktionalanalysis (Berlin, 1956), 
Nachtrag (p. 460). 
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we see easily that 2 ? — ® e v e r y f ' n ' t e number of complex num-
i x>? 
bers and hence putting 
((&X ('P.)) = Z ^-Vo aKi; ' x,o 
we can introduce an inner product, not always proper, into the linear space 
of vectors (^.Xe/i: ^ = 0 except for a finite number of I. As the dimension 
of P j H is not less than the cardinal number of A we can find y , ^ P x H such 
that (yx, )>?) = {1,q^A) and hence, TzK + y}, (l^A) is an orthonormal 
system. Then, putting UTZ\ = TZX +y>., we obtain an isometric operator UT 
from PH into ( P + P ) / / , and we have obviously TP = PUTP. Now we 
extend UT as follows. As the dimension of (P, + P , ) / / coincides with that 
of P,H, we can extend UT such that UT is an isometric operator from 
(Pj + P , ) / / onto P,H- Denoting by Q the projection operator of UTPH, the 
dimension of P?,H coincides with that of ( P + P , — Q + P 3 ) / / , and hence we 
can extend UT such that UT is an isometric operator from PSH onto 
( P + P, — Q + P , ) / / . Then UT becomes a unitary opera toron H and we have 
obviously 
UT(P + P + Po) = ( P + P + P2) UT ( P + P + Po), 
P t M P + P ) = 0, 
TP = PUTP. 
For every finite number of linear operators Tr with | |7V| |^1 (v = 1, 2 , . . . , n), 
we have then 
A = PUT„ UTI • • • UTN P = P UTL (P + A + P>) UTI ( P + P + P , ) . . . 
. . . ( P + P + A ) ^ . P 
because ( P + P + P , ) P = P , 
A = PUT^PUT.P • • • PUTuP 
because PU^P^-P, + PÍ) = PUTP+PUT{P1 + P,) = PUTP, a n d , f inally 
A = T,T2...TNP 
b e c a u s e TP = PUTP. 
R e m a r k . When the dimension of H is finite and not less than n 
times that of PH, then we can find projection operators Pv (v= 1, 2 , . . . , n) 
such that 
H 
P + 2 A = 1 
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and the dimension of each PRH for —1 coincides with that of PH. 
Then, for any linear operator T on PH with | | 7 | | s i , we can find an iso-
metric UT from PH into (P + PJH by the same way as above. If we extend 
UT SO that UT is an isometric operator from PRH onto PV+\H for v - ^ n — 2 , 
from PN-\H onto (P+P1 — Q)H, and from PNH onto PNH, then we see 
easily that 
T , T , . . . T,,/>== PUT, UTR • .UTRP f o r r i « - l . 
(Received November 29, 1960) 
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Über transfinite Funktionen. II 
Von G. FODOR in Szeged 
Sei 5 eine Menge mit der Mächtigkeit N« und cf(ct)>0 (d .h . coa sei 
nicht mit co konfinal). 
Sei M eine Teilmenge von S und nehmen wir an, daß / ( x ) eine Funk-
tion in M mit Werten aus 5 und ö(x) eine Funktion in 5 mit Werten aus 
W(wa) ist, so daß ö(f(x))<d(x) für alle x £ Af mit r j ( x ) > 0 [und d(f(x)) = 
= ö(x) für d(x) = 0] und d ( S ) S W(wa) gilt. 
Wir wollen uns mit den folgenden zwei Problemen befassen: 
P r o b l e m 1. Wenn ö(f(x)) < d(x) (x $ M, ö(x) >0) gilt und ö(M) eine 
stationäre Teilmenge von W(c»„) ist, gibt es dann immer eine Teilmenge E 
von M derart, daß d(f(E))<d(E) ist und 'HE) eine stationäre Teilmenge 
von d(S) bildet? 
P r o b l e m 2. Wenn c)(f(x))<ö(x) (x £ M, d ( x ) > 0 ) ist, ferner S, M und 
(){M) stationäre Teilmengen von W(M„) sind, gibt es dann immer eine statio-
näre Teilmenge E von M derart, daß ö(f(E))<d(E) gilt und c)(E) eine sta-
tionäre Teilmenge von ö(M) ist? 
Bei den Bedingungen des Problems 1 gilt der folgende Satz: 
S a t z A. Es gibt eine Teilmenge E von M, so daß <)(f(E))<<)(E) gilt 
und ö(E) eine stationäre Teilmenge von ö(M) ist. 
Dieser Satz ist eine Verallgemeinerung des folgenden Satzes des Ver-
fassers ([2]), welcher sich aus Satz A mit d(x) = x für x£S ergibt: Wenn M 
eine stationäre Teilmenge von W(coa) ist, so existiert zu jeder in M definier-
ten Funktion / (x ) mit / ( x ) < x für x £ M , x > 0 (und / (0 ) = 0 für 0 6 M) 
eine stationäre Teilmenge E von M, so daß f(E)<E ist. 
Ist K„ regulär, W(cüa) und r)'(x) eine bestimmt divergente Funktion, 
so gilt bei den Bedingungen des Problems 1 der folgende Satz: 
Es gibt ein Element y„ von S, so daß <Ky»)<d{f'\y0)) gilt und 
'Hf ' y) eine stationäre Teilmenge von d(M) ist, wo f ly„ = \x £ S:f(x) — y,,} 
ist. 
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Es folgt aus A: 
S a t z B. Sei N„ regulär und S eine zusammengehörige Teilmenge von 
W((o„). Wenn 
a) ()(M) eine stationäre Teilmenge von W(<oa) ist und 
b) f{x) und <){x) bestimmt divergent sind, 
so gibt es eine Teilmenge E von M, so daß 
c) <HE) eine stationäre Teilmenge von ö(M) und 
d) für alle x£E, d(f(x))^d(x) ist. 
Dieser Satz ist (für reguläre X«) eine Verallgemeinerung des folgenden 
Satzes von W. NEUMER ([3]), welcher sich aus B mit ö(x) = x für x£S 
ergibt: Sei M eine stationäre Teilmenge von W(a)q) und sei in M eine be-
stimmt divergente Funktion f ( x ) mit Werten aus W{wa) definiert. Dann gibt 
es eine stationäre Teilmenge E von M, so daß für alle x£E, f ( x ) ^ x ist. 
Der Satz B gilt für singulare X„ nicht. Man kann nämlich in diesem 
Fall solche bestimmt divergente Funktionen f ( x ) und ()(*) in M bzw. in 5 
definieren, daß ( J ( S ) c % ) , ö(M) eine stationäre Teilmenge von W(ma) 
ist und für jede x £ M, ö{f(x))<d{x) mit d ( x ) > 0 gilt. 
Die Antwort auf Problem 2 ist im allgemeinen negativ. Man kann 
nämlich in W(ca„) solche Funktionen f ( x ) und d'(x) definieren und dann 
W(wa) in zwei fremde Mengen M und N zerlegen, daß M bzw. d(N) sta-
tionär und N bzw. ö{M) nicht stationär sind, ferner ö(f(N))<ö(N) gilt und 
für alle, mit W(m„) zusammengehörige Teilmenge AT von M die Menge 
d(f(M')) mit W(a)a) zusammengehörig ist. 
Es erhebt sich noch die Frage: Bei den Bedingungen von B gibt es 
auch eine stationäre Teilmenge E von M, so daß ö(f{x))^d{x) für alle 
x $ E und ö(E) eine stationäre Teilmenge von U^(OJ„) ist (wenn nur M auch 
eine stationäre Teilmenge von W(wa) ist)? Die Antwort ist negativ. 
Wir brauchen folgende Definitionen und Bezeichnungen (vgl. z. B. [4]). 
Ist J eine Ordnungszahl, so bedeute W(J) die Menge aller Zahlen für 
die i<A ist. Sind M und N zwei Teilmengen von W(A) ohne Maximum, so 
heißen M und N zusammengehörig, wenn es zu jeder Ordnungszahl jeder 
der beiden Mengen eine größere Ordnungszahl in der anderen Menge gibt. 
Sind ,u und v zwei Limeszahlen, so heißt ,a konfinal mit v, wenn fi der 
Limes einer wachsenden Folge vom Typ v ist. Ist a eine Limeszahl, so be-
deute cf(a) den Index 7 der kleinsten Ordnungszahl my, mit der ci konfinal 
ist. Eine Teilmenge M von W(A) heißt in W(A) abgeschlossen, wenn sie 
zu jeder Fundamentalfolge von Zahlen aus ihr auch deren Limes enthält, so-
fern dieser <A ist. Eine in W(A) abgeschlossene, mit W(A) zusammengehörige 
Teilmenge M von W(A.) heißt ein Band von W{A). Eine Teilmenge M von 
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W(sl) heißt stationär, wenn W(A)—M kein Band von W(A) enthält. Eine 
auf einer Teilmenge M von W(A) definierte Funktion (p heißt regressiv, wenn 
?{%)<% ist für alle Argumente H ( M mit (und <p(0) = 0 im Fall, daß 
Ó £ iVi). Eine auf einer mit W(A) zumammengehörigen Teilmenge M von W(A) 
definierte Funktion /(§) mit Werten aus W(A) heißt bestimmt divergent, 
wenn es zu jedem ß< A ein cc gibt, so daß / (£ )> /? für 5 s « gilt. 
Wir brauchen die folgenden Sätze: 
S a t z C. Sei si eine Limeszahl mit cf(sl)>0 (d. h. A ist nicht mit <o 
konfinal), \Ku)a<, (r^oJnfiAj) eine Folge von Typ T vom nichtleeren und 
paarweise disjunkten nicht-stationären Teilmengen von W(A) und x„ das erste 
Element von Kr,(ct< %), und wir nehmen an, daß die Menge U={xa}a<t schon 
nach Größe geordnet ist (d. Ii. xa < xß für a < ß). Ist U nicht-stationär und 
im Falle r = mit W(A) zusammengehörig, so ist die Menge U K„ nicht-
stationär (Vgl. [2]). 0 < I 
S a t z D. Wenn M nicht-stationär ist, so läßt sich auf M eine bestimmt 
divergente Funktion <p definieren (vgl. [4], § 9, Satz 2). 
Wir beweisen nun den 
Satz 1. Sei S eine Menge mit der Mächtigkeit N«, M^S, f ( x ) eine 
Funktion in M mit f(M)czS, und ö(x) eine Funktion in S mit d(S)<¡ 
£ W{ma). Wenn 
1. cf(a)>0 (d.h. coa nicht mit o> konfinal ist), 
2. ö(f(x))<ö(x) mit ú(x)>0 (und d(f(x)) = 0 für d(x) = 0), und 
3. ö(M) eine stationäre Teilmenge von W(o)„) ist, 
so gibt es eine Teilmenge E von M derart, daß 
4. ö(E) eine stationäre Teilmenge von ö(M) ist, und 
5. ö(f(E))<ö(E) gilt. 
Wir führen zwei Beweise an: 
B e w e i s 1. Sei B = ¡ßr}r<a>cfia) ein Band vom Typ ojcf(a) in W(wa), 
wobei ßn = 0 ist. Wir bezeichnen mit Hv die Menge aller x£M, für die 
ßr ^ <Hf(x))<: Hv = {x£M: ßr ^ ö(f(x))< ßv+s). Offenbar ist Hn n M == 0 
für r¡=f=-i. Da B ein Band ist, d. h. \\mßr — ßx für jede Limeszahl h<wofia) 
und lim ßv = (o„ ist, so ergibt sich hieraus nach der Definition von Hv, dass 
• m = u Hr. 
Sei nun {//r£}£<t ('r^=ftty(„)) die Teilfolge der nicht-leeren Mengen HT. Sei 
Ferner d (H r . ) = H ' n . Offenbar ist 
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Sei nun H,',i = HL — U H L ( 5 < r ) . Man kann offenbar annehmen, daß 
c f<£ 
H ' , ' ^ 0 ( S < - i ) . Wenn ist, so ist •>]>ßn; es gibt nämlich wegen 
H ' r 6 = ein Element x£HVi, für das d(x) = •>] gilt, folglich ist 
•>] = ö(x)>d(f(x))^ßrr Es sei y V i das erste Element von Hi'g für alle 2 < r . 
Wir definieren nun auf der Menge Y = {yv^i<x ( r ^ o ) , : n a ) ) eine regressive 
Funktion ip: 
VÖV£) = Ä.£. 
Man sieht sofort, daß ip{i])=t='lp(,')> wenn •>] und v zwei verschiedene Ele-
mente von Y sind. So ergibt sich hieraus auf Grund von Satz D, daß die 
Menge Y nicht-stationär ist. Da d(M) stationär ist und 
<KM) = U H" (T^ftvw) f<* 
ist, so existiert nach dem Satz C ein £,0<T, für das //¿'f stationär ist. Folg-
lich ist auch Hv ( = (f(Hr-() stationär. Damit ist der Satz 1 bewiesen. 
B e w e i s 2. Sei U = { y p } ß < M o n a ) eine stationäre Teilmenge von d(M) 
vom Typ coCf(a) und 
Mß= {x Z M: d(x) = yß { U) (ß< w,,',«)). 
Offenbar ist Mp=f=0 ( ß < m c f ( a ) ) und M,, n Mr = 0 (r\=f=v). Sei mß ein 
beliebiges Element von Mp und M' = { m ^ K ^ j • D ' e Abbildung ip(inß) = 
= d(niß) = yß ist offenbar eine eineindeutige Abbildung von M' auf U. Wir 
definieren nun auf der Menge U eine Funktion rp mit der Gleichung 
'f'(yß) = fHf(mß)Y 
Die Funktion cp ist regressiv, weil ö{niß) = y« > ö(f(mß)) = (p(yß). Nach 
dem Satz 2 in [2] gibt es eine stationäre Teilmenge N von U, für die 
<P{N)<N 
ist. Wir bezeichnen mit E die Menge ^ ( N ) . So ergibt sich nach der De-
finition der Funktion (p(yß) = <p(d{mß)) = d(f(mß)), daß 
tp(N) = 9(ö(E)) = ö(f(E)y, 
folglich ist 
ö(f{E))<ö(E). 
Damit ist der Satz 1 bewiesen. 
S a t z 2. Sei S eine zusammengehörige Teilmenge von W(w„), Mg^S, 
f ( x ) eine Funktion in M mit f ( M ) £ S, und d(x) eine Funktion in S mit 
J(S)S W(w„). Wenn 
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1. (»a regulär (cc> 0), 
2. d ( / ( x ) ) < d ( x ) mit d (x) > 0 [und d ( / (x ) ) = 0 für d(x) = 0], 
3. d(x) bestimmt divergent, und 
4. ö(M) eine stationäre Teilmenge von W(cia) ist, 
so gibt es ein Element y0 von M, so daß 
5. d(j;0)<d(/"1>'o) und 
6 d ( / - 1 y 0 ) eine stationäre Teilmenge von d(Af) ist. 
B e w e i s . Nach dem Satz 1 existiert eine Teilmenge E von M, für die 
ö(E) stationär ist und d ( / ( £ ) ) < d ( E ) gilt. Da d(x) bestimmt divergent ist, 
so ergibt sich aus ~ ö ( f ( E ^ < ü a , daß / ( £ ) < . Offenbar ist 
E £ U f 
r.ef(E) 
und 
d ( £ ) S U d i f ' x ) . 
• c / (/•) 
Da ö(E) stationär ist, ergibt sich wegen / ( £ ) < N „ , daß es ein Element 
>>0 von f(E) existiert, für die ö(f'lya) stationär ist. Damit ist der Satz 2 
bewiesen. 
Aus dem Satz 1 folgt es unmittelbar der folgende 
S a t z 3. Sei S eine zusammengehörige Teilmenge von W(oja), MQS, 
f(x) eine Funktion in M mit f ( M ) ^ S , und d(x) eine Funktion in S mit 
d{S)<^W{wa). Wenn 
1. N«(«>0) regulär, 
2. ö(M) eine stationäre Teilmenge von W(coa) ist und 
3. / ( x ) und d(x) bestimmt divergent sind, 
so gibt es eine Teilmenge E von M, so daß 
4. ö(E) eine stationäre Teilmenge von ö(M) und 
5. für alle x 6 E, d ( / ( x ) ) ^ d ( x ) ist. 
B e w e i s . Seien Mi = {x£M:ö(f(x))<ö{x)} und M2 = {x£M: 
d ( / ( x ) ) ^ d ( x ) } . Offenbar ist ö(M) = ö(M1) u d(Mä). Nehmen wir nun an, 
daß der Satz 3 falsch ist. Dann ergibt sich, da d(Af) stationär ist, daß 
d(Afi) stationär ist. Da X« regulär ist, so ist Afj mit W(coa) zusammen-
gehörig. Nach dem Satz 1 existiert eine mit W(wa) zusammengehörige Teil-
menge M[ von Mi, so daß d(Mi) eine stationäre Teilmenge von W(a>„) ist 
und d( / (Ai] ' ) )<d(Mi) gilt. Da / (x ) und d(x) bestimmt divergent sind, so 
ergibt sich, daß Mi nicht mit W((oa) zusammengehörig ist, im Widerspruch 
dazu, daß Mi mit W(wa) zusammengehörig ist. 
Für singulare X„" gilt der Satz 3 nicht. Seien nämlich A, B und C drei abge-
schlossene Teilmengen vom Typ r/jc/(a) von W(oja), so daß C<B<A gilt und 
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A mit W(wa) konfinal ist, und seien {aé}£<(0ena)) {Mf«ty(«) und {cf} í<>c/.(o) 
die zu A, B und C gehörige wachsenden Funktionen, ferner s e i y l ' = {aa.t}z<a,cf(a) 
und A"—{a„j.£+i}f<wc/-(0). Wir definieren nun zwei Funktionen d(x) und f ( x ) 
in 5 = y l ' U i 4 " u ß u C bzw. in M=.A'öBuC wie folgt. Es sei d(a6>.¿) = 
==ö,u(i+1), í)'(o„J.í+i) = oM.í, <){bi) = ar,.i, d(cL) bé, /(o,,.í) = i, f(bí) = C£ 
und f(c¿) = c0. Offenbar ist d(./W) = j 4 ' u ß eine stationäre Teilmenge von 
W(wa) und / (A/) = A " u C . Man kann leicht einsehen, daß d(x) und f ( x ) 
bestimmt divergent sind und für alle x£M, ö ( f ( x ) ) < ö ( x ) gilt. 
Wir beweisen nun den 
S a t z 4. Es gibt zwei in W(oja) definierte Funktionen f(x) und ö(x) 
mit Werten aus W{a>a), so daß 
1. ö(f(x))<ö(x), mit d ( x ) > 0 , 
2. (){W(<on)) eine stationäre Teilmenge von W(co„) und 
3. für alle stationäre Teilmenge M von W(o>„) die Menge <)(M) nicht-
stationär ist. 
B e w e i s . Zu zwei beliebigen Ordnungszahlen y und ß mit p' = t exis-
tieren zwei eindeutig definierte Zahlen i] und £ derart, daß 
y = ßi] + £., wobei = 0^£<ß. 
Sei nun ß=5 und y £ W((oa). Wir 
in der folgenden Weise. Sei 
d(5rj) = 5 » j + 4, 
d(57j + l) = 5 ? i , 
d (5 i j + 2) = 5i? + 3, 
r)(57i + 3) = 5 / i + 3, 
d(5/ i + 4) = 5/ i + 4, 
für alle r} £ W(wa). Offenbar ist 
definieren die Funktionen f(x) und r)'(x) 
/ ( 5 T?) = 5 > ? + 2, 
/ ( 5 , ¡ + l) = 0, 
/(57? + 2) = 0, (r¡ < OJn) 
/ (5?; + 3) = 5 ? ] + l , 
f{b,} + 4) = 5 ^ + 2, 
Hf(5>l)) = <*(5»j + 2) = 5/i + 3 < d(5ij) = 5 r¡ + 4, 
d ( / ( 5 •>] + 1)) = d(0) = 4 < ö (5 i] + 1) = 5 i h 
d(/(5r¡ + 2)) = d'(0) = 4 < d ( 5 / ; + 2) = 5?; + 3, (r¡> 0) 
ó(f(5,¡ + 3)) = ó(5i¡ + 1) = 5>¡ < ó(5?¡ + 3) = 5 r¡ + 3, 
d ( / ( 5 /¡ + 4)) = d(5r¡ + 2) = 5?i + 3 < d(5 + 4) = 5?? + 4. 
Daraus folgt leicht der Satz 4. 
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S a t z 5. Es gibt zwei in W(u>a) definierte Funktionen f(x) und d(x) 
mit Werten aus W(«0), so daß 
1. f(x) und d(x) bestimmt divergent, 
2. d(W/(w„)) eine stationäre Teilmenge von W(coa) ist und 
3. ist M eine Teilmenge von W(OJ„) und d ( / (x ) ) ^ Ö(x), für alle x £ M, 
so ist M nicht stationär. 
B e w e i s . Sei 
d(5»j) = 5 >] + 4, / (5 / ; ) = 5 / ; + 3, 
d(5/; + 1) = 5V + 3, f(5>] + 1) = 5»?, 
d(5i j + 2) = 5 ? j + l , / ( 5 / ] + 2) = 5/;, (>]<coa) 
d(51] + 3) = 5 + 2, / ( 5 i j + 3) = 57;, 
d (51? + 4) = 57;, / ( 5 7 / + 4) = 5(7; + 1). 
Offenbar ist 
d ( f ( 5 >])) = d(5?/ + 3) = 5/; + 2 < 0(5,]) = 5;; + 4, 
< * ( / ( / d ( 5 / ; + 1) = 5 /; + 3 , 
d ( / ( 5 /; + 2)) ( = d(57?) = 5r, + 4 > d(5rj + 2) = Ö7j + 1, 
d(/(57; + 3)) ) ( d(5i j + 3) = 5// + 2, 
d ( / ( 5 // + 4)) == d(5 (/; -(- 1)) = , 5 ( / ; + l ) + 4 > d(5 V + 4) = 5 n . 
Daraus folgt leicht der Satz 5. 
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Von G. FODOR in Szeged 
Sei 5 eine zusammengehörige Teilmenge von W(u>a) = {ß-,ß<o>«) und 
cf(a)> 0 (d. h. <oa sei nicht mit oj konfinal). In 5 seien zwei Funktionen 
f ( x ) und d(x) mit Werten aus 5 bzw. W(ton) definiert, so daß ö(S) eine 
zusammengehörige Teilmenge von W(wa) mit 0 £ d(S) ist. Seien A, B, C 
und D, E die folgenden Bedingungen: 
A: r)'(x) ist bestimmt divergent, 
B: Für alle x £ 5 mit d ( x ) > 0 , gilt d ( / ( x ) ) < d(x), 
C: f ( x ) ist bestimmt divergent, 
D: Für alle die Mächtigkeit der Menge {x £ S : d(x) = 7} ist 
kleiner als N,^«), 
E: Für alle x £ S, die Mächtigkeit der Menge {y £ S:f(y) = x} ist klei-
ner als SV(«)-
In [1] wurde der folgende Satz bewiesen: 
1. Wenn c/(«) > 0 gilt, so folgt aus jeder-zwei der Bedingungen A, B 
und C (oder D, B und E), die Negation der dritten. 
Sei nun M eine zusammengehörige Teilmenge von 5 und sei ferner 
in M eine Funktion / ( x ) mit f(M)^kS und in 5 eine Funktion ci(x) mit 
r ) ' (S)^ W(oia) definiert, so daß für alle x£M, ö(f(x))<ö(x) mit d ( x ) > 0 
gilt. Wir nehmen an, daß ö(M) eine stationäre Teilmenge von W(ojn), 
ist; dann gilt der folgende Satz ([2]). 
2. Wenn (»a (u > 0) regulär ist, so folgt aus Jeder zwei der Bedingungen 
A, B (für x£M) und C [oder D, B (für x£M) und EJ, die Negation der 
dritten. 
Ist (o„ singulär, so gilt dieser Satz in allgemeinen nicht mehr. 
Wir betrachten nun die folgenden Bedingungen: 
A': (>'(x) ist fast-monoton, 
B' = B (für x £ M statt x^S), 
C': f(x) ist fast-monoton. 
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Dann gilt der folgende Satz: 
I. Wenn cf(cc)> 0 ist, so folgt aus jeder zwei der Bedingungen A', B' 
und C' die Negation der dritten. 
Wir werden noch den folgenden Satz beweisen: 
II. Wenn 
1. cf(a)> 0, 
2. d(M) eine stationäre Teilmenge von W(o>n) ist und 
3. f ( x ) und d'(x) fast-monoton sind, 
so gibt es eine Teilmenge E von M, so daß 
4. ö(E) eine stationäre Teilmenge von W(o)a) ist und 
5. für alle x ( £ , ö(f(x))^d(x) gilt. 
Bei dem Beweis dieses Satzes wenden wir den folgenden Satz an ([2]): 
III. Wenn cf(a)> 0 und B' gültig sind und ö(M) eine stationäre Teil-
menge von W((oa) ist, so existiert eine Teilmenge E von M, so daß 
a) ö(E) eine stationäre Teilmenge von d(M) ist und 
b) d(f(E))<ö(E) gilt. 
Wir brauchen folgende Definitionen und Bezeichnungen (vgl. z. B. [3]). 
Ist A .eine Ordnungszahl, so bedeute W(A) die Menge aller Zahlen S, für 
die t<A ist. Sind M und N zwei Teilmengen von W((oa) ohne Maximum, 
so heißen M und N zusammengehörig, wenn es zu jeder Ordnungszahl 
jeder der beiden Mengen eine größere Ordnungszahl in der anderen Menge 
gibt. Sind und v zwei Limeszahlen, so heißt n konfinal mit v, wenn ,« 
der Limes einer wachsenden Folge vom Typ r ist. Ist ci eine Limeszahl, so 
bedeute cf(a) den Index / der kleinsten Ordnungszahl my, mit der cc kon-
final ist. Eine Teilmenge M von W(A) heißt in W(A) abgeschlossen, wenn 
sie zu jeder Fundamentalfolge von Zahlen aus ihr auch deren Limes enthält, 
sofern dieser <A ist. Eine in W(A) abgeschlossene, mit W(A) zusammen-
gehörige Teilmenge M von W(A) heißt ein Band von W(A). Eine Teilmenge 
M von W(Ä) heißt stationär, wenn W(A)—M kein Band von W(A) ent-
hält. Eine auf einer mit W(A) zusammengehörigen Teilmenge M von W(A) 
definierte Funktion cp(t) mit Werten aus W(A) heißt bestimmt divergent, 
wenn es zu jedem a<A eine ß gibt, so daß </>(£)>/? für gilt. Eine 
auf einer mit W(A) zusammengehörige Teilmenge M von W(A) definierte 
Funktion mit Werten aus W(A) heißt fast-monoton, wenn sie bestimmt 
divergent und für jedem ß< A, 'W(W(ß) n M) beschränkt ist. 
B e w e i s d e s S a t z e s I. Es sei { ^ ( / ( x ) ) } ^ « n ( d ( S ) — d ( M ) ) = D. 
Betrachten wir für jedes x £ M die Folge 
(l) f ( x ) = x, f \ x ) = f ( x ) , /(*),...,/"(*),..., 
WO / " ( x ) = / ( / ' l " 1 ( x ) ) ( n > 0 ) ist, wenn f \ x ) ^ M gilt. 
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(i) Seien m<n zwei nicht-negative Zahlen, für die f"(x) und f'l(x) 
existieren. Wenn eine Zahl / mit m^l<n existiert, für die d(f'(x))=f= 0 ist, 
so gilt 
f{x)H=f"{x). 
Wäre die' Behauptung falsch, so ergäbe sich aus der Bedingung B', daß 
einerseits 
d(r{x)) ^ ö(f"+[ (X)) ^ . . . ^ ö(/'(x)) > ö ( r (X)) ÍÉ • • • ^ ö{f" (X)), 
andererseits 
d ( / " ( x ) ) = d ( r ( x ) ) 
gilt, was unmöglich ist. 
Daraus folgt, daß für jedes x £ M eine nicht-negative Zahl n existiert, 
so daß <)(/"(x)) £ D u {0} ist. Wäre die Behauptung falsch, dann ergäbe 
sich aus B' und (i), daß die Elemente der Folge (1) verschieden sind und 
ö(x)>ö(/(x))>ö(f(x))>... > d ( / " ( x ) ) > . . . 
besteht. Das wäre aber eine Unmöglichkeit, weil jede absteigende Folge von 
Ordnungszahlen nur endlich viele Glieder enthält. Für jedes x £ M bezeichnen 
wir mit n(x) die kleinste Zahl /, für die d ( / ! ( x ) ) £ D u {0}. 
Es sei E eine zusammengehörige Teilmenge von Typ o)t¡f(a) von M. 
Jedem Element x von E entspricht also eine nicht-negative ganze Zahl n{x). 
Es sei n eine solche Zahl und 
£„ = { x £ £ : d ( / " ( x ) ) £ D u { 0 } } . 
Da cf(cc)> 0 und E eine zusammengehörige Teilmenge vom ©,./•(«) von 
ist, so existiert ein Index n0, so daß E„0 eine zusammengehörige Teilmenge 
von E ist. 
Aus A ' u n d C folgt, daß die Mengen f"(E,J(0<n^n0) und ö(f""(E„J) 
mit W((oa) zusammengehörig sind. 
Nach der Bedingung A' gibt es zu jedem y £ W(f»a) zwei kleinste 
Zahlen >p(y) = yy und >fj(y) = zy mit <p(y) > -/ und •'/'("/) > y, so daß r)(£) > <)(y), 
ö(%)>y für mit £ > < p ( y ) bzw. d(£)<y(y) für mit £ < / gilt. Nach 
der Bedingung C' gibt es zu jedem y $ lV(w„) zwei kleinste Zahlen v;(-/) = u y 
und Q{y) = vy £ W{(üa) mit t(y)>y und Q(y)>y, so daß / (£ )> / (* / ) , 
/ ( £ ) > - / für ££Af mit £ > T ( / ) bzw. f(£)<<?(y) für £ £ M mit £ < - / gilt. 
Mit Hilfe transfiniter Induktion bestimmen wir beginnend mit irgendei-
nem /o ^Z"""1 (£,,„) eine mit W(a)a) zusammengehörige Fundamentalfolge 
£/" 0 _ 1 (£„„) wie folgt. Nehmen wir an, daß wir alle yn mit t]<v gefunden 
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haben, so daß 
min {Y'i' f(Yn)> (HYv)> ö(f(Y'i)) > :r,:y = 
= sup Unh<, u {f(Y6)}«n u {d(7i)}i<l? U {d(/(n))}i«?} 
für alle i]< v gilt. Wenn die Mengen {/,,},;<,-, {f(Y'i)i';<••> {(Ky>i))>i<t und 
( / ( / '?))}n« ' nicht zu W((i)a) zusammengehörig sind, so sei die kleinste 
Zahl mit TT,,<,«„. Sei ferner 
ma x{z / v , ? ; , v } = i t ; und r ( j / ^ ) =,«;;. 
Wir definieren 7,, als die kleinste Zahl 7 ( . £ „ „ ) , für die f v < 7 g i l t . Durch 
diesen Prozeß ergibt sich eine Fundamentalfolge / / = {7,,}n<<T czf""'1 
die mit M/(co0) zusammengehörig ist — a ist eine Limeszahl — und für die 
m i n {'/;, f ( n ) , d (ye), d ( f ( n ) ) \ >?<:,-, 
für alle gilt. 
Da W(wa)—ö(M) keine abgeschlossene und mit W(coa) zusammen-
gehörige Teilmenge enthält und d(/"°(£,,„)) ^ W(toa) — ö(M) gilt, so gibt es 
eine Limeszahl k und eine Teilfolge {yn(}s<i-. von H, so daß 
lim d( / (7v e ) ) = / * 6 W -i<k 
Aus f £ ö ( M ) folgt, daß eine Zahl ß* £ M existiert, für die d(ß') = y*. Da 
d(/(/?*))<d(/?*) gilt, so gibt es eine Zahl £0, so daß 
MN)<Yu-
Offenbar ist 
<Ö(ß*) = f . 
Daraus folgt, daß ,u^<ß* gilt, d. h. f { ß " ) y y ^ , d. h. d (/(/?*))> Dies 
steht im Widerspruch zu d(f(ß*))<Yi0- Damit ist der Satz bewiesen. 
B e w e i s d e s S a t z e s II. Seien Mi = {x £ M: d ( / ( x ) ) < d ( x ) } und 
M2 = {x^M:ö(f(x))^ö(x)}. Es ist offenbar, daß ö{M) = d(Mi) u ö(M2). 
Nehmen wir an, daß der Satz II falsch ist. Dann ergibt sich, da ö(M) stationär 
ist, daß d(Afi) stationär ist. Da d(x) fast-monoton ist, so ist M\ mit W{o)a) 
zusammengehörig. Nach dem Satz III existiert eine mit W(coa) zusammen-
gehörige Teilmenge M[ von Mi, so daß ö{M[) eine stationäre Teilmenge 
von W(a>„) ist und d(f(M[))<ö(M[). Da d(x) fast-monoton ist, so ist Ml 
eine mit VK(ct>«) zusammengehörige Teilmenge von M\. Dies steht im Wider-
spruch zur Ungleichung ö(f(Mi))<ö(M[), weil f ( x ) auch eine fast-monotone 
Funktion ist. Damit ist der Satz bewiesen. 
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Wir beweisen nun, daß der Satz 2 für singulare K« im allgemeinen 
nicht mehr gilt. Seien nämlich X, Y und Z drei abgeschlossene Teilmengen 
vom Typ wCf(a) von W(a>a), so daß X< Y< Z gilt und Z mit \V(coa) kon-
final ist. Seien ferner { ^ k « ^ und {z^<u>cf(a)) die zu X, Kund 
Z gehörige wachsende Funktionen und Z'= {za.t}(<licfia), Z" = {zm.i+i}t<a>cfia), 
V={)W}<;« V ( a ) , ^ = = Wir definieren zwei 
Funktionen ö(x) und f{x) in 5 = Z U Z " u Yü X U X" bzw. in A f = Z ' u Yu X' 
wie folgt. Es sei d(zw.s) = z ^ + i , , d(zt».i+l) = za>.z, <J(yi) = zM.£, = 
= JW+i). f(zrj.c)=za.i+l, f ( y i ) = x0,.i+l und f(xa.t) = xa.£+1. 
Offenbar ist r)'(Af) = Z ' u Y' eine stationäre Teilmenge von W(co„) und 
f(M) = Z"\jX". Man kann leicht einsehen, daß die Funktionen die Bedin-
gungen A, B, C, D und E erfüllen. 
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I n t e g r a t i o n w i th r e s p e c t to o p e r a t o r - v a l u e d f u n c t i o n s 
By GREGERS L. KRABBE in Lafayette (Indiana, U. S. A.) 
1. Introduction 
1.1. Our basic problem is to integrate scalar-valued functions with 
respect to operator-valued functions that are not of bounded variation. 
Given a fixed measure space (/?,•«)> ©>• denote the Banach space of 
endomorphisms of Lr{R, ,«) (see [4, p. 51]1)). Let J be a fixed compact sub-
interval of ]—oo, oo[. Suppose that E, is a function on J which assumes its 
values in this article is chiefly concerned with the convergence in @r of 
the integral 
(1) | 'm-dE,.(/.), 
where / belongs to the class ®(J) of all simply-discontinuous, complex-valued 
functions. The integrator Er need not be of bounded variation in the sense 
of H I L L E [4, p. 59]; see for example 10.7. Part 111 of this article deals with 
applications to the theory of multipliers of Fourier series. 
Suppose for a moment that E,- is a resolution of the identity in L,(R, ,a) 
(in the sense of [17, p. 174]). The integral (1) need not converge in ®2 for 
all / in @(7). This situation is remedied by interpreting (1) in the modified 
Pollard—Moore—Stieltjes sense [3, p. 273]; the integral shall then be sym-
bolized by either of the following two notations: 
(2) E, . ( / ) = (©,.)cj)/.rf£,.. 
1.2. The Wiener—Young class °\fv(J) consists of all complex-valued 
functions / such that Vp(f)=fc°o} where 
! / , ( / ) = sup ( Z l / ( A ) - / ( « * ) i T k 
over every choice of a finite number of non-overlapping subintervals [«/. , ft ] 
') The topology of is also called the uniform operator-topology. 
a 20 
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of J (WIENER [18] , YOUNG [19] , and 4 . 2 ) . Let ¿ 0 = Z.°(tf,,«) be the class of 
all (R, ¡u)-simple functions. If then we def ine: 
(3) | 7 | , = s u p { | | 7 x | | , . : x £ L ° and | | x | | , . ^ l } ; 
it is clear that the eventuality \T\r=f=oo implies that 7,. where T, denotes 
the continuous extension of T from L" to L, {R, ,u). 
1.3. Suppose that E is a resolution of the identity in L2(R, ,«•) such that 
(v) oo=£sup|£(Z) | . , whenever l < s < o o . 
xe.r 
The integrator Er is now defined for all I in J by the relation £ , ( / ) = £(/.),• 
(as in 1.2, E{k)r is the continuous extension to L, (R, ,«))• t>e proved 
that, if \^p<o°, then there exists an interval I(p) such that the integral (2) 
converges in G,. for each r in /(/?) whenever f f W p U ) . It turns out that the 
mapping /—* E , ( / ) is a continuous linear transformation of the Banach 
space °\¥lt(J) i n t o 'f P>Q then : 
®(J) ZD %9P(J) ZD X =) ( / ) = {bounded variation} 
2 i / ( p ) c / ( < 7 ) e / ( l ) = ]l>oo[. 
1.4. M o t i v a t i o n . Suppose \<r<<x>, r=f= 2. Let / be the function 
defined by f { l ) = l for each I in J. There are some integrators Ev with the 
following property: there exists no spectral measure M such that 
j\-M(dk) = (®r)§f-dEr, 
although the integral on the right-hand side converges. More details are given 
in 6 .1 and 10. 7. 
2. Two applications to the theory of multiplier transformations 
2. 1. Consider a complete orthonormal system {<£>„'• n £ R}cz®(J), where 
R is now a subset of the integers. In this case, the measure space (R, u) is 
so chosen that Lr(R, fi) becomes the sequence space usually denoted /,. If 
x £ / 1 ; let x be the function defined as follows: 
x ( / ) = 2 , x , . - 0 r ( / ) ( I f J ) . 
I f / £ @ ( 7 ) , then / # x is defined as the sequence of Fourier coefficients of 
the function I—*f{l)-x(^). Let f# denote the mapping x — > - / # x defined 
on A; HIRSCHMAN-) calls /IT a "multiplier transformation". 
2) The writer is indebted to Professors HIRSCHMAN, GOFFMAN, and HENRIKSEN for va-
luable suggestions. 
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An important problem in the theory of multiplier transformations is to 
find conditions on / which will insure that | r oo; this in turn implies 
that the continuous extension f # r belongs to In § 10 we examine two 
systems {@n:n£R} that give rise to a resolution of the identity E; condition 
1 .3 (v) is satisfied in both cases, and it results from our theory that 
(i) if f £ X ( J ) and r € I(p), then |/# |r ̂  eo. 
In fact, it will be proved that 
(ii) if f 6 °\fP{J) and r £ I(p), then /#(. = E , ( / ) 6 &• 
The first system {®H '- n £ R} is the system of normalized Legendre polynomials 
(see 1 0 . 5 ) ; the proof of (i)—(ii) depends in this case on an article by 
HIRSCHMAN [7] . Property (i) was discovered by H IRSCHMAN [ 5 ] in the case 
where {0n:n£R\ is the trigonometric system; for this second system we 
derive (i)—(ii) directly from .two properties of the Hilbert transformation on 
lP (see 10.6). 
a 
3. Holder-type inequalities and the variation-norm 
3.1. We now return to the general setting described in 1.3. Suppose 
that (x, y ) £ L n X L ° ; the relation 
Ex>y{k)=\yE{k)x-dv ( / . £ / ) 
a. 
defines a complex-valued function E r t y . We. write 
(1) Ur = { ( x , y ) i L ° X t ° - - I M M . 1 and 
where r' = r/(r—1). The variation-norm is defined as follows: 
Vq ( £ ) , = sup { V , (Er. „): (x, y) £ U,-}. 
When / € © ( / ) it is easy to verify the familiar inequalities 
(iii) / ) „ < « > , 
where 9 i ( / ; J)m = sup {|/(A)|: / £ /} . The norm W(f)v = ' ) i ( f - j y + V P ( f ) 
makes ^ f p i j ) into a Banach space. 
Suppose l<p<°° and r£l(p). Our approach involves establishing the 
existence of a number q> 1 such that and 
(iii*) \(®T)§f-dEr\r^B{r,p)- Vq(E)r- W{f)p<oo 
(where B(r,p) is independent of / and E), for all / in "WpiJ). This is 
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elosely related to a theorem obtained for scalar-valued integrators by L O V E 
and Y O U N G [ 1 5 ] ; in fact, their results originate from the same inequality") 
that we use to prove (in*). A suitable definition of Vm (£),. conserves the 
inequality (iii*) in the case p = 1 (see 9.7). 
P A R T ' I 
4. Preliminaries 
4.1 . A closed interval J is kept fixed throughout. Let ^ be the family 
of all half-open intervals ]a, /?] with end-points cc, /? in J. Let /7 be the class 
of all finite families of disjoint members of "J. In other words, if U, then 
7i: is a disjoint family of intervals / = ] c , / 5 ] c / 
4 .2 . Suppose that F is a vector-valued function on J. In case i £ J we 
write 
(1) ° JF(i) = F(/i) — F(a) whenever i = ]«, A], 
The relation (1) defines on the function ¿IF. If a is a subset of ]—oo, oo[; 
then cT(o) will denote the class of all complex-valued functions on a. If 
cp £ cF(a), we shall write 
ie« 
and 
Ti(cp; a)w = sup | | (p(i)\:i£ a}. 
In case F £ & ( J ) and then we write 
(2) l/„(F) = sup 
rrgn 
5. The variation-norm 
5.1. Besides the interval J, we hold fixed a measure space (R, fi). Let 
D = L"{R, ,u) be the corresponding class of (R, ¡«)-simple functions. The 
spaces L, — Lr{R,fj) are subjected to the usual norm ||x||,.. Let £(L,-, Lr) 
denote the class of all linear mappings of L, into itself. 
If 7 £ £ ( / . , , L2) and {x,y)£L°XL°, then we may write 
= Tx-dfi. 
:!) D u e to L. C . YOUNG [19]. 
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Note that 
(1) | T\r — sup {| TXtV\: (x, y) £ (J,-}; 
| T\r was defined in 1.2 (3) and Ur in 3. 1 (1). 
Unless otherwise specified, E will consistently denote a function on J 
which assumes its values in t{L,,Q. If (x,y)£LnXL" and l ^ J , then £(/>) 
is some member T of t{U, U), so that £ ( / ) . , . , , = 7 k - i s a scalar; the func-
tion Ex,u is defined by the relation 
(2) £ , , , ( / ) = £•( />, , ( U J ) . 
In case 1^/*, q ^ o z we define 
(3) - V9(E)r = sup { V „ ( E X , ' t t ) : ( x , y ) £ U r \ . 
5.2. T h e o r e m . If M(c:, / 3 ) = V ^ E ) ^ , then logM(ci , i i ) is a convex 
function of (a, ¡i) in the rectangle 
5.3. R e m a r k . Let P,, = («„, A>) and A = («],/?,) be any two points 
in the rectangle [0,1] X [0,1]. Theorem 5 .2 is clearly equivalent to the fol-
lowing assertion: if and 
(4) (a,fi) = tPl) + (\-t)Pl, 
then 
(5) M { a , f } ) ^ M { P ^ - M ( P , y - ' . 
P r o o f of 5.2. Take (x, y) £ X LP and n. c j j ; set T(x, y) = /1EX,,, 
(see 4 .2 (1)). Note that T(x,y)£§(n). In view of (5), 5.1 (3), and 4 . 2 ( 2 ) , 
it will clearly suffice to show that 
(6) X(T(x,y); ^v^MiPJ-MiPy-'-||x|HM!>-', 
where r' = r/(r—1) and r = ]/cc. Counting-measure ,t/„ makes (.% ,«„) into a 
measure space such that the norm of L, (n\ ,«„) coincides with the norm 
{(¡p—> 9t(cp; 7c)r) (see 4.2). It is easily checked that {{x,y)-+T(x,y)\ is a 
multilinear mapping into the class of .«„-measurable functions on the set rc; 
the conclusion (6) is now a direct consequence of the Riesz—Thorin theorem 
[20, p. 106]. 
6. The type of integrator that will be used 
6.1. Let M be a spectral measure which assumes its values in the 
space (see 1.1). By definition, M is weakly countably-additive and satis-
fies the relation 
(V*) < * > = £ S U P | M ( < 7 ) | , . , 
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where ¿8 is the ring of Borel subsets of J (see [1, p. 324]). Consequently, 
the integral 
\m-M{di.) 
can be defined when / $ © ( 7 ) (see [1, p. 340]). It will be shown in 10.7 
that this type of integration is too restrictive for our purposes. Let ( 2 (7) be 
the class of all complex-valued, continuous functions on J, and suppose that 
Er assumes its values in {£,.. If °ozf= V-,(E,)r, then the Stieltjes integral 
( 1 ) \m-dEr{l) (where 7 c ( 2 ( 7 ) ) , 
is easily seen to converge in General results concerning the case 
o= = 1/,(£,.),. have apparently not yet been published. In 10.7 will be dis-
played an integrator E, with o o = Vx(E,), when r=f= 2, \<r<oo, although 
the integral (1) converges in Let M be the extension to the Borel ring 
cB of the set-function 4E, (defined by 4 .2 (1)); in view of 5.1 (1) it is 
easily verified that 
(2) sup JEr(i)\,.^ V,(£,),^4sup \M(o)\r, Tten ¿grf • JJ 
where the second inequality comes from [2, p. 97], 5. 1 (2) and 5.1 (1). 
Consequently, from (2) and [4, p. 60] it follows that o°=f= 1/,(Er),- iff Er is 
of "bounded variation" as defined in [4, p. 59].6) 
6.2. R e m a r k . If ill is a spectral resolution, or if E = E, is a reso-
lution of the identity in L,(R, n) (cf. [17, p. 174]), then the relation 
(iv) l/ ,(£), 
follows easily from 6. 1 (2). 
6. 3. D e f i n i t i o n s . Set L, = L(R, it). We will say that E is a V(R, fi)-
type integrator iff £ is a function on J that assumes its values in £(L2 , L.), 
and which simultaneously satisfies (iv) and 
(v) =j= sup | £•(/) ¡s whenever 1 < s < oo. 
If 1 ^ / 7 < o o , then 
/ 0 0 = 4 ¿ < _ 2 £ r ! > f p+1 p—1 \ 
and /(oo) will denote the limit (as p—-oo) of the closure of I(p). 
•') 'iff stands for 'if and only if' 
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6 .4 . R e m a r k . Note that /(<*>) is the set whose only element is 2. 
let I be the region obtained by adding the vertex P0 = (1/2,1) and the open 
base segment O f i = JO, 1[ to the open triangle OBPu (see Fig. 1 below). 
Jf it is immediately verified that 
(3) (a, ft) € / 
Consequently, if then 
(4) r£l(p) iff ( l / r , l / / / ) £ / , 
where p'=p/(p—1). 
6.5. L e m m a . Suppose 
1 <p<oo and r £ I(p). There 
exists a number q such that 
(r1,?-1)^/ and • \<q-l+p~x. 
P r o o f . From (4) and (3) 
it follows readily that 
• , i 1 
m =^r-r< m = 2 p 
iff ~/3<a< 1 —y 
(0,0)-0 
• 1 1 
= min j—, 1 
r 
Fig. 1 
Choose q such that m' <(2q)~l <m". From (2q) x>m' follows q~l+p'l> 1, 
and the relation (r~\q~l)£I comes from (2q)~ y <m" and 6 . 4 (3). 
6 .6 . In case \<p<°° and r £ I(p), we define 
E(r,p)=Vg(E)r, 
where q is the number that was mentioned in 6 .5 . It will be convenient to 
write E(2,o0)=V1(E)1 and E(r, 1) = 2sup{ |£ (A) | , : / £ / ] , 
6.7. T h e o r e m . Let E be a V(R, tu)-type integrator. If 1 and 
r £ Hp), there exists a number t in [0,1] and a number s such that l<s<°° 
and 
(5) E(r,p)nE(2,0c)>.E(s,iy-t<00. 
P r o o f . Note first that / = 1 , 0 when p = oo, 1, respectively. Next, 
suppose 1</7<°O. From 6 . 5 we see that the point P = ( r l , q-1) lies in the 
open triangle P, since P0 = («„, ft0) is the vertex of /, it follows that the line 
from P„ to the point P meets the open basis-segment 0 f i = ]0,1[ at a point 
P\ = (ai, $ ) = («i, 0) (see Fig. 1). Therefore P = (cc, fi) = (r], <r ') lies on the 
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open segment J/5«, and there exists a number 1[ satisfying 5 . 3 (4). 
But the convexity theorem 5 . 2 — 5 . 3 shows that 5 . 3 (4) implies 5 . 3 (5), and 
M(ct,fi)=Viif!(E)lia = E(r,p); a similar reformulation of M(P0) and M{Pi) 
yields the conclusion. 
7. Inequalities for Riemann sums 
7.1. Until further notice, E will be a 1/(7?, ,w)-type integrator (see Defi-
nition 6.3). The variation I/(/),, was defined by 4 .2 (2) in the case / £ e F ( / ) ; 
now set 
W ) = { / ^ ( / ) ; oc=f=\/,(/)}, 
and 
= + s u p { ! / № * € . / } • 
Let ) ' and I" be the end-points of the interval J; we have J = [/', I"] and 
— co < l ' < l " <oc . A member n of the class / / (defined in 4 .1 ) will be called 
a partition for J if n is a cover4) of ]?.', /"]. In other words: n is a partition 
for J iff JT is a finite, disjoint family of intervals ]«, /?] czj such that 
7.2. D e f i n i t i o n . The domain of a function z will be denoted [z]. 
The class 3 will consist of all functions z such that [2] is a partition for J, 
while 
Zi £ int (/') for each i in \z\; 
(int (/) == the interior of i). 
7.3. R e m a r k s . Suppose The members of the partition [2] can 
be arranged in such a way that we can write [z] = {/(&): where 
/(*) = ] t f t . i ,d b] and A' = < / 0 <r f i< . . .< i / 1 l = r (recall that [ k ' , l " \ = J ) \ if 
Ck = Zi(i!), then dk-\<ch<dk. We write 
(1) S ( f ; z) = Z m - d E ( i ) = tf(ch)(E(dl:)~E(d^)): 
»6W /,:=1 
7.4. L e m m a . If f t and z £ 3 , then 
|S(f; z)\, ^E(r,\).W(f)i. 
P r o o f . An application to 7 . 3 ( 1 ) of ABEL'S partial summation formula 
shows that 
S ( f \ z) = J ; ( / ( a - , ) - / ( c , ) ) £ ( < / , - , ) - f ( c , ) E ( d „ ) +f(c,)E(d„) • 
the conclusion now comes from the definition (given in 6 .6) of E(r, 1). 
4) In the sense of [10, p. 49]. 
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7.5. L e m m a. Suppose p-1 + q-l>\ and z£ g. If f £ S f ( J ) andg <E &(J), 
then 
I Z f f r y j g i i ) I qyv„(g)-W(f)2,, 
'€ W 
where A(p,q) is the number defined as follows: 
n=\ 
This lemma is due to L. C . YOUNG ; its proof is sketched in the ap-
pendix. 
7 .6. T h e o r e m . Suppose and r £ I(p). There exists a number 
B(r,p) with the following property: if f t %?V(J) and z £ 3. then 
(2) | S(f;z)\r^B{r,p).E(r,p).W(f)P. 
P r o o f . We define B as follows. If p is an end-point of the interval 
[ l ,oo] and r£l(p), then B(r,p) = 1; if p £ ]1, and r £ I(p), then B(r, p) = 
= A(p,q), where q is the number that was introduced in 6.5. If p — \, then 
(2) is a re-statement of 7.4. Now for the case 1 <p<°°. Suppose that 
(x,y)iUr (as in 3.1 (1)), and let g be the function Ex,{, that was defined 
in 5.1 (2): from 7 .5 we therefore see that 
(3) | Zm)-zlE;„!l{i)\^B{r,pyV„{Ex,il)-W{f)p. 
¿ew 
From 5. 1 (3) and 6. 6 follows that V,,(ETlll) ^ V,(£) , . = E(r, p). Set 7 = S ( f ; z) 
and observe that 
From (3) we accordingly obtain that ^ 
| T, v\^ B(r, p).E{r, PyW(f)v, 
and a glance at 5 .1 (1) now yields the conclusion (2). In the remaining case 
p = oo then r = 2, and the proof of (2) is exactly the same as above, except 
that q = 1; in this case., relation (3) is easily obtained directly. 
8. Simply-discontinuous functions 
8. 1. As before, aF(/) is the class of all complex-valued functions on J. 
Let <3)(7) be the class of all / in SF(/) such that the limits / ( ¿ + 0) exist for 
each I in the interior of J. N . W I E N E R has proved that @ ( / ) Z> ^ p ( / ) 
whenever 1 (see [18] and [19, p. 261]). 
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8.2. L e m m a . Suppose /£ ®(J) and ¿ > 0 . The discontinuities of f on 
J form a denumerable set N, and there exists a member zE of 3 such that 
(1) -Q(/ ; i n t ( / ) ) ^ s for each i in [2s], 
where int (/) = interior of i, and 
(2) £>(/; A) = sup { \ m - m : (6,1) £ 4 X ^ l -
This important lemma was first proved by L E B E S G U E [ 1 3 ] ; see also 
[9, top of p. 705]. 
8 .3. R e m a r k . If AczJ, let yyA denote the characteristic function of 
the set A. If I we write e(Z) = A]. In other words: 
M if e m 
0 ) « ( * ) ( * ) = j 0 if № J ) . 
Note that, if i = ]a, /S], then /Ie(i) = e(i>')—= Consider the function 
defined by the equation 
(4) fB = 2№-de{i) ( i ^ z 8 ] ) ; i. 
this step-function plays an important role in the articles [ 1 4 , 9 ] . It is easily 
seen that, if / £ © ( / ) , then 
(5) 0 = lim sup { \ f ( l ) - f { l ) \ a n d I i j ) ; 
in other words: / = l im/ c (as s —»-0+) uniformly in the complement of the 
denumerable set N that was introduced in 8. 2. 
8 .4 . D e f i n i t i o n . The set 3 c a n tie partially ordered as follows: 
2 = s iff 2 is a refinement of s, in tttp sense that every member of [2] is a 
subset of some member of [s]. 
8 .5 . R e m a r k . Suppose that 2 and 2' belong to 3> a ° d let [zvz'] 
denote the set {(/', /') £ [2] X [2<] '-0=j=i n /'}. Let s be a member of 3 s u c h 
that [s] is the set {in i :{i,i') d [z v2']}. Clearly s^z and s^z'. The relation 
' g ' directs the set 3 (see [10, p. 65 and p. 79]). 
8 . 6 . T h e o r e m . Suppose f € ® ( J ) and Let 2' ' be as in 8 . 2 . If 
z and z' are refinements of z': which belong to 3, then 
|S(f; 2 ) — S ( f ; z%<? = 8-E(2, 00). 
P r o o f . Note that 
S ( f ; 2 ) = Z n O : (/, i) € [z V 2 ' ] } . 
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Consequently, if T= S ( f ; z)—S(f; z') and [x,y)$Ua (as in 3 .1 (1)), then 
(6) T:, u = Z {(f(z<) —f(zi')) E(i n /')),, „: (i, 0 € [z V z']}. 
Let s be as in 8 . 5 ; by transitivity it follows that s=^2<\ This says that 
ini'czj for some j in [2C]. On the other hand, c : / , whence both i 
and /" are included in j. By hypothesis, z ; 6 i n t ( / ) and z'r £ int (/'), so that 2, 
and 2,'. both belong to int(y). Thus, by 8 . 2 (1), \ f ( z ) — f(zi)|gNote that 
(4E(s„)).r;,, ¿IE:r, ,,(.5„). Accordingly, from (6) it can be inferred that 
I T-. „ | « • Z I ^ >, (Sn) \St-VAE);. 
The conclusion now comes from 5 .1 (1) and 6 .6 . 
9. The modified Stieltjes integral 
9.1 . Let G, be the Banach algebra of all bounded linear transformations 
of Lr(R, p) into itself; the topology of is the norm-topology (the norm 
{T-*\T\r} is defined by 1.2 (3)). 
Suppose that / € © ( / ) , and let Er be a function on J which assumes 
its values in a Banach space 33. We write 
(1) S ( f ; z)r = 2f(Zi)-dE,(i). 
It is easily seen that the partial ordering (defined in 8 .4) directs the 
set 3 ; consequently {S ( / ; 2),., 2 £ 3, ^ j forms a net ( 5 , ^ ) (see [10. p. 65]), 
If {S, =s) converges in the topology of 33, then we will say that / is 33-
integrabie with respect to E,, and denote by 
(®)j>fdEr 
the limit in 33 of the net (5, 
9 .2 . R e m a r k . This is a straightforward generalization of what T. H. 
HILDEBRANDT calls the "modified Stieltjes «-/-integral" (see [3 , p. 2 7 3 ] and [9]). 
Our main theorem (given in 9 . 5 below) involves the norm-topology of ©,.; 
the choice of this topology has motivated our choice of the type of integral 
described in 9 .1 (see, however, 9 .8) . For the sake of brevity, will not be 
subjected to other topologies in this article. Nevertheless, it may be of interest 
to mention that our main results apply equally well to the ordinary Riemann— 
Stieltjes integral 1. 1 (1) when the latter is interpreted in the strong operator-
topology of (S,. 
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9.3 . The class of step-functions is the linear span of the set {e(i.): /. £ J\ 
(see 8 . 3 (3)). It is easily checked that, if and if g is the step-function 
¿£f(zd'de(i) (where i £ [2]), then 
9 .4 . T h e o r e m . Suppose that E, is a function on J which is of boun-
ded variation in then all members of ®{J) are (^.-integrable with respect 
to Er. 
P r o o f . Bounded variation is equivalent to the property <x>=f= Vl(£,),-. 
Observe that the conclusion of 8 . 6 is not restricted to the case r — 2. 
9.5 . M a i n t h e o r e m . Let E be a V(R, ;i)-type integrator, as defined 
in 6 .3 . Set lgp^oo and r£l(p). If f£°\¥P{j) then f is -integrable with 
respect to Er. Moreover 
where f is the step-function that was introduced in 8. 3 (4). 
9 .6 . We here recall some of the notation that was defined in 1.2. Sup-
pose / , £ / , and let E{l)°r denote the restriction of £ ( / ) to the set ¿°(/?,,") of 
simple functions. Let £(/),- be the continuous extension of E(l)\- to L,(R, <>); 
note that j£ (2) r ! , = |£0l) | , .=£oo (see 1.2 (3) and 6 . 3 (v)). The integrator 
Er is defined by the equality: £,.(/.) = £( ; . ) , . Note that \S(f; z)\r = \S(f; z ) , | r , 
where S ( f ; z) and S ( f ; z)r are the expressions defined in 7 . 3 (1) and 9.1 (1), 
respectively; this type of property justifies our using S ( f ; z ) instead of 
S ( f ; z)r in the following proof. 
P r o o f of 9 .5 . In the case r = 2, the conclusion follows from 9.4, 
the hypothesis 6 . 2 (iv), and from the fact (mentioned in 8. 1) that ^fv(J)cz 
cz®(J). Now for the case r=J=2. Note that r=f= 2 implies the inequalities 
l s / x o o , whence I ( p ) is an open interval containing the point 2. Con-
sequently, r£l(p) implies the existence of a number u in I(p) such that r 
lies between u and 2 ; this in turn implies the existence of a number m 
such that 
(2) i - = _ L m + J _ ( i _ m ) a n d 0 < /72 < 1. r 2 u 
(1) (®)j>g-dEr= 2 m - j E r { i ) = s ( f , 4 -
(vi) 
Set M = B(u,p)-E(u,p)- W(f)P ( < ° c since 6.7) . From 7 . 6 we see that 
(3) | S ( / ; z ) - S ( / ; z%<2M (z, z' £ ,3). 
Take any ¿ > 0 and let zE be as in 8 .2 . Take any two refinements z, z' of zc, 
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In order to prove the @,.-integrability of / , it will suffice to show that 
7 = S ( / ; z) — S ( f ; z') satisfies the relation 
(4) \T\r^Hn-E(2,oo)m-{2M)'~m. 
But from (2) and the Riesz—Thorin convexity theorem [20, p. 95] we have 
(5) m - ^ m » z ) - S { f \ Z')\2-(2M)1-'"; 
where the second inequality comes from (3). The conclusion (4) now comes 
from (5) and 8.6. The (5,-integrability of / having now been established, we 
turn to the proof of (vi). From 8 . 3 (4) and 9 . 3 (1) we see that 
(6) {&r)j>f-dE,~~S(f; 2% 
On the other hand, by replacing z' by zc in the preceding part of this proof, 
we obtain that T — S ( f ; z) — S ( f ; zs) satisfies (4), so that (6) gives the con-
clusion (vi). 
PART li 
9. 7. Suppose that E is a V(R, ,«)-type integrator (see 6.3). Set 1 ^ p ^ °o 
and r£l(p). Note that 
(in*) | (Gv) j>fdE,\^B(r, p) • E (/', p)- W(f)v; 
the existence of the integral was proved in 9.5, and the three numbers on 
the right-hand side were defined in 7.6, 6 .6, 7.1, respectively. The norm 
{/—* W(f)v\ makes 'Wp(J) into a Banach space, and from (iii*) it follows 
that the transformation E,- that is defined for each / in ^ f p i j ) by the equation 
E r ( f ) = (®r)j>f-dEr 
is a continuous mapping of "WpiJ) into Recall that the eventuality p = c« 
corresponds to the Hilbert space case r = 2. As p decreases to 1, the space 
^f1,(J) = c\fP contracts while the range of r expands: 
"W,,^ "W, = ¡all functions of bounded variation}, 
{2} = / ( o o ) C / ( / > ) c / ( l ) = ] l ,oo[ . 
9.8. In case the integrand / is continuous, then the conclusions of our 
Main Theorem (9.5) apply to the ordinary Riemann—Stieltjes integral. This 
can be seen as follows. Let us suppose for a moment that the letter / stands 
for a continuous function throughout this article; moreover, let us change the 
meaning of the symbolism 'int (/)' (that occurs only in 7 .2 and 8 .2) to mean 
'the closure of / ' . Under these circumstances, it is easily seen that the results 
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in § 7 — § 9 remain unchanged, while the integral that was defined in 9 .1 
becomes the Pollard—Moore—Stieltjes integral [3, p. 269]; the latter is in 
turn easily shown to coincide with the ordinary Riemann—Stieltjes integral 
[3, p. 269]. 
PART III 
10. Two applications to the theory of multipliers 
10.1. The forthcoming applications involve two orthonormal systems; 
in either case, the system is a denumerable family {0„:n£a} of complex-
valued, continuous functions on a compact interval J. In order to apply the 
results of Par t i , we specialize the measure space (/?,,«„) by taking R = a 
and ,u0 = counting measure; L° = L"(a, ft0). is henceforth to be interpreted as 
the class of all functions in aF(a) that vanish off finite subsets of a (the 
notation IF (a) is defined in 4. 2). Note that L,(a, ,«„) is now the space usually 
denoted /,.. 
10.2. D e f i n i t i o n s . I f / 6 © ( / ) and x £ t h e n i s the sequence 
y defined by 
(1) (/ # x)„ =y,, = Z Xr • (/• ®r • 07 (n £ a), 
where 0 7 is the function whose value at I is the complex conjugate of 
0,,(l). Let f# denote the mapping {x—>-/#x} defined on La. We write 
10.3. R e m a r k s . Hirschman [5,6] calls a "multiplier transforma-
tion". If fiS\l(r), we denote by the continuous extension of to lr 
(this is consistent with our previous notation, since the domain V of is 
dense in lr). 
Each of the forthcoming applications involve a V(a, ,«„)-type integrator 
E such that 
(vii) E(l) = for each I in J, 
where e(Z) is the step-function defined by 8 . 3 (3). 
10.4. T h e o r e m . Set I g p s w . if E is a V(a, u,)-type integrator 
that satisfies (vii), then 
0*) W J c n i l W i r i / W } ; 
more precisely: 
(ii) if f € ^f„{J) and r $ I(p), then / # 1 . = E , ( / ) ^ 
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P r o o f . Take from (vii) follows that JE(i) = (Je(i))# (see 4 .2 
(1)), whence 
(2) t2f(Zi>M0kr = 2№-JE.-(i) = S ( f ; z),.. 
Consequently, if z = z£ (as in 8.2), then 8 . 3 (4) and (2) show that 
j#r = S(f;2?)r. But, from 9 . 3 (1) and 8 . 3 ( 4 ) we see that S ( f ; z% = E,( / ' ; ) , 
so that f # r = E r ( f ) . In view of 9 . 5 (vi) therefore: 
(3) E , ( / ) = l i m / | r (convergence in &>). S-> 04-
Take x £ L° and n £ a. Consider the relation 
(4) ( / # x)„ = lim ( f # x)„ = ( E , ( / ) x ) „ ; 
the first equality is an easy consequence of 8 . 3 (5) and of the definition 
10.2 (1), while the second equality comes from (3) by observing that con-
vergence in implies pointwise convergence (which in turn comes from the 
fact that the norm ||x|| r coincides with the norm 92(x; a ) r ^ x n that was de-
fined in 4.2). Both conclusions (i*)—(ii) follow immediately from (4) and 9.5. 
10.5. First application. Set J = [— 1,1J and let {<Z>„ :n£a) be the system 
of normalized Legendre polynomials; a = {0 ,1 ,2 , . . . } . In this setting, H IRSCH-
MAN defines an operator Fx by means of the equation F% = e(?>)# (compare 
formula (5) in [7] with 10.2 (1)). Thus, if E(Z) is another notation for Fx, 
then E satisfies 10.3 (vii) by definition. HIRSCHMAN points out that £ is a 
resolution of the identity; the rest of the article [7] is devoted to the task of 
proving that E satisfies 6 . 3 (v). 
Consequently, the hypotheses of 10.4 follow from 6 . 2 — 6 . 3 : this esta-
blishes 10. 4 (i*)—2. 1 (i) and 10.4 (ii). 
10.6. Second application. Here </j„ (¿) = exp ( 2 n i n i ) for each /. in 
/ = [0,1] and n£a = {0, + 1 , ± 2 , + 3 , . . . } . If / € © ( / ) , let <p denote the 
sequence of Fourier coefficients of / . If x £ L° it is easy to show that 
( f # x ) n = ((p*x)„ = Z(pn-r-Xr (all n in a). 
The article [8] contains an interesting study of the operator in the present 
setting. If x £ /o, then // (X)x will denote the function y defined for all n in a 
by the following equality: 
(H^x)n = yu = Z e-7liXrxr ^—^ r-
where v=f=n. Let E be defined by the relation 10.3 (vii). It is easily seen 
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that E is the resolution of the identity pertaining to the self-adjoint operator 
//('!> = {x — //<">x}. Take x£L° and l ^ J . From 10.3 (vii) and 10 .2 (1) it 
immediately follows that £"(/)x = / / ( ? - > x — H ^ x + l x . Consequently, g 
^ ¿ | - H / / W | ( . + | / /<0 ) | , -gl +2-| / /<") | , .<oo (this last inequality has been proved 
by M . RIESZ [ 1 6 ] ) . Accordingly, E satisfies 6 . 3 (v), and from 6 . 2 we con-
clude that E is a V(a, ,"„)-type integrator that satisfies 10.3 (vii). The prop-
erties 10.4 (i*)—2.1 (i) and 10.4 (ii) are now a consequence of 10.4. 
Property 1 0 . 4 ( i * )—2.1 (i) has been proved by S T E C K I N in the case 
/7 = 1 ; HIRSCHMAN [ 5 ] discovered it in its present generality, and based his 
proof on S T E C K I N ' S result. 
10.7. Counter-examples. Let E and lr be as in 10 .6 ; as usual, E, de-
notes the extension to h- of the restriction of E to L". Suppose 1 
/ £ / ( p ) , and r=f= 2. In [12, p. 461] it has been established that E, is not of 
bounded variation: from 6.1 (2) it therefore follows that °o = 1/,(£,.),.. On 
the other hand, 10.6 and 10.4 (ii) imply the convergence of the integral 
/#,. = (<*,) j>fdEr (where %?„(/)), 
and from 9 . 8 we see that the ordinary Riemann—Stieltjes integral 
i 
/#'-= \m-dE,.(l) 
converges in Gv whenever / is a continuous member of %9 P(J) . In particular, 
i 
Tr = E,{1), 
0 
where Tr is the unitary shift operator defined by the relation Trx = {n—>-JC„+I} 
for all x in /, (see [12, p. 461]). 
It has been shown in [11] that there exists no spectral measure M 
(see 6 .1) such that 
i 
j' №-dE,.{k) = \f{).)-M{dl), 
I) ./ 
where / ( / ) = /. fur A £ / = [ 0 , 1] and r=£2. 
A P P E N D I X 
10.8. Lemma 7 . 5 can be inferred indirectly by observing that the in-
equality (6.2) of [19, p. 256] is based on calculations which remain valid in 
our slightly more general setting. The purpose of this appendix is to sketch 
a direct verification of 7 . 5 based on the pivotal lemma of [19]. We suppose 
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1 <p,q<oo and t = p-l + q~1>l throughout. The letters k, m, n, v consistently 
shall stand for non-negative integers. The letters a and b are subsequently 
reserved for functions whose domain are denoted [a] and [b], respectively. 
10.9. L e m m a . If [a] = [b] = { r : 0 < v ^ n + 1},. then there exists a 
number k^n such that k>0 and 
K+> bh;\ ^ n-'-SR (a; ; [6])9. 
P r o o f . See [19, p. 251] and the notation in 4 .2 . 
10.10. If [a] = { r : 0 < r ^ « + 1 } and k>0, then we define Tka as 
follows: 
!
am if 0 <m^k 
flm + iWi if m = k 
am+1 if k<m^n. 10.11. If [a] = [6] = { r : 0 o ^ n + l}, then 
71 + 1 V II V 
Z bv Z a<" — 2 (Tk b)v Z (Tk a)m = — Ofc+1 bic; t ~ 1 m=l r—1 >ii — l 
this routine calculation is performed in [19, p. 255]. 
10.12. Let §(n) be the class of all sequences c with range {co,ci,co, 
, . . . , c„+i} c : J such that c0 <Ci < c» <... < c„+i. We define (/0c)„, = ]cm-1, cm] and 
!
(I0c)m if 0<m<k 
(/oc)m U (/0c)»>+i if m = k 
(I0c)m+1 if k<m^n. 10.13. If F£&(J) (as in 4.2), then clearly 
(5) M V F o I o c i i c ^ V r i F ) , 
where [c] = {1, 2, 3 , . . . , n + 1} and (JFoI0c)m = JF((I0c)m) = F(cm) — F(cm.i) 
(see 4.2). Note further that Ikc^§{n—Y) and Tk(JFoI0c) = (/IFoIkc). 
10.14. If c,d£§(n) we set 
' « + 1 V 
Q(c, d) = Z (Jgolod)r Z(dfol0c)m. l'=l »« = 1 
Here / and g are as in 7.5. Note that 
n+1 
( 6 ) Zf(cr)<4g°kd)r = Q(c, d) +f(co)(g(dn+i)—g(d0)). 
r=l 
10.15..If c,d£§{n), then there exist c* and d* in $(/1 — 1) such that 
| Q(c, d) | si n-'• Vp(/)• V 9 ( g ) +1 Q(c\ </')|. 
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P r o o f . Set b = JgoI0d and a = z / /o / 0 c; from 10.9 and 10.13 (5) 
there exists therefore a number k ^ n such that 
and the conclusion now follows from 10.11 and the remarks made in 10.13. 
10.16. L e m m a . Let V(0) = 1 and i p ( v ) = v. If c,d£§(n), then 
IQ^d^VAfyv.Ag)- ¿(Hi'T; 
the proof is a simple induction argument based on 10. 15. 
10.17. Let A(p,q) be the number that was introduced in 7 .5 . It follows 
from 10.16 that \Q{c,d)\^Vv{f)-Vq(g)-A{p,q). The conclusion 7 . 5 is now 
an easy consequence of 10.14 (6). Compare with the notation of 7 . 3 (1). 
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Errata 
Errata Corrige 
Da pag. 227, riga 36, a pag. 228, riga 3, dappertutto C LC 
pag. 228, riga 8 
pag. 228, riga 8 
pag. 228, riga 8 
pag. 228, riga 9 
pag. 228, riga 11 
C 
C — BD 
(CD//) 
r ' c / ) 
c n / / * 
LC 
LC = BD 
( L C FL H) 
( R ' I C R ) 
LCHH* 
Questi errori sono stati segnalati all'autore da Z. JANKO (Listica, Jugoslavia). 
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János Surányi, Reduktionstheorie des Entscheidangsproblems im Prädikatenkal-
kiil der ersten Stufe, 216 Seiten, Budapest und Berlin, Akadémiai Kiadó und VEB Deut-
scher Verlag der Wissenschaften, 1959. 
Die Theorie des Entscheidungsproblems besteht aus zwei großen Zweigen. Der eine 
Teil der Untersuchungen strebt danach, für eine je umfassendere Klasse der Ausdrücke ein 
allgemein-rekursives Verfahren anzugeben, das entscheidet, ob ein Ausdruck erfüllbar ist 
oder nicht. Andere Forschungen haben den Zweck, das allgemeine Problem auf eine je en-
gere Klasse von Ausdrücken durch ein allgemein-rekursives Verfahren zurückzuführen. Der 
berühmte Satz von CHURCH besagt, daß diese beiden „gegeneinander schreitenden" For-
schungsrichtungen nie zusammentreffen können. 
Die Ergebnisse des ersten Zweiges wurden vor einigen Jahren durch ACKERMANN zu-
sammengefaßt.1) Das Buch von SURÁNYI ergänzt das Werk von ACKERMANN, indem es den 
ersten systematischen Überblick der gegenseitigen Untersuchungen: der Reduktionstheorie 
des Entscheidungsproblems gibt. 
Obwohl das Buch hauptsächlich schon in Artikeln publizierte Resultate darstellt, 
enthält es auch einige früher nicht veröffentlichte Sätze von H. THIELE und dem Verfasser. 
In Kap. I (Aufbau des Prädikatenkalküls der ersten Stufe) werden der Begriff des 
Ausdrucks (im engeren und weiteren Sinne) des betrachteten Kalküls sowie die Begriffe 
der Erfüllbarkeit und Allgemeingültigkeit eines Ausdrucks eingeführt. Es wird bewiesen, daß 
jeder Ausdruck in einen äquivalenten pränexen Ausdruck umformt werden kann. (In den 
ferneren Reduktionssätzen werden meistens derartige Reduktionstypen (s. unten) vorkommen, 
die entweder nur pränexe Ausdrücke, oder solche und aus zwei pränexen Ausdrücken ge-
bildete Konjunktionen enthalten.) 
Kap. II (Das Entscheidungsproblem) formuliert zuerst das Entscheidungsproblem, das 
darin besteht, daß ein Verfahren angegeben werden soll, mit dessen Hilfe man für jeden 
Ausdruck entscheiden kann, ob dieser erfüllbar ist oder nicht, und ob er allgemeingültig 
ist oder nicht. Da ein Ausdruck genau dann erfüllt werden kann, wenn seine Negation nicht 
allgemeingültig ist, reicht es hin, nur die Erfüllbarkeit zu untersuchen. Eine Klasse K von 
Ausdrücken heißt ein Reduktionstypus, wenn es ein Verfahren gibt, welches einen beliebi-
gen Ausdruck in ein Element von K umformt, so daß die beiden Ausdrücke für die Er-
füllbarkeit gleichwertig sind. Es wird ferner festgesetzt, daß die Erfüllbarkeit eines Aus-
drucks über einen Individuenbereich nur von der Mächtigkeit des Bereiches abhängt. 
In Kap. III (Eliminationssätze) sind verschiedene einfach charakterisierbare Reduk-
tionstypen angegeben. 
In Kap. IV (Weitere Vereinfachungen des Präfixes) wird — neben einem naheliegenden 
Satz — ein (vorher unveröffentlicher) Satz des Verfassers bewiesen, laut dessen die Aus-
') W. ACKERMANN, Solvable cases of the decision problem (Amsterdam, 1954). 
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drücke der Form 
vxjXjXgM^vy^a^M:, 
einen Reduktionstypus bilden. (Mj und M2 haben hier eine im Satze beschriebene spezielle 
Form, sie sind u. a. quantorenfrei, und können — eventuell mit der Ausnahme einer zwei-
stelligen — nur einstellige Prädikatenvariablen enthalten.) 
Kap. V (Erfüllung in einem abzählbaren Individuenbereich) stellt zuerst den Satz von 
LÖYVENHEIM und SKOLEM dar, der besagt, daß ein erfüllbarer Ausdruck ohne Gleichheits-
zeichen schon in einem abzählbaren Bereich erfüllt werden kann. Nach einigen Verschär-
fungen dieses Satzes werden Reduktionstypen mit gegebenem speziellem Präfix, mit be-
grenzter Stellen-Anzahl der Prädikatenvariablen bestimmt. 
In Kap. VI und VII (Reduktionstypen mit einer einzigen Prädikatenvariablen) sind 
Reduktionstypen mit einer einzigen, und zwar zweistelligen Prädikatenvariablen angegeben. 
Die Form des Präfixes kann in diesen Typen nicht so genau vorgeschrieben werden, wie 
in den Sätzen des Kapitels V.1) 
Kap. VIII (Reduktion des Entscheidungsproblems auf den Fall beliebiger endlicher 
Bereiche. Die rekursive Unlösbarkeit des Entscheidungsproblems) enthält den Satz von 
KALMÁR, laut dessen zu jedem Ausdruck 2t ein Ausdruck Í8 sich derart konstruieren läßt, 
daß 2t genau dann nicht erfüllbar ist, wenn Sí in irgendeinem endlichen Bereich erfüllt 
werden kann; ferner den schon erwähnten Churchschen Satz über die Unlösbarkeit des 
Entscheidungsproblems mit einem allgemein-rekursiven Verfahren. (Auch der letztgenannte 
Satz wird durch eine von KALMÁR stammende Methode bewiesen.) 
Unter den im Anhang betrachteten Hilfsmitteln ist insbesondere der Skolem—Her-
brandsche Satz zu erwähnen, der die Erfüllbarkeit eines Ausdrucks auf die Widerspruchs-
freiheit eines geeigneten axiomatischen Systems zurückführt. 
Die offenen Probleme, die im Buche an verschiedenen Stellen erwähnt sind, werden 
unter dem Titel „Nachbemerkungen" zusammenfassend wieder aufgezählt. Das Buch schließt 
sich mit einem 50 Angaben enthaltenden Literaturverzeichnis. ^ Ádám (Szeged) 
Akos Császár, Fondements de la topologie générale, 229 pages, Budapest, Aka-
démiai Kiadó, 1960. 
Il y a quelques années M. CSÁSZÁR a introduit un nouveau type d'espaces dans la 
Topologie générale qui généralise simultanément les espaces topologiques, uniformes et de 
proximité (voir Revue Math. Pures Appt., 2 (1957), 399—407). Dans le présent ouvrage, il 
se propose de développer la théorie de ces espaces, dits espaces syntopogènes2) en vue 
de les appliquer aux fondements des espaces topologiques, uniformes et de proximité. Non 
seulement les fondements de ces derniers espaces se déduisent de la théorie des espaces 
st simplement par spécialisation, mais encore les relations qui les relient entre eux devien-
nent plus claires et se prêtent à un traitement systématique lorsqu'on les étudie dans le 
cadre des espaces st. Le domaine d'application des espaces st s'étend approximativement 
sur les deux premiers chapitres de la „Topologie générale" de BOURBAKI ainsi que sur le 
mémoire de Yu. M. SMIRNOV sur les espaces de proximité (voir Mat. Sbornik, 31 (73) (1952), 
5 4 3 - 5 7 4 ) . 
!) 3V3V2, 3"V83 und 3"V3"V sind typische Beispiele für die Form der Präfixe, die 
in den Ergebnissen der Kapitel V, VI und VII (der Reihe nach) auftreten. (a und n sind 
nichtnegative Zahlen, a ist dabei universell beschränkt.) 
2) Pour abréger nous écrirons dans la suite ,,st" pour „syntopogène (s)" et ,,str" 
pour „structure (s)". 
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Les § § 1 à 7 donnent les fondements de la théorie. E étant un ensemble quelconque 
(ensemble fondamental), on entend par „ordre topogène sur E" une relation binaire < entre 
les parties de E qui vérifie les axiomes suivants: 
0 < 0; E<E; 
A<B implique Acz B; AaA' < B' c= B implique A<B; 
A<B et A' < B' impliquent A r M ' < e n f i ' et Au A' <BuB". 
L'ordre topogène < est dit symétrique lorsque A<B entraîne toujours E—B< E—A. 
Il est parfait si les relations A^<B ( y ^ T ) entraînent toujours U A < [J S, , . Si les 
7 y 7er 7 YÇi- 1 
mêmes relations entraînent U Aw< U B et |~l A < f) B , on dit que < est biparfait. 
y 6 r • yer yer y 7 e r 
Une str st S sur E est une classe non vide d'ordres topogènes sur E qui satisfait 
aux axiomes suivants: 
A deux éléments quelconques < ] et <rs de J> il correspond un < 3 £ < § tel qu'on ait 
A toutes les fois qu'on a A<iB ou A<2B. 
A tout < £§> il correspond un tel que A<B entraîne l'existence d'un en-
semble C qui satisfait à la relation A < ' C < ' B . 
Un espace st est un couple [E, S] ou S est une str st sur E. 
Si et étant deux str st sur E, on dit que S, est plus fin que J>2 lorsque à cha-
que il correspond un < i £ c > i tel que A<2B entraîne A<tB. Lorsque Si est plus 
fin que e t inversement, on dit que ces deux str st sont équivalentes. 
Lorsque tous les éléments d'une str st sont symétriques, resp. parfaits, resp. bipar-
faits, on dit qu'elle est symétrique, resp. parfaite, resp. biparfaite. Les str st, formées d'un 
seul ordre topogène, sont dites simples. 
Les str topologiques, uniformes et de proximité peuvent être identifiées à certaines 
str st de la façon suivante. 
A toute str st simple et parfaite S = { < } sur E on fait correspondre une topolo-
gie sur E, en considérant un ensemble A ouvert lorsque A<A. Inversement, toute topo-
logie sur E correspond de cette façon à une str st simple et parfaite sur £ et à une seule. 
• § = ! < } étant une str st simple et symétrique sur E, on lui fait correspondre une 
str de proximité <5 sur E, en posant AôB si et seulement si A<E—B n'a pas lieu. In-
versement, toute str de proximité sur E correspond de cette façon à une str st simple et 
symétrique sur £ et à une seule. 
S étant une str st symétrique et biparfaite sur E, les ensembles U < = -K*>y): non 
{*}<.£—{y\} forment un système fondamental d'entourages d'une str uniforme sur E 
qu'on fait correspondre à S>. Inversement, toute str uniforme sur E peut être déduite, 
suivant cette formule, d'une str st symétrique et biparfaite sur E et, à équivalence près> 
d'une seule. 
Le § 8 est consacré à l'étude de certaines opérations sur les str st. A £ / l } 
étant une famille de str st sur E, on définit une str st | > = V §>x sur £ qui est plus fine 
que chacune des mais moins fine que toute str st ayant la même propriété. $ étant une 
str st sur E, on définit de façon explicite quatre str st S1', et S' sur E, plus fines 
que S dont § s est symétrique, §1' est parfait, est biparfait et S' est simple et qui sont 
minimales dans le sens que toute str st, plus fine que S, est aussi plus fine que S* ou 
S'' ou S ou S', suivant qu'elle est symétrique, parfaite, biparfaite ou simple. 
Si S est une str st biparfaite et symétrique, c'est-à-dire qu'il correspond à une str 
uniforme ®tt, alors §>\ resp. B'1' correspond à la str de proximité, resp. à la topologie 
déduite de 
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Les opérateurs \ v , b , t obéissent à certaines régies de calcul, on a p. e. G)46 =$ b ! < p t 
S'c = $fi'. Le calcul sur ces opérateurs fournit un outil très efficace et très maniable pour 
déduire certaines propriétés des str topologiques, uniformes et de proximité et pour établir 
les liens qui existent entre ces structures. 
Les § § 9 à 11 se groupent autour des notions suivantes: image réciproque d'une 
str st (par une application dans l'ensemble fondamental de cette str), sous-espaces d'un 
espace st, application continue d'un espace st dans un autre, produit d'espaces st. 
Les deux premières de ces notions se réduisent à leurs significations habituelles 
lorsqu'on envisage des str st correspondant à une topologie ou à une str uniforme ou à 
une str de proximité. 
Les applications continues d'une espace st [£, dans un espace st [E', S'] coïn-
cident avec les applications continues (dans le sens usuel), resp. uniformes, resp. ¿-conti-
nues de E dans E', suivant que $ et ê' correspondent chacune à une topologie ou à une 
str uniforme ou à une str de proximité. 
Le produit [ x Ek, x d'une famille { [ £ \ S À ] : X^A} d'espaces st est défini de 
Â g / l X g / l 
telle sorte qu'au cas où les § x correspondent chacune à une topologie, resp. à une str 
uniforme, le produit de ces topologies, resp. str uniformes correspond à ( x resp. Àg/i 
( X i>l)h- Lorsque chacune des S 1 correspond à une str de proximité ô \ la str de prox.'-
Àg/l 
mité correspondant à ( x §x)' sert de définition pour le produit des 
XçA 
Toute str st sur E peut être construite, à équivalence près, à l'aide de certaines 
familles, convenablement choisies, de fonctions réelles, définies sur E (§ 12). Les théorèmes 
générales sur la construction des str st (établis avec la collaboration du rapporteur) per-
mettent de déduire de façon élégante des théorèmes sur la représentation des str uniformes 
et de proximité à l'aide de fonctions réelles, en particulier le théorème sur la génération 
des str uniformes par un système d'écarts (§ 13). 
Les derniers § § sont consacrés aux notions d'espace st compact et complet. La 
première de ces notions est définie de façon analogue comme on définit l'espace uniforme 
complet à l'aide de filtres et équivaut à celle-ci lorsqu'il s'agit d'une str st symétrique et 
biparfaite. La compacité d'un espace st S équivaut à la compacité de la topologie associée 
à §?>'• Tout espace st peut être plongé dans un espace st complet, de plus on peut as-
surer que les propriétés „symétrique", „parfait" et „biparfait" soient conservées lors de la 
complétion. 11 s'ensuit que tout espace uniforme peut être plongé dans un espace uniforme 
complet. Par un raisonnement subtil, l'Auteur ramène la compactification des espaces st à 
str simple à la complétion des espaces st à str biparfaite et parvient au résultat que 
tout espace st à structure simple peut être plongé dans un espace compact du même type. 
Il conclut avec le théorème de Smirnov sur les compactifications hausdorffiennes des es-
paces topologiques complètement réguliers. 
A côté des str uniformes, l'Auteur considère aussi une str analogue mais plus gé-
nérale, dite str quasi-uniforme qu'on obtient des str uniformes essentiellement en sup-
primant l'axiome qui exige l'existence d'un système fondamental d'entourages symétriques. 
(Ces str furent introduites par L. NACHBIN SOUS le nom de str semi-uniformes ; voir Comp-
tes Rendus Acad. Sci. Paris, 226 (1948), 774—775.) Les str quasi-uniformes ont maintes 
propriétés analogues à celles des str uniformes; ces deux str sont étudiées parallèlement 
dans l'ovrage. 
Le style et l'exposé de l'ouvrage sont à tout point exemplaires. Le langage clair ;et 
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précis, les démonstrations soigneusement élaborées, la terminologie et les notations rigou-
reusement conséquentes rendent la lecture facile et agréable. 
En terminant cette analyse, il convient d'observer qu'en général une str st n'est ni 
simple, ni parfait, ni symétrique, elle ne se laisse donc identifiée ni à une topologie, ni à 
une str quasi-uniforme, ni à une str de proximité. L'ouvrage ne fournit pas d'exemples 
aux applications de ces str st générales. Toutefois nous espérons que les str st générales 
ne tarderont pas à trouver des applications dans l'Analyse. j Q z¡pS z e r (Budapest) 
H. Lebesgue, Notices d'Histoire des Mathématiques (Monographies de L'Enseig-
nement Mathématique, No. 4), 116 pages, Genève, L'Enseignement Mathématique, 1958. 
Après une introduction écrite par MILE L. FÉLIX, le livre reproduit 6 notices de H. 
LEBESGUE: C o m m e n t a i r e s s u r l ' o e u v r e d e F. VIÈTE; L ' o e u v r e m a t h é m a t i q u e d e VANDERMONDE; 
N o t i c e s u r la v i e e t l e s t r a v a u x d e CAMILLE JORDAN; N o t i c e s u r RENÉ-LOUIS BAIRE; U n tra -
vail mathématique de ANDRÉ-MARIE AMPÈRE; Les professeurs mathématiques du Collège de 
F r a n c e : HUMBERT, e t JORDAN, ROBERVAL e t RAMUS; e n f i n o n y t r o u v e d e s e x t r a i t s d e la c o r -
respondance de H. LEBESGUE. Dans l'une des lettres il exprime sa confession sur ses prin-
cipes en historien: "l'histoire de l'acquisition d'un fait mathématique... est toujours l'his-
toire d'un lent et long travail collectif.... Un renseignement historique se compose d'un 
nom, d'un titre de Mémoire... et c'est tout,... comme si la vérité sortait de l'onde dans sa 
claire beauté. Mais non, la vérité ne brille qu'aux yeux qui l'ont cherchée assez longtemps 
pour avoir mérité de la voir.... On peut, dans les anciens écrits, suivre les travaux d'ap-
proche, voir les succès, les défaites.... Essayer de faire cela pour une notion primordiale 
serait, je crois, essayer de faire de la vraie histoire des sciences..." 
T. Bakos (Budapest) 
J. Aczél, Vorlesungen über Funktioiialgleichungen und ihre Anwendungen, 331 
Seiten, Berlin—Basel—Stuttgart, VEB Deutscher Verlag der Wissenschaften—Birkhäuser 
Verlag, 1961. 
Obwohl die Funktionalgleichungen seit lange Gegenstand verschiedener Untersuchun-
gen waren, fehlte bis zu den letzten Zeiten eine „Theorie" dieser Gleichungen im strengen 
Sinne des Wortes, d. h. Klassifikationsprinzipe sowie allgemeine Lösungsmethoden. Es 
fehlte ja sogar eine strenge Definition, durch die die „echten" Funktionalgleichungen von 
den Differentialgleichungen, Integralgleichungen und Integro-Differentialgleichungen unter-
schieden werden könnten. Erst in der letzten Zeit ist die Theorie der Funktionalgleichungen 
in ein solches Stadium getreten, daß man sich um eine wahre Theorie bewerben mochte. 
Das Hauptverdienst dieser Tatsache gebührt eben dem Verfasser der vorliegenden Mono-
graphie, der durch eine lange Reihe von originellen Arbeiten in diesem Gebiete selbst den 
Boden zur Entstehung einer Monographie vorbereitet hatte. Der Verfasser hat vor kurzem 
zwei größere Berichte über diesen Gegenstand veröffentlicht, sein vorliegendes Buch, das 
nach den Worten des Verfassers selbst ein Zwischenglied zwischen Lehrbuch, Monographie 
und Nachschlagewerk ist, bringt eine fast vollkommene Synthese des bisherigen Materials 
in dieser Richtung. Das Buch enthält eine Bibliographie mit über ein Tausend Titel. 
Der Verfasser fängt mit einer Definition der Funktionalgleichungen im engen Sinne 
des Wortes an. Es werden dann der Reihe nach die Funktionalgleichungen für Funktionen 
von einer Veränderlichen und für Funktionen mehrerer Veränderlichen betrachtet. Die Funk-
tionalgleichungen der Stufe 1 wurden in dieser Monographie im allgemeinen außer acht 
gelassen. Innerhalb dieser zwei Teile besteht die Einteilung nach verschiedenen Ordnungs-
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prinzipen, wie z. B. nach der Anzahl der Gleichungen (eines Systems von Gleichungen), 
nach der Anzahl der gesuchten Funktionen u. s. w. Das Problem einer endgültigen Eintei-
lung der Funktionalgleichungen nach verschiedenen Typen ist bis heute eine offene Frage. 
Der Text enthält nicht nur die Ergebnisse, sondern meistens auch die Beweise. Charak-
teristisch für das ganze Buch ist das Bestreben, in allen Fällen, womöglich mit geringsten 
Regularitätsannahmen oder sogar ohne irgendwelche solche Annahmen, zu den Lösungen 
zu gelangen. Das Buch gibt außerdem eine große Msnge von verschiedenen Anwendungen 
und zwar nicht nur in verschiedenen Zweigen der Mathematik (wie Geometrie, Gruppen-
theorie, Wahrscheinlichkeitsrechnung), aber auch in der Mechanik und Physik. 
Man kann behaupten, daß die bisherige Lücke durch diese Monographie ausgefüllt 
wurde und sogar in einer ausgezeichneten Weise. Nichtdestoweniger kann man vermuten, 
daß nach einigen Jahren infolge einer schnellen Entwicklung dieser Disziplin eine neue ver-
vollständigte Herausgabe dieser Monographie notwendig sein wird. 
S. Gotab (Krakow) 
VC. Meyer-Eppler, Grundlagen und Anwendungen der Informationstheorie (Kom-
munikation und Kybernetik in Einzeldarstellungen, Herausgeben von W. Meyer-Eppler, 
Band 1), XVII+ 446 Seiten, Berlin—Göttingen—Heidelberg, Springer-Verlag, 1959. 
Seit dem Erscheinen der grundlegenden Arbeiten von SHANNON wird der Informations-
theorie ein immer stärkeres Interesse entgegengebracht, womit sich ein gesteigerter Anspruch 
auf Literatur über bisherige Ergebnisse, sowie neueren Probleme und Anwendungsmöglich-
keiten der Informationstheorie meldet. Diesem Anspruch wünscht das Buch von MEYER-
EPPLER umfassend zu entsprechen, indem er Lesern der verschiedensten Interessengebiete 
und Vorkenntnisse in die Fragen der Informationstheorie Einsicht verschafft. 
Verfasser stand vor einer nicht leichten Aufgabe, als er in seinem Buche einerseits 
den Inhalt des Wortes „Information" im ursprünglichen Sprachgebrauch berücksichtigen, 
anderseits jedoch jeden mit der Information zusammenhängenden Begriff in mathematischer 
Form behandeln wollte. 
Obwohl das Buch in seinen Betrachtungen sich in großem Maße auf die Mathematik, 
in erster Linie auf die wichtigsten Begriffe der Wahrscheinlichkeitstheorie anlehnt, werden 
die Leser durch lange Beweisführungen nicht in Anspruch genommen, und es ist auch 
jenen verständlich, die in den entsprechenden Gebieten der Mathematik nicht über vertiefte 
Kenntnisse verfügen. — Die Orientierung zwischen den eingeführten neuen Begriffen wird 
durch praktische — in erster Linie sprachliche — Beispiele, welche gleichzeitig auch auf 
die Anwendungsmöglichkeiten hinweisen, in großem Maße erleichtert. 
Das Buch gliedert sich in 11 Kapitel. Verf. selbst faßt den Inhalt des Buches kurz 
folgendermaßen zusammen: „Zentrales anliegen aller Betrachtungen ist die menschliche 
Kommunikationskette (Kap. 1) und der in ihr stattfindende Zeichenverkehr, der von Signalen 
getragen wird, die den Sinnesorganen zugänglich sind. Die meßbaren Eigenschaften dieser 
Signale bilden die Grundlage für alle weiteren Untersuchungen (Kap. 2), wie etwa für die 
Frage nach den zur Signalübermittlung geeigneten Übertragungssystemen (Kap. 3), die 
Statistik der hierbei verwendeten stereotypen Signalformen („Symbole") (Kap. 4) und den 
Einfluß von Störungen auf die Signalübermittlung (Kap. 5) sowie die mögliche Sicherung 
gegen Übertragungsfehler (Kap. 6). In Kap. 7 tritt der informationsempfangende Kommunika-
tionspartner mit seinen Sinnesorganen in Erscheinung, zunächst als Empfänger von Signalen 
und von Kap. 8 ab als Empfänger von Zeichen. Als die wichtigsten Zeichenträger werden 
in Kap. 9 die akustischen und optischen Valenzklassen behandelt. Von hier aus ergibt sich 
ein unmittelbarer Zugang zur höchsten Stufe menschlicher Kommunikation, zur sprachlichen 
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Kommunikation. Im Anschluß an die Probleme und Methoden der strukturellen Linguistik 
(Kap. 10) ist das letzte Kapitel der realen Sprachübermittlung gewidmet, d. h. dem Schick-
sal der Sprachzeichen in einem zwischen dem sende- und dem empfangsseitigen Kommunika-
tionspartner etablierten gestörten Übertragungskanal." Katalin Bognár (Budapest) 
Lotbar Heffter, Begründung der Funktionentheorie auf alten und neuen Wegen, 
zweite, wesentlich verbesserte Auflage, VIII + 64 Seiten, Berlin—Göttingen—Heidelberg, 
Springer-Verlag, 1960. 
Der Inhalt der ersten Auflage wurde im Wesentlichen beibehalten; die in der Be-
sprechung derselben (Acta Sei. Math., 16 (1955), 275—276) bemängelten Einzelheiten wurden 
berichtigt. Ákos Császár (Budapest) 
Th. Schneider, Introduction aux nombers transcendants. Traduit par Pierre Ey-
mard. VIII -f- 152 pages, Paris, Gauthier-Villars, 1959. 
Traduction de l'original allemand, publié en 1957 aux éditions Springer.*) — Espérons 
que l'ouvrage excellent, qui attirait l'attention sur les méthodes générales récentes dans la 
théorie .des nombres transcendants, animera par sa version française des nouveaux recher-
ches dans ce beau domaine des mathématiques. M. Mikolás (Budapest) 
W. J. Trjitzinsky, Théorie métrique dans les espaces où il y a une mesure 
(Mémorial des sciences mathématiques, fasc. 143), 120 pages, Paris, Gauthier-Villars, 1960. 
Dans la théorie classique de l'intégrale de Lebesgue, une des plus importantes et 
en même temps plus difficiles questions est l'étude des liaisons entre les opérations 
d'intégration et de dérivation, c'est-à-dire de la dérivation des intégrales indéfinies et, plus 
généralement, des fonctions additives d'ensemble. Les propriétés particulières des espaces 
euclidiens et de la mesure de Lebesgue jouent un rôle tellement essentiel dans les 
démonstrations des résultats qui s'y rattachent que la possibilité d'une généralisation de 
cette théorie pour des mesures abstraites paraît surprenante à première vue. Tout de 
même, plusieures théories abstraites de la dérivation des fonctions d'ensemble ont été 
créées, parmi lesquelles celle due à A. DENJOY {Amer. J. Math., 73 (1951), 314—356), 
fondée sur une extension du théorème de recouvrement de Vitali. L'auteur du présent 
ouvrage a pour but d'aller plus loin et d'affaiblir, d'une part, les hypothèses admises par 
A. DENJOY, de l'autre de trouver des exténsions analogues d'autres résultats concernant la 
dérivation des fonctions d'ensemble. 
Soit (E,§>,/ii) un espace mesuré complet et désignons, pour une famille oTc:J>, par 
<d(cT) l'ensemble des x£E contenus dans des ensembles r^cT de mesure p(T) aussi petite 
que l'on veut, et par /J,C(X) = inf {/¿(S) : §>, SZIX} la mesure extérieure associée à /«. 
Une famille est dite régulière si 0 < f i ( G ) < + oo pour G^éj1, n,.(D)< + o o pour 
D = uq, n e ( e ( G ) ) ^ a ( n ( G ) ) pour G ^ q . e t e (G) = J ( {G' : G ' G ' n G^O}), où a(u) 
est une fonction positive croissante de « > 0 , tendant vers 0 pour m—•-f-0 et telle qu'on 
puisse choisir, pour un e > 0 donné, une suite r\n—* 0 (»?„>0) de sorte que 
cd co c d 
2 2 « (" ,„ )<« dès que 0 < u h l < r , H , 2 u w ^ " A D ) 
I, = 1 V = 1 1 = 1 
(par exemple a(u) = uc satisfait pour c > 1 à ces conditions), enfin s'il existe des nombres 
a et b tels que 1 <a<b et ^ ( U {G' : G' £ G, G ' n G # 0 , / t (G')< a ^ ( G ) } ) < b/n(G). (Dans 
*) Cf. Acta Sei. Math., 20 (1959), 97—98. 
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l'ouvrage cité d'A. DENJOY, on suppose A(«) = 0.) Dans ces hypothèses, l'auteur démontre 
que si est une famille régulière, alors et, e > 0 étant donné, il existe une suite 
{G;} d'ensembles disjoints telle que U Gij <s, ^ I J G / j — /¿(d(t0) <e. 
11 montre que presque tous les résultats du mémoire cité d'A. DENJOY restent valables en 
généralisant de cette manière la définition de famille régulière. Il appelle ensuite simplement 
CO 
régulière une famille I F c S si 0 < /t (F) < + oo pour F £ | F et si IF=(JcF„ , cF„ c: IF, i+i, 
î 
enfin, pour IF'czlF,, (n = 1,2,. . .) , U IF' Ç $ et /t(U oF')< + Pour des familles simplement 
régulières, l'auteur donne plusieurs extensions des résultats de H. BUSEMANN et W. FELLER 
(Fundamenta Math., 22 (1934), 226—261) sur le théorème de densité. Il examine en parti-
culier le cas important, généralisation immédiate du cas classique de la mesure de Lebes-
gue, où |F est invariante par rapport à un groupe de transformations. Il donne ensuite, 
pour des familles simplement régulières, une extension abstraite du théorème d'A. ZYOMUND 
{Fundamenta Math., 23 (1934), 143—149) sur la dérivabilité forte des intégrales indéfinies 
de fonctions f£L1' (p> 1), en remarquant que les résultats plus précis de B. JESSEN, 
J. MARCINKIEWICZ et A. ZYGMUND (Fundamenta Math., 2 5 (1935), 217—234) paraissent à être 
liés très étroitement aux espaces euclidiens. 11 présente ensuite une sorte d'extension du 
théorème de LUSIN sur la continuité des fonctions mesurables, ainsi qu'une généralisation 
des théorèmes intéressants d 'A. J. WARD {Fundamenta Math., 2 6 (1936), 167—182; 2 8 (1937), 
265—279) sur les nombres dérivés des fonctions additives d'intervalle. 
A. Császár (Budapest) 
Proceedings of symposia in applied mathematics, Volume X. Combinatorial 
analysis. Edited by RICHARD BELLMAN and MARSHALL HALL, JR., V I + 3 1 1 pages, Providence, 
R. I., American Mathematical Society, 1960. 
In the last years the interest of mathematicians toward combinatorial analysis is in steady 
growing. One of the reasons of recent development in the field is the availability of fast 
electronic computers with the aid of which exact numerical solutions can be attained in a 
series of problems. It seems, however, that the only common characteristic of the problems of 
combinatorial analysis is that they involve finite sets, but otherwise they are of very dif-
ferent nature. Thus one meets on this field problems of practical as well as theoretical 
aspects which in very many cases could hardly be separated. 
The present volume contains four papers dealing with finite projective geometry which 
has also a great practical importance in the design of experiments. 
In another group of papers extremal problems are considered which can be called 
integer or discrete programming. Techniques for the solution are given, based on the theory 
of linear inequalities and functional equations. The reader also finds algorithms for con-
structing optimal networks, solving large scale transportation problems and enumerating 
the feasible solutions for special combinatorial problems. There are papers dealing with 
minimax theorems related to the graph-theoretical theorem of D. KÖNIG. 
In a paper a brief account is made for the permanents (sums of diagonal products) 
of doubly stochastic matrices. 
There are some papers included in the volume on number theory and algebra as 
well as on the numerical analysis of special discrete problems. 
The reader finds a list of well-known names among the authors of the volume 
which contributes a great deal to the progress of this branch of mathematics. 
András Prékopa (Budapest) 
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