Abstract This study details the derivation and application of a new analytical solution to the onedimensional, transient conduction-advection equation that is applied to trace vertical subsurface fluid fluxes. The solution employs a flexible initial condition that allows for nonlinear temperature-depth profiles, providing a key improvement over most previous solutions. The boundary condition is composed of any number of superimposed step changes in surface temperature, and thus it accommodates intermittent warming and cooling periods due to long-term changes in climate or land cover. The solution is verified using an established numerical model of coupled groundwater flow and heat transport. A new computer program FAST (Flexible Analytical Solution using Temperature) is also presented to facilitate the inversion of this analytical solution to estimate vertical groundwater flow. The program requires surface temperature history (which can be estimated from historic climate data), subsurface thermal properties, a present-day temperature-depth profile, and reasonable initial conditions. FAST is written in the Python computing language and can be run using a free graphical user interface. Herein, we demonstrate the utility of the analytical solution and FAST using measured subsurface temperature and climate data from the Sendia Plain, Japan. Results from these illustrative examples highlight the influence of the chosen initial and boundary conditions on estimated vertical flow rates.
Introduction
Subsurface thermal regimes are perturbed by mobile groundwater, and thus temperature can be used as an environmental tracer to determine the direction and magnitude of groundwater flow [Anderson, 2005] . Several studies [e.g., Hatch et al., 2006; Keery et al., 2007; Luce et al., 2013] have recently developed processes to estimate rates of groundwater-surface interactions from daily temperature signals at different depths. These and other techniques have been automated in computer programs including Ex-Stream [Swanson and Cardenas, 2011] , VFLUX [Gordon et al., 2012; Irvine et al., 2015] , 1DTempPro [Voytek et al., 2014] , and LPML [Vandersteen et al., 2015] .
Tracing groundwater flow via the propagation of daily or seasonal surface temperature signals is restricted to shallow subsurface environments as these high-frequency signals are fully attenuated in the deeper subsurface. However, deep subsurface temperature profiles can also be analyzed to infer rates of groundwater flow using other techniques. Bredehoeft and Papadopulos [1965] derived a solution to the one-dimensional, steady state, conduction-advection equation that could be applied to estimate groundwater flow rates from the curvature of temperature-depth (T-z) profiles. Other steady state solutions were subsequently developed to accommodate more complex environments [Lu and Ge, 1996; Mansure and Reiter, 1979] and these are included in the ''heatfuncs'' library for the Python programming language [Irvine, 2015] . However, these steady state approaches do not account for the transient subsurface thermal effects of past climate change or land cover disturbances [Kurylyk et al., 2015] . Because groundwater flow and climate change can both disturb subsurface thermal regimes, the mechanism for causing thermal anomalies (e.g., deviations from the geothermal gradient) can arise from either process Ferguson and Woodbury, 2005; Kukkonen et al., 1994; Majorowicz et al., 2006] . Thus, solutions to the transient conduction-advection equation have been proposed that accommodate a sudden step change in surface temperature [Taniguchi et al., 1999a] or a smooth gradually increasing surface temperature function Taniguchi et al., 1999b] . Surface temperature trends violate these idealized boundary conditions (i.e., smooth persistent trends or a single step change) due to intermittent warming and cooling periods caused by the interplay between factors such as anthropogenic forcing, episodic volcanic activity, and multidecadal oceanic oscillations [Intergovernmental Panel on Climate Change, 2013] . Menberg et al. [2014] demonstrated that superposition principles could be applied to allow for a series of step increases in temperature and thus accommodate the influence of several climate regime shifts. However, the application of the Menberg et al. [2014] solution is limited to the shallow subsurface as uniform initial temperature conditions (i.e., no geothermal gradient) are assumed. Thus, the utility of previous analytical solutions for tracing groundwater flow from subsurface temperature profiles has been limited by the lack of realism in the surface temperature boundary condition and/or initial conditions. An improved approach that allows for both flexible boundary and initial conditions will allow for more robust vertical groundwater flux/recharge estimation, which is recognized as an important component of effective water management [Scanlon et al., 2006; Scanlon and Cooke, 2002] . The objectives of the present study are threefold:
1. Derive a new analytical solution with flexible initial conditions and a boundary condition that accommodates intermittent surficial warming and cooling periods. 2. Present a computer program that facilitates the inversion of this solution to infer flow rates from T-z profiles. 3. Demonstrate the application of the program using measured subsurface temperature data.
The previously proposed analytical solutions and the new solution presented in this study can be challenging to implement, and thus the computer program is developed to facilitate the utility of the new solution. For example, the solution presented here can be applied through the use of spreadsheet software; however, this approach can be extremely cumbersome, particularly if multiple changes to the boundary condition are required. In contrast, changes to initial or boundary conditions can be easily handled through automated computer software. The utility of the new program is demonstrated by analyzing subsurface temperature data collected for a well in the Sendai Plain, Japan .
Analytical solutions for tracing groundwater flow from subsurface temperature offer potential advantages over numerical methods including: increased efficiency for poorly defined systems, increased stability and independence from spatiotemporal discretization, and limited degrees of freedom to facilitate analyses of interactions between parameters and solutions Javandel et al., 1984] .
Methods

Theory and Derivation of Analytical Solution
The governing equation for one-dimensional subsurface heat transport in a homogeneous medium with constant groundwater velocity can be written as [Carslaw and Jaeger, 1959] 
where where T i 1 d is the initial temperature at the land surface (8C), a is the general geothermal gradient (8C m
21
), and d (m 21 ) is a fitting parameter to account for curvature in the T-z profile due to past climate change, land cover disturbances, or vertical groundwater flow. Examples of the ability of this function to match present-day T-z profiles beneath the Sendai Plain and Tokyo, Japan, are provided by .
The original surface temperature step function presented by Taniguchi et al. [1999a] to account for land cover changes can be superimposed to represent a series of sequential step changes in surface temperature due to climate change or land cover alterations:
where T 0 is the initial surface temperature (5T i 1 d, 8C), DT j is the jth surface temperature shift (8C), t j represents the timing of shift j (s or year depending on fundamental time unit), and H is the Heaviside function which indicates that the influence of each shift is not realized until the time t exceeds t j (i.e., H(t-t j ) 5 0 before t j and 1 after t j ). The magnitudes of each shift (DT j ) are evaluated as the difference in the surface temperature before and after shift j.
The governing partial differential equation (equation (1)) is reduced to an ordinary differential equation via the Laplace transform technique and the initial condition. The resultant ordinary differential equation in the frequency domain is solved using the surface boundary condition (equation (4)) and assuming a semiinfinite domain. The resultant solution is then converted back into the time domain via inverse Laplace transforms. More details are provided in Text S1 of Supporting Information S1. The final solution is presented in equation (5).
Practical suggestions for parameterizing the boundary and initial condition functions and applying equation (5) are provided in Text S2 of Supporting Information S1. This solution is verified using the finite element groundwater and heat transport model SUTRA [Voss and Provost, 2010] . Details regarding the solution verification are provided in Text S3 in Supporting Information S1.
FAST Computer Program
The FAST (Flexible Analytical Solution based on Temperature) functions (for equations (3)- (5)) are written in the Python programming language (version 2.7 or later). The FAST.py script (Software S1) must be run once to compile the script and make the functions available for use.
The process of running FAST is a three-step process (Figure 1 ) that provides the maximum flexibility for exploring options for both the boundary conditions (using FASTbc, i.e., equation (4)) and initial conditions (using FASTic, i.e., equation (3)) of the problem, before the outputs from equations (3) and (4) FASTbc requires a time series of past temperature (time and temperature) to be entered as individual arrays with units of year and 8C, respectively. These data may be estimated from regional or local historical climate (surface air temperature) data or obtained directly from measurements of ground surface temperatures or surface temperature modeling. FASTbc also requires an array of times (i.e., t j , in equation (4), denoted as ttimes in the code, see Text S4 of Supporting Information S1) that are used for the calculation of the step function of temperature (i.e., DT j ). Essentially, FASTbc calculates the average surface temperature for each interval between ttimes values and then evaluates each DT j as the difference in the average surface temperatures for intervals j and j 2 1.There is no requirement for these times to be evenly spaced.
Additionally, a constant offset (T adj ) can be applied to adjust all of the temperature values in the outputted temperature array if air, rather than surface, temperature were used to populate the temperature array. T adj is included in FASTbc to take into account snowpack or forest canopy insulation or other processes that may cause an offset between mean annual air and ground surface temperatures [Zhang, 2005] .
An example output of the FASTbc function for climate data from Mount Barker in South Australia for time intervals of varying length is shown in Figure 2 . FASTbc calculates T 0 as the mean temperature between the start of the user provided temperature time series, and the time of the first value of ttimes (i.e., black line from 1927 to 1942, Figure 2 ).
Prepare Initial Conditions (FASTic)
The FASTic function reads in (1) output from the FASTbc function, (2) values for a, d, d, (3) an array of depths (z) for the initial and final T(z,t) output, and (4) a field measured T-z profile (see sample file for reading in data provided in supporting information Software S2). The T 0 value from the FASTbc function and the user provided d value are used to calculate T i (used in equations (3) and (5)), hence FASTbc must be run prior to FASTic. The field measured T-z profile is not involved in any calculations in FASTic, but rather is plotted along with the output of FASTic (equation (3)) to provide a visual comparison between the field data and the imposed initial conditions. (5). In addition to the output from the FASTbc and FASTic functions, the user must also provide output times (i.e., outtimes) for the analytical solution, thermal properties of the system, a value for q (m yr 21 ) and a value for the plotoption (0 5 no plot, 1 5 plot shown to screen).
FASTq calculates the bulk thermal diffusivity (D, m 2 s 21 ) using the volumetrically weighted geometric mean of water and sediment thermal conductivities to obtain the bulk thermal conductivity (k) and volumetrically weighted arithmetic mean of the water and sediment volumetric heat capacities to obtain the bulk volumetric heat capacity (cq) [Lunardini, 1981] . All inputs for thermal properties must use J, W, kg, m, and 8C.
The result from the FASTq function is the T(z,t) distribution for the user provided properties (boundary conditions, initial conditions, thermal properties, and q) and times. The flexibility of the FASTbc, FASTic, and FASTq functions allows for the investigation of the influence of the initial conditions, boundary conditions, thermal properties, or q on the resulting T(z,t). The user can vary these inputs in order to best match T(z,t n ) with the field measured T-z profile. The sum of squared errors (SSE) and the RMSE between the observed T-z profile and the final T(z,t n ) are outputted to provide guidance on how well the solution has reproduced the observed T-z profile. We acknowledge that the flexibility of the boundary and initial conditions introduces additional uncertainty not encountered in previous, simpler solutions. However, previous approaches overlooked these sources of uncertainty by employing potentially overly simplistic techniques. In FAST, these uncertainties can be explicitly accounted for by testing the influence of these properties on the inverted Darcy flux.
Field Application of FAST
Site Conditions and FAST Thermal Property Inputs
We herein provide two illustrative FAST examples by estimating vertical water flow using local surface air temperature history and a temperature profile collected from a well in the Sendai Plain, Japan (''Well 1'') . Vertical heat transfer and groundwater flow in the Sendai Plain is much higher than horizontal heat transfer and groundwater flow , and thus the onedimensional assumption of the solution is justified. The porosity, k, and cq for this region were, respectively, chosen to be 0. water heat capacity and thermal conductivity, respectively, and by rearranging the bulk thermal property equations (see Text S4 of Supporting Information S1).
Boundary Conditions for FAST Examples
The surface temperatures for these illustrative examples are estimated from the nearby long-term climate station in the Sendai Plain [Japanese Meteorological Agency, 2015] . Although pronounced air temperature warming is evident in the latter half of the 1900s, climate data prior to 1950 were relatively stable in this region. The subsurface temperature profile (Figure 3a) was measured in 2008 . Hence, in this study, only air temperature data between 1940 (t 5 0, equation (5) 1942, 1950, 1960, 1972, 1988, 1999] , using, T adj 5 0 8C. FASTbc calculates the initial surface temperature from the average of the boundary temperature in the first interval (11.06 8C for 1940-1949, Figure 3a ) plus potentially some thermal offset (T adj ) to account for the difference in mean annual air and surface temperatures. As described in detail in Text S2 of Supporting Information S1, one option for determining the desired initial conditions is to extrapolate the deeper, undisturbed geothermal (i.e., linear) gradient to the surface (Example 1, Figure 3b ). This extrapolation process, which is herein used to obtain a value for T adj , yields a surface temperature of 12.16 8C. For this example, T adj is estimated as the difference between the geothermal gradient extrapolated to the ground surface and the mean annual air temperature from 1940 to 1949 (T adj 5 12.16 8C 2 11.06 8C 5 1.1 8C). This thermal offset is reasonable as the meteorological station is located on the perimeter of the city, whereas the well in which the temperature profile was recorded is located closer to the city center and would thus experience slightly warmer surface and subsurface conditions (L.N. Gunawardhana, personal communication, 2015) .
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Initial Conditions for FAST Examples
The shallow portion of the T-z profile (Figure 3b ) has been influenced by the post-1950 warming presented in Figure 3a , but the deeper profile appears to be unperturbed by recent surface temperature change. As A second example (Example 2, Figure 3b) is also provided to demonstrate how the solution can accommodate nonlinear initial conditions and to investigate how these conditions may influence the estimation of the vertical flow rate. The second initial condition is found by first calculating the steady state profile using the Bredehoeft and Papadopulos [1965] solution with the upper fixed temperature, lower fixed temperature, and q chosen as 12.16 8C, 15.29 8C, and 0.105 m yr 21 . The lower temperature was taken as the measured temperature at a depth of 60 m, the upper temperature was chosen based on the climate data and T adj (section 3.2), and the vertical flow rate was obtained from Gunawardhana et al. [2011, Table 3 ].
In theory, the Bredehoeft and Papadopulos [1965] solution should provide the 1940 temperature profile for uniform vertical flow and the stable Sendai Plain climate preceding this period. The curvature of this particular profile is not high given the low vertical flow in this well compared to nearby wells , Table 3 ]. The steady state profile from the Bredehoeft and Papadopulos [1965] solution must be matched with the initial condition function (equation (3)) to be applied as initial conditions. The nonlinear initial T-z profile for this example (''Example 2,'' Figure 3b ) was generated by setting T i , a, d, and d to 21.53 8C, 0.152 8C m
21
, 13.74 8C, and 20.00976 m 21 , respectively (equation (3)). These initial condition parameters yield an RMSE of only 0.02 8C when compared to the results obtained from the Bredehoeft and Papadopulos [1965] solution.
Results From the Illustrative Examples
FASTq was run using the boundary condition obtained from FASTbc ( Figure 3a ) and the initial conditions generated in FASTic (Figure 3b estimated by using the approach of Taniguchi et al. [1999b] for this particular well. This difference highlights the potential influence of the boundary condition choice (i.e., step function versus linear trend).
The FASTq results for the second initial condition example are presented in Figure 3d . Due to the curvature of the chosen initial conditions, higher Darcy fluxes are required to match the present-day T-z profile. A good fit (RMSE 5 0.025 8C, Figure 3d ) was obtained using a Darcy flux of 0.115 m yr 21 , which is close to the value (0.105 m yr 21 ) assumed for the initial conditions. The considerable difference in the estimated fluxes for the two initial conditions (Figure 3c versus Figure 3d ) illustrates the influence of the initial conditions and thus demonstrates the potential errors introduced by assuming a linear initial T-z profile. This field example is intended to demonstrate the utility of FAST; more practical discussions for parameterizing and applying FAST are provided in Text S2 of Supporting Information S1.
Limitations
There are several limitations associated with the governing heat transfer equation (equation (1)). Most notably this equation assumes that the heat transfer is constrained to the vertical direction. This assumption may be violated in subsurface environments where there are strong lateral thermal gradients or in aquifers with lateral groundwater flow . The governing equation also assumes that the thermal diffusivity and thermal plume velocity due to advection are steady and uniform. Heterogeneities in thermal properties due to soil layering frequently occur in subsurface profiles and can influence subsurface thermal regimes [Ferguson, 2007] . However, it should be noted that the variability in thermal properties is typically orders of magnitude less than the variability in hydraulic properties [e.g., Anderson, 2005] . Vertical water flow rates may change with time and space due to the vertical distribution of hydraulic properties and precipitation changes arising from climate change. Finally, this equation assumes that no pore water phase change occurs, and thus the method should not be employed in permafrost environments, at least where soil freeze-thaw occurs. Despite these assumptions, the equation
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proposed in this study represents an improvement to existing analytical solutions that are applied for tracing groundwater flow from T-z profiles due to the enhanced flexibility in both the boundary and initial conditions.
Conclusion and Future Directions
This study has presented a new analytical solution to the one-dimensional, transient conduction-advection equation. The flexibility in the initial and boundary conditions allows users to match subsurface and atmospheric conditions more closely and thus enhances fidelity to physical processes.
One difficulty associated with the new solution is that it cannot be readily incorporated into spreadsheet software due to the complex nature of the boundary condition (i.e., the superimposed surface temperature shifts). To overcome this limitation, this study has also presented an open access software program, FAST, to facilitate the application of this solution using long-term climate data. This program also enables users to efficiently conduct sensitivity analyses by varying the input parameters and evaluating the resultant influence on T-z profiles or the Darcy flux.
We have predominantly focused on the utility of the analytical solution to estimate groundwater flow rates from present-day T-z profiles and knowledge of surface temperature history. However, the solution could also applied in a forward manner to estimate the influence of future climate change or land cover disturbances on present-day groundwater temperature in the same manner that other, more restrictive, solutions have been applied Kurylyk et al., 2015] . Another potential application of this solution and FAST is paleoclimate inversion. Previous paleoclimate inversions from borehole temperature profiles have generally relied on solutions to the heat diffusion equation [Harris and Chapman, 1997; Mareschal and Beltrami, 1992] , and this new solution, which accommodates advection, may provide an alternative for boreholes with known vertical flow rates. Finally, the solution may also be applied to estimate rates of groundwater-surface interactions and thus provide an improvement on existing temperature-based methods that require either periodic or steady boundary conditions [e.g., Caissie et al., 2014] . In this case, shallower temperature profiles would be analyzed, and the time intervals for obtaining the surface temperature step changes would be much shorter (e.g., hourly or daily) than in the present study. Future studies will investigate these alternative solution applications.
