Abstract. Iterative methods for solving linear systems arising from the discretization of elliptic/parabolic partial differential equations require the use of preconditioners to gain increased rates of convergence. Preconditioners arising from incomplete factorizations have been shown to be very effective. However, the recursiveness of these methods can offset these gains somewhat on a vector processor. In this paper, an incomplete factorization based on block cyclic reduction is developed. It is shown that under block diagonal dominance conditions the off-diagonal terms decay quadratically, yielding more effective algorithms.
Introduction. Iterative methods are frequently used for solving the linear systems arising from the differencing of 2-dimensional elliptic or parabolic partial differential equations, [19] . These systems are often very large and take on the structure where A¡ is tridiagonal and symmetric (i = 1,2,..., ¿) and B¡ is tridiagonal (/' = 1,2.L -1). Each block is order K. x, and y¡ are vectors of length K (i = 1,..., L). K and ¿ refer to the number of discrete x and y coordinates respectively on an orthogonal numerical grid, [16] . The matrix A is assumed symmetric and positive definite Most iterative methods for solving Ax = y involve approximating the matrix A by a matrix M (called a preconditioner or a splitting matrix), and at each iteration, solving a system of the form Mz = d. For example, first order iterative methods such as the Jacobi, Gauss-Seidel, or SOR iterative methods (cf. [21] ) can be put in a general form (1.2) Mx(k+X) = Nxik) +y, where x(0) is given and A = M -N. Second order iterative methods are generally regarded as accelerations of first order methods and can be put in general form as where uk + x, ak are scalars and x(X) and x{0) are given. The Chebyshev semi-iterative method and Richardson second order method are of this form (cf. [21] ) as well as the generalized conjugate gradient method (cf. Conçus et al., [2] ). As can be seen from (1.2) and (1.3) , with the exception of inverting M, iterative methods are highly parallel algorithms. This is where the problem lies. The matrix M can range from a simple diagonal matrix (e.g., Jacobi's method), where inverting M is a single vector division, to a complicated product of lower and upper triangular matrices (e.g. point-SSOR) where inverting M is a highly recursive process, cf. Young [21] . Unfortunately, the more recursive the inversion process, the faster the iterates x(k) converge to the solution of the system (1.1) and the less vectorizeable the method.
Lately, taking M to be an incomplete Cholesky factorization of A has proven to be a very powerful choice for a preconditioner. Intuitively, the construction of M in this case is very straightforward. Since A is symmetric and positive definite, it admits a Cholesky factorization, A = LDL', where ¿ = (/, •) is a lower triangular matrix and D = (djj) is a diagonal matrix. These matrices are given by the recurrence formula:
where N = KL. For an incomplete Cholesky factorization of A, the computation (1.4) is performed with the constraint that ljt = 0, where the pair (j, i) is not in some matrix sparsity pattern that is to be maintained. A common practice is for the new lower triangular matrix ¿ to have the same sparsity pattern as the original matrix A. Using this form of M = LDL' as a preconditioner has its origins in Varga [20] . However, the real power of this preconditioner came when Meijerink and van der Vorst, [15] [4] and to describe the contribution of each of them would indeed add considerable length to this paper. Consequently, we have elected to omit this discussion.
Resolving the incomplete Cholesky factorization in (1.3) by a back-substitution algorithm is a recursive process and can be very troublesome for efficient vector computing. Greenbaum and Rodrigue, [5] , Jordan, [8] , and Kershaw, [9] , describe implementations of the back-substitution algorithm on vector-processors but these methods do not yield vectors with lengths large enough for efficient pipelining. This is due mainly to the dependence of the back-substitution process on the way the original factorization was set up in the first place i.e. the Gaussian Elimination method (1.4). Thus, to achieve a more vectorizeable method, the entire factorization and substitution process must be re-examined.
Lambiotte and Voigt, [11] , and Madsen and Rodrigue, [12] , have shown how the odd-even and cyclic reduction algorithms are highly parallel methods for solving scalar tridiagonal systems on vector-processors. Heller, [7] , extended these algorithms to block-tridiagonal systems such as (1.1). In this paper, we show how the Tk idea of incompleteness can be extended to these algorithms in such a way as to yield preconditioning systems that have a high potential for vector-as well as multiprocessor computation. In addition, we capitalize on some of the results by Heller concerning the decay of the off-diagonal blocks in the odd-even or cyclic reduction process to yield an even higher degree of parallelism.
2. Incomplete Block Odd-Even Reduction. We begin by first discussing block odd-even reduction in terms of the diagonal notation of Madsen et al. [13] . This notation will be used throughout the paper and maintains the following conventions: For a given block matrix T = (7] Sometimes we will be using the scalar entries of a block matrix. To avoid confusion we will use lower-case letters to denote the scalar diagonals. That is, if T = (*,-■) is a scalar matrix, then
where the tk are scalar diagonal matrices defined as above. The important consequence of this diagonal representation is that the diagonals of a matrix can be mathematically followed during the course of an algorithm. This is largely due to the following relationship for matrix multiplication: if T = VW, then (2.0) Tj-E VkWm.
With this notation in mind, the block odd-even reduction algorithm can be described as follows:
BLOCK ODD -EVEN REDUCTION Heller [7] , analyzed the behavior of the /,-and /^,-norms of the off-diagonal blocks in the odd-even reduction algorithm and his results are as follows:
Theorem 2.1. Suppose A^ is a nonsingular N X N matrix and \\H(0)\\X < 1. Then for q = 0, 1,..., p, the block odd-even reduction algorithm yields (i) A{0q) is a nonsingular N X N matrix;
(ii)\\H^X)\\x<\\(H^)2\\ao; Since our goal is to examine the behavior of odd-even reduction on matrices arising from elliptic partial differential equations, it is natural to study the effect of the odd-even reduction algorithm on Af-matrices. We call a matrix T = (t¡j) with tu > 0 and t¡¡ ^ 0, /' *j, i = I,..., n an ¿-matrix. Further, an ¿-matrix is a nonsingular M-matrix if it is inverse positive, i.e., T'x > 0. A necessary and sufficient condition for inverse positivity of an ¿-matrix T is the existence of a vector v > 0 such that Tv > 0. A symmetric nonsingular M-matrix is a Stieltjes matrix. As can be easily seen, the block odd-even reduction algorithm causes numerical fill-in of the blocks almost immediately from the onset, and any matrix sparsity patterns in the original system (1.1) are completely destroyed. However, following the example of the incomplete Cholesky factorization, sparsity patterns can still be maintained if an incomplete version of the block odd-even reduction algorithm is used.
Sparsity patterns are formalized by using the concept of a graph. If M = (1,2,..., n) x (1,2,..., n), then a graph G is any subset of M. A given graph G induces an operator spG on the set of all n x n matrices, A(n), as follows: In the same way, if G is a symmetric graph,
[sPc(r)]' = spG(r).
We assume in the remainder of the paper that a symmetric graph has been given and write sp as the induced operator spG. An incomplete version of the block odd-even reduction algorithm now follows.
INCOMPLETE BLOCK ODD-EVEN REDUCTION
Decomposition: Let Ä{0) = A and p an integer such that 2P < ¿ < 2p+l. Then for q = 0, l,...,p -1,
Step 1. This is just the normal Cholesky bq)D{q)(bq))' factorization of Âtf\
Step 2. Define
Step 3. Define i«?+D = A%1\ + 4?+ " + i^t,», For the incomplete block odd-even reduction algorithm we get If we do this to all of the even equations, they make up a new block-tridiagonal system with half of the original number of blocks. Once this new system has been solved, the solution of the original system may be obtained by back-substitution into the odd equations. To solve this new system, the same approach may be applied to its even indexed equations (the indices of these were originally multiples of four). The process may be continued until just one block remains. The complete algorithm can be expressed as follows: (Here, the matrix subscript denotes the subblock position of (1.1) rather than the diagonals as before. 
r^i-te)'-{CtfUYAf, K(2/-1)<(LDIV2*).
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Formally, block cyclic reduction can also be viewed with the use of odd-even permutations P(q). Such permutations take an ordering of blocks 1, 2,... into the ordering 1,3,5,..., 2,4,..., cf. Rodrigue et al., [17] . As stated before, incomplete block cyclic reduction is incomplete block odd-even reduction on selected block rows of the matrix. Hence we get 4. Point vs. Block Incomplete Cholesky Decomposition. A few words on the difference between the usual incomplete Cholesky decomposition and that given in the previous section are worth mentioning. Cyclic reduction is equivalent to block Gaussian Elimination without (block) pivoting on a permuted system (PAP')(Px) = Py where P is a permutation matrix taking the original ordering of blocks   1,2,..., ¿into 1,3,5,..., 2,6,10,... 4,12,20,. .., 2P. To illustrate, for ¿ = 7 As mentioned earlier in Section 1, the standard incomplete Cholesky decomposition commonly found in the literature generates a factorization LDL' where ¿ retains the sparsity pattern of (4.1). However, in the block incomplete cyclic reduction algorithm, the block sparsity pattern of the block Cholesky factor in (4.2) is maintained.
BLOCK CYCLIC REDUCTION (Version
5. Applications. We consider certain finite difference approximations of the second order elliptic partial differential equations in two dimensions. where (x, y) are in T, the sufficiently smooth boundary of R, and du/dn refers to outward pointing normal on T.
To approximate the solution of (5.1), a network of straight lines with mesh spaces hx and hy, parallel to each of the coordinate axes, is superimposed over the region. Then at each regular mesh point (ihx, jh .), h r (-vAvu 
This yields a set of inhomogeneous, linear, simultaneous, symmetric equations which can be expressed in matrix notation Ax = y where x and y consist of the unknown approximate solution utj at (ihx, jhv) and the known boundary values, respectively. If we assume a columnwise ordering of the unknowns, the coefficient matrix A is a sparse, structured, real N X N matrix ( TV is the number of unknown mesh points) with the following properties: (i) symmetric and (ii) positive definite. We will use the generalized conjugate gradient method of Conçus et al., [2] , to solve this system. A description of the algorithm is given in Appendix I. All computations are performed on a CRAY-1 vector-processor.
For our first set of computations, we compare the generalized conjugate gradient methods for preconditioners given by an incomplete Cholesky factorization and an incomplete block cyclic reduction. For the calculations performed here, the incomplete Cholesky factorization provides a preconditioner of the form M = ¿¿r where
where the E, are lower bidiagonal matrices and the F¡ are tridiagonal matrices. This factorization is denoted by IC(1,1), [18] . For the computations here, the inversion of both ¿, and E\ were performed by a scalar first order recursion. Although on vector machines other than the CRAY, algorithms such as recursive doubling, cf. Dubois and Rodrigue [3] , may be more suitable.
Incomplete block cyclic reduction consists of two phases: the decomposition and the forward/backward substitution. The decomposition is performed only once and is accomplished by the algorithm given in (3.9a-i). The implementation of this algorithm for calculations done on a vector-processor is given in Appendix II where the sparsity pattern "sp" is the tridiagonal pattern. In this way, a solution of the equation Mzi = r¡ by incomplete block cyclic reduction in the conjugate gradient method is provided. For the conjugate gradient iteration, an initial guess of x(0) = 0 was used and the right-hand side vector, y, was given by Ax = y where the components of x were randomly generated. Both the incomplete Cholesky (IC(1,1) ) and the incomplete block cyclic reduction (IBCR) variations of the conjugate gradient were coded in CRAY-Fortran (CFT) in such a manner that full vectorization of algorithms by the compiler was accomplished. These were then tested on the CRAY-1. The iterations were terminated when
--rr^--< 10"7. Table 1 lists the results (time is in sees.) and K refers to the number of numerical grid points on each of the sides of the numerical grid. In this way, the coefficient matrix A approaches singularity as a -» 0. The same computational environment as in the previous problem was maintained. Table 2 records the results.
Comments. In all of the experiments, we see that the number of iterations for both methods is roughly the same. However, as the number of gridpoints increases, the IC(1,1) method begins to require approximately 1.5 as much CPU times as the IBCR method. The reason for this is quite obvious-the vector lengths are larger in the IBCR method and can exploit the pipelining capability of the computer.
6. Other Preconditioning Systems. If the original system (1.1) is a Stieltjes matrix and satisfies the hypothesis of Theorem 3.2, then the off-diagonal blocks of the generated matrices &q) in (3.9d and e) begin to decay quadratically. Hence, if one uses z\m), m < p, instead of z¡, in the conjugate gradient method where z\m) is obtained by stopping the incomplete block cyclic reduction process at the m th cycle, then by Theorem 3.2, the iteration count may not be severely affected. To test this, Problem 2 was rerun. As a consequence of Theorem 3.4 in Heller, [7] , the matrix does in fact satisfy Theorem 3.2. Table 3 records the results. For comparison purposes, the time in parentheses is the time taken from Table 2 for the IC(1,1) algorithm.
Comments. As one can see, only two cycles of reduction are necessary to achieve the minimum number of iterations. In doing so, the IC(1,1) is now twice as expensive as the early termination IBCR method. If the algorithm were executed in a multi-processing environment, an even greater speed-up would be obtained since each level of cyclic reduction involves data-rnovement through the memory-processor interface. 7 . Acknowledgements. The authors would like to acknowledge helpful discussions with David Kershaw and Alex Friedman. We also thank the U.S. Department of Energy, Office of Basic Energy Sciences, Applied Mathematical Sciences Division, for support. A similar algorithm can be used for 0_q). Again, since we are using the tridiagonal sparsity pattern, The forward and backward substitutions are given by (3.10) and (3.11) where the inversion of the ¿(l?)'s is carried out by a first order scalar recursion. 
