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Resumen 
En este trabajo se utiliza la metaheurística nombrada algoritmo genético, para dos variantes típicas de 
problemas de planificación presentes en un taller de maquinado de piezas: las variantes flujo general y 
flujo regular, y se ha seleccionado la minimización del tiempo de finalización de todos los trabajos o 
camino máximo, como objetivo a optimizar en un plan de trabajo. Este problema es considerado de difícil 
solución y es típico de la optimización combinatoria. Los resultados demuestran la calidad de las 
soluciones encontradas en correspondencia con el tiempo de cómputo empleado, al ser comparados con 
problemas clásicos reportados por otros autores. La representación propuesta de cada cromosoma 
genera el universo completo de soluciones factibles, donde es posible encontrar valores óptimos globales 
de solución y cumple con las restricciones del problema. 
Palabras claves: algoritmo genético, cromosomas, flujo general, flujo regular, planificación, camino 
máximo. 
Abstract 
In this paper we use the metaheuristic named genetic algorithm, for two typical variants of problems of 
scheduling present in a in a machine shop parts: the variant job shop and flow shop, and the minimization 
of the time of finalization of all the works has been selected, good known as makespan, as objective to 
optimize in a work schedule. This problem is considered to be a difficult solution and is typical in 
combinatory optimization. The results demonstrate the quality of the solutions found in correspondence 
with the time of used computation, when being compared with classic problems reported by other authors. 
The proposed representation of each chromosome generates the complete universe of feasible solutions, 
where it is possible to find global good values of solution and it fulfills the restrictions of the problem. 
Key words: genetic algorithm, chromosomes, flow shop, job shop, scheduling, makespan. 
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Introducción 
La programación adecuada de trabajos en procesos de manufactura constituye un importante problema 
que se plantea dentro de la producción en muchas empresas. El orden en que estos son procesados, no 
resulta indiferente, sino que determinará algún parámetro de interés cuyos valores convendrá optimizar en la 
medida de lo posible. Así podrá verse afectado el coste total de ejecución de los trabajos, el tiempo necesario 
para concluirlos o el stock de productos en curso que será generado. Esto conduce de forma directa al 
problema de determinar cuál será el orden más adecuado para llevar a cabo los trabajos con vista a optimizar 
algunos de los anteriores parámetros u otros similares. 
Debido a las limitaciones de las técnicas de optimización convencionales, en el siguiente trabajo se 
presenta una metaheurística basada en un Algoritmo Genético Simple (Simple Genetic Algorithm, SAG), para 
resolver problemas de programación de tipo flujo general (job shop Scheduling, JSS) y flujo regular (Flow 
shop Scheduling, FSS), con el objetivo de minimizar el tiempo de finalización de todos los trabajos. 
El desarrollo actual de las computadoras, y la aparición de nuevas técnicas de simulación y optimización 
heurística que aprovechan plenamente las disponibilidades de cálculo intensivo que estas proporcionan, han 
abierto una nueva vía para abordar los problemas de secuenciación o problemas de scheduling [1, 2] como 
también se le conocen, y han suministrado un creciente arsenal de métodos y algoritmos [3, 4, 5] cuyo uso se 
extiende paulatinamente al sustituir a las antiguas reglas y algoritmos usados tradicionalmente. En algunos 
estudios en este sentido, es posible encontrar una descripción general del problema de la programación de 
trabajos en el taller mecánico, comúnmente referenciado por la terminología anglosajona como Job Shop 
Scheduling Problem (JSSP). En el trabajo titulado: “Neuronal Network Modeling and Simulation of the 
Scheduling” [6], se utiliza como enfoque para su solución una red neuronal. Varios investigadores de esta 
temática han desarrollado múltiples algoritmos para resolver este problema, pero debido a su complejidad en 
instancias grandes [7, 8], no resulta posible contar con un método totalmente determinista para su solución 
general. De ahí, que en los últimos años se han aplicado diversas metaheurísticas, tales como: Algoritmos 
Genéticos [9, 10], Búsqueda Tabú [11, 12], Recocido Simulado [13], Colonia de Hormigas [14], Enjambre de 
Partículas [15], entre otras. 
La función del scheduling es la asignación de recursos limitados a tareas a lo largo del tiempo y tiene como 
finalidad la optimización de uno o más objetivos. En las variantes desarrolladas en esta investigación, 
identificadas en un taller de maquinado, se tiene en cuenta las relaciones de precedencia (ruta tecnológica en 
la fabricación de piezas), donde los recursos pasan a constituir los puestos de trabajo (máquinas-
herramienta), los trabajos son las piezas a fabricar, y las tareas pasan a ser las operaciones que se realizan 
sobre los trabajos en las máquinas. En la variante flujo general (JSS) cada trabajo (pieza) puede seguir su 
propio orden tecnológico, mientras que en la variante flujo regular (FSS), el orden de ejecución de las 
operaciones es el mismo para todos los trabajos, es decir, la misma ruta tecnológica para todas las piezas, 
constituyendo un caso particular. Cuando a esta última variante se le añade la disciplina de que todas las 
máquinas sean también visitadas en el mismo orden, al cumplir con: primer trabajo en entrar, primer trabajo 
en salir (first in first out, FIFO), entonces se convierte en el nombrado flujo permutacional (Permutational Flow 
Shop Scheduling, PFSS). 
En este artículo se muestra la representación adecuada del cromosoma que deberá utilizar el algoritmo 
genético, basada en el cálculo apropiado de las permutaciones, necesario y suficiente para la obtención del 
universo total de soluciones factibles, en las cuales se encuentran los valores óptimos globales para el 
objetivo que se desea minimizar en este problema. 
El JSSP es un problema de optimización catalogado como problema no polinomial completo (NP-Hard), 
pues se trata de unos de los problemas de optimización combinatoria más difíciles de resolver [16]. La 
complejidad de los problemas de secuenciamiento (scheduling) radica en la cantidad abrumadora de posibles 
soluciones. Aquí se presenta la solución dada a este problema utilizando una metaheurística de tipo evolutiva, 
como es el caso del algoritmo genético, y se optimiza la minimización del criterio del camino máximo, como 
medida de desempeño regular para este tipo de problema, perteneciente al campo de la investigación de 
operaciones. Para la comprobación de los resultados, se compara la calidad de las soluciones que se 
consiguen, con las obtenidas por otros autores y otros métodos empleados, tomando como ejemplo 
problemas clásicos que se encuentran disponibles en la Biblioteca de Investigación de Operaciones 
(Operational Research Library, OR-Library) [17]. 
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Materiales y Métodos 
Formulación del problema 
El JSSP requiere planificar un conjunto de ܰ trabajos ሼܬଵ, … , ܬேሽ sobre un conjunto de ܯ máquinas ሼܴଵ, … , ܴேሽ. Cada trabajo ܬ௜ consiste en una serie de operaciones ሼߠ௜ଵ, … , ߠ௜ெሽ que deben ser procesadas 
secuencialmente. Cada operación ߠ௜௟ requiere el uso de una máquina ܴఏ೔೗, tiene una duración ݌ఏ೔೗, y un 
tiempo de comienzo ݏݐఏ೔೗, que debe ser determinado. Las restricciones de precedencia se expresan de la 
forma: ݏݐఏ೔೗ ൅ ݌ఏ೔೗ ൑  ݏݐఏ೔ሺ೗శభሻ, e indican que las operaciones de cada trabajo se ejecutarán secuencialmente. 
Las restricciones de capacidad son disyunciones de la forma: ݏݐ௩ ൅ ݌௩ ൑  ݏݐ௪  ש  ݏݐ௪ ൅ ݌௪ ൑  ݏݐ௩, y expresan 
que una misma máquina no puede ser compartida de forma simultánea por dos operaciones. 
El problema general asume ciertas hipótesis para que una planificación sea compatible con las resticciones 
tecnológicas, es decir, sea factible. Las hipótesis hacen que no todos los problemas de programación y 
secuenciación puedan ser modelados como un job shop, ni resueltos con las técnicas desarrolladas para este 
tipo de problemas, pero si constituyen una buena introducción a los conceptos incluidos en la teoría de 
secuenciación. En este caso estan presentes las siguientes: 
 Hay solo una máquina de cada tipo, no existen varias máquinas para realizar una operación. 
 Las máquinas no pueden procesar más de una operación a la vez. 
 Las restricciones tecnológicas (ruta tecnológica) son conocidas e invariables. 
 Cada trabajo es una entidad, y por lo tanto, no pueden procesarse dos operaciones de un mismo trabajo 
simultáneamente. 
 No existe interrupción, es decir, cada operación una vez comenzada debe ser completada antes de que 
otra operación pueda hacerlo en esa misma máquina. 
 Cada trabajo incluye una y solo una operación en cada máquina, por lo que todos los trabajos contienen 
una cantidad de operaciones no mayor al número de máquinas. 
 Los tiempos de proceso son independientes de la secuencia seguida, lo que excluye tiempos de ajuste en 
las máquinas según la secuencia de los trabajos considerada o tiempos de transporte entre máquinas. 
 Son conocidos y fijos todos los datos que intervienen: número de trabajos, número de máquinas, tiempos 
de proceso, entre otros. 
Representación del problema. Estructura de datos utilizada 
Como en todos los problemas que se enfrentan en el mundo real, para poder resolverlos se tiene que 
encontrar una forma de abstraerlos y poder representar sus posibles soluciones. Existen varias formas de 
representar el JSSP para su solución. Entre las más conocidas están, la representación con Grafos 
Disyuntivos [1, 2, 6] y la representación con Redes de Petri [18]. Para el desarrollo de este trabajo se utilizó 
una representación basada en grafos disyuntivos y se tuvo en cuenta, en primer lugar, que esta 
representación garantiza una mayor claridad de las soluciones a obtener debido a las restricciones que se 
tienen en el problema. Esta forma de representación ha encontrado mayor aceptación entre los 
investigadores de esta temática, lo cual no le quita el mérito ni la fortaleza a la representación basada en 
redes de Petri. 
En este trabajo para la representación del JSSP se utilizó un grafo disyuntivo, ver figura 1. Un grafo es una 
pareja de conjuntos ܩ ൌ  ሺܸ, ܣሻ, donde ܸ es el conjunto finito de vértices, y ܣ es el conjunto de aristas, este 
último es un conjunto de pares de la forma ሺݑ, ݒሻ tal que ݑ, ݒ א ܸ. En este caso se añade que ݑ ് ݒ. 
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Espacio de búsqueda de soluciones 
En esta investigación se realizó un estudio basado en tres formas distintas de obtener secuencias para 
problemas de naturaleza combinatoria [19]. Estas son: 
 
1- Permutación de trabajos: las secuencias se obtienen solo por permutación de los trabajos ܰ por lo tanto 
representan un orden fijo en que serán visitadas todas las máquinas. Este cálculo permite obtener el total 
de secuencias válidas para el caso flujo permutacional (PFSS), dentro de la variante de flujo regular (FSS). 
Las secuencias se obtienen de la expresión: 
ܰ! (2) 
 
2- Permutación de operaciones (partición) sin repetición: las secuencias se pueden obtener diferentes para 
cada máquina por permutación de las operaciones, las cuales no se pueden repetir para un mismo trabajo. 
Este cálculo permite obtener el total de secuencias válidas para la variante FSS, en la cual, aunque todos 
los trabajos presentan un mismo orden, cada máquina puede experimentar un orden distinto en la visita de 
los trabajos. Las secuencias se obtienen de la expresión: 
ሺܰ!ሻெ (3) 
 
3- Permutación de operaciones (partición) con repetición: las secuencias se pueden obtener diferentes para 
cada máquina por permutación de las operaciones, las cuales se pueden repetir para un mismo trabajo. 
Este cálculo permite obtener el total de secuencias válidas para la variante JSS, en la cual los trabajos 
tienen distinto orden y por lo tanto visitan desigual las máquinas. Las secuencias se obtienen de la 
expresión: 
ሺܰ כ ܯሻ!
ሺܯ!ሻே  (4) 
 
La siguiente tabla 1 muestra algunos ejemplos del tamaño del espacio de búsqueda de soluciones 
factibles, en dependencia de las formas de cálculo anteriores, para obtener las secuencias a partir del número 
de trabajos y del número de máquinas. 
 
Tabla 1. Ejemplos de dimensiones de problema y el tamaño del espacio de búsqueda de soluciones factibles 
correspondiente 
 
N  M 
Permutación 
de trabajos 
 ܰ! 
Permutación de operaciones (partición) 
Sin repetición
ሺܰ!ሻெ 
Con repetición 
ሺܰ כ ܯሻ!
ሺܯ!ሻே  
3 3 6 216 1 680 
4 4 24 331 776 63 063 000 
5 5 120 24 883 200 000 623 360 743 125 120 
6 6 720 139 314 069 504 000 000 2 670 177 736 637 149 247 308 800 
... ... ... ... ... 
 
 
Como se puede observar en la medida en que aumenta el número de trabajos y el número de máquinas, la 
dimensión del espacio de búsqueda de soluciones se incrementa y produce un aumento en la complejidad del 
problema. 
A continuación, en la tabla 2, se muestra una porción del desarrollo de las secuencias para un problema de 
3 trabajos en 3 máquinas. En la representación han sido utilizadas letras como símbolos, y las columnas con 
permutación de operaciones, no muestran su desarrollo de forma completa debido al espacio que ocuparían. 
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Tabla 2. Secuencias posibles del espacio total de búsqueda de soluciones factibles correspondiente a un 
problema de 3 trabajos (ܰ) en 3 máquinas (ܯ) 
Permutación 
de trabajos 
 ܰ! 
Permutación de operaciones (partición) 
Sin repetición
ሺܰ!ሻெ 
Con repetición 
ሺܰ כ ܯሻ!
ሺܯ!ሻே  
ABC ABC-ABC-ABC AAA-BBB-CCC 
ACB ABC-ABC-ACB AAA-BBC-BCC 
BAC ABC-ABC-BAC AAA-BBC-CBC 
BCA ABC-ABC-BCA AAA-BBC-CCB 
CAB ABC-ABC-CAB AAA-BCB-BCC 
CBA ABC-ABC-CBA AAA-BCB-CBC 
 ABC-ACB-ABC AAA-BCB-CCB 
 ABC-ACB-ACB AAA-BCC-BBC 
 ABC-ACB-BAC AAA-BCC-BCB 
 ABC-ACB-BCA AAA-BCC-CBB 
 ABC-ACB-CAB AAA-CBB-BCC 
 ABC-ACB-CBA AAA-CBB-CBC 
 ... ... 
 
 
Algoritmos Genéticos para solucionar problemas de Scheduling 
Los algoritmos genéticos imitan el procedimiento de la selección natural sobre el espacio de soluciones del 
problema considerado, generalmente usados en problemas de búsqueda y optimización de parámetros. Se 
basan en la creación de generaciones sucesivas de individuos representativos de posibles soluciones al 
problema. La codificación de una solución se interpreta como el cromosoma del individuo compuesto de un 
cierto número de genes a los que les corresponden ciertos alelos. La codificación más común de los 
cromosomas que conforman las soluciones es a través de cadenas binarias, aunque se han utilizado también 
números reales y letras. Una función de aptitud (fitness function) debe ser diseñada para cada problema de 
manera específica. Una característica que esta debe tener es que debe ser capaz de “castigar” a las malas 
soluciones y de “premiar” a las buenas, de forma que sean estas últimas las que se propaguen con mayor 
rapidez. La selección de padres se efectúa al azar usando un procedimiento que favorezca a los individuos 
mejor adaptados, ya que a cada individuo se le asigna una probabilidad de ser seleccionado que es 
proporcional a su función de aptitud. Se consideran dos operaciones básicas: el cruzamiento y la mutación, a 
partir de las cuales se obtienen nuevos individuos. 
En la literatura existen numerosas propuestas que resuelven el Job Shop Scheduling Problem mediante el 
uso de algoritmos evolutivos, entre las cuales se cuenta los algoritmos genéticos [20, 21], con distintas 
estrategias de evolución, esquemas de codificación y diseño de operadores genéticos eficientes de cruce y 
mutación que producen cromosomas factibles. 
Los algoritmos genéticos constituyen un método muy prometedor ya que se pueden combinar fácilmente 
con otras técnicas tales como la búsqueda tabú [11], vecindad variable [22], entre otras. Además, permiten 
explotar cualquier clase de conocimiento heurístico sobre el dominio del problema. De este modo son 
realmente competitivos con los mejores métodos para resolver problemas de scheduling. 
En el presente artículo ha sido seleccionada esta metaheurística cómo método de solución, ya que se trata 
de una técnica robusta, y si bien no se garantiza encuentre la solución óptima del problema, existe evidencia 
empírica de que se encuentran soluciones de un nivel aceptable, en un tiempo competitivo con el resto de los 
algoritmos de optimización combinatoria. Además, son intrínsecamente paralelos, independientemente de si 
lo hayamos implementado de esa forma o no, ya que buscan en distintos puntos del espacio de soluciones de 
forma paralela, cualidad que permite que se ejecuten simultáneamente en varios procesadores. 
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La figura 6 muestra un gráfico de Gantt con la solución obtenida para la primera instancia (ta001). Para una 
mejor comprensión se le ha asignado un color direferente a cada trabajo. Un mismo color significa las 
distintas tareas de un trabajo en cada máquina visitada. 
 
 
 
Fig. 6. Representación en forma de gráfico de Gantt de un plan de trabajo tipo flow shop. Corresponde a la 
solución de la instancia de problema ta001. Valor óptimo de ܥ௠á௫ ൌ 1278. 
Para las diferentes ejecuciones realizadas para el caso particular PFSS, el algoritmo genético fue regulado 
con los siguiente parámetros: 
 tamaño de población: 100 
 número de generaciones: 1000 
 método de selección: ranking 
 método de cruzamiento: 1 punto de cruce 
 factor de cruzamiento: 0.6 
 factor de mutación: 0.02 
 elitismo: habilitado 
 
Los resultados experimentales para problemas de la variante Job Shop Scheduling, han sido avalados, 
mediante la solución a problemas propuestos por otros investigadores. Un ejemplo lo constituye el conjunto 
(40 en total) de instancias de problemas propuestos por S. Lawrence [17], de las cuales se muestran los 
resultados de las primeras 20 en la siguiente tabla 4. 
La primera columna ofrece el nombre dado a cada instancia. Las siguientes columnas indican el tamaño: 
número de trabajos (ܰ), número de máquinas (ܯ). Las demás corresponden a resultados obtenidos por otros 
investigadores, reportado en [19]. Por ese orden, T. Yamada, D. Applegate, P. van Laarhoven, H. Matsuo, J. 
Adams y P. Brucker. La última columna ha sido adicionada con el propósito de mostrar los resultados 
alcanzados por nuestra propuesta. Solo en la instancia 20 no se consiguió obtener el valor óptimo del camino 
máximo. El asterisco simple indica el valor óptimo o mejor valor mínimo conocido. Como se puede apreciar, 
en algunas instancias algunos investigadores no alcanzaron el valor óptimo correspondiente. 
Tabla 4. Resultados obtenidos para problemas Job Shop. Las instancias corresponden a S. Lawrence. 
(Lawrence's benchmark problems) 
Instancia N M Yamada Appl Laar Matsuo Adams Bruck Algoritmo Genético 
la01 10 5 *666 *666 *666 --- *666 *666 *666 
la02 10 5 *655 *655 *655 *655 669 *655 *655 
la03 10 5 *597 *597 606 *597 605 *597 *597 
la04 10 5 *590 *590 *590 *590 593 *590 *590 
la05 10 5 *593 *593 *593 --- *593 *593 *593 
la06 15 5 *926 *926 *926 --- *926 *926 *926 
la07 15 5 *890 *890 *890 --- *890 *890 *890 
la08 15 5 *863 *863 *863 *863 *863 *863 *863 
la09 15 5 *951 *951 *951 --- *951 *951 *951 
la10 15 5 *958 *958 *958 --- *958 *958 *958 
la11 20 5 *1222 *1222 *1222 --- *1222 *1222 *1222 
la12 20 5 *1039 *1039 *1039 --- 1239 *1039 *1039 
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la13 20 5 *1150 *1150 *1150 --- *1150 *1150 *1150 
la14 20 5 *1292 *1292 *1292 --- *1292 *1292 *1292 
la15 20 5 *1207 *1207 **1207 --- *1207 *1207 *1207 
la16 10 10 *945 *945 956 959 978 *945 *945 
la17 10 10 *784 *784 *784 *784 787 *784 *784 
la18 10 10 *848 *848 861 *848 859 *848 *848 
la19 10 10 *842 *842 848 *842 860 *842 *842 
la20 10 10 907 *902 *902 907 914 *902 907 
 
En la figura 7 se muestra en forma de gráfico de Gantt una de las soluciones obtenidas derivada de la 
investigación realizada. Cada trabajo tien un color direferente. Un mismo color significa las distintas tareas de 
un trabajo en cada máquina visitada. Constituye un típico problema JSS en el cual cada trabajo tiene un 
orden (ruta tecnológica) diferente. 
 
 
 
Fig. 7. Representación en forma de gráfico de Gantt de un plan de trabajo tipo job shop. Corresponde a la 
solución de la instancia de problema la16. Valor óptimo de ܥ௠á௫ ൌ 945. 
En las diferentes ejecuciones realizadas para la variante JSS, que utiliza un cromosoma de dimensión  
(ܰ x ܯ), el algoritmo genético fue regulado con los siguiente parámetros: 
 tamaño de población: 250 
 número de generaciones: 5000 
 método de selección: ranking 
 método de cruzamiento: 2 puntos de cruce 
 factor de cruzamiento: 0.8 
 factor de mutación: 0.01 
 elitismo: habilitado 
No forma parte de estos resultados un estudio estadístico realizado, con el objetivo de revelar el mejor 
rendimiento alcanzado con esta metaheurística para distintas instancias de problema en cada variante. 
Discusión 
Los resultados obtenidos demuestran la acertada representación realizada de la estructura del cromosoma 
para cada variante de problema estudiado. Es así que, resulta importante reconocer frente a que variante de 
problema de secuenciamiento o scheduling nos encontramos como tecnólogos, al realizar la programación de 
las máquinas en un taller de maquinado, para asignarle la representación adecuada y no incurrir por un lado, 
en la generación de una excesiva dimensión del espacio total de soluciones factibles, donde buscar valores 
óptimos al objetivo u objetivos planteados, y por otro lado, no reducir esta dimensión, lo cual privaría de 
representar el conjunto de soluciones factibles en las cuales encontrar dichos valores óptimos. Hay que tener 
en cuenta que este es un problema, que genera una explosión combinatoria y todo intento por resolverlo de 
manera óptima, debe partir en primer lugar, de una adecuada representación, de acuerdo con el método de 
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solución empleado. En este caso, la representación cromosómica es de vital importancia para el 
funcionamiento eficiente del algoritmo genético. 
Conclusiones 
1- En un taller de maquinado están presentes las variantes JSS y FSS, así como el caso particular PFSS. Su 
identificación correcta fue determinante para la posterior aplicación de algoritmos genéticos, metaheurística 
utilizada en esta investigación. 
2- El cálculo aplicado a la forma de obtener las secuencias para cada variante resultó correcto, y fue la base 
para la representación de la estructura y dimensión del cromosoma utilizado con el algoritmo genético en 
cada variante, lo cual a su vez permitió cumplir con las resctricciones del problema y generar el universo 
completo de soluciones factibles, donde fue posible encontrar luego valores óptimos a diversas instancias 
de problema. 
3- La representación del problema mediante un grafo disyuntivo dirigido, resultó apropiada por ser una 
estructura de datos con los elementos suficientes para darle solución a las variantes del problema, 
identificadas en un taller de maquinado. 
4- La aplicación de algoritmos genéticos demostró su efectividad como método de búsqueda de soluciones en 
problemas de naturaleza combinatoria, como es el caso del scheduling. 
5- Se obtuvieron resultados comparables con los reportados por otros autores, incluso valores óptimos, para 
el objetivo de minimizar el camino máximo, con la utilización de instancias de problema clásicos, lo cual 
permite avalar la calidad de las soluciones obtenidas. 
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