Abstract. Let (X , ·, · ) be a semi-inner product module over a C * -algebra A . For arbitrary n ∈ N and x 1 , . . . , x n ∈ X we study the so-called n × n
Introduction
In this paper we study the so-called Gram (or Gramian) matrix [ x i , x j ] ∈ M n (A ), where x 1 , . . . , x n are arbitrary elements in a semi-inner product module (X , ·, · ) over a C * -algebra A . In case when X is an inner-product space this matrix becomes exactly the Gram matrix of n vectors.
Our main result is Theorem 3.2, where we establish some inequalities in M n (A )
for Gram matrix in semi-inner product C * -modules. It is known that the matrix [ x i , x j ] is a positive element of the C * -algebra M n (A ) (see [8, Lemma 4.2] ).
Considering X as a semi-inner product C * -module with respect to another semiinner product, we get a new inequality which generally improves the initial one.
Namely, in a semi-inner product A -module (X , ·, · ) we can, for every z ∈ X , define a new semi-inner product by ·, · z : X × X → A , x, y z := z 2 x, y − x, z z, y .
Observe that x, x z ≥ 0 for x, z ∈ X is equivalent to the Cauchy-Schwarz inequality x, z z, x ≤ z 2 x, x (x, z ∈ X ), (1.1) which generalizes the classical Cauchy-Schwarz inequality stating that for any two elements x and y of a semi-inner product space (X, (·|·)) it holds |(x|y)| 2 ≤ (x|x)(y|y); cf. [8] .
Recall that a matrix a b b * c ∈ M 2 (A ) with invertible c ∈ A (resp. a ∈ A )
is positive if and only if a ≥ 0, c ≥ 0 and bc −1 b * ≤ a (resp. a ≥ 0, c ≥ 0 and b * a −1 b ≤ c); see [4] . Therefore, (1.1) applied to x, y ∈ X and ·, · z is equivalent to x, x z x, y z x, y * z y, y z e ≥ 0 ,
where A is assumed to have a unit e. In the special case where n = 2 and m = 0 This obviously improves Cauchy-Schwarz inequality, which is also known in the literature as the covariance-variance inequality. In Section 4 we define the covariance cov z (x, y) between x and y with respect to z and variance var z (x) of x with respect to z and prove the generalized covariance-variance inequality. In the case when X is a semi-inner product space we get some covariance-variance inequalities. The interested reader is referred to [2, 6, 10, 12] for some generalizations of covariance-variance inequality.
Another consequence of Theorem 3.2 is an improvement of the Ostrowski inequality, which is recently obtained in [1] for elements of an inner-product C * -module (see references in [1] for information on the Ostrowski inequality in innerproduct spaces). Also, we obtain a Kantorovich inequality for Hilbert C * -modules and unital positive mappings.
Preliminaries
An element a of a C * -algebra A is called positive (we write a ≥ 0) if a = b * b
for some b ∈ A . If a ∈ A is positive, then there is a unique positive b ∈ A such that a = b 2 ; such an element b is called the positive square root of a and denoted by a 1/2 . For every a ∈ A , the positive square root of a * a is denoted by |a|. For two self-adjoint elements a, b, one can define a partial order ≤ by a ≤ b ⇔ b − a ≥ 0. For n ∈ N, M n (A ) denotes the matrix C * -algebra of all n × n matrices with entries from A . For more details on matrix algebras we refer the reader to [13, 19] .
A (right) semi-inner product A -module is a linear space X which is a right A -module with a compatible scalar multiplication (λ(xa) = x(λa) = (λx)a for all x ∈ X , a ∈ A , λ ∈ C) endowed with an A -semi-inner product ·, · : X × X → A such that for all x, y, z ∈ X , λ ∈ C, a ∈ A , it holds (i) x, x ≥ 0;
(ii) x, λy + z = λ x, y + x, z ; (iii) x, ya = x, y a;
Obviously, every semi-inner product space is a semi-inner product C-module. We can define a semi-norm on X by x = x, x 1 2 , where the latter norm denotes that in the C * -algebra A . A pre-Hilbert A -module (or an inner-product module)
is a semi-inner product module over A in which · defined as above is a norm. If the norm is complete then X is called a Hilbert C * -module. If A is a C * -algebra, then it can be regarded as a Hilbert
X is a Hilbert C * -module, we denote by B(X ) the algebra of all adjointable operators on X .
Throughout the paper, A stands for the minimal unitization of A , i.e. if A is unital then unital then A = A and if A is non-unital then A = A ⊕ C with (a, λ) · (b, µ) = (ab + λb + µa, λµ) and (a, λ) * = (a * , λ). By e we denote the unit in A . If X is an A -module then it can be regarded as anÃ -module via xe = x.
For every x ∈ X the absolute value of x is defined as the unique positive square root of the positive element x, x of A , that is, |x| = x, x 1 2 . Some standard references for C * -algebras and C * -modules are [8, 11, 14, 19] .
The main result
In this section we prove some inequalities in M n (A ) concerning some Gram matrices. We start our work with the following useful result, in whose proof the positivity of the Gram matrix x i , x j is shown for the convenience of the reader.
Proposition 3.1. Let A be a C * -algebra and (X , ·, · ) be a semi-inner product A -module. Let n ∈ N and x 1 , · · · , x n ∈ X . Then for every z ∈ X we have
Proof. It is enough to see that the matrix [ x i , x j ] is positive, because then we can take C * -semi-inner product ·, · z instead of ·, · and get x i , x j z ≥ 0, which is exactly (3.1).
So, let us prove that [
x i a i ≥ 0, (a 1 , . . . , a n ∈ A ).
Now, we are ready to state our main result.
and for every m ∈ N ∪ {0} such that f m (a) = 0, let
Then for all m ∈ N ∪ {0} and z ∈ X such that f m ( z, z ) = 0 it holds
Proof. Let a ∈ A be positive. Then f m (a) ∈ A is also positive for every m. If f m (a) = 0 for some m, then obviously f k (a) = 0 for all k ∈ {0, . . . , m}, so p m (a)
is indeed well defined if f m (a) = 0.
We will prove by induction that for every m ∈ N and every semi-inner product on X the inequality (3.3) holds. Let m = 0 and z ∈ X be such that z, z = 0.
3) is equivalent to (3.1).
Suppose now that (3.3) holds for some m ∈ N and for every semi-inner product on X . Let us prove it for m+1. We use the same trick as in Proposition 3.1, i.e., we apply the assumption to the semi-inner product x, y z = z 2 x, y − x, z z, y on X . So, let z ∈ X such that f m+1 ( z, z ) = 0. This means that f m ( z, z z ) = 0 and we have
Observe that z, z z = f 1 ( z, z ), so z 2 e − z, z and p m ( z, z z ) commute.
Therefore
It is easy to see that
Then (3.4) and (3.5) give
Remark 3.3. In the preceding theorem we tacitly assumed that the underlying C * -algebra has the unit element e. Note that the same statement holds true for modules over non-unital algebras. This is seen by the same computation as in the preceding proof performed in the minimal unitization A . Observe that, although the unit element e ∈ A appears in the expressions p m (a), inequality (3.3) involves only elements from the original C * -algebra A .
In the following remark we give some interesting properties of sequences defined in Theorem 3.2.
for all x 1 , . . . , x n ∈ X , so we really have a non-decreasing (finite of infinite)
sequence of matrices in (3.3).
Let us now discuss the finiteness of the sequence f m (a) . We first observe that it does not have to be finite. For example, let a be a self-adjoint and non-
it follows that f m−1 (a) is a self-adjoint element with positive spectrum, therefore it is positive. Inductively, we get that a must be positive, which contradicts our assumption. Therefore, if a is self-adjoint and non-positive, then f m (a) = 0 for all m ∈ N.
However, we apply the functions f m only to positive elements. It turns out that for a positive element a of a C * -algebra A the number m ∈ N such that f m (a) = 0 exists if and only if the spectrum of a has finitely many elements. (In particular, if A = M n (C) for some n ∈ N, this will be fulfilled for every positive a.)
Indeed, suppose that for a positive a ∈ A there is m ∈ N such that f m (a) = 0.
Let λ ∈ σ(a). Then f m (λ) ∈ σ(f m (a)) = {0}, so f m (λ) = 0 for all λ ∈ σ(a). Since f m is a polynomial (and f m = 0), it follows that σ(a) is a finite set. Conversely, suppose that a ∈ A is a non-zero positive element such that σ(a) is finite. From 
Applications
In this section we discuss some consequences and application of Theorem 3.2.
4.1. Ostrowski inequality. Let us consider the special case where X is a semiinner product space (H , (·|·)). Then A = C and for λ ∈ C we have f 0 (λ) = λ and f 1 (λ) = |λ|λ − λ 2 . Hence for all ξ ∈ X we have
and therefore f m ((ξ|ξ)) = 0 for m ≥ 2. Thus, we only have p 0 ((ξ|ξ)) and p 0 ((ξ|ξ)) = 1 ξ 2 , which gives only one iteration in (3.3): for every n ∈ N and ξ 1 , . . . , ξ n ∈ H it holds
As a consequence we get an Ostrowski type inequality. Indeed, if n = 2 and ξ 1 , ξ 2 ∈ H \ {0}, then for all ξ ∈ H \ {0} such that (ξ 1 |ξ) = 0 we get
i.e.
¿From here we get
which is known as the Ostrowski inequality (e.g. see [16] ).
The following Ostrowski type inequality in pre-Hilbert C * -modules is proved in [1] : if A is a C * -algebra and X is a pre-Hilbert A -module, then for x, y, z ∈ X , x = 0, z = 0, such that x, z = 0 it holds
In a matrix form this can be written as However, if we apply (3.3) to such x, y, z, we get an inequality which is stronger than (4.1).
Theorem 4.1. Let A be a C * -algebra and (X , ·, · ) be a semi-inner product A -module. Let x, y, z ∈ X be such that x, z = 0 and x, x = 0. Then Definition 4.2. Let A be a C * -algebra, (X , ·, · ) be a semi-inner product Amodule and x, y, z ∈ X . The covariance cov z (x, y) between x and y with respect to z is defined to be the element x, y z of A . The element cov z (x, x) is said to be the variance of x with respect to z and denoted by var z (x).
Example 4.3. Given a Hilbert space H , vectors x, y ∈ H and operators S, T ∈ B(H ), covariance and variance of operators was defined in [10] as
Observe that cov x,y (S, T ) = (Sx|T x) y . In the case where x = 1 and y = x we get the notion of covariance of two operators T and S introduced in [6] as
As it is announced in [6] , J.I. Fujii was the first who introduced the covariance and variance of Hilbert space operators in his seminar talk; see also [15] . Furthermore, Enomoto [5] showed the near relation of the operator covariance-variance inequality with the Heisenberg uncertainty principle and pointed out that it is exactly the generalized Schrödinger inequality. Another remarkable note is that for a unit vector x ∈ H , the determinant of the positive semidefinite Gram matrix
is the difference var x (S)var x (T ) − |cov x (S, T )| 2 and is nonnegative; see [7] .
Example 4.4. Recall that if (Ω, µ) is a probability measure space, then Ef = Ω f dµ is the expectation of the random variable f ∈ L 2 (Ω, µ). Then the covariance between f and g is defined to be cov(f, g) = E(f g) − Ef Eg and variance of f is cov(f, f ). We can obtain this by considering L 2 (Ω, µ) as a Hilbert C-module via the usual inner product f, g = Ω f g.
Let A be a C * -algebra and X be a semi-inner product A -module. Then for elements x, y, z ∈ X it holds
This (Cauchy-Schwarz) inequality for cov z (·, ·) is known as the covariance-variance inequality. As we have mentioned in the introductory section, the inequality (4.2) can be represented as
3)
It follows from Theorem 3.2 that
which improves (4.3). Actually, we have the following statement.
Theorem 4.5 (Generalized Covariance-Variance Inequality). Let A be a C * -algebra and X be a semi-inner product A -module. Let
Assume that A is a C * -algebra acting on a Hilbert space and B is one of its C * -subalgebras. Let Φ : A → B be a positive linear mapping which is a left multiplier, i.e. Φ(ab) = Φ(a)b (a ∈ A , b ∈ B). Then we can define a semi-inner product on the semi-inner product A -module X by [x, y] Φ = Φ( x, y ).
If we fix a unit vector x ∈ X and a positive left multiplier mapping Φ and take operators A and B in B(X ), then we could define the covariance of A, B and variance of A by
and var(A) = cov(A, A), respectively; see [5] . Observe that, if we regard X as a semi-inner product A -module with respect to [·, ·] Φ , we have cov(A, B) = cov x (Ax, Bx). Therefore,
Our idea is essentially related to the work of Umegaki [18] , in which he considered a pair (A , ϕ) of a von Neumann algebra A and a (normal) state ϕ of A as a frame for a noncommutative probability theory and generalizes the main work of [6] , where the proofs of several known inequalities for Hilbert space operators are unified. Modifying the approach of [6, Lemma 1] we get Proposition 4.6. Let B be a C * -subalgebra of a unital C * -algebra A and Φ :
A → B be a positive left multiplier mapping and let x be a vector in a Hilbert Amodule X with |x| = e, where e is the unit of A . Let A 1 , A 2 ∈ B(X ) be operators
The covariance-variance inequality yields
The next corollary gives us a generalization of Kantorovich inequality (see also [6] ).
Corollary 4.7. Let B be a unital C * -subalgebra of a unital C * -algebra A and Φ : A → B be a unital positive left multiplier mapping and let x be a vector in a Hilbert A -module X with |x| = e, where e is the unit of A . Let A ∈ B(X ) be an operator satisfying m ≤ A ≤ M for some scalars 0 < m ≤ M. Then
Proposition 4.6 to get
which turns into
Remark 4.8. If Ax, x = e, then we can replace x by A 1/2 x in (4.4) to get
Ax, x 2 , which is a variant of Kantorovich inequality in the setting of Hilbert space operators.
Remark 4.9. If (a 1 , · · · , a n ) is a positive n-tuple of positive real numbers with 
. Similarly one can deduce the Schweitzer inequality
By choosing some special X we obtain, from Theorem 4.5, some known results (see [2, 9, 12] ). In our first corollary X is a C * -algebra regarded as a Hilbert C * -module over itself.
Corollary 4.10. Let B be a C * -subalgebra of a C * -algebra A and Φ : A → B be a positive left multiplier. Then
for all a 1 , · · · , a n , c ∈ A . 
is valid for all A 1 , · · · , A n , C ∈ B(H , K ).
Let A be a unital C * -algebra with the unit e. Another example of a positive left multiplier is a positive linear functional, in particular a vector state ϕ(a) = au, u corresponding to a unit vector u ∈ H on which A acts. We can provide the following related corollary as well. Proof. This follows from Theorem 3.2 for m = 0 if we replace x 1 , · · · , x n , z by A 
