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3.1  Ruang Lingkup Penelitian  
Penelitian ini bertujuan untuk menguji hipotesis melalui validitas teori atau 
pengujian aplikasi kepada teori tertentu. Ruang lingkup penelitian ini hanya 
terbatas pada penjelasan terhadap pengujian yang dilakukan mengenai pengaruh 
pajak, kepemilikan asing, ukuran perusahaan dan leverage terhadap variabel 
dependen, yaitu keputusan perusahaan melakukan transfer pricing. 
3.2  Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data sekunder. Data 
sekunder merupakan data yang diperoleh secara tidak langsung melalui media 
perantara yang dipublikasikan. Data sekunder dalam penelitian ini berupa laporan 
keuangan dan laporan auditor independen masing-masing perusahaan public 
yang bersumber dari www.idx.co.id 
3.3  Metode Pengumpulan Data 
Metode yang digunakan dalam penelitian adalah metode dokumentasi, 
yaitu teknik pengambilan data dengan cara mengumpulkan, mencatat dan 
mengkaji data sekunder yang berupa laporan keuangan perusahaan manufaktur 
yang dipublikasikan oleh Bursa Efek Indonesia. 
3.4  Populasi dan Sampel 
Populasi penelitian ini adalah perusahaan-perusahaan yang terdaftar di 
Bursa Efek Indonesia Tahun 2013-2016. Metode pengambilan sampel dalam 
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penelitian ini adalah purposive sampling. Kriteria pengambilan sampel yang 
digunakan sebagai berikut:  
1. Perusahaan manufaktur yang terdaftar di BEI selama tahun 2013-2016.  
2. Data laporan keuangan perusahaan sampel tersedia untuk tahun 
pelaporan 2013-2016  dan sudah terdaftar sebelum tahun 2013. 
3. Perusahaan tidak delisting atau keluar dari BEI selama periode 
pengamatan. 
4. Perusahaan tidak mengalami kerugian selama tahun 2013-2016.  
5. Perusahaan yang menyajikan laporan keuangan dalam satu jenis mata 
uang yaitu rupiah. Dalam penelitian ini menggunakan perusahaan 
multinasional yang berada di Indonesia sehingga yang digunakan mata 
uang rupiah 
6. Perusahaan sampel yang dikendalikan oleh perusahaan asing dengan 
kepemilikan 20% atau lebih. Hal ini sesuai dengan PSAK No. 15 yang 
menyatakan bahwa pemegang saham pengendali adalah pihak yang 
memiliki saham atau efek yang bersifat ekuitas sebesar 20% atau lebih 
(Yuniasih dkk, 2011: 10).  
3.5  Definisi Operasional Variabel 
3.5.1 Variabel Dependen (Y) 
Variabel dependen (Y) dalam penelitian ini adalah keputusan 
perusahaan untuk melakukan transfer pricing. Transfer pricing dihitung 
dengan pendekatan dikotomi yaitu dengan melihat posisi penjualan 
terhadap pihak yang memiliki hubungan istimewa. Perusahaan yang 
57 
 
melakukan transaksi penjualan kepada pihak yang memiliki hubungan 
istimewa diberi nilai 1 (satu) sedangkan perusahaan yang tidak melakukan 
transaksi penjualan kepada pihak yang memiliki hubungan istimewa diberi 
nilai 0 (nol). 
3.5.2 Variabel Independen (X) 
1. Pajak (X1) 
Pajak  merupakan  Kontribusi  wajib  kepada  negara  yang  
terutang  oleh orang pribadi atau badan yang bersifat memaksa 
berdasarkan undang– undang, dengan tidak mendapatkan imbalan 
secara langsung dan digunakan untuk keperluan negara. Pajak 
dalam penelitian ini diproksikan dengan effective tax rate yang 
merupakan perbandingan beban pajak dibagi dengan laba sebelum 




2. Kepemilikan Asing (X2) 
Kepemilikan Asing diproksikan dengan persentase   
kepemilikan saham asing di atas 20% sebagai pemegang saham 
pengendali oleh perusahaan asing. Kriteria struktur kepemilikan 
terkonsentrasi didasarkan pada UU Pasar Modal No. IX.H.1, yang 
menjelaskan pemegang saham pengendali adalah pihak yang 
ETR =         Beban Pajak 
      Laba Sebelum Pajak 
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memiliki saham atau efek yang bersifat ekuitas sebesar 20% atau 
lebih (Yuniasih, 2012).  
PSAK No. 15 juga menyatakan bahwa tentang pengaruh 
signifikan yang dimiliki oleh pemegang saham dengan persentase 




3. Ukuran Perusahaan (X3) 
Berdasarkan ukurannya perusahaan dibagi menjadi perusahaan 
kecil dan bsar dimana perusahaan yang besar memiliki sistem 
manajemen yng lebih kompleks dan memiliki laba yang lebih 
tinggi pula. Oleh karena itu perusahaan yang besar memiliki 
maslah dan risiko yang lebih kompleks daripada perusahaan-
perusahaan kecil. Variabel independen dalam penelitian ini adalah 
ukuran perusahaan (SIZE). Ukuran perusahaan merupakan 
besarnya ukuran sebuah perusahaan yang berdasarkan total aset. 
Dalam ini ukuran perusahaan dinilai dengan log of total assets. Log 
of total assets ini digunakan untuk mengurangi perbedaan 
signifikan antara ukuran perusahaan yang terlalu besar dengan 
perusahaan yang terlalu kecil, maka nilai total aset dibentuk 
menjadi logaritma natural.  
Kepemilikan Asing = jumlah kepemilikan saham asing x 100% 
     Total saham beredar 
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Pengukuran variabel ini dengan menggunakan skala rasio, 
dengan rumus sebagai berikut  
 
 
4. Leverage (X4) 
Leverage merupakan sumber pendanaan perusahaan eksternal 
dari utang, utang yang dimaksud di sini adalah utang jangka 
panjang (Budiman dan Setiyono, 2012). Variabel leverage diukur 
dengan membagi total kewajiban jangka panjang dengan total 
ekuitas perusahaan (Grant et al., 2013). Tingkat leverage yang 
tinggi menunjukkan bahwa perusahaan lebih banyak bergantung 
pada utang dalam membiayai aset perusahaan yang menimbulkan 
biaya tetap berupa beban bunga. Oleh karena itu, Semakin besar 
utang yang dimiliki perusahaan, maka beban bunga yang 
dibayarkan perusahaan juga semakin besar. Variabel leverage 








SIZE = Log (Total Aset) 
Leverage = Total Hutang  
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3.6  Metode Analisis Data 
Metode analisis yang digunakan dalam penelitian ini adalah teknik analisis 
kuantitatif. Penelitian ini menggunakan alat analisis model regresi logistik dengan 
bantuan program IBM Statistical Package for Social Sciences (SPSS) versi 23 
Variabel dependen dalam penelitian ini bersifat dikotomi  dimana variabel  
transfer  pricing tersebut  diproksikan dengan keberadaan suatu transaksi 
penjualan kepada pihak yang memiliki hubungan istimewa. Dalam hal ini maka 
dapat dianalisis dengan menggunakan regresi logistik (logistic regression) karena 
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tidak memerlukan asumsi normalitas data dalam variabel bebasnya (Ghozali, 
2016). Data yang dikumpulkan dalam penelitian ini diolah dan kemudian 
dianalisis dengan berbagai uji statistik sebagai berikut: 
3.6.1 Uji Statistik Deskriptif 
a. Uji Deskriptif 
Statistik deskriptif merupakan pengujian yang digunakan untuk 
memberikan gambaran atau deskripsi suatu data yang dilihat dari nilai 
rata- rata (mean), standar deviasi, varian, maksimum, minimum, sum, 
range, kurtosis, dan skewness (Ghozali, 2016). Dengan statistik 
deskriptif variabel-variabel yang terdapat dalam penelitian akan 
dijelaskan. Selain itu, statistik deskriptif menyajikan ukuran-ukuran 
numerik yang sangat penting bagi data sampel, sehingga secara 
kontekstual dapat lebih mudah dimengerti oleh pembaca. 
b. Uji Frekuensi  
Frekuensi deskriptif adalah susunan data menurut kelas-kelas tertentu 
atau pengelompokan data ke dalam beberapa kategori yang menunjukkan 
banyaknya data dalam setiap kategori, dan setiap data tidak dapat 
dimasukkan kedalam dua kategori atau lebih. 
3.6.2 Analisis Regresi Logistik 
Uji hipotesis dilakukan dengan analisis regresi logistik. Analisis 
regresi logistik merupakan alat analisis yang digunakan untuk mengukur 
seberapa jauh pengaruh variabel independen terhadap variabel dependen, 
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dalam hal ini variabel dependennya dalam bentuk variabel dummy (diantara 
0 dan 1). 
Dalam analisis regresi logistik tidak memerlukan uji asumsi klasik 
karena didalam analisis regresi logistik dihasilkan suatu analisis model fit 
yang menggambarkan apakah data dari penelitian ini baik untuk digunakan 
dalam penelitian (Ghozali, 2016) 
a. Menilai kesesuaian Keseluruhan Model (Overall Model Fit) 
Langkah pertama adalah menilai overall fit model terhadap data. 
Beberapa tes uji statistik diberikan untuk melakukan penilaian terhadap 
hal ini. Hipotesis yang digunakan untuk menilai model fit adalah: 
H0 : Model yang dihipotesiskan fit dengan data 
HA : Model yang dihipotesiskan tidak fit dengan data 
Dari hipotesis ini jelas bahwa hipotesis nol tidak akan di tolak agar 
dapat menghasilkan model fit dengan data. Statistic yang digunakan 
berdasarkan pada fungsi likelihood. Likelihood L dari model merupakan 
probabilitas yang menunjukkan bahwa model yang dihipotesakan 
menggambarkan data input. Dalam melakukan pengujian hipotesis nol 
dan alternatif, L ditransformasikan menjadi -2LogL. Penurunan 
likelihood (-2LL) menunjukkan model regresi yang baik atau dengan 
kata lain model yang dihipotesiskan fit dengan data (Ghozali, 2016:328). 
Output SPSS memberikan dua nilai -2LogL yaitu satu untuk model 
yang hanya memasukkan konstanta dan yang kedua untuk model dengan 
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konstanta dan variabel bebas (Ghozali, 2016:328). Dengan alpha 5%, 
cara menilai model fit ini adalah sebagai berikut: 
1). Jika nilai -2LogL < 0,05 maka H0 ditolak dan Ha diterima, yang berarti 
bahwa model fit dengan data. 
2). Jika nilai -2LogL > 0,05 maka H0 diterima dan Ha ditolak, yang 
berarti bahwa model tidak fit dengan data. 
Adanya pengurangan nilai antara -2LogL awal (initial ‒ 2LogL 
function) dengan nilai -2LogL pada langkah berikutnya menunjukkan 
bahwa model yang dihipotesiskan fit dengan data (Ghozali, 2016:328). 
Log Likelihood pada regresi logistik mirip dengan pengertian “Sum of 
Square Error” pada model regresi, sehingga penurunan Log likelihood 
menunjukkan model regresi semakin baik. 
b. Uji Koefisien Determinasi 
Cox dan Snell’s R Square merupakan suatu ukuran yang mencoba 
meniru ukuran R2 pada multiple regression yang berdasarkan pada 
teknik estimasi likelihood dengan nilai maksimum kurang dari 1 (satu) 
sehingga sulit diinterpretasikan. Nagelkerke’s R square merupakan 
modifikasi dari koefisien Cox dan Snell untuk memastikan bahwa 
nilainya bervariasi dari 0 (nol) sampai satu (1).  Hal ini dilakukan 
dengan cara membagi nilai Cox dan Snell R
2 
dengan nilai maksimunya. 
Nlai nagelkerke’s R2 dapat diintrepretasikan seperti nilai R2 pada 
multiple regression. Nilai nagelkerke’s R2 yang kecil menunjukkan   
bahwa kemampuan variabel-variabel beba dalam menjelaskan variabel-
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variabel terikat sangat terbatas. Nilai yang mendekati 1 berarti variabel-
variabel bebas memberikan hampir semua informasi yang dibutuhkan 
untuk memprediksi variasi variabel dependen. 
c. Uji Kelayakan Model Regresi 
Hosmer dan Lameshow digunakan untuk menguji hipotesis nol bahwa 
data empiris cocok atau sesuai dengan model (tidak ada perbedaan antara 
model dengan data sehingga model dapat dikatakan fit). Jika nilai 
Hosmer and Lemeshow’s Goodness of Fit Test statistics sama dengan 
atau kurang dari 0,05, maka hipotesis nol ditolak yang berarti ada 
perbedaan signifikan antara model dengan nilai observasinya sehingga 
Goodness fit model tidak baik karena model tidak dapat memprediksi nilai 
observasinya. Jika nilai statistik Hosmer and Lemeshow’s Goodness of 
Fit Test lebih besar dari 0,05, maka hipotesis nol tidak dapat ditolak dan 
berarti model mampu memprediksi nilai observasinya atau dapat 
dikatakan model dapat diterima karena cocok dengan data observasinya. 
d. Uji Matriks Klasifikasi 
Uji matriks klasifikasi menunjukkan kekuatan prediksi dari model 
regresi untuk memprediksi kemungkinan perusahaan dalam membuat 
keputusan transfer pricing. Kekuatan prediksi dari model regresi 
digunakan untuk memprediksi kemungkinan terjadinya variabel terikat 





e. Pengujian Hipotesis Penelitian 
Estimasi parameter menggunakan Maximum Likelihood Estimation 
(MLE) 
Ho = b1 = b2 = b3 = … = bi = 0 
Ho ≠ b1 ≠ b2 ≠ b3 ≠ … ≠ bi ≠ 0 
Hipotesis nol menyatakan bahwa variabel independen (X) tidak 
memiliki pengaruh terhadap variabel dependen yang diperhatikan dalam 
populasi. Pengujian terhadap hipotesis dilakukan menggunakan α = 5%. 
Kaidah pengambilan keputusan adalah: 
1) Jika nilai probabilitas (sig.) < α = 5% maka hipotesis alternatif di 
dukung. 
2) Jika nilai probabilitas (sig.) > α = 5% maka hipotesis alternatif tidak 
di dukung. 
f. Model Regresi yang Logistik Terbentuk 
Analisis yang digunakan dalam penelitian ini adalah regresi logistik 
dengan melihat pengaruh pajak, kepemilikan asing, ukuran perushaan 
dan leverage terhadap keputusan perusahaan melakukan transfer pricing. 
Adapun model regresi dalam penelitian ini adalah: 






TP       = Transfer Pricing 
α     = Konstanta 
β1- β4 = Koefisien Variabel Independen  
Tax  = Pajak  
OWN  = Kepemilikan 
SIZE  = Ukuran Perusahaan 
LEV  = Leverage 
Ε  = Koefisen eror 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
