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Abstract
Financial crashes, bubbles, panic in the banking industry, currency
crises and even sovereign defaults continue to occur periodically. There-
fore when international or multilateral lenders contemplate on lending
credit to customers who are located in different countries, they require
a meticulous method of analysing every aspect to select the best cus-
tomers, amongst numerous credit proposals from different countries.
Moreover, while lending to selected customers, multilateral lenders
need to take into account and consider the risk premium in their pric-
ing methodology. Even after having selected sound customers, one
should not neglect adequate loan loss provisions in order to safeguard
themselves against unexpected changes in financial situations of cus-
tomers. This may result in credit default. Although several credit
scoring methodologies exist for calculating the risk of individuals and
corporate customers, most of these methodologies are based on default
history and there appears to be a lack of an appropriate methodol-
ogy when faced with minimal credit default history. Usually, financial
institutions and very large corporations are characterised by nil or a
very low default history. Following this introduction, this dissertation
aims to contribute towards these aspects in the form of three self-
contained essays. The first chapter is concerned with determining the
main factors which affect the financial health of financial institutions.
More specifically, this is undertaken by employing the two-way panel
model and data from financial institutions in several Asian countries.
The study attempts to determine bank specific and macro level fac-
tors affecting the financial soundness of these financial institutions.
In the second chapter by following a similar approach of analysis, this
study attempts to detect the main determinants of financial health
for very large corporations. These corporations are another group of
customers for multilateral lenders. In this case, data from very large
corporations in Eastern European countries which are characterised
by their in-transition economies are employed. Considering the dis-
sertation’s findings that are supportive of existing literature, the third
chapter addresses the design of two credit scoring/rating models em-
ploying fuzzy logic methodology and based upon results from previous
chapters. The scoring/rating results of the two models are then anal-
ysed in comparison with the Capital Intelligence rating agency and
stock exchange market performance results to assess robustness. This
proves the relative robustness of our designed models. Overall, this
thesis not only combines and investigates topical issues; moreover, it
does so employing various techniques with the intention to contribute
on the methodological level. The study is concluded by highlighting
policy implications by providing direction for future research.
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Chapter1
Introduction
1.1 Scope of analysis
In recent years, finance officers and bankers have faced numerous chal-
lenges all over the world. These challenges primarily relate to the
complexity of financial markets, as a result of growing demand for
financing. In this regard, possessing knowledge of such complicated
financial environments force the financiers to examine and find ap-
propriate tools for measuring losses which may arise in worst case
scenarios. This can be done through measuring the major risks in
banking sector named market risk, operational risk, liquidity risk and
credit risk. As the major operation of banks and financial institutions
(FI) include lending activities1 therefore, credit risk is one of the most
important risk in banking system. Its negative impact on FI’s perfor-
mance is significant in worst case scenarios. For this reason, measuring
the risk and keeping adequate provision, based on those calculations,
is a must for every FI, to safeguard against losses which may arise
when faced with non-performing loans2. In this regard, during the
recent three decades, risk management and specially credit risk man-
agement has attracted many academics as well as researchers from the
financial sector.
1Loans constitute the bulk of FIs asset size (see Table 1.1 for more information)
2Loans with delayed repayments of more than 90 days based on international
standards
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Credit Risk is defined as the risk of loss of principal or loss of a
financial return resulting from a borrower’s failure to repay a loan or
to meet an agreed obligations. Credit risk arises and can be expected
when a borrower does not meet their obligation in relation to future
cash flows. Therefore, there is uncertainty over the borrower’s finan-
cial performance in the future. As a result, in recent years, financiers
seek tools and means to enable them to calculate the borrower’s credit
worthiness. A suitable credit limit can then be defined, risk based
pricing can be set and subsequently adequate loan loss provisions can
be kept to safeguard against the possible losses, in case the customers’
obligations are not met.
As stated by Shojai and Feiger (2009) 2007 financial crises origi-
nated due to the inappropriate due diligence of mortgage borrowers by
financial institutions and the over securitisation of such loans by trans-
ferring ownership to those mortgaged loans to other investor compa-
nies (usually the new investors were unaware of the quality of such
loans, credit risk and the borrower’s credit worthiness). Therefore,
as banks no longer played a role as the assessors of due diligences,
the role of rating customers was left to rating agencies3. On most
occasions, neither are individuals or corporations rated by rating in-
stitutions nor does a complete/true picture of the customers’ financial
health exist. The “true picture” and information of the customers fi-
nancial health was always held with the issuing bank which no longer
cared about collecting or updating such information since the loans
were already being sold to other investors. It would appear that the
major problem commenced when changes and adjustments were made
to house prices. (see Shojai and Feiger (2009) for more details).
With this introduction, which demonstrates that a lack of diligence
and careful analysis by banks and financial institutions are considered
as the major causes of the recent financial crises, the importance of
robust credit decisions has been clarified. However, in order to make
sound credit decisions, every creditor must have suitable instruments
3Credit rating agencies are being widely criticized because the lack of trans-
parency in their rating procedures and the huge impact of the ratings they disclose.
However they are still the best available solution to provide financial markets with
the information that their clients base their decisions on (see(Len-Soriano and
Muoz-Torres, 2012)).
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at their disposal. As such, credit risk models which make use of the
clients’ historical financial information are fairly useful. Generally,
measuring credit risk follows three major steps:
• First: Modeling and measuring credit risk of individual/corporate
clients;
• Second: Analysis of credit risk at a portfolio level;
• Third: Risk return analysis of the portfolio.
However, each aforementioned step includes sub-steps, for exam-
ple, credit risk modelling process of individuals and corporations con-
sist firstly of, defining the effective factors for credit risk, secondly,
modelling and calculating the obligator’s default probability (Bessis
(2002)), setting the exposures limits, appropriate risk based pricing
and finally, calculating the loss given defaults and ensuring there is
appropriate loan loss provisioning. Similarly, analysis of credit risk
at a portfolio level includes calculation of correlation or dependencies
between obligors (see Rosenow et al. (2006)), secondly, the calculation
of concentration risk and finally, the allocation of appropriate capital
for expected or un-expected losses.
In this piece of study, the primary focus is on the first step, which
is to calculate the credit risk of borrowers, although the definition
of borrower is broad. If one is to examine from perspective of com-
mercial, investment and retail banking, the term borrower refers to
individuals and corporate entities. However, from the point of view of
multilateral development banks (MDBs), the term borrower can have
a much wider definition to include other financial institutions4 besides
individual and corporate credit customers. This is where selecting
sound financial institutions and corporate customers is necessary for
MDBs.
Taking into account the facts noted above, this study attempts to
build two separate, simple and quantified credit scoring/rating mod-
els. One model to calculate the credit risk of financial institutions,
4Act as financial intermediary to distribute the MDB’s funds to final benefi-
ciaries which could include retail individuals or corporate customers. Therefore,
in this case, MDBs only accept the risk of the financial institution and not from
the final beneficiaries.
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while the other to calculate credit risk of very large corporations who
are the primary borrowers of MDBs. It is worth noting that different
credit risk models exist for individuals and for corporations whose fi-
nancial information and default history is available. However, there
appears to be no such model to calculate the default risk of FIs and
corporations, except for the models being used by international rating
agencies.
As generally known, risk management can be considered as being
a combination of art and intelligence. This entirely depends upon the
risk modeller’s art and intelligence, hence,, different limitations and
criticism exist for designed models. However, what is of importance
is that a risk modeller requires a set of assumptions. This enables the
modeller to simplify the situation and build a model based on those
assumptions. This is to provide clarification; it would not be possible
to cover every aspects of credit risk within the framework set for a
doctoral dissertation. This study builds the two credit scoring/rating
models by examining the following:
1. Determining the main factors affecting financial performance of
financial institutions;
2. Determining the main factors affecting financial performance of
corporate entities,
3. Employing the defined determinant factors to setup two separate
fuzzy logic based credit scoring/rating models
These topics form the backbone of the study and are investigated
in essay style within the following three chapters. The three “core”
chapters are self-contained and attempt to shed light on relevant issues
and financial debates. In addition, the chapters intend to explore
different aspects of the topic in an original way, by using a various
methodologies. It goes without saying that the investigation into each
of these matters merits further analysis on its own, and this study will
therefore point out potential extensions in the concluding remarks
within Chapter 5.
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Table 1.1: Typical MDB’s Balance sheet
1.2 Overall theme and contribution
Lately, it appears that issues relating to credit risk measurement have
received increased attention. Some of these issues have been addressed
5
in three self-contained chapters. While the essays can be read inde-
pendently, they are centred around and focus on a common concept.
When considered together, all core chapters attempt to analyse and
improve the deficiencies that exist in risk management. Therefore, it
appears likely that further research will be spurred.
On the most general level, and as an important contribution with
relation to contents and topics, the theme that re-occurs throughout
the core chapters is to determine the main factors of performance for
primary MDB’s borrowers which are financial institutions and corpo-
rate entities. This is done so in order to later develop credit scor-
ing/rating models. On the other hand, the entire focus of this thesis
is to measure the risk of lending to financial institutions and corporate
entities. These are main borrowers of trade and development banks,
in terms of their credit portfolios. In the Table 1.1 it is shown how a
MDB’s credit portfolio resembles. As seen, the bulk of the asset size
comprises of loans to FIs and corporations. Moreover, similar tables
are also available for other MDBs and contained in Appendix A.1.
The credit proposals expected scoring/rating results may be used later
to select the best cases to lend to, followed by risk based price setting
and ensuring that there is adequate loan loss provisions following dis-
bursements. Figure 1.1 illustrates the emphasis of each core chapter,
as part of the overall theme of this study.
Determining the above mentioned elements are segregated in two
chapters, Chapter 2 for determining the performance factors of FIs
using three-dimensional panel data and Chapter 3 for determining
the performance factors of corporate entities using two-dimensional
panel data. Generally, non-parametrical scoring techniques employ
expert judgments in order to determine credit risk value drivers and
the influences they have on credit scoring/rating. However, with the
assistance of regression analysis, this dissertation determines factors
and their significance/influence in Chapter 2 and 3. In Chapter 4,
two separate scoring/rating models employing estimated coefficients
are designed and discussed. Ultimately, information provided during
the course of this study may prove to be beneficial in practice and in
several aspects.
• In the context of early warning of deterioration of financial
6
Figure 1.1: Thesis structure
health of a firm or a financial institution.
• From a perspective of credit risk assessment by any financial
institution or organisation.
• In designing more complete and complex credit scoring/rating
models for companies and financial institutions.
• For risk price setting, limit setting and loan loss provisioning of
such loans.
7
1.3 Research questions, motivation and
thesis structure
This introductory chapter is followed by the main analysis, in the form
of the three self-contained core chapters. Since all core chapters are
independent and possess their own distinct institutional background,
extensive background information has been provided as part of the
individual pieces of work. In this section the main motivation as well
as the research questions are raised. The monograph is structured as
follows:
Chapter 2 is very much set in the tone towards determining per-
formance indicators of financial institutions. As mentioned previously,
MDBs usually select several “sound” FIs to act as intermediaries.
Therefore, selection of sound and healthy FIs is one of the main con-
cerns of MDBs. Not all the FIs in different countries are rated by
rating agencies, hence there appears to be a need for an in-house tai-
lor made scoring model for FIs. Therefore, by employing a wide set
of data in this capacity, in terms of the number of FIs in a number of
Asian countries, for the period covered, by employing three-dimension
regression analysis by testing numerous FI’s specifics and macroeco-
nomic variables, one could determine the main financial performance
indicators.
Chapter 3 turns to focus on the main drivers of financial per-
formance for corporate entities. As known, MDBs, as a general rule
prefer to work with large corporate customers. Selection of “healthy”
corporations for lending purposes, the timing of lending, appropriate
risk based pricing even following disbursement, ensuring that ade-
quate loan loss provisions exist to protect the equity of MDB’s are
other concerns. The data examined is similar to that in Chapter 2 in
terms of the data set, however, the countries covered include European
countries that have economies in transitions and have only recently
started privatisation. Similarly, as followed in the second core chapter,
by employing two-dimension regression analysis and by being able to
test different macro and micro variables it was possible to determine
the main financial performance factors of very large corporations.
Chapter 4 relates to the development of credit scoring/rating
8
models to compare the credit risk of proposed credit customers. This
chapter is followed by chapter 2 and chapter 3 where the main drivers
of profitability for firms and financial institutions are determined. In
this chapter, by employing a non-parametric fuzzy technique and by
making use of results in previous chapters, two separate credit scor-
ing/rating models for calculating the credit risk of FIs and large cor-
porations is designed.
Chapter 5 finally, provides an overall conclusion of the thesis,
summarising and highlighting policy implications, as well as providing
directions for further research.
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Chapter2
Bank-Specific, Banking
Industry-Specific and
Macro-economic Determinants of
Profitability: Evidence from Asian
Countries
2.1 Introduction
Recently, the importance of monitoring the banking sector and of the
financial health of FIs has emerged due to the frequent occurrences of
banking credit crises, first with the Asian crises of 1990 and the more
recent financial crises which upset the global market in 2008.
A sound and profitable financial sector is better able to withstand
negative shocks and contribute towards the stability of the financial
system. Therefore, the determinants of FIs performance have at-
tracted much interest from academic researchers, as well as of the
bank management, financial markets and supervisory authorities.
Furthermore, based on recent historical data, the number of fail-
ures in banking sector has increased when compared to the period
before 1980. Therefore, the requirement for a more effective system
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of monitoring FIs has become vital. Moreover, as stated by Barr
et al. (1999) “Banking regulators are particularly interested in ad-
vanced and improved failure prediction models for several reasons.
First is the belief that failure can be avoided or the bailout costs can
be minimized through an early detection of an institution’s troubled
status and intervention by regulatory authorities. An accurate and
timely identification of a bank’s potential for failure would also assist
in targeting of inspection and allow for a more effective allocation of
resources for on-site supervision. Finally, while the off-site supervi-
sion could never replace on-site examinations, it can complement the
on-site process by identifying troubled institutions that need early ex-
amination or possible intervention.” Off-site surveillance provides a
dynamic representation of the financial situation of banks. Using FIs
financial information, enables supervisors to schedule and plan exams
efficiently. Off-site surveillance also provides banks with incentives to
remain financially sound between on-site visits (Yuen and Ling, 2006).
Since the profitability of banks is the most important indicator of
financial health and credit worthiness, it is utilised for assessing the
financial stability of banks. A decrease in profitability and subsequent
incurrence of loss are the major factors which lead to the depletion of
capital of FIs.
Most studies relating to bank profitability make use of linear mod-
els to identify the impact of the various factors which are important
in explaining profitability. Although these studies show that it is pos-
sible to undertake a useful analysis of bank profitability, some issues
are not addressed and dealt with in detail. First, the relevant liter-
ature principally considers determinants of profitability at the bank
and/or industry level while there appears to be a lack of investigation
of the effect on the macroeconomic environment1. Secondly, existing
literature employs a short time dimension of the panels for estimation.
However, if data includes several episodes of crises, the result may be
more accurate. Third, most studies have been undertaken for a single
country’s financial institutions which does not permit one to apply
1The more accurate and realistic analysis of FIs is conditional to the consider-
ations at the macro-economic, social, as well as the political environment of the
country (as exogenous factors on banks profitability), because the macroeconomic
environment affects the financial market of that country.
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and generalise results for other countries.
Therefore, in order to fill the existing gap in existing literature,
this paper investigates by means of a two-way panel2 regression model
framework, the effect of bank-specific, industry-specific and macro-
economic determinants on the profitability of banks. Bank-specific
determinants of profitability include and can be grouped into effi-
ciency, liquidity, credit risk, leverage and sensitivity to the market.
The second group of determinants describes industry-structure fac-
tors which affect the profitability of banks. The latter are not created
as a direct result of managerial decisions e.g. banking sector borrow-
ing rate. The third group of determinants relates profitability to the
macro-economic environment within which the banking system oper-
ates e.g. GDP growth rate and inflation rate. In addition, the current
study represents one of the few attempts to identify the relationship
between the exchange rate regime and bank profitability (see Aburime
(2008)). Moreover, in order to describe the group variation (countries
and FIs) dummy variables have been included to account for and rep-
resent the developmental status of countries (developed, developing)
in the models.
This study selects a sample comprising of several Asian countries
that are borrowing members of the Asian Development Bank (one
of the Multilateral Development Bank3, refer to the balance sheet in
Table A.2). The sample covers the period between 1990 to 2010 and
encompasses several episodes of financial crises i.e. the Asian financial
crises and the recent global financial crises.
The empirical results suggest that bank specific determinants af-
fect bank profitability significantly, in line with prior expectations.
The evidence indicates that the impact of inflation is asymmetrical
2Firstly, it tests for any variation between countries and FIs in terms of ROA
and then models the variation by adding independent variables.
3Multilateral Development Banks are financial institutions that provides fi-
nancing for national development. These types of banks are formed by a group of
countries, consisting of both donor and borrowing nations. They finance develop-
mental projects, provide working capital for corporate entities and finance finan-
cial institutions which act as their intermediaries in member countries. Therefore,
like central banks, their knowledge on matters relating to the financial health of
financial institutions are vital for their credit portfolio management.
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and industry variables are found to have substantial effects on bank
profitability.
The study is divided into seven sections. Section 2 presents the lit-
erature review. Section 3 presents theory of profitability determinants
of banks. Section 4 and 5 describe methodology and data. Section 6
and 7 comprise of regression results and concluding remarks.
2.2 Literature review
Within literature, bank profitability is typically measured by the re-
turn on assets (ROA) or the return on equity (ROE). It is normally
expressed as a function of endogenous and exogenous determinants.
Endogenous determinants are usually defined as variables that are
primarily influenced by management decisions and policy targets of
banks. Such profitability determinants often include the level of liq-
uidity, asset quality or provisioning policy, capital adequacy, cost man-
agement and bank size. On the other hand, the exogenous determi-
nants, both industry and macro-economic related variables reflect the
economic and legal environment where the credit institutions operate.
Changes in credit risk of individual or corporate customers may
influence the financial health of the FIs’s loan portfolio - which in turn,
could affect the performance of such financial institutions. This is due
to the fact that lending constitutes the bulk of FIs assets and involves
greater risk when compared to other bank assets such as government
securities. As reported by Athanasoglou et al. (2006), one can chose
the non-performing loans and loan loss provisions as proxies for credit
risk or asset quality. In addition, amongst other findings, the study
above found a negative impact of loan loss provisions to loans ratio and
of the profitability of the banks. It concluded that variations in bank
profitability are largely attributable to variations in credit risk, since
increased exposure to credit risk is normally associated with decreased
firm profitability. They employed allowance for doubtful debt over
total loan ratio as index for the credit quality. Other researchers such
as Fadzlan (2011), Vong and Chan (2008) and Khizer et al. (2011),
have all made use of the same ratio as proxy for asset quality or credit
risk index. Their results indicate negative impacts of asset quality
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indexes on profitability. Moreover, in research undertaken at Reserve
Bank of Australia, Marianne (2001) defines impaired assets to total
assets ratio as credit risk factor or asset quality index and the results
of their work also demonstrate a negative impact of credit quality
indexes on the profitability of banks.
Another factor that affects profitability is leverage (overall capi-
talisation). This factor has demonstrated to be an important in ex-
plaining the performance of financial institutions; however, its impact
on bank profitability is ambiguous. Higher levels of equity could re-
duce the cost of capital, leading to a positive impact on profitability.
Moreover, an increase in capital may raise expected earnings by reduc-
ing the expected costs of financial distress, which includes bankruptcy.
Indeed, most studies that make use of capital ratios as an explanatory
variables of bank profitability observe a positive relationship. Finally,
Athanasoglou et al. (2006), Valentina and McDonald (2009), Vong
and Chan (2008), Demirguc-Kunt and Huizinga (2000) and Naceur
(2003) all suggest that capital is better modelled as an endogenous
determinant of bank profitability, as higher profits may lead to an
increase in capital and they have been able to employ equity to total
assets ratio as an index for leverage.
The efficiency factor is another determinant of profitability, which
is substituted by non-interest income or operating expenses to total
assets ratio. For the most part, the literature argues that reduced
expenses improve efficiency and raise the profitability of a FI, imply-
ing a negative relationship between an operating expenses ratio and
profitability (Athanasoglou et al., 2006). However, other studies un-
dertaken by Indranarian (2009), Naceur (2003), Demirguc-Kunt and
Huizinga (2000) and Vong and Chan (2008) suggest a positive relation-
ship, implying that high profits earned by firms may be appropriated
in the form of higher payroll expenditures paid on more productive
human capital.
The size of FIs is generally used to capture potential economies
or dis-economies of scale in the banking sector. This factor is usually
expressed as a log of assets or bank loans to the country’s domestic
credit ratio as employed by Valentina and McDonald (2009), Marianne
(2001), Naceur (2003), Athanasoglou et al. (2006), Khizer et al. (2011)
Fadzlan (2011) and Indranarian (2009).
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If significant economies of scale exist, the size of banks can have
a positive impact on the profitability of banks. Some researchers also
suggest that the effect of growing the bank’s size on profitability may
be positive only up to a certain limit. Beyond this point the effect of
size could be negative due to bureaucracy and other reasons. Hence,
the size-profitability relationship can be expected to behave in a non-
linear manner.
Regarding the factors related to banking industry, one is able to
employ banking system reform, concentration (with expectation of
ambiguous impact) (Athanasoglou et al., 2006), banking industry in-
terest rate (with expectation of positive impact) and banking industry
non-performing loans (with expectation of negative impact).
In relation to other set of variables such as macro-economic factors
and their impact on the profitability of banks, one can expect to see a
positive effect of GDP growth on profitability since economic growth
encourages banks to lend more and in turn, permitting them to charge
higher margins, as well as improving the quality of their assets. Indra-
narian (2009), Naceur (2003), Marianne (2001) and Vong and Chan
(2008) have made use of per capita income as proxy for growth and
suggest that this variable exerts a strong positive effect on bank earn-
ings. Demirguc-Kunt and Huizinga (2000) attempts to identify possi-
ble cyclical movements in bank profitability and the extent to which
bank profits are correlated with the business cycle. Their findings
suggest that such correlation exists, although the variables used were
not direct measures of the business cycle.
Another widely used proxy for capturing and understanding the
effects of the macro-economic environment on bank profitability is in-
flation. Athanasoglou et al. (2006) notes that the effect of inflation
depends on whether wages of banks and other operating expenses in-
crease at a faster rate than inflation. The relation between inflation
and profitability hinges upon the degree of maturity that an economy
exhibits so that future inflation can be accurately forecasted. Thus,
the bank can manage their operating costs, accordingly. As such, the
relationship between the inflation rate and profitability is ambiguous
and depends whether or not inflation is anticipated. An inflation rate
fully anticipated by the bank’s management implies that banks can
adjust interest rates appropriately, in order to increase their revenues
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quicker than their costs and thus achieve higher profits. On the con-
trary, unanticipated inflation could lead to improper adjustment of
interest rates and hence of the possibility that costs could increase
faster when compared to revenues (see Vong and Chan (2008)). How-
ever, most studies observe a positive relationship between inflation
and bank performance (see (Athanasoglou et al., 2006)).
In terms of methodology, data frequency and data sets the litera-
ture can be divided into two groups, the first including studies that
have been undertaken for single countries such as studies on Greek
banks, (Athanasoglou et al., 2006), Nigerian Banks (Aburime, 2008),
Taiwanese banks (Indranarian, 2009), Macao banks (Vong and Chan,
2008), Australian banks (Marianne, 2001), Tunisian banks (Naceur,
2003) Korean banks (Fadzlan, 2011) and Pakistani Banks (Khizer
et al., 2011). All these studies have employed one way panel data
(observations are stacked by time, not by banks) for just a single
country and primarily for short periods of time. The second group
of studies has made use of data belonging to more than one coun-
try. For this group, it may be refereed to the research undertaken
for 44 countries by Demirguc-Kunt and Huizinga (2000) and another
study undertaken for Sub-Saharan African countries (Valentina and
McDonald, 2009). Demirguc-Kunt and Huizinga (2000) have averaged
the financial data of banks over time and have come up with the one
way panel data structure (observation are stacked by banks, not by
countries).
Both sets of studies have only made use of one way panel data
format and none of the studies have considered the unobserved coun-
tries effects. In this regards, this study is unique since it makes use of
two-way panel data structure or three-dimensional panel data. Data
for 18 Asian countries, spanning over a period of 20 years has been
utilised in an attempt to contribute to the literature.
2.3 Bank profitability
In this section, variables that are used to measure profitability are
listed and explained, Secondly, the determinants of bank profitability,
which have been grouped into three groups: banks-specific, industry-
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specific and macro-economic factors, are explained.4. See Figure 2.1.
Figure 2.1: Determinants of banks’profitability
Indranarian (2009)
2.3.1 Measure of profitability
As mentioned in the literature review, return on equity (ROE) and
return on assets (ROA) can be used as an index for measuring the
profitability of banks. The first ratio measures the rate of return on
ownership interest (shareholder’s equity) of common stock owners. It
measures a firm’s efficiency in relation to generate profits from every
unit of the equity of shareholders (also referred to net assets or assets
minus liabilities). Alternatively, in other terms - the term ROE is an
indicator of how well a company is able to use investment funds in
order to generate growth in earnings. The second ratio (ROA) is an
indicator to show what a company can do with its resources, i.e. how
many dollars of earnings is derived per dollar of assets controlled. It
is a useful measure for comparing competing companies in the same
industry and the value will vary widely across different industries.
Return on assets provides an indication of the capital intensity of a
4see Indranarian (2009) for using a similar approach
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company, which will depend on the industry; companies which require
large initial investments will generally have lower return on assets.
2.3.2 Bank-specific determinants
For bank-specific determinants reliance is placed in some of the com-
ponents included in CAMEL(S)5 (see Appendix A.2) methodology.
The components included are capital protection, asset quality, man-
agement competence, efficiency, liquidity and sensitivity to the mar-
ket. Individual components and their relationship with profitability
are described in detail below.
1-Capital Protection Structure and Leverage. Adequacy of
capital is one of the important elements for assessing the financial
status of FIs. A financial institution is expected to maintain cap-
ital that is commensurate with the nature and extent of risk it is
exposure to. The effect of credit, market, and other risks influencing
the institution’s financial condition should be taken into considera-
tion, when evaluating the adequacy of capital. The type and quantity
of risk inherent in an institution’s activities will determine the ex-
tent to which it may be necessary to maintain capital at levels above
required regulatory minimums. This required regulatory minimums
are essentially defined by Basel II regulations to appropriately reflect
potentially adverse consequences that these risks may have on the in-
stitution’s capital (Yuen and Ling, 2006). The capital adequacy of an
institution is assessed by evaluating the ability of FIs to raise capi-
tal from markets and other sources, including support provided by a
parent holding company. Capital protection is primarily captured by
the following two ratios: one, by capital adequacy ratio (CAR) and
secondly, by equity to asset ratio, both of which are expected to have
a positive impact since the greater the capital is, the FI needs to pay
a lesser amount for interest expenses of its financial borrowing.
Financial leverage ratios provide an indication of the long-term
solvency of the firm. These ratios measure the extent to which the
firm is using long term debt. In order to select a proxy of leverage,
5Other standard factors such as CAMELS are PATROL, ORAP, GIRAFE,
PEARLS but CAMELS is more popular.
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debt ratio which is defined as total debt divided by total assets and
the debt-to-equity ratio, which is defined as total debt divided by total
equity, can be employed.
2-Asset Quality. The asset quality reflects the quantity of ex-
isting and potential credit risk associated with the loan, investment
portfolios and off-balance sheet transactions. The ability of manage-
ment to identify, measure, monitor, and control credit risk is also
reflected in asset quality. During the evaluation of asset quality, one
should consider the adequacy of allowance for loan losses and exposure
to counterparties. Some popular asset quality ratios include loan loss
provision/total loans ratio, net charge offs/average total loans ratio,
actual loan losses/provisions ratio, loan loss reserves/non-performing
assets ratio and non-performing assets/total assets ratio. It is ex-
pected that asset quality ratios, mentioned above, have a negative
impact on profitability.
3-Earning Strength or Efficiency Ratio. Not only does this
component reflect the quantity and trend of earnings, but also factors
that may affect the attainability or quality of earnings. The quantity,
as well as the quality of earnings, can be affected by excessive or in-
adequately managed credit risk. This can result in loan losses, which
may require additions to the allowance for loan and lease losses. Earn-
ing performance ratios determine if the operations of banks generate
adequate returns on the assets and equity. The gross profit margin
is a measure of the gross profit earned on sales. Some of the popu-
lar ratios for profitability monitoring are; return on loans, return on
investment, interest margin, net income per staff and net income to
staff costs ratios. It is expected that earning has a positive impact on
profitability.
4-Liquidity. While evaluating the adequacy of liquidity position
of FIs, consideration should be given to the current level and prospec-
tive sources of liquidity compared to funding needs, as well as to the
adequacy of funds, management practices relative to the institution’s
size, complexity, and risk profile. In general, management practices
for funds should ensure that an institution is able to maintain a cer-
tain level of liquidity which is sufficient to meet its financial obliga-
tions in a timely manner and to fulfil legitimate banking needs of its
community. Practices should reflect the ability of the institution to
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manage unplanned changes in funding sources, as well as be able to
react to changes in market conditions that affect the ability to liqui-
date assets with minimal loss quickly. In addition, fund management
practices should ensure that liquidity is not maintained at a high cost,
or through undue reliance on funding sources that may not be avail-
able in times of financial stress or due to adverse changes in market
conditions (Yuen and Ling, 2006). It is expected that the impact of
liquidity on profitability is ambiguous. Some of the liquidity ratios
used in the literature include deposit to asset ratio, total loan to to-
tal deposits ratio and total loans to total assets ratio (Athanasoglou
et al., 2006).
5-Market Risk (Sensitivity to Market). The sensitivity to
market risk component reflects the degree to which changes in inter-
est rates, foreign exchange rates, commodity prices, or equity prices
can adversely affect FIs’ earnings. When evaluating this component,
consideration should be given to management’s ability to identify,
measure, monitor, and control market risk. Also, consideration ought
to be given to the adequacy of the FIs capital and earnings, in relation
to its level of market risk exposure (Yuen and Ling, 2006). The ratio
of price to book value per share can also be used as proxy for measur-
ing sensitivity towards the market. This ratio is a financial ratio used
to compare a company’s book value with respect to its current market
price. Book value is an accounting term denoting the percentage of
the company that is held by shareholders, in other words, the com-
pany’s total tangible assets excluding its total liabilities. This ratio is
expected to have a positive effect on profitability of FIs. As reported
by Athanasoglou et al. (2006) “In 1999, total profits, and particularly
those resulting from financial transactions, exhibited a significant in-
crease (more than 100%), mainly due to the boom in share prices in
the Athens Stock Exchange.” Another reason appears to be that usu-
ally the management has a monetary interest in the company i.e. they
either possess a significant number of company shares, have salary in-
centives or stock options linked to performances, which is tied to the
company’s stock prices.
It can be seen that the bank-specific determinants described above
are useful indicators for measuring the financial performance of FIs.
The majority of these ratios can be calculated using information from
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financial statements. Moreover, financial ratios, unlike absolute fig-
ures, can be used to compare the financial health of FIs.
2.3.3 Industry and macro-economic determinants
Beside bank-specific factors, which primarily relate to internal deci-
sion making processes, exogenous factors are related to the banking
industry and the macro-economic environment of the country and
have an impact on the profitability of banks. Some of the possible
industry factors include domestic credit provided by the banking sec-
tor(as a percentage of GDP), deposit interest rates, lending interest
rates, interest rate spread, bank capital to total assets ratio, non-
performing loans to total gross loans ratio, bank liquidity reserves to
bank assets ratio and claims on central government. Moreover, for
macro-economic determinants on the profitability of banks, one may
refer to GDP per capita growth, real interest rates, current account
balance, inflation rates (CPI/GDP deflator), money and quasi money
supply (M2), gross domestic saving (as a percentage of GDP), trade
(as a percentage of GDP), foreign direct investment net inflow (as a
percentage of GDP) and financing via the international capital market
(gross inflow as a percentage of GDP).
It would be expected that per capita GDP will have a positive
effect on the profitability of FIs since growth in per capita GDP im-
plies an expansion of the economy, which in turn implies there is more
activity for banking operation. Consequently, there is increased prof-
itability (Athanasoglou et al., 2006). Cyclical output and the level of
economic development are usually used to represent business cycles
since the profits of banks are expected to be correlated with business
cycles - profits being higher in case of upswings and lower in case of
downswings (see (Huizinga and Demirg-Kunt, 1999)).
An ambiguous effect on profitability can be expected in respect to
inflation. In cases where FIs have the ability to adjust their margins
with the inflation rate, profitability behaves in a pro-cyclically manner
with inflation. On the other hand, in cases where FIs are unable to
adjust their margins with the inflation rate, profitability behaves in
counter-cyclically manner with inflation rate (Vong and Chan, 2008).
Money and quasi money (M2), an index for expansionary mone-
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tary policy is expected to have a positive impact on profitability. Since
banks are flushed with more money as consequence of expansionary
monetary policies, they lend more.
Deposit and lending rates as indexes for industry related variable
are expected to have negative and positive impacts on the profitability
of the entire banking system.
In addition to the above mentioned bank-specific and industry
specific factors and their impact on profitability, one may wish to
make use of dummy variables in order to capture and analyse the
effects of developmental status and the type of exchange rate regime,
on FIs profitability (see (Marianne, 2001)).
2.4 Methodology
In this section, the methodology employed for identifying the deter-
minants affecting the profitability of banks is explained. The section
comprises of two sub-sections. First, one-way and two-way panel mod-
els are described. Secondly, the variance component model and mixed
model that will be employed in this study are explained.
2.4.1 One way versus two way error component
model
For usual panel data structure, observations are stacked by time, for
instance, for panel model with m cross sectional units over n time
periods will have:
yit = αi + x2itβ2 + x3itβ3 + ...+ xkitβk + uit (2.1)
or
yit = αi + x
′
itβ + uit (2.2)
when αi is fixed, it yields the fixed effect model. However if αi
is assumed to be random in cross-sections, αi will be:
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αi = α + δi (2.3)
where α is the mean intercept and δi is individual cross sectional
effect which is randomly distributed. Thus, it can be written;
yit = α + x
′
itβ + δi + uit i = 1, 2, ...,m, t = 1, 2, ..., n (2.4)
The above model is known as one-way random effect or one-
way error component model. Instead of just cross-sectional effect
one might also like to capture the time effect. Thus, it can be written;
αit = α + δi + λt (2.5)
where α is the overall effect, δi is individual cross sectional effect,
and λt is the time effect, so for this case, the model becomes:
yit = α + x
′
itβ + δi + λt + uit i = 1, 2, ...,m, t = 1, 2, ..., n (2.6)
when δi and λt are fixed, the above model is called two-way fixed
effect model. However, when δi and λt are random, the model is
called a two-way error component model , or two-way random
effect model .
2.4.2 Model
Since the data structure is clustered, possessing three levels which
include FI, time and country, first, a group variation check is under-
taken. This can be accomplished by using the variance component
model (random intercept model). If it is found that there is signif-
icant group variation, it means that the groups have different inter-
cepts from the mean regression line. In addition, related explanatory
variables for each level (financial variables, as well as macro-economic
variables) are added and verified for fixed and random effects.
23
Variance components/random intercept model
In order to check group effects, a two-way random intercept model or
variance component model is used, as presented below. This model
does not appear to be interesting by itself; however, it provides a base-
line which enables comparison of more complex models (with more
descriptive variables).
Πitk = β0itkCons (2.7)
β0itk = β0 + ν0k + u0tk + e0itk (2.8)
[
ν0k
] ∼ N(0,Ων) : Ων = [ σ2ν0 ]
[
u0tk
] ∼ N(0,Ωu) : Ωu = [ σ2u0 ]
[
e0itk
] ∼ N(0,Ωe) : Ωe = [ σ2e0 ]
Where Πitk is the dependent variable, Cons is constant, ν0k is the
random effect at country level, u0tk is the random effect at time level,
and e0itk is the random effect at FI level. Ων is the variance between
countries, Ωu is variance between times within countries and Ωe is
variance between FIs within times and within countries and β0 is the
population mean. To test the significance of coefficients and random
intercepts t-test6 can be employed .
6This study has made use of a specific software, MLWIN (See Steele and Ras-
bash (2009)) which is specialised for fitting multilevel models with more than two
level (one way panel) and the required data structure for this software is in long
data format. By using this software, it is possible to test for random as well as
fixed effect models.
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Mixed model/two-way random intercept and random slope
model
Conceptually, if data has a hierarchical structure using more than one-
way panel model, as stated by Steele and Rasbash (2009) it “enables
the researcher to understand where and how effects are occurring. It
provides better estimates in answer to the simple questions for which
single-level analysis were once used and in addition allows more com-
plex questions to be addressed”. Furthermore, ignoring clustering
generally causes standard errors of regression coefficients to be under-
estimated7 leading to the test of significance and confidence intervals
to be biased. This can lead to unreliable results (for more detail in
this issue refer to Chen (2012) where they conclude that when a higher
level structure in cross-sectional data is ignored, the variance at the
higher level is redistributed to the lower level, thus affecting the hit
rate and group mean and standard error estimates.).
To test the relationship between bank profitability and the bank-
specific, industry related and macro-economic determinants described
above, a two-way panel model or three-level model is estimated. It is
structured with FIs at the first level, time (t) at the second level and
countries (k) at the third level. Therefore, the three-level or two-way
random effect model can be specified as below:
Πitk = β0itkCons+
J∑
j=1
βjX
j
itk +
L∑
l=1
βlX
l
tk +
M∑
m=1
βmX
m
tk +
N∑
n=1
βnX
n
k
(2.9)
7As an example, consider models of electoral behaviour. Voters are clustered
within wards and wards within constituencies. If standard errors were underes-
timated, it might be inferred, for example, that a real preference for one party
existed or course of action over another, when in fact that preference, estimated
from the sample, could be ascribed to chance. Correct standard errors would be
estimated only if variation at the ward and constituency level were allowed in the
analysis. Employing more than one-way panel model provides an efficient way
of undertaking this task. Also, it makes it possible to model and investigate the
relative sizes and effects of ward characteristics and of constituency characteristics
on electoral behaviour, as well as that of individual characteristics such as social
group (Steele and Rasbash, 2009).
25
β0itk = β0 + ν0k + u0tk + e0itk (2.10)
β1itk = β1 + ν1k + u1tk + e1itk (2.11)
.
β(s1)itk = β0 + ν(s1)k + u(s1)tk + e(s1)itk (2.12)

ν0k
ν1k
ν2k
ν3k
.
ν(s1)k
 ∼ N(0,Ων) : Ων =

σ2ν0
σν01 σ
2
ν1
σν02 σν12 σ
2
ν2
σν03 σν13 σν23 σ
2
ν3
. . . . .
σν0(s1) σν1(s1) σν2(s1) σ
2
ν3(s1) . σ
2
ν(s1)


u0tk
u1tk
u2tk
u3tk
.
u(s1)tk
 ∼ N(0,Ωu) : Ωu =

σ2u0
σu01 σ
2
u1
σu02 σu12 σ
2
u2
σu03 σu13 σu23 σ
2
u3
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where Πitk is the profitability of the bank i at time t for coun-
try k, with i = 1, , ..., N ; t = 1, ..., T and k = 1, ..., K, Cons is
a constant term.
∑J
j=1 βjX
j
itk are the series of explanatory vari-
ables related to financial institutions,
∑L
l=1 βlX
l
tk are the series of
industry,
∑M
m=1 βmX
m
tk are the series of macro-economic variables and∑N
n=1 βnX
n
k are the country dummy variable, β0 is the population
mean, ν0k, u0tk and e0itk are random intercept effects for countries,
time and FIs as explained in variance component model and σ2ν0, σ
2
u0
and σ2e0 are their related variances. If one wants to model slope coef-
ficients also as random, the diagonal and off diagonal elements of Ων ,
Ωu and Ωe variance-covariance matrixes appears. s1 is the summation
of j, l, m & n. The above model is a two-way error component or ran-
dom effect regression model, where ν0tk ∼ N(0, σ2) and u0k ∼ N(0, σ2)
are independent from eitk ∼ N(0, σ2). Iterated general least squares
(IRGLS) are made use of in order to estimate the model. The model
is run until convergence is achieved.
2.5 Data
The main objective of this study is to identify the primary determi-
nants of the profitability of banks. For this purpose, bank-specific,
macro-economic and industry specific variables are employed. Few
studies have been undertaken for Asian countries in terms of bank-
ing profitability determinants. Therefore this study selected data of
FIs from 18 Asian countries8 over the period between 1990 to 2010.
These countries have been selected according to the availability of
data in the Bloomberg data base. Table 2.1 lists the variables em-
ployed to proxy profitability and its determinants (also included are
the expected effects of determinants according to the literature). As
it can be observed from the table, some variables are expected to have
positive effects on the profitability of banks e.g. net interest margin
8Armenia, China, Georgia, Hong Kong, Kazakhstan, Kyrgyz Republic,
Malaysia, Philippine, Singapore, Sri Lanka, Thailand, Uzbekistan, Vietnam, In-
dia, Indonesia, Pakistan, Azerbaijan, South Korea, which are all borrowing mem-
bers of Asian Development Bank.
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(NIM)9, annual GDP growth while other variables are expected to
have negative impact on the profitability of banks e.g. loan to deposit
ratio and deposit interest rate. In addition, some of the variables are
expected to have an ambiguous effect on the profitability of banks e.g.
annual inflation rate.
Table 2.1: Variables and their expected signs
In Figure 2.2 and Figure 2.3 the distribution of the data sample
is presented. In total, there are 2112 unbalanced10 observation over a
period of 21 years for 218 FIs. The majority of the observations (out
of a total of 2112 observations) belong to India, Philippine, Indonesia,
Malaysia, Thailand, Pakistan. The least number of data observations
9Net interest income is the difference between interest earned on loans and
other assets and interest paid on funding. It excludes income from fees, com-
missions, trading activities and one-off gains classified as non-interest income in
annual reports. The net interest margin is defined as the ratio of net interest
income to average interest earning assets. It captures the profitability of a bank’s
core intermediation function.
10For some countries information for very few FIs and (or) for few years only
was obtained. It is considered that even a single FI, can play the role of an effec-
tive entity in causing a major financial crash as Mannasoo (2004) stated “every
single institution has a special value on small, transparent market. Even if the
institution in question is not systemically important, its default would dismantle
the reputation of the whole sector.”
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belong to Uzbekistan, Kyrgyz Republic, Armenia and Georgia. Due
to the availability of data for recent years, the data distribution is
skewed towards the right. The data set comprises of bank related
financial data obtained from the financial statements of banks. The
other type of data set comprises of macro-economic data obtained
from World Bank macro-economic database.
The data used is structured as long format panel, where countries
and banks are stacked by time which results in a three levels struc-
ture. By making use of such a format, it is possible to include the
time variant variables11 for countries (macro-economic and industry
variables) as well as time variant variables for FIs.
11In contrast, time invariant variables which are fixed during the time exist e.g.
exchange rate regime.
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2.6 Results
2.6.1 Descriptive Statistical Analysis
Figure 2.4 and Figure 2.5, illustrate the average trend of ROE and
ROA for FIs for the 18 Asian countries in the data sample for the
period between 1990 to 2010.
In 1999, with the start of the Asian crises12 which affected nine
big economies, ROE drastically fell down more than -13% at the peak
of the crises and recovery to pre-crises level was completed by 2004.
Similarly, while examining the data, another drop in ROE and
ROA can be seen with the start of the financial crises in 2007 and
its peak in 2009 and 2008 where ROA and ROE dropped to less than
0.3% and 10%. Despite recovery, the trend appears to still be below
the pre-crises level.
Although during both crises, the figures (specially ROE) shows a
decreasing trend which started before 1999 for the Asian crises and
before 2007 for the recent global crises. These trends show that most
of the crises appear to have their first impact on financial markets
where banks and financial institutions are major players.
Figures 2.6 and 2.7 and Table 2.2 and Table 2.3 show the
12The crisis commenced in Thailand with the financial collapse of the Thai baht.
This occurred after the Thai government was forced to float the baht due to a lack
of foreign currency to support its fixed exchange rate, cutting its peg to the USD,
after exhaustive efforts to support it in the face of a severe financial overextension
which was, in part, real estate driven. As the crisis spread, most of Southeast Asia
and Japan saw a slump in currency, devalued stock markets and other asset prices,
and a precipitous rise in private debt. Indonesia, South Korea and Thailand were
the most affected countries by the crisis. Hong Kong, Malaysia, Laos and Philip-
pines were also negatively impacted by the slump. China, Taiwan, Singapore,
Brunei and Vietnam were, in comparison, less affected, although all countries suf-
fered from a loss in demand and of confidence throughout the region. The effects
of the crisis lingered through 1998 and the growth in Philippines virtually dropped
to zero during the same year. Only Singapore and Taiwan proved relatively insu-
lated from the shock, however, both countries suffered serious hits in passing, the
former more so due to its size and geographical location between Malaysia and
Indonesia. By 1999, however, analysts noticed signs that the economies of Asia
were beginning to recover. Following the Asian Financial Crisis, economies in the
region are working toward financial stability and on financial supervision.
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trend of ROE and ROA with greater detail for each country. It can
be seen, especially for the case of Thailand and South Korea, the
ROE ratio dropped to -111% and -54.3%, respectively, during the
peak of the crises in 1999. In addition, it is possible to note the
impact of the recent financial crises of 2007, hitting its peak in 2008,
when the ROE dropped to 10% with the country affected the hardest
being Georgia. As one can understand from the average of ROEs,
the recent crises had its origin in 2005 where it can be observed the
start of a decreasing trend. This year is one year after the recovery of
the Asian crises. Therefore, it can be concluded that profitability of
financial institutions are worsened prior to the crises actually hitting
the markets. On average, as shown in Table 2.2, the biggest figure for
ROE occurred in 1994 at 18.7% and the lowest figure was recorded in
1999 when the Asian financial crises reached its peak. In 1999 ROE
dropped to -13.8% with Thailand having to suffer the most.
Furthermore, mapping has been undertaken for the three groups
of variables, financial (micro) and banking industry and macro vari-
ables with the ROA of FIs. These are illustrated in Figure 2.8. As
it can be seen in the figure, variables which are expected to have
a negative impact on profitability, tend to possess a counter-cyclical
trend when compared to the trend exhibited by ROA. This means
that when the variables display an increasing trend, profitability ap-
pears to present a decreasing trend and vice versa. Such variables are
non-performing assets to total asset and average deposit interest rate.
Non-performing asset ratio experienced recent peak in 2009, in time of
a global financial crises. On the other hand, other groups of variables
which are expected to have a positive impact on profitability showed a
pro-cyclical trend with profitability over time. Such variables are net
interest margin and GDP growth. Other variables, whose impact is
expected to be mixed on profitability, exist, one example being, infla-
tion. The sample appears to shows a negative impact for this variable.
Inflation has a negative impact on profitability whenever banks are
unable to compensate for the increase in inflation by adjusting their
margins.
In Figure 2.6 and Figure 2.7 it can be seen that Thailand, Indone-
sia and South Korea as the most affected Asian economies. Moreover
the counter-cyclical impact are more pronounced during the Asian
33
crises period where counter cyclical variables of the profitability of
banks such as inflation, non-performing assets and industry deposit
rates had peaked and pro-cyclical variables such as GDP growth and
net interest margins had demised to their lowest level in 1998. This
is shown in Figure 2.8 .
It is worth noting that since two main structural breaks are shown
in the time series, Asian crises with its peak in 1999 and the recent
world financial crises with its peak in 2009, it is well-known that
inappropriately omitting breaks can lead to misleading inference in
time series testing. In respect to taking care of structural breaks, the
first treatment is inclusion of dummy variables for the two structural
breaks. However as far as panel data concerned, inclusion of time-
invariant variables -representing structural breaks- are automatically
being dropped from the panel regression model as result of collinearity.
This happens because Panel regression models involve subtracting
group means from the regressors. This means that only time-varying
regressors can be included in the model. As dummies are constant
within grouping variable and since the fixed effects estimator takes out
all the variance at the group level, so there will be nothing left for the
other dummies to explain. In other words, fixed effects regressions are
time-invariant and theoretically have perfect multi collinearity with
individual dummies. As employing time invariant dummies in order
to take care of structural breaks is not possible in the panel regression
model as result of collinearity, therefore another methods is called for.
As stated by Dobnik (2011), since the pioneering work of Perron
(1988), it is well known that it is critical to allow for structural breaks
when testing time series for unit roots. The failure to take into account
the potential presence of structural breaks may lead to misleading
inference regarding the order of integration. For instance, a stationary
time series with a broken trend could be mistaken for a non-stationary
process if the unit root test neglects the presence of structural breaks
(Perron, 1988).
The investigation for several unit root tests which at the same time
are taking care of structural breaks and dependencies between cross
sections, shows that none are applicable to the data set analysed in
this chapter which are characterized by three-dimension and strongly
unbalanced format (more details are provided in Appendix D.1). There-
34
fore the investigation to develop a proper unit root test for such unbal-
anced panels with long time series that include more than one break
in left for future research.
35
Figure 2.4: Trend of Return on Assets over time
Figure 2.5: Trend of Return on Equity over time
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2.6.2 Empirical results
As a first step for the estimation process, data for fixed or random
effect is tested by employing a variance component model. This shows
the variance in each group or at every level (countries, time and finan-
cial institutions) and is referred to as the base model in this study.
When examining the second column of Table 2.6 which lists stan-
dard errors for the base model, one can decide whether to proceed
with the fixed effect or random intercept model. For all three levels,
the t-statistic is found to be significantly rejecting the null hypothesis
that the groups are not different. This implies that one should pro-
ceed with random intercept model and with these results; it is now
possible to imagine separate regression lines for each FI over time.
The second step is progressed by estimating four models. These
models differ in terms of inclusion of different sets of explanatory vari-
ables. In Model 1, only bank-specific variables are added to the base
model. In Model 2, industry-specific variables are added to Model
1. In Model 3, macroeconomic variables are added to Model 2 and
finally, in Model 4, explanatory variables are made use of in Model 3
and allow for random slope coefficients.
By progressing from Model 1 to Model 4, the objective is to as-
sess whether or not adding more explanatory variables leads to the
construction of a “better” and robust model. In order to test this a
Likelihood ratio test (LR)13(Vuong, 1989) and Intra Class Correlation
(ICC) ratio14 The estimation results of the four models are presented
in Table 2.6.
13The likelihood ratio test statistic is computed as −2logL1− (−2logL2) which
under the null hypothesis H0 follows a chi-squared distribution with q degrees of
freedom, where q is the difference in the number of parameters between the two
models (Steele and Rasbash, 2009).
14Intra Class Correlation ratio shows how the total variance is distributed among
levels, for example, how much total variance belongs to variation in country level,
times level and FIs level (Moerbeek, 2004) is employed. ICC between countries;
ρ1 (within same countries, different time and different FIs) can be calculated as;
ICC = ρ1 =
σ2ν
σ2e + σ
2
u + σ
2
ν
Similarly, ICC between time; ρ2 (within same countries, same time and different
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In Model 1, bank-specific variables are included. The relationship
between net interest margin and bank profitability is considered to be
positive and provides support to the results of Demirguc-Kunt and
Huizinga (2000), Huizinga and Demirg-Kunt (1999) and Holton et al.
(2013). The positive results indicate that efficient cost management
is a prerequisite for improved profitability for all banks. In other
words, ensuring that a reasonable margin exists, possessing the ability
to react to the market interest rates and being able to avoid fixed
interest lending leads to a sounder margin. This is likely to result in
more sustainable profits.
In reference to the impact of bank liquidity, loan to deposit ratio
is unlike one’s expectation. It is positively related to the profitability
of banks, however, with a minor impact. These results are in contra-
diction with Hanweck and Ryu (2013) results which examined how
bank funding structures have changed over time, especially, during
the run-up to the crisis- and how these structures affect financial sta-
bility. Their analysis takes into consideration banks from a number of
advanced and emerging market economies and includes systemically
important banks. Their analysis shows that healthy banks rely more
on equity and less on debt (especially short-term debt) and have a
more diversified funding structures with lower loan-to-deposit ratios.
As expected, the impact of credit risk (non-performing assets to
total assets as a proxy for credit risk) appears to have a negative
relationship with bank profitability, implying that banks possessing
more non-performing asset will exhibit less profitability since more
provisioning will be required. Another justification for such a neg-
ative relationship, as stated by Hou (2005) is that “increased non-
performing loans can cause the decline in commercial bank credits, as
banks with high level of non-performing loans in their portfolio may
become increasingly reluctant to take up new risks and commit new
loans”.
Price to book value per share is another financial ratio that has
FIs) can be calculated by using the following formula;
ICC = ρ2 =
σ2u + σ
2
ν
σ2e + σ
2
u + σ
2
ν
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a significant and positive effect on profitability. As also reported by
Athanasoglou et al. (2006) “during the boom in stock market, total
profits and particularly those resulting from financial transactions, ex-
hibited a significant increase (more than 100%).” Also as stated by
Keat and Young (2008) “Stock prices are a reflection of a company’s
profitability. If managers do not seek to maximize profits, stock prices
fall and firms are subject to takeover bids and proxy fights15.” The
primary role of the stock market is to act as a barometer for finan-
cial health. Analysts relentlessly scrutinise companies, and this in-
formation affects the traded securities of companies. Therefore, cred-
itors usually look favourably upon companies whose shares perform
strongly. This preferential treatment is, in part, due to the link be-
tween a company’s earnings and its share price. Over the long term,
strong earnings are a good indication of the company’s ability to meet
debt requirements. As a result, the company will receive cheaper fi-
nancing through a lower interest rate, which in turn increases the
amount of value returned from a capital project. Subsequently, this
results in more profitability for the firm. Alternatively, favourable
market performance is useful for a company seeking additional eq-
uity financing. If there demand exists, a company is always able to
sell more shares to the public in order to raise money. Essentially,
this process is similar to printing money, and this is not necessarily
damaging for the company - as long as it does not dilute its existing
share base excessively, in which case, issuing more shares can have
disastrous consequences for existing shareholders.
Model 2 is progressed by adding industry-specific variables, such
as deposit interest rate to Model 1. Deposit interest as a proxy for
monetary authority interest rate policy, has a negative effect on prof-
itability. This is due to an increase in the cost of borrowing for credit
customer, which reduces the numbers of profitable projects. It is
15An event that occurs when the stockholders of a corporation develop oppo-
sition towards some aspect of corporate governance, often focusing on directorial
and management positions. Corporate activists may attempt to persuade share-
holders to use their proxy votes to install new management for variety of reasons.
Shareholders of a public corporation may appoint an agent to attend shareholder
meetings and vote on their behalf. That agent is referred to as the shareholder’s
proxy.
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known that there is an adverse relation between interest rate and
the investment in an economy. Therefore monetary authorities by in-
creasing the interest rate, decreases the number of projects that meet
the minimum internal rate of return (IRR) for investments, compared
with the cost of credit. The results are supportive of the results pro-
duced by Hanweck and Ryu (2005) where they found that, for most
bank groups16 which were considered, after-tax earnings were less sen-
sitive to interest-rate changes than NIM are, however, the degree of
sensitivity differs amongst banks with different product-line special-
ties.
For Model 3 macro-economic variables are added to Model 2. In-
flation (consumer price index), as expected, negatively impacts on
profitability. The negative impact implies that the management of
banks are unable to fully forecast future inflation levels, which in turn
indicates that interest rates have not been adjusted appropriately to
achieve higher profits. This may also be viewed as a result of the suc-
cess of bank customers (opposed to bank managers) to fully anticipate
inflation, implying that above normal profits could not be achieved
from asymmetric information. Most studies undertaken suggest an
ambiguous impact of inflation upon profitability (see Athanasoglou
et al. (2006)). The impact of GDP growth on profitability, as ex-
pected, appears to have significant effect which is positive. This is
due to the requirement for additional money being circulated which
results in more lending and therefore, more profitability. This result
is consistent with the findings of most of studies such as Vong and
Chan (2008), Naceur (2003), Tan and Floros (2012) and Valentina
and McDonald (2009). In order to fully analyse and understand other
remaining country related effects, dummy variables are used. Two
variables are employed: development status of countries (developed
and developing) and the exchange change regime of countries (cate-
gories include free float regime, managed float regime, different types
of currency pegging). The results demonstrate that a “developed”
status appears to have a negative effect on the overall profitability
and countries with a managed float regime appear to have a positive
16Their sample covered 12 different bank groups based on the specialisation and
asset size of the bank at the end of each quarter.
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impact on profitability. The effect of exchange rate fluctuations on
profitability of banks, as shown by Demirguc-Kunt and Detragiache
(1997) depends on the ability of FIs to protect themselves against
speculative attacks. In addition, as reported by Moody’s, the effect of
currency depreciation has a direct impact on a corporation’s immedi-
ate liquidity - where interest or principal payments are due in the near
future when there is clearly little time for reversal of the exchange rate
movements. Therefore, countries with managed float exchange rate
regimes are more relatively more secure in managing exchange rate
fluctuations when compared to countries with free float regimes.
In Model 4, random slopes of explanatory variables are tested. A
systematic procedure is used where explanatory variables are allowed
to have random slopes at their own or upper levels17 and the model
is run until convergence is achieved and coefficients are estimated.
In Table 2.6 the random effect is shown in the bottom portion of
the table. As mentioned, descriptive variables can be allowed to be
random in their related level or upper level. For instance, after test-
ing the random slope of the explanatory variables, it is found that net
interest margin is random at time and FI level and price book value
per share to also be random at time level. Modelling them as a ran-
dom slope led to the explanatory power of the model being increased
enormously. Therefore, variance-covariance matrixes or interactions
between intercept and variables for three levels are shown. For in-
stance in Model 4, at time level, interactions between intercept and
slope18 of net interest margin is -5.61 implying that the higher the
magnitude of intercept for FIs, lower the slope of net interest margin
variable. This is similar to the time level, which indicates the same
pattern for each point in time.
Comparison of models using likelihood ratio test and ICC ratios al-
lows the selection of the best model (Table 2.4). In terms of likelihood
ratio, it can be noticed that -2logL for base model (15,921) decreases
significantly to 5,168 for Model 4. For Model 4, the intra-country
correlation decreases to 0 from 5.81 for the base model. Therefore,
17FIs’ variables (financial ratios) can be made random at the country level, how-
ever, it is not possible to make related variables for countries (macroeconomics),
whether time variant or time invariant (dummy) to be random at the FI level.
18Positive implies, more the intercept, more the slopes of the variable.
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according to these criteria, Model 4 is selected as the “best” model in
terms of explanatory power.
Table 2.4: Intra Class Correlation ratios for ROE as dependent vari-
able
Table 2.5: Intra Class Correlation ratios for ROA as dependent vari-
able
2.6.3 Robustness checks: alternative measure of
bank profitability
In order to verify robustness of the results, return on equity is replaced
with return on assets as the dependent variable. The results are pre-
sented in Table 2.7. It is worth noting that all regression models per-
form reasonably well with almost all coefficients of baseline variables
staying same: they maintain the same sign and remained significant
as they were in the models with ROE as dependent variable. However,
the value of -2logL for Model 4 is 2746 which decreased significantly
from 11,000 for the base model. In addition, when ROA is used as the
dependent variable, the coefficient on exchange rate regime and price
to book value per share lose their explanatory power in most of the
estimated regression models. Moreover, similar to the original model
the ICC ratios (see Table 2.5) allow for Model 4 being selected as the
best model.
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2.7 Concluding remarks and direction for
future research
In this study, an empirical framework has been specified to investi-
gate the effect of bank-specific, industry-specific and macroeconomic
determinants on the profitability of banks for 18 Asian countries. Us-
ing the unbalanced data, an attempt to examine the determinants of
bank profitability in Asian countries over the period 1990-2010 has
been made by testing several banking, industry and macro-economic
variables. This has produced 4 models which have used annual fi-
nancial data from 218 banks in 18 countries (which are all borrowing
members of Asian Development Bank) resulting in 2112 observations.
For estimation, a two-way random effect panel model has been
used. The results show that net interest margin as proxy of efficiency,
non-performing loan to loans as proxy of asset quality, loan to de-
posit as proxy of liquidity and price book value per share as proxy of
sensitivity to market have significant impacts on profitability which
have been defined as bank specific variables. For industry specific im-
pacts, industry deposit interest rate has been employed which shows
to have a significant impact on the profitability of banks. The other
sets of variables, such as GDP growth rate and inflation rate, represent
macro-economic variables, show a strong impact on the profitability
of the banks. The impacts of the variables appear to show compati-
bility with existing literature. Moreover, some new dummy variables
such as exchange rate regime type, as well as development status of
the economy on profitability have been defined and tested. Results
shows that countries with free float exchange rate regimes are exposed
to increased volatility in profitability.
The findings of this study has considerable relevance to policy since
the identifications of profitability drivers can help forecast future fi-
nancial status of the FIs by using forecasted macro-economic, banking
industry data and budgeted financial statements of FIs. Such models
can assist and play a role of a dynamic system for the assessment of
FIs and help detect financial fragility before occurrence.
For instance, it has been found that net interest margin is one of
the determinants for profitability of FIs. Therefore, a large proportion
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of long-term, low margin loans on the balance sheets of banks indicate
that rebuilding net interest margins and overall profitability is likely
to be a long, drawn-out process. As a result, FIs require awareness
of adverse results by booking the bulk of their credit portfolio with
fixed interest rate and long terms loans. This could lead to rigidity in
their interest income compared to their interest expense (if they bear
short-term liabilities) in case of a sudden change in interest rates in the
economy. The negative impacts can occur upon decreasing net interest
margins (in worst case scenarios can also include negative net interest
margins) which result in lower profitability/loss or even if continued
for several years in succession, it could result in the bankruptcy of
FIs. Therefore, FIs always require careful consideration of interest
rate, in both their asset and liability sides at all time. In most banks,
the (Asset Liability Management) ALM unit is responsible for these
issues.
Similarly, it is found that the adverse relationship between the
profitability of banks and regulated deposit rates. The findings imply
that an understanding of the systematic effects of changes in interest-
rate on bank NIM are likely to help in better prepare for variations
in contingent liability associated with adverse developments in the
macro-economic and financial market environment. As such, one can
refer to abrupt/sudden increase of the interest rate by regulatory au-
thorities as one of the monetary instruments to neutralize FX specu-
lation attacks.
The other issue which banks need to consider is the share of NPL
in their credit portfolio. On most occasions, in order to achieve un-
usual targets such as growth in lending, FIs start to behave in an
aggressive manner and increase their lending activities. However, in
cases where the bank does not possess sufficient resources of credit
officers to undertake appropriate due diligence analysis of customers,
it results in a high portion of non-performing loans. This translates
to high loan loss provisioning and the writing-off expenses which de-
creases profitability and in extreme cases, could result in decreasing
the equity of the bank. As also stated by Capitaine et al. (2013),
in the current challenging economic environment it is essential that
banks, under the control of their statutory auditors, keep paying a
close attention to the early identification and classification of non-
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performing loans, in order to ensure that assets are prudently valued
and impairment provisions are rigorously recognised.
Other policy relevant fact is understood from the adverse effect of
countries with a free float exchange rate regime. This means that such
countries are more vulnerable in time of speculative attacks. In such
times, banks which carry FX loans in their liability side and when
loans are not hedged appropriately are likely to face severe repayment
problems. This is because of their revenue being in local currency
and because of their requirement to pay debts in FX (amount that
has now appreciated).
It was also found that a high inflation rate and high GDP growth
rate can be translated to higher profitability for banks. In this regard,
by predicting the level of GDP growth and inflation rate for upcoming
years, it is also possible to predict banking system profitability and
adjust their monetary and fiscal policy, accordingly.
The results of this research may also be used for asset classifica-
tions. Future research can attempt to include governance variables
such as taxation, regulatory indicators as well as indicators of the
quality of services offered. In addition, the size of FIs e.g. small,
medium and large banks, types of financial institutions e.g. commer-
cial banks, saving, industrial, development banks and shock dummy
variables such as pre-crises, crises and post crises also can be mod-
elled by employing different methodologies, such as using dynamic
panel models.
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Chapter3
Determinants of firm performance:
effect of macro-economic and
organisational factors
3.1 Introduction
The main objective of this study is to improve the understanding of
main determinants of the performance behaviour of firms. In addition,
this study is related to broad sets of theoretical and empirical research.
With a broader demand for investment, whether in the stock mar-
ket or in corporate bonds or other types of investment in compa-
nies such as equity participation, the ability to make wise investment
choices is the underlying reason why judging profitability of firms as a
key performance indicator is crucial. Secondly, from the perspective of
lenders, it is necessary for financial institutions to analyse firms before
commencing any business activities. Therefore, possessing knowledge
of the main determinants related to the performance of firms becomes
more crucial.
In industrial economics, there are two different approaches to ex-
plain corporate performance. One includes structure-conduct-performance
(SCP)1 (Schmalensee, 1989) and other are firm-effect models. Briefly,
1The structure conduct performance (SCP) paradigm, first published by
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the SCP type of models argue that an exogenous market structure
determines corporate behaviour and performance, while in firm-effect
models, the profitability of firms is the sole result of firm characteris-
tics.
In respect to the motivation behind this paper, and the contri-
bution of this study to past literature, a mixture of the following is
employed: Structural-Conduct-Performance (SCP) models and firm
effect model to investigate firm profitability using a dynamic panel
model which incorporates firm and macro-economic level variables by
using data of companies from 17 European economies in transition
over the recent 10 year period. Return on asset (ROA) as a depen-
dent variable is selected and tests are undertaken for several variables
which are grouped as liquidity, efficiency and leverage ratios e.g. net
working capital turnover, payable period, interest coverage ratio and
several macro-economic variables such as GDP growth, inflation rate
and several indicators of privatised environments such as banking sys-
tem reform and the level of stock market capitalisation. It is believed
that drawing conclusions on the implications and effects of these vari-
ables will provide further insight into the relationship between finan-
cial statement data and profitability. Secondly, a more recent and
updated time horizon (2003-2012) is examined with a larger set of
data (approximately 21,000 observation which averaged for each year
for each country) and compared to past studies. Thirdly, data for
companies from 17 Central and Eastern European counties is made
use of. These countries, which are in transition (instead of analysing
single countries, unlike past studies such as Raheman and Nasr (2007)
for Pakistani firms, Stierwald (2010) for Australian firms, Stephan
economists Edward Chamberlin and Joan Robinson, and developed by Joe S.
Bain is a model in Industrial Organization Economics which offers an informal
theoretical explanation for the performance of firms through economic conduct in
incomplete markets. According to the structure- conduct-performance paradigm,
the market environment has a direct, short-term impact on market structure.
Then, market structure appears to have direct influence over the firm’s economic
conduct - which in turn affects its market performance. Therein, feedback effects
occur in such a manner that market performance may impact conduct and struc-
ture. In addition, conduct may affect market structure. Additionally, external
factors such as legal or political interventions affect market framework and, by
extension, the structure, conduct and performance of the market.
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and Tsapin (2008) for Ukrainian firms, Brush et al. (1999), Hansen
and Wernerfelt (1989), Nagy (2009) and Powell (1996) for firms from
United States, Guilmi (2008) for Italian firms, Demir (2009) for Turk-
ish firms, Muia (2009) for Kenyan firms, Lee (2005) for Korean firms,
Slade (2003) for Swedish firms, Prasetyantoko (1997) for Indonesian
firms, Majumdar and Bhattacharjee (2010) and Surajit (2008) for In-
dian firms. This approach can be considered as being original and does
not appear in existing literature, which covers the post-privatisation
period. In addition, macro-economic factors are included and em-
ploy a fixed and random effect model to fully understand the effects
of different countries. All variables show a significant effect and all
expected effects appear to be in line with theory.
Moreover, the results of this study can be utilised in simple score-
card models for setting factors weights, as well as in more complicated
methods e.g. fuzzy techniques, to form a degree of support for each
membership function variable.
The remained of this study is structured as following: the next
section includes performance related indicators of firms. Section 3 re-
views the literature and Section 4 explains the employed data sample.
Section 5 examines a dynamic model of corporate profitability, while
Section 6 demonstrates the empirical results using random and fixed
effect regressions. Finally, Section 7 presents the conclusions of this
study and offers suggestions for further and future research.
3.2 Performance of firms in countries ex-
periencing transition in the context
of post-privatisation
Privatisation is considered as transferring a firm’s ownership from
state to non-states shareholders. This process began in the West
with the denationalisation program in the United Kingdom, under the
leadership of Margaret Thatcher. The practice then spread to other
industrialised states and developing countries. Numerous countries
that have experienced privatisation range from Asian countries such
as China, Latin American countries, African countries such as Egypt
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and central and Eastern European counties, which the later are a fo-
cus of this study. This privatisation of public enterprises is becoming
increasingly common throughout the world due to the globalisation
of market principles. This wave of privatisation experienced during
the past two decades has provided evidence that it has had a posi-
tive impact on operating efficiency of firms operating under privatised
environments. However, there are several exceptions, for instance as
reported by Frydman et al. (1999) privatisation in Russia has failed to
improve the performance of firms, when they did not have significant
ownership or control by outsiders2. Nevertheless, a vast amount of lit-
erature exists using data from the 1990’s and that which investigates
the effects of privatisation of such insider and outsider shareholders
factors on the performance of companies, although, in this study, the
focus is placed on other aspects of privatisation. An investigation
that factors except acquisition and ownership by insiders and out-
siders such as banking reforms and stock market developments, which
imply that a privatised environment can influence the performance of
firms, is undertaken.
In this section, the behaviour of firms in a post privatisation pe-
riod is examined and then the focus shifts to intra-organisational and
macro-economic environments in which firms operate.
3.2.1 Privatisation and performance of firms
As mentioned previously, privatisation can be expected to have sig-
nificant impacts on the performance of firms. In fact, the ultimate
objective of privatisation appears to be to release firms from the grip
of corrupted, inefficient state ownership and management to trans-
form into more productive and profitable firms. Although, as stated
by Megginson and Netter (2001) privatised firms are more efficient
and profitable than state owned firms, however, this depends on the
method of privatisation undergone. This study empirically tests this
hypothesis by employing dummy variables for method of privatisation
and investigates the impact on the performance of firms. In Table 3.1
2Outsiders, in this instance implies, parties other than employees and managers
who own companies shares.
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it is shown countries in respect to their method of privatisation and
the date of their privatisation. Although countries used a variety
of methods to privatise, the approach used by Bennett et al. (2007)
will be categorising firms based on their predominant method of pri-
vatisation. Since privatisation is often coupled with other economic
reforms, such as trade and stock market liberalisation and banking
reforms, such variables are used as indexes for privatisation.
Table 3.1: Countries and their dominant method of privatisation
Banking reform; Fiscal decentralisation reforms along with lib-
eralisation; privatisation and stabilisation reforms have been under-
taken by several countries in transition over the past decades. Crivelli
(2012) argues that “decentralization may aggravate fiscal imbalances,
unless the right incentives are in place to promote fiscal discipline.”
He attempts to answer a central question, whether or not privatisation
helped to promote fiscal discipline of local governments. He found a
negative result when privatisation was considered in isolation. Else-
where, Fries and Taci (2002) state that “reforms are clearly required
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to overcome some of the legacies of socialist banking if it leads to the
development of sound, market-oriented banking systems.” Both refer
to the scale of banking activity, such as level and growth of lending
and deposits taken by banks, as indicators of banking development.
Banking reforms represent a change from a socialist banking sys-
tem toward the creation of institutional standards and norms of an
industrialised market economy, as represented by the Basel Commit-
tee’s Core Principles on Effective Banking Supervision and Regulation
(see Fries and Taci (2002)). Asset share of foreign owned banks are
employed as an indicator for banking reforms, which can be expected
to have positive impacts on the performance of companies. This trend
can be seen in Figure 3.4
As stated by Crivelli (2012) banking sector reforms (including pri-
vatisation) have also taken place in Eastern Europe at different speeds
and with particular characteristics. Most economies undergoing tran-
sition have introduced reforms aiming to increase the size, stability,
and efficiency of their banking sectors. Moreover, substantial liberal-
isation has been introduced to induce competition and increase inter-
mediation; establish sound banking supervision to allow foreign finan-
cial institutions to operate competently and banking environment and
legislation has been updated to reduce credit risk and enhance trans-
parency. As reported, an illustration of the success of the banking re-
form process is the impressive decline in the share of non-performing
loans in the economy from an average of 18.5% in 1999 to an average
of 3% in 2007. In addition, during the past decade, interest rates and
the intermediation of bank spreads declined, leading to a substantial
increase in the ratio of private credit to GDP, from 30% to above 40%
of GDP in Central and Eastern Europe, while doubling from 10% to
20% in CIS countries. Therefore, it is expected that banking reforms
through increased lending to individuals and corporates increase the
performance of companies.
Development of Capital Market: On most occasions, an ac-
tive and well developed capital market allows newly privatised firms
to have greater access to capital frequently required for further re-
structuring and facilitates modernisation. Therefore, the level of cap-
ital market development can be an important determinant of post-
privatisation efficiency gains. As reported by DSouzaa et al. (2004)
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firms whose shares trade in more sophisticated and active equity mar-
kets ought to display the strongest improvements in performance. In
addition, stock market liberalisation is associated with lower costs of
equity and higher economic growth rates. Stock market capitalisation
as percentage of GDP is used as index of capital market development
and the positive impact on the performance of firms is expected. This
index (Figure 3.3) has shown similar pattern as profitability indexes
which shows growth trends over the years, except for the year 2007,
when it dropped drastically due to global financial crises.
Methods of privatisation
Central and Eastern European countries are characterised by using
three methods of privatisation: a)through sales of assets, b)transferring
the ownership to the firm’s management or employees called man-
agement employee buyouts (MEBO) and c)through distribution of
vouchers which is also referred to as mass privatisation. Each of these
methods has their own advantages and disadvantages. These are ex-
plained in more detail, justifying why a particular method is chosen
rather than others towards the achievement of privatisation.
Share Issue Method/Sales of Assets; Evidence from Hungary
This method is characterised by selling part or all of the state owned
enterprises (SOE) to investors through public share offering. Advan-
tages of this method include the ability to raise substantial amounts
of money for the government, which, in all likelihood, assists in the
development of market capital. Disadvantages of this model are that
the process is time consuming and requires consultants, advertising
and underwriting, inspection expenses incurred by the governments
before the shares are sold. The process of using this method involves
three steps and challenges, namely: how to transfer control, how to
price the offer and finally, how to allocate the shares. This method of
privatisation requires the existence of a developed capital market and
has some comparative advantage over other methods. These include
the rationale behind why the method can be used in some situation
rather than in others circumstances. In most case share prices of
SOEs are under-priced in relation to market price, which will allows
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investors to make a premium on top of their investment. As reported
by Iwasaki et al. (2010) unlike Russia and the Czech Republic, Hun-
gary avoided giving away public assets to private interests as much as
possible. Instead, the country pursued the direct sale of public assets
to strategic investors, including foreigners. This privatisation strategy
was, in principle, applied to all industries across the country. As a
result, almost all of the 1,859 former socialist enterprises designated in
1990 as “to-be-privatised” firms had transferred to complete private
ownership or liquidated by the end of the 1990s. In addition, foreign
investors bought and successfully restructured the public enterprises
that were suffering financially before privatisation. However, if appro-
priate policy frameworks were in place, there may have been a chance
for Hungary, one of the largest foreign capital recipients among the
former socialist countries, to be able to receive further benefits from
foreign direct investment (Iwasaki et al., 2010).
MEBO; Experience of Romania Management-Employee Buy-
out is a type of privatisation model, where ownership transfers to
the firm’s managers and employees who are called insiders. As such,
within countries which have used this method of privatisation, Roma-
nia has the largest percentage of insider dominated firms (see (lmos
Telegdy, 2002)). As reported by lmos Telegdy (2002) this method has
its supporters and its critics. Supporters of insider ownership argued
that profit sharing and participation in during the decision making
process has positive effects on the performance of firms, while the op-
posing group argue that ownership of insiders leads to the reluctance
of the workforce to restructure the company, especially in relation to
initiating layoffs, one of the harmful methods of restructuring. How-
ever, most analysts agree that outsider ownership is superior to insider
ownership, especially in large, heterogeneous firms, where the decision
making process of workers can be slow and costly. In addition, work-
ers may find it more difficult to obtain funds for investment, when
compared to outsider investors. As stated by (lmos Telegdy, 2002) it
is difficult to decide whether or not Romania was not able to attract
investors - both domestic and foreign- or whether political constraints
faced by the government hampered sales of state owned companies,
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on an individual basis. Therefore, as reported by lmos Telegdy (2002)
both the small demand for state-owned companies’ shares and po-
litical constraints were present which resulted in direct sales being
under-utilised, especially during the first several years of transition,
until 1995 when the MEBO method was used exclusively. Later this
privatisation technique did not cease to play an important role in di-
minishing state ownership. As he discusses the preferential aspect of
the program is the credit granted by the State Ownership Fund (SOF)
for the purchase of the shares, usually with a highly negative real in-
terest rate. The granted debt could be paid back from the company’s
profits, the company is exempted from profit tax during the repay-
ment period, and the responsible organisation for the repayment of
the debt was the Employees’ Association (Program for Shareholder-
Employees, PAS in Romanian). Therefore, in order to be eligible to
the preferences set in the law, the current management, employees and
retired workers whose final workplace was in the company, formed this
organization which besides paying back the loan, adopted the own-
ership rights and duties of the company. If the voting rights in the
PAS had been distributed according to the shares owned by its mem-
bers, then the company may have been either a managerial buyout
(when the management of the company owns more shares than the
non-managerial employees), or an Employee Stock Ownership Plan
(ESOP), if the workers had majority. However, there were heavy re-
striction such as change in employment, change in the primary activ-
ity of the firm and sale of shares of privatised firms with this method
of privatisation in Romania. This of course, had a consequence of
further diminishing the possibility of restructuring, which consisted
of a greater problem in insider owned firms, relative to traditional
enterprises, owned by outsiders (lmos Telegdy, 2002).
Voucher; Evidence from Ukraine This model, also known as
mass privatisation, was usually common in Eastern Europe and was
the method whereby eligible citizens of a nation could use vouchers
that were distributed free of charge or at a nominal cost. This method
provides holders with the right to bid for stake of SOE’s or other assets
that have been privatised. Experience has also shown that it does
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not provide for an effective ownership structure for new privatised
(state owned enterprises) SOEs, instead, insiders end up controlling
the majority of the more valuable companies and ordinary investors
receive claims of only the weakest and least promising SOEs. The
disadvantages of this method include:
• No cash inflow is raised for the government or firms and therefore
no transfers of technology occurred and a lack of capital and
expertise from foreign investors or multinational companies to
the privatised companies.
• No encouragement for the new owners of the privatised firms
who were the existing managers and employees, little or reduced
incentives to effectively restructure the operation of firms and
the reduction in staff numbers in order to cut cost.
• In most cases, governments never fully gave up control of impor-
tant privatised companies to private owners because the govern-
ments were still of the opinion that firms had significant strate-
gic value to be left unsupervised. This was because government
wanted to ensure that no serious cuts in staff numbers would
occur.
• Government also made newly privatised firms to continue to
enjoy soft budget constraints for an infinite amount of time.
For an example of countries that used such a method. Ukraine can
be referred to, where the process of privatisation began in 1992. At
that time, privatisation appeared to be the major item on the agenda
of Ukrainian reformers and it was the first step in the process of tran-
sition towards a market economy. Low popularity of reforms among
Ukrainians, the dominance of communist bureaucracy within the high-
est bodies holding power and the lack of private capital, seemed to
contribute to the unlikelihood of “big-bang” reforms taking place.
Therefore, a mass privatisation approach (Vouchers) was chosen in or-
der to provide for the fastest method of transfer of ownership from the
public into private hands, and to guarantee the irreversibility of tran-
sition reforms. Voucher privatisation was carried out with substantial
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distortions, which caused negative impacts for the entire privatisa-
tion process. The idea of “fair” distribution of property rights among
all citizens of Ukraine, obviously, could not assist in the implementa-
tion of one of the primary goals of privatisation - the improvement of
enterprise efficiency (see Galyna and Stefan (2004)). A diluted own-
ership structure that was formed because of mass privatisation led to
deteriorative effects on the incentives provided to managers. Man-
agers had little incentive to launch efficiency enhancing restructuring
programmes, fearing that the process will lead to worker and share-
holder lay-offs. Furthermore, since the free circulation of privatisation
certificates was prohibited, illegal forms of circulation contributed to
the enlargement of unofficial sectors of the economy. Finally, overall
bureaucratisation of the mass privatisation process and the lack of
transparency also blocked successful reforms from being implemented
(see Galyna and Stefan (2004)). Therefore, the entire privatisation
process can be characterized as being non-transparent and bureau-
cratised, while the state still owns large stakes in partially privatized
enterprises.
Impact of privatisation on the performance of firms
When government bureaucrats manage SOEs, often the objective ap-
pears to be to only balance between providing social welfare for the
people and achieving their own objectives, such as patronage, nepo-
tism. This is in contrast with what occurs in the private sector, which
operates solely for profit maximisation. Generally, one may refer to
private sector development, attracting foreign direct investment, fos-
tering competition and contributing to the formation of stock markets
as consequences of privatisation. In addition, privatisation may im-
prove the performance of individual enterprises. As it is assumed,
once firm starts or continues its operation in a private setting, it will
be subjected to strong, constant and challenging pressure to perform
efficiently since it now faces a more competitive business environment.
The firm struggles for scarce resources and market share in order to
survive. As explained previously, methods of privatisation are crucial
in achieving the targets of efficient and profitable companies. As ex-
plored, economies, which had used vouchers and MEBO as their major
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method of privatisation, were unsuccessful to transform into profitable
companies. This is unlike countries, which used other methods of pri-
vatisation, such as the sale of company assets to foreigners. This study
will test this statement during the post-privatisation period using an
empirical model.
It can be argued that in most cases, privatised firms will not per-
form better when compared to SOEs, except in conditions where, due
to the competition created (as a result of privatisation which leads to
increased market pressure), private firms strive to survive within the
market environment to avoid being taken over or becoming bankrupt.
In order to detect the impact of privatisation on the performance
of firms, dummy variables for privatisation methods are employed
and it is expected that voucher and MEBO methods will negatively
influence upon the performance of firms, while the sale method will
have a positive influence. The first two methods lead to the acquisition
of the firm by the insiders, who have no incentives to improve the
performance.
Generally, developed stock markets are able to ease the privatisa-
tion process; therefore, stock market capitalisation as a percentage of
GDP has been employed as capital market development index.
Since privatisation occurred in the context of economic and finan-
cial reform, other variables can be employed as privatisation indexes,
which include asset shares of state owned banks, asset shares of for-
eign owned banks, banking reform and budgetary subsidies. These
variables shows improvement starting form 1989 until 2011, therefore
their impact on the performance of firms performance, using an em-
pirical method, will be undertaken.
However other than privatization environment, the performance
of firms is impacted by intra-organisational decisions and the coun-
try’s macro-economic environment such as the level of expansionary
monetary policies in which the firm is operating with.
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3.2.2 Performance of firms as result of organisa-
tional policies
After controlling for the privatization, influencing performance, other
endogenous factors such as intra organisational factors that can have
an impact on the performance of firms are examined. As such, en-
dogenous variables referred to are liquidity and the efficiency profile
of corporate entities under consideration. The aim of this research
is to identify which variables contribute towards better financial per-
formance of firms. Groups of organisational factors demonstrate the
internal strategy of companies. For instance, collection periods and
payable periods, limits the amount of cash and working capital the
company requires in fulfilling market demands and the profitability
persistence. These are all considered as endogenous organisational
or firm level factors. In this sub-section variables as determinants of
profitability are listed, tested and explained.
Liquidity Ratios Liquidity is defined as the ability of a company
to meet its short-term obligations and it is a key measure of financial
health. Five main liquidity ratios exist, namely: current ratio, quick
ratio, cash ratio, collection and payable period.
Accounts payable to the cost of goods sold ratio (payable turnover)
measures how a company pays its suppliers in relation to the cost of
goods sold. Multiplying the inverse of this ratio by 365 provides the
payable period that indicates the average number of days a company
has before paying its suppliers. Logically, the higher the payable pe-
riod, the company has greater ability to convince their creditors to
pay with some allowance for delay and be able to employ those funds
to conduct and undertake further operations. However, Raheman and
Nasr (2007) found opposite results indicating the negative impacts of
payment days on the profitability of firms by arguing that less prof-
itable firms appear to wait longer before paying their bills.
Efficiency Ratios The quality of receivables of businesses, how effi-
ciently the company is able to use and control its assets, how effective
it is in paying its suppliers and whether the business is overtrading or
under-trading on its equity, are all measured by efficiency ratios. Four
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key financial ratios to measure a company’s efficiency are as follows:
inventory turnover ratio, assets to sales ratio, sales to net working
capital ratio, return on asset, net profit margin ratio and the cost of
employee/operating revenue.
Net working capital turnover is defined as sales divided by net
working capital, shows the amount of cash required to maintain a
certain level of sales or the number of sales dollars earned for each
company’s net working capital. It is important to maintain a certain
level of cash used by a company at a minimum level, in order to en-
sure that its financing needs are reduced. This ratio is most effective
when tracked using a trend line. It enables the management to note
if there are long-term changes for cash required by the business, in
order to generate an equal amount of sales. This ratio will deteriorate
(decrease) due to specific management led decisions. These include
situations where a company has elected to expand its sales base to
less creditworthy customers, and it is likely that they will pay with
delay when compared to regular customers, thereby increasing the
company’s investment in receivable accounts. Moreover, an alterna-
tive usage for this ratio is during budgeting purposes - where budgeted
working capital levels can be compared to historical amounts of this
ratio to observe whether a sufficient budgeted working capital level
exists. Sutanto and Pribadi (2012) found that net working capital
turnover has a positive impact on the profitability of firms.
The Cost of Employee/Operating Revenue is often referred to as
the efficiency ratio, and is primarily used by companies to measure
efficiency in terms of employee expenditure and expenses. This ratio
measures operation efficiency by comparing the cost of employee as a
proportion of the total revenue. In other words, by dividing costs of
employees by the amount of revenue, the employee cost-to-revenue ra-
tio indicates the level of human resources required to generate a dollar
of revenue. Employee costs include everything from employee salaries,
employee benefits and pension expenses. To achieve higher revenue,
firms may have to commit more employee cost resources, which, on
occasions, may not have an immediate effect for the improvement of
operational efficiency, however, there may have a negative effect on
profitability during the short run. Therefore, it is necessary for firms
to be cost efficient. In general, the employee expense-to-revenue ratio
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provides guidance for control and a tool to achieve improved expense
management.
Leverage Ratios A company’s leverage relates to how much debt it
has on its balance sheet and it is another measure of financial health.
Generally, the more debt a company possesses, greater the risk to
its stock, since debt holders have the first claim rights of a company’s
assets. This is important because, in extreme cases, if a company goes
into bankruptcy, there may be nothing remaining for its stockholders
after the company has satisfied its debt holders. It can be stated that
debt to equity ratio, equity to asset and interest coverage ratio are
major leverage ratios.
Debt/Equity ratio measures the proportion of the company that
is financed by its debt holders when compared with its sharehold-
ers. A company incurring a huge debt is likely to reflect a very
high debt/equity ratio, while one with little debt, will possess a low
debt/equity ratio. Debt-to-equity ratio is calculated as the sum of
short term and long term debts, divided by shareholders’ equity and
it is a measure of a company’s financial leverage. Nagy (2009) argues
that a high debt-to-equity ratio tends to mean that a company has
been aggressive while financing its growth with debt, which can create
volatile earnings. This puts a company’s stock at more risk since it
does not appear to be a conservative investment. Although as a basic
principle in finance, greater risk equates to greater potential returns
therefore one might expect a high debt-to-equity ratio to generate a
higher ROA, however, like R and D, the effects of debt-to-equity are
not tangible in short term returns. Theoretically, it is expected that
this ratio will be negatively correlated with ROA for the same fiscal
year.
Interest Coverage ratio; the entire borrowing of companies in the
form of debt incurs interest charges. Interest coverage ratio measures
a company’s ability to meet its financial expenses with the income
generated from the firm’s primary source of business. As higher in-
terest coverage ratios are better, the interest coverage ratio close to
or less than one indicates that the company is facing serious difficulty
in paying interest. It is calculated as operating income over interest
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expense.
Equity/Asset ratio is one of numerous financial ratios used to help
determine the financial health and long-term profitability of a corpo-
ration. It is often used by investors to determine whether or not the
shares of a corporation can be considered as safe investment. Though
important, equity-to-assets ratios should be used only with other fi-
nancial ratios to determine a corporation’s overall financial health.
This ratio relates to the value of the corporation’s equity, divided by
the value of its assets. A high ratio indicates that the corporation
is primarily owned by its shareholders, while a low ratio indicates
that the corporation is likely to be burdened with high debts. An
equity-to-assets ratio value below 0.70 generally presents difficulties
for a corporation to borrow money, due to solvency concerns. How-
ever, this ratio is misleading for prospective investors under certain
circumstances. A corporation might experience high levels of debt to
take advantage of emerging business opportunities, or it may reinvest
loan revenues into an investment offering higher returns compared to
the interest it pays on debt. Likewise, a high equity-to-assets ratio
does not necessarily mean that the corporation enjoys sound financial
health; it may in fact be falling behind its competitors in an industry,
which requires high levels of investment and cannot be financed using
equity alone. Stephan and Tsapin (2008), Stierwald (2010), Rahe-
man and Nasr (2007) and Yoon and Jang (2005) use debt to asset as
the other form of the mentioned ratio. This is calculated as 1 minus
equity to asset ratio.
3.2.3 Macro-economic environmental impact on
the performance of companies
Other than company strategy, exogenous factors which affect the com-
pany performance, irrespective of their internal policy structures, ex-
ist. Therefore, macro-economic factors might be noteworthy examples
of such exogenous factors. In this regard, for instance, as a country
is growing, the entities operating inside the country are simultane-
ously growing, therefore GDP (employing GDP growth as proxy) can
have positive effects on the profitability of companies (Muia, 2009).
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Moreover, macro-economic studies have proven to be extremely use-
ful to researchers in providing a basic theoretical perspective on the
influence of macro-economic environments on firm strategy and per-
formance. Performance of companies is expected to be sensitive to
the macro-economic environment and its impact on the risk faced by
companies has recently been highlighted in literature. For instance,
McNamara and Duncan (1995) and Muia (2009) found a positive re-
lation between percentage change in GDP and one period ahead of
ROA. This study uses GDP growth rate as an index for cyclical out-
put effects and it is expected that this factor has a positive impact
on the profitability of companies. As GDP growth rate slows down,
particularly during a recession, operations of a firm decrease leading
to the reduction in company’s returns. More specifically, as stated by
DSouzaa et al. (2004), in the context of privatisation of a privatised
firm during a period of overall economic growth (perhaps brought
about by greater trade liberalisation, advantageous capital market
conditions, or a combination of factors other than privatisation) may
experience improved performance during the post-privatisation years.
Therefore, performance improvements may be primarily driven by a
favourable macro-economic environment and not due to change in
ownership. As an attempt to control the macro-economic effect, the
regressions presented in this study include a variable measuring the
actual change of overall economic growth for each country, measured
by the annual GDP growth.
Macro-economic risks are also accounted for by controlling infla-
tion, as measured by the GDP deflator rate. The extent to which
inflation affects the profitability of firms depends on whether future
movements in inflation are fully anticipated, which, in turn, depends
upon the ability of firms to accurately forecast future price move-
ments. An inflation rate that is fully anticipated may results in raised
profits since firms are able to appropriately adjust their prices to in-
crease revenues. However, if inflation is not predicted accurately and
in a timely manner and as a result sale prices are not adjusted accord-
ingly, a negative relationship is expected between inflation and the
performance of firms (see Prasetyantoko (1997) for similar results).
The variables employed and the expected impacts are presented in
Table 3.2.
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Table 3.2: Variables and their expected impacts on the profitability
of firms
3.3 Literature review
In literature, two main approaches exist to explore the determinants
of the performance of firms. One is based on an economic perspective,
which identifies the external market factors as main factors in deter-
mining the success of firms, while the other area of research focuses
on intra-organisational factors. This study seeks to extend the scope
of the existing body of literature. As the following will be explained,
researchers have previously examined the impact of financial sound-
ness, grouped as liquidity, efficiency, macro-economic, and ownership
structure aspects of privatisation on the performance of firms in differ-
ent countries. Therefore, the aim of this study is to explore whether
or not results from previous research will be reproduced for the set
of Central and Eastern European countries in the post-privatisation
period.
A number of studies that have investigated the impacts of leverage
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on the performance of companies, Yoon and Jang (2005), found a
positive relation between leverage factors and the profitability of firms
operating in the restaurant industry. However, their findings are in
contradiction to the findings of Hirschey and Wichern (1984) where
it was found that higher leverage results in greater risk. This tends
to reduce the discounted present value of the future profit stream.
These negative findings are similar to the findings of Nagy (2009),
where the study found that debt to equity levels and dollar value of
capital expenditures have a negative impact on ROA employing data
from 2003-2007 for S and P 500, which represent the premier 500
companies in United States.
The size of the firms, another main determinant of the performance
of firms, is considered by Yoon and Jang (2005). The study found a
positive relation between the size of firms and their performance.
Other intuitional factors such as research, development intensity
and TV advertising was investigated by Hirschey and Wichern (1984)
who found a positive impact on profitability, unlike Nagy (2009) find-
ings which reported that advertisement expenses have no impact on
profitability. An additional part of existing literature suggests consid-
ering the persistent effect of profitability on performance of firms. As
such, research containing the work undertaken by Nagy (2009), em-
ploys ROA as a dependent variable and attempts to investigate the
persistency of this variable using the ROA for the past three years. A
positive impact on the profitability was observed.
Stephan and Tsapin (2008) attempt to identify the main drivers
of the performance of firms and attempt to quantify their importance
employing a panel set of large Australian companies for the period
between 1995 and 2005. The estimated dynamic profit regression
model, unlike most found in existing literature, directly includes mea-
sures of productivity and productivity persistence. Estimation results
are similar to the studies of Hansen and Wernerfelt (1989) and Brush
et al. (1999) which indicate that the profitability of firms is influenced
by intra-organisational characteristics and sector effects are relevant,
but to a smaller extent. Their analysis also reveals that, among in-
stitutional effects, productivity and productivity persistence intensify
profitability.
Similarly Majumdar and Bhattacharjee (2010) investigate the rel-
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ative importance of firm and industry effects on corporate profitability
over a 16 year period using data from 3000 Indian firms. They found
that the effect of firms is significant in all periods and these become
more pronounced over time. While the industry effect does statisti-
cally matter, in general, it is significantly large in the period after
comprehensive liberalisation compared to other periods, suggesting
that industry choice is also a consideration within competitive mar-
kets for firms to enjoy above average profitability.
In another sets of studies Hansen and Wernerfelt (1989) employed
the integration of institutional factors and macro-economic factors.
The results confirm that both sets of factors are independent and im-
portant in explaining the performance of firms. In addition, it was
also found that organisational factors explain around twice as much
variance of the profitability of firms when compared to exogenous eco-
nomic factors. Their findings are similar to the study undertaken by
Brush et al. (1999) which concludes stating that corporations have a
greater influence on the profitability of firms compared to the industry.
Similarly, Powell (1996) in his research attempts to prove that indus-
try is important in explaining corporate performance using data from
166 companies located in North Eastern USA. The findings support
the results from earlier studies, which found that industry member-
ship explains roughly 20% of financial performance. He concluded by
stating that “not all of the 80% of unexplained performance variance
is attributable to firm-specific resources since some will also be at-
tributable to shared generic strategies, strategic group membership,
other shared resources, or chance”.
Following a similar approach, Demir (2009) made use of semi-
annual data from 1993 to 2003 pertaining to 172 manufacturing com-
panies in Turkey and explores the impacts of external shocks, macro-
economic uncertainty and country risk on the profitability of real sec-
tor firms after controlling the share of financial investments in total
assets. The study suggests that in order to sustain profit margins
when exposed to higher risks, competition and uncertainty, most real
sector companies, generally, invest in liquid financial assets rather
than long term fixed assets. In addition, the research estimates a dy-
namic panel model, which indicates that increasing uncertainty, real
interest rates, country risk and capital flow volatility are found to have
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a significant negative influence on the profitability of manufacturing
firms. In contrast, the findings demonstrate that the rise in short-
term financial investments reduce the negative impact of volatility,
risk and higher interest rates. Finally, the study concludes suggesting
that firms generally make use of short-term investments as a method
of hedging themselves against uncertainties and market risks.
Another different approach involves the investigation into impacts
of such factors by employing data for a set of countries. For in-
stance, Guilmi (2008), by performing a hazard function analysis and
by employing data for 7 European countries between 1992 and 2003,
attempts to explore the stochastic relationship between profits and
financial structures. The study shows that leverage influences prof-
itability with different degrees for each nation.
Other than the above mentioned studies, which are concerned
about intra-organisational factors and general macro-economic envi-
ronments, studies that attempt to investigate the performance of firms
in a specific context, such as countries in transition, exist. Therefore,
investigating the effects of privatisation on the performance of firms
is the focus of a large body of current research. Numerous researchers
have investigated such factors. For instance, a study undertaken by
Iwasaki et al. (2010), is an attempt to explore the impacts of pri-
vatisation on the performance of firms in Hungary. This study ex-
amines the effects of ownership transformation from the state to the
private sector on firm performance in the post-privatisation period
using annual data from Hungarian enterprises for the early 2000s.
The study examined the effects of ownership transformation from the
state to the private sector in relation to privatised firms in the post-
privatisation period focusing on the Hungarian enterprises in the early
2000s. The study found that foreign investors appear to outperform
domestic investors within a short period with regard to medium and
small-sized SOEs sold in the early 2000s. This was the period of large-
scale privatisation when foreign direct investment made a significant
contribution towards the restructuring of large Hungarian corpora-
tions. In another instance, Galyna and Stefan (2004), investigate the
impact of privatisation on the productivity of Ukrainian firms. The
empirical research is based on a sample of 466 Ukrainian joint-stock
enterprises for the period between 1997 and 1999 and the estimation
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results indicate that privatisation not only positively influences labour
productivity, but also that the effects diminish over time. Similarly,
labour productivity appears to be positively influenced by an increase
in competition. The researchers argue that privatisation, even if not
implemented to 100 precent, increases performance if it leads to ma-
jority private ownership. Moreover, the justification for the negative
impact of a number of years since privatisation is that, the benefits
diminish over time. In most probability, this indicates that private
firms will continue to benefit from state ties and may lose-out if those
ties are cut-off completely.
Loc et al. (2006) have produced valuable findings in relation to pri-
vatisation in Vietnam. The study suggests that the Vietnamese pri-
vatisation programme, which launched in 1992, differs from standard
Western privatisation programmes in terms of the residual percentage
of shares being owned by the state and the portion of shares owned
by insiders. Their study measures the impact of privatisation on the
performance of firms by comparing the pre and post-privatised finan-
cial and operating performance of 121 former state-owned enterprises
(SOEs). The regression analysis reveals that firm size, residual state
ownership, corporate governance and stock market development are
the key determinants for performance improvement. Also found are
that profitability (measured by income before tax on assets, income
before tax on sales, and income before tax on equity), efficiency (mea-
sured by real sales efficiency and income efficiency), real sales, and
employee income appear to increase significantly following equitisa-
tion. These findings are in line with growing empirical evidence, which
demonstrates that firms become more profitable and efficient follow-
ing privatisation. In addition, their finding show significant negative
effects of size on the change in profitability and efficiency measures,
thus supporting the hypothesis that smaller firms may be more flex-
ible during the necessary adjustment process, following privatisation.
A significant negative relationship exists between state ownership and
the change in before-tax income, and between state ownership and the
change in income efficiency. Similarly, the regression analysis reveals
that firms who have a chairperson of the board of directors who rep-
resent the state, experience a significantly lower increase in real sales,
sales efficiency, income efficiency, and employment compared to firms
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where the appointment of the chairperson of the board of directors
is from the private sector. Overall, the empirical results of the study
suggest that equitisation in Vietnam works in the sense of improving
firm performance, in terms of most performance measures.
Another study by Frydman et al. (1999) analysed profitability
behaviour for countries such as the Czech Republic, Hungary, and
Poland and tested several impacts of variables on the performance
of firms in countries undergoing transition. The study made use of
data based on a survey of 506 medium-sized manufacturing firms con-
ducted in the fall of 1994. Tests were undertaken for revenue, em-
ployment, productivity and cost/revenue ratio as dependent variables
and employed privatisation effects, country effects, group effects as
descriptive variables. It was found that on occasions where outsiders
owned privatised firms, it had more than a fourfold impact on revenue,
but a one-third effect on employment. Moreover, the research found
that insiders are likely to be less productive and incur more cost to
revenue ratio. From these results, it was concluded that the effects
of privatisation on corporate performance, while often quite powerful,
are not automatic or uniform across different types of firms or different
performance measures. In the context of economies undergoing tran-
sition in Central Europe, this means that privatisation is effective in
enhancing revenue and the productivity performance of firms, which
are controlled by outsider-owners. However, no significant effect is
produced for firms, which are controlled by insiders.
Past literature (see Figure 3.3 for examples), in relation to the
profitability of firms, is extensive and over the course of time has
addressed several missing components, as well as crucial flaws and
loopholes in previous models and methodologies. To date, economists
still acknowledge there is sufficient scope for further research in this
area. For instance, investigating macro-economic and industrial fac-
tors requires further research and work. In addition, most studies
made use of data from single and not from multiple countries to de-
tect country related effects. Therefore, in this regard, this research
is original work to understand and investigate the performance be-
haviour of firms, taking into account countries in transition in the
context of the post-privatisation period.
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3.4 Methodology
According to literature such as Raheman and Nasr (2007) and Stier-
wald (2010), the specification below allows for lag-dependency in prof-
itability and the contribution of firm characteristics, macro-economic
and privatisation environments in explaining firm profits. In a sum-
marised form, the basic model is described as:
piit = f(pii,t−1, Xi,t, t) i = 1, 2, ...,m, t = 1, 2, ..., n (3.1)
where pii,t,pii,t−1 represent current and lagged profitability for av-
erage3 of firms for country i at time t. As expected, final year prof-
itability has an effect on current profitability and therefore its lag is
included in our model which implies for a dynamic4 component in
profitability. The term Xi,t contains a set of firm characteristics such
as liquidity and efficiency ratios, macro-economic variables and pri-
vatisation effects. A linear dynamic model of firm profitability takes
the expanded form of:
piit = α + βpii,t−1 + δXi,t + i,t i = 1, 2, ...,m, t = 1, 2, ..., n (3.2)
where α, β and δ are the parameters to be estimated. The depen-
dent variable pii,t is the current return on asset of average firms for
country i at time t.
Consider an error structure of the form i,t = νi + ei,t, with νi ∼
i.i.d.N(0, σ2ν) and ei,t ∼ i.i.d.N(0, σ2e) which are independent from er-
ror E(ei,t, ek,s) = 0 if t 6= s or i 6= k and E(νi, νk) = 0 if i 6= k. The
3It should be noted that dependent and independent variables for firms within
each country are averaged for every year between 2003 and 2012 in order to obtain
a two dimension panel and therefore 170 observation are produced.
4All panel models are dynamic as they exploit the longitudinal nature of panel
data. However, there is a distinction within the literature between “static” and
“dynamic” panel data models. Dynamic models include a lagged dependent vari-
able on the right-hand side of the equation. Nevertheless, lagged pi is effectively
an endogenous explanatory variable in equation (3.2) with respect to both eit and
νi, therefore OLS regression assumptions are not met and GMM is an unbiased
and consistent estimator.
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term νi captures unobserved heterogeneity in country profitability. It
can be interpreted as a collection of factors that are specific to country
i but unobserved and eit is an idiosyncratic error that accounts for the
proportion of firm profit that correlate neither across time nor across
countries. The equation above is estimated using random and fixed
effect models and the tables containing results are shown in the result
section, however, since those estimations yields inconsistent parame-
ters, the GMM technique is used to overcome such inconsistencies in
the estimated parameters.
3.5 Description of the data
In this study, financial soundness is tested grouped in liquidity and
efficiency ratios, the macro-economic environment measured by GDP
growth and inflation and in the special context of economies in tran-
sition, privatised environment have a role in defining the performance
behaviours of firms. Return on assets (ROA) is defined as an index
for firm performance and it is considered to be a dependent variable.
ROA is a ratio of a firm’s net income divided by its total assets. This
provides an indication of the way in which management employ their
assets to generate sufficient earnings, whether or not the performance
of firms appear to be improving or deteriorating when compared with
competitors. These matters can be better understood by analysing
this ratio. This ratio is generally defined in percentage terms, and a
higher ratio indicates improved performance. This ratio and Return
on Equity (ROE)5 are used in literature as indexes for the performance
of firms.
3.5.1 Data sample of firms from Central and East-
ern Europe
The overall data set comprises of a pooled cross section, where the
same sample of companies are included each year. The data is widely
5ROE is a straightforward ratio that measures a company’s return on its in-
vestment by shareholders.
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perceived to representative and covers of very large companies 6 from
almost all segments in Central and East European countries for the
period 2003-2012 covering the post-privatisation period. The data set
includes approximately 12,000 firms representing the dominant mem-
bers of their respective industries which covers a variety of business
types as shown in Table 3.4. The largest groups of companies, in
terms of numbers, are, as expected, the manufacturing companies,
wholesale/retail trade companies and construction companies.
As per the dispersion of data amongst counties, as shown in the
Table 3.5, Poland, Ukraine, Serbia and Romania have the most com-
panies and Estonia, Slovenia and Lativa have the least number in the
sample.
The main source of data obtained is from the Amadeus database.
The database covers the financial data of companies from the se-
lected 17 European countries of Bosnia, Bulgaria, Croatia, Czech
Republic, Estonia, Hungary, Latvia, Liechtenstein, Lithuania, Mace-
donia, Moldova, Montenegro, Serbia, Slovakia, Slovenia, Poland and
Ukraine, which all are countries with economies in transition and
members of the European Bank for Reconstruction and Development
(EBRD). The data set is supplemented with macro-economic data
obtained from the World Bank statistics data set and privatisation
factors obtained from the EBRD database. The variables for compa-
nies in each country over the years have been averaged in order to use
the two-dimension panel and therefore, 170 observations have been
6Amadeus database categorises companies in terms of annual turnover, total
assets or total number of employees for the last available year. Very large com-
panies that match at least one of the following criteria:
• Operating Revenue ≥ 100 million EUR (130 million USD)
• Total assets ≥ 200 million EUR (260 million USD)
• Employees ≥ 1,000
• Listed
Notes: Companies with ratios operating revenue per employee or total assets
per employee of below EURO 100 Million (USD 130 Million) are excluded from
this category. Companies for which operating revenue, total assets and employees
are unknown but have a level of capital over 5 million EUR (6.5 million USD) are
also included in the category.
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Table 3.4: Sample breakdown by type of business
produced.
The dependent and independent variables are constructed from
financial statements of companies (balance sheet and income state-
ment). Amadeus database provides details of the financial statements,
as well as of main financial ratios. ROA is selected as the dependent
variable and for independent variables; there are three groups of firm
specific, macro-economic and privatisation variables.
3.5.2 Descriptive statistics
Based on literature review, ROA as the profitability measure is se-
lected. Also used is ROE as an alternative measure of profitability for
robustness. Since data characteristic of the latter measure are simi-
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Table 3.5: Sample breakdown by country
Figure 3.1: Profitability (ROA) mean trend
lar to that of ROA, this section only reports descriptive statistics for
ROA.
Figure 3.1 and Table 3.6 show the trend of profitability over the
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Figure 3.2: Profitability (ROE) mean trend
Figure 3.3: Stock market capitalisation trend
10 years reviewed. During this period, the return of companies on
assets had shown improvement until 2007, after which a decreasing
trend is observed until 2009 due to the global financial crisis. From
2009 onwards, an increasing trend was noted which reached its peak
of 5.83% for ROA and 8.9% for ROE. This was higher than peaks
observed before the crises in 2007 (3.65% and 7.10% for ROA and
ROE, respectively). Moreover, Figure 3.5 also shows a similar trend
for individual countries. The countries more-or-less experienced the
same pattern; a decreasing trend occasionally between 2007 and 2009
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Figure 3.4: Asset share of foreign owned banks
and the recovery started 2010 onward. More specifically, companies
in countries such as Bosnia, Bulgaria, Estonia, Lithuania, Macedo-
nia, Moldova, Montenegro, Romania, Serbia, Slovakia, Slovenia and
Ukraine experienced bottom profitability in 2009 and the recovery
commenced immediately in 2010. However, companies in other groups
of countries such as Croatia and Hungary experienced a decrease in
profitability until 2010 and 2011, respectively. The companies located
in the remaining three countries of Czech Republic, Latvia and Poland
had experienced bottom profitability in 2008 and started recovery im-
mediately. Therefore, it implies that in some countries the impact of
crises was immediate (countries, which show bottom profitability in
2008) while in some others, the impact occurred with delay (countries
with bottom profitability in 2009 and 2010).
As our data set include one episode of structural break which is
2007 financial crises, as discussed in full detail in previous chapter, any
failure to take into account the potential presence of structural breaks
can lead to misleading inference in time series regarding the order of
integration. However as discussed in full details in Appendix D.1,
none of the existing unit root test which at the same time take care
of structural breaks are not applicable for the case of our data as
the employed panel data needs to have at least 10 years of complete
data and strongly balanced. Therefore the investigation of designing
proper unit root test which at the same time takes care of structural
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break in an unbalanced panel is left to future research.
Table 3.6: Profitability (ROA) statistics trend
In this analysis, a variety of variables will be investigated which
could logically affect ROA from a theoretical perspective. The sam-
ple is tested for multi collinearity and this revealed no problem during
analysis. Moreover, independent variables are reported as a percent-
age, except for sales/NWC and interest coverage ratios which are re-
ported as times. Credit period is reported in number of days. The
simple statistics are shown in Table 3.7.
Table 3.7: Statistics of variables used
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3.6 Results
3.6.1 Estimation results
In Table 3.2 the employed variables along with their expected impact
on the performance of have been listed. This study uses a balanced
panel of 17 Central and Eastern European very large companies span-
ning the period between 2003 and 2012. Equation (3.2) forms the basis
of the estimation. In static relationships, the literature usually applies
least squares methods on Fixed or Random Effects models. However,
in dynamic relationships, these methods produce biased (especially as
the time dimension T becomes smaller and cross sections become big-
ger) and inconsistent estimates (see (Nickell, 1981)). The econometric
analysis of model (3.2) involves the following issues: First, stationary
of the panel -using a unit root is tested for balanced panels- and
confirming weak correlation between descriptive variables (see Tables
3.10 and Table 3.14). Secondly, whether individual effects are fixed
or random are examined. In addition, techniques for dynamic panel
estimation are used. Finally, the estimates are tested for robustness.
The use of a relatively large T in a model for the profitability
of firms may be criticised on grounds of non-stationary of the panel.
Maddala and Wu (1999) suggest the use of the Fisher test, which is
based on combining the p-values of the test-statistic for a unit root for
each country. They state that not only does this test perform better
compared to other tests for unit roots in panel data, but it also has
the advantage of not requiring a balanced panel, as most tests do. The
results of this test are presented in Table 3.10. The null hypothesis
of non-stationary is rejected at the 5% level for all variables except
for stock market capitalisation and working capital turnover. The
estimation of the model continues by including a first difference of
these variables. The second issue is the choice between a fixed effect
(FE) and a random effects (RE) model. These results can be seen in
Table 3.11 and Table 3.12. As seen most of the variables, signs do
not appear to be logical according to theory and are not considered
significant. As indicated by Hausman (1978) (see Table 3.13), the
difference in coefficients between FE and RE is systematic, providing
evidence in favour of a FE model.
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However, as mentioned above, the least squares estimator of the
FE model, in the presence of a lagged dependent variable amongst the
regressors, is both biased and inconsistent. The first attempt to solve
the problem of bias and inconsistency in dynamic models was made by
Anderson and Hsiao (1982), who suggested the use of an instrumental
variables estimator based on the first-differenced form of the original
equation. Arellano and Bond (1991) observe that the Anderson-Hsiao
estimator lacks efficiency, as since it does not employ all the available
instruments. They suggest that efficiency gains can be obtained by
employing all available lagged values of the dependent variable and
lagged values of exogenous regressors as instruments. Nevertheless,
the Arellano and Bond estimators have been criticised when applied
to panels with small T, the argument being that under such conditions
this estimator is not efficient if weak instruments are employed.
Equation (3.2), dynamic in nature, prevents the use of the stan-
dard ordinary least squares (OLS) estimator, which will be biased and
inconsistent due to the correlation between the unobserved panel-level
effects and the lagged dependent variable. Therefore the Arellano and
Bond (1991) two-step General Method of Moments (GMM) approach
can be employed to solve the errors and biases (see also (Roodman,
2006)). With many panels and few periods, and under the assumption
of no correlation in the idiosyncratic errors, this estimator removes the
panel-specific heterogeneity by first differencing the regression equa-
tion. The results of the dynamic model making use of General Method
of Moment (GMM) are presented in Table 3.8 which provides evidence
on the impact of several firm-specific and macro-economic characteris-
tics and privatisation impact on firm profitability7. The Table displays
the relevant variables and shows how they perform in the model along
with the parameter estimates for the variables, their standard errors
and level of significance. In general, most variables were found to be
significant (less than 5
Moreover, the Sargan (1958) test for over-identifying restrictions
fails to reject the null hypothesis that instruments are valid. There-
7 It should be noted that after running multiple models, variables that were
not significant were removed from the model equations. These included variables
of firm’s debt to equity and inventory turnover ratios.
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fore, presents evidence that the underlying over identifying restrictions
are valid. The Arellano-Bond test for serial correlation in the first-
differenced residuals presents no evidence of model misspecification.
It is important to note that when the idiosyncratic errors are inde-
pendently and identically distributed, the first-differenced errors are
first-order serially correlated, and the test rejects the null hypothesis
of zero autocorrelation in the first differenced errors at order one. The
value test for the second order autocorrelation, however, implies that
the moment conditions of the model are valid.
The magnitude and significance of the coefficient on the lagged
ROA confirm the dynamic nature of the model, and shows a mod-
erate persistence in return. The coefficient estimate of 0.54 suggests
that the profits tend to adjust fairly quickly to their average level.
As explained by Stierwald (2010) high earnings in the past, provides
the opportunity to realise high profits in the future. The greater
the value, the more successful the firm has been in maintaining its
competitive position. Firms can benefit from previous profits if, for
instance, retained earnings are employed in operation or re-invested
into research and development (Hirschey and Wichern, 1984). There-
fore, the positive and significant coefficient for one-year lagged ROA
confirms the positive conditional serial correlation in returns that was
found in this research’s model. This result is consistent with those
reported by Stierwald (2010) and Demir (2009).
Therefore the investigation of designing proper unit root test which
consider more than one break in a unbalanced panel of long span is
left for future research to take care of all these issues simultaneously.
For chapter three, Im-Pesaran-Shin test ic conducted, however, z
statistics could not be calculated as normality of Z-t-tilde-bar requires
at least 10 observations per panel with unbalanced data.
Credit payable, which provides a sense of a company’s liquidity,
indicates the average number of days a company takes to pay its sup-
pliers. The greater this number, the more cash the company has for
other working capital needs and as expected positively affects the prof-
itability. This result goes against the findings reported by Raheman
and Nasr (2007) where they argued that the negative relationship be-
tween accounts payable and profitability is due to the fact that less
profitable firms wait longer to pay their bills. Although, the more the
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company’s managers are able to convince their creditors to pay them
in longer periods, they would have greater liquidity for their day to
day transactions, which leads to more profitability.
Referring to the impact of efficiency ratios, sales to net working
capital ratio is expected to positively affect the profitability and the
estimation shows the same. This ratio measures the number of times
working capital turns over annually in relation to net sales. This result
is in line with the result reported by Sutanto and Pribadi (2012).
Cost management as the other side of corporate efficiency is impor-
tant since over employed firms would have higher employee expenses
compared to the operating profit of companies. Therefore, it leads to
less profit for the company.
As expected, interest coverage ratio has positive impact on firm’s
profitability, since the greater this ratio is, the more the interest before
interest and tax is compared to the financial expense the company
is required to pay. Thus, indicating that the company has sound
profitability before deducting payable taxes. This is also reported
by Moody’s rating agency that corporations are vulnerable to bank
funding, short-term borrowing and floating interest rates, which all
are impacts financing expenses, which decrease this ratio.
Inflation (GDP deflator) as a macro-economic factor as it was ex-
pected negatively affects the performance of firms. This is similar
to the finding of Prasetyantoko (1997) . This implies that compa-
nies’ management is not fully able to forecast future inflation such as
possible increase in raw materials prices. Thus, they are not prop-
erly hedged or have not been appropriately adjusted to achieve higher
profits. As reported by Demir (2009), inflation uncertainty signifi-
cantly lowers industrial output growth. The study found a significant
negative impact of macro-economic uncertainty measured by real ex-
change rate, inflation uncertainty and country risk on net profits of
manufacturing firms.
Impact of GDP growth on profitability, as expected, has a positive
and significant effect, confirming the results of studies undertaken by
Muia (2009) and McNamara and Duncan (1995). Muia (2009) found
that the relation between GDP growth and growth of firms through
mergers and acquisitions is positive when firms seek immediate in-
creases in production capacity in a growing economy, however, the
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desire for firm to grow through a merger or an acquisition might in
turn be tempered by unfavourable business conditions. Overall, it
is suggested that the empirical evidence on the relationship between
GDP growth and growth of firms through mergers and acquisitions is
limited and mixed. Similarly, McNamara and Duncan (1995) found
that increase in the level of economic activity, as measured by GDP
is accompanied by increases in ROA, confirming that increase in no-
tions’ economic activity flows into sales activity and thus positively
affect ROA.
As one of the major factor showing succeeding in privatisation is
stock market development, stock market capitalisation as percent of
GDP as its index was chosen. As it can be seen in Figure 3.3, be-
tween the years from 1989 and 2006, this figure shows an increasing
trend when the “big” financial crises happened. From 2008, it has
started increasing; however, it did not reach its peak in 2006. This
factor in the regression analysis has a positive effect confirming the
positive impact of stock market expansions on the firm’s performance.
This result is in line with the study of Boubakria et al. (2002) where
they report that “corporate governance and the economic environment
have a significant impact on the extent of performance changes: for
instance a lower level of political risk, a friendly institutional environ-
ment, more developed stock markets and a higher foreign ownership
are significantly related to improvements in performance.” This is in
addition to Moody’s analysis where they found the depth of domestic
capital market as one of the key factor to affect the risk profile of
corporations in a positive way.
Fiscal decentralisation cannot be successful in isolation unless it
is joint with the reforms of a banking system. The study employed
a variable of asset share of foreign owned bank to measure for pri-
vatisation and as expected it shows a positive impact on the firm’s
performance during the privatisation period. This is implying that
the more the banking reforms take place, banking supervision is im-
proving more and also the prudential regulations improve, which leads
to being more open for foreign banks to enter to the local market and
enjoy the competitive banking environment. Moreover, this leads to
more lending to the private sector and ultimately increases the pri-
vatised firms performance. The result is in line with the findings of
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Crivelli (2012) where it was found that there was a negative impact
of banking reform on the cyclically-adjusted local government budget
balance (In percentage of GDP) implying that the less banking reform
the more the government need to assign budget for the economy. This
result is also in line with the Moody’s results where they found the
strength of banking system as main factor affecting the corporations
risk profile.
Impact of privatisation on companies’ performance is linked with
privatisation method being used dominantly. In this regard after in-
cluding the dummy variable for method of privatisation with three
categories of privatisation through sale, MEBO and mass privatisa-
tion (Voucher method), it was noticed that privatisation via sale of
assets has a positive and stronger impact compared to the other meth-
ods on the firms profitability for both ROA and ROE. The research
shows this impact by monitoring the countries that used this method
of privatisation, which all has higher profitability over the period un-
der review. These results are shown in Table 3.15. These empirical
results also are supported by the unsuccessful story of Ukraine where
Voucher method of privatisation was employed. Galyna and Stefan
(2004) also confirms the negative impact of voucher method on firms
performance since it led to de-motivated insider managers.
Moreover, this study included the interaction of economic growth
and method of privatisation on the performance of firms. The re-
sults show that impact of economic growth on firms’ profitability is
stronger in countries where sale of asset as the dominant method of
privatization were used compared to the countries used mass privatiza-
tion. Therefore, as hypothesised, the countries that had used the sale
method of privatisation had companies’ performance increase with
faster pace than the countries that employed the voucher method.
This result is in line with the study undertaken by Bennett et al.
(2007).
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3.6.2 Robustness checks: alternative measure of
firm profitability
A robust check was undertaken to confirm the reliability of the results.
Two checks were undertaken by re-estimating the coefficients and the
results are reported in Table 3.9. The robustness checks were carried
out using Return on Equity as the dependent variables (Figure 3.2
shows its trend). The results do not differ from those obtained pre-
viously, which confirms that the efficiency, liquidity macroeconomic
and privatisation factors are the driving factors in the performance of
firms and of very large companies in most European economies.
In addition, if the same regression is undertaken for more European
countries, other than the Central and Eastern European countries in
transition phase, similar results are produced. These are illustrated
in Table B.1. Moreover, the trend for ROA is similar to the trend
inselected CIS countries (see Figure B.1 and Figure B.2). Same
variables were employed in the regression model. Similar results were
achieved in terms of significance impact of variables and size of coeffi-
cient, implying that the behaviour of the profitability of firms in most
European countries is similar.
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3.7 Discussion and conclusions
This study applies a new method to investigate the relative impor-
tance of specific firm effects and macro-economic effects using finan-
cial ratios grouped as leverage, liquidity, efficiency, macro-economic
factors and privatisation indexes on performance of companies em-
ploying a dynamic two dimension panel model. A continuous variable
model is used, as an alternative to the more conventional ANOVA to
examine accounting-based financial ratios and macro-economic vari-
ables. A sizable corporate and macro-economic effect on business
performance was thereafter found. These results are only valid for
significantly large corporations in European countries and therefore,
may not be generalised for other samples.
The analysis answers the three questions that motivated this re-
search. First, it was found that the probability of firms to be profitable
is linked to the manner in which they allocate scarce resources. Sec-
ondly, macro-economic and the privatised environment plays an im-
portant role in determining the prospective profitability of economic
units. Finally, the study shows that the macro-economic impact ap-
pears to be qualitatively and quantitatively different for each nation,
pointing to the importance of inclusion of macro-economic factors.
It was hypothesised that highly liquidated, less leveraged firms
are more profitable than less liquid, and highly leveraged ones. The
estimated result confirms this hypothesis.
Macro-economic policies are important. Inflation may increases
the sales revenues through increasing the product prices, which will
result in higher profitability just in case the company managers make
wise decisions to adjust the prices according to expected inflation,
otherwise, a negative impact of inflation on firms profitability can be
expected. The case in the research presented a negative impact, im-
plying the inability of the firms to suitably forecast the inflation. A
secondary hypothesis was as follows: countries that used the voucher
method of privatisation would have lower performance in firms. This
was confirmed with the empirical results as even in the post-privatisation
period still they experienced lower profitability compared with other
companies in countries where other privatisation methods are used.
This study is not free from limitations. It used limited numbers
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of financial ratios and for selected countries only. For future studies,
there is a need to cover more countries, use data for the other groups of
companies in terms of size of firms other than for very large companies
employed in this study and for a longer period. Moreover, for more
accurate results, the three dimension panel analysis could be used in
order to detect the companies and countries effect at the same time8.
To summarise, this study provides new estimates of the influence of
macro-economic and firm specific factors on business performance in
a dynamic setting.
The estimated results are relevant to policy as it shows the firms
ROA as significantly persistent with one lag, which implies that the
manager of firms are able to predict next year’s performance while
being aware of the current year’s performance. In addition, corpo-
rate managers may predict that with each increase in the employees’
expenses to operating revenue, which is due to recruiting more em-
ployees or decreasing in operating revenue, the ROA will be affected
by almost 3%. As mentioned, liquid the firm is the more they can
response to market changes. Such as in case of sudden decrease in
raw material prices, firms with liquidity in their hand can benefit
from such opportunity and increase their profit margin, while firms
with less liquidity may lose such opportunity. Credit period (payable
period) is one of the liquidity indexes and in the model shows itself
with positive impact on profitability, which implies that a competent
corporate managers need to consider liquidity at any time.
At a macro level, macro-economic policy makers need to take into
account macro-economic factors carefully. Any adverse movement in
such factors may result in decrease in profitability. As such, one can
refer to main macroeconomic factors such as GDP growth rate -which
shows heavy impact on firms profitability-, inflation and more specifi-
cally level of market capitalisation -which means level of development
in capital markets- and creating competition in banking sector which
implied from existence of foreign banks in banking industry and ease
of entering to the banking industry. This is all shown to have signifi-
8In fact our data originally has got three dimension but in order to simplify
the results the data was averaged for all the companies in each country and for
each year
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cant impact on a firms’ performance. The latter two factors show the
level of privatisation in the economy. Therefore, implying that eco-
nomic privatisation improves the economic performance of each firm
operating in privatised economies than economies with a heavy public
sector presence.
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Chapter4
Scoring/rating firms and financial
institutions using fuzzy logic
systems and data mining
techniques
4.1 Introduction
Nowadays, one of the primary reasons, which prevent investors from
entering into emerging markets, is the uncertainty of these markets.
This is because of globalisation, which has led to emergence of such
complex network relationship in business environment. As financial
market get more complicated, risk management becomes crucial for all
types of financial institutions operating in such complicated environ-
ment. Moreover, the recent negative development in financial sector
in US and a number of high profile bank failures in Asia1 brought
1e.g. the Hokkaido Takushoku Bank, Ltd.; possibly the most notable failure of
the Asian financial crisis, “Hokutaku” went bankrupt in 1997, almost 100 years
after its inception as a “special bank” to promote development on the island
of Hokkaido. The bank specialised in long term, low-interest loans and debt
insurance that would help grow specific sectors on the island, like fishing and
agriculture. In 1939, the government deregulated Hokutaku, allowing it to offer
short-term financing and bank accounts. The bank grew and eventually became
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attention to the importance of credit risk management. The decision
whether or not to stop offering loans is a complex process and involves
uncertainty and credit risk. The assessment of the loan proposal re-
quires expertise, experience and a systematic approach.
Numerous rating institutions provide risk assessments for corpo-
rate companies as well as for financial institutions, as such rating
institutions one may refer to big rating agencies such as Moody’s,
Fitch Rating, Standard and poor’s, capital intelligence and etc. How-
ever, unfortunately not all the corporations and financial institutions
are rated by such rating institutions. Therefore, there is a need for
in-house tailor made scoring/rating models to overcome this existing
gap to calculate the risk associated with unrated credit proposals and
make the comparison. This is not only the requirements of lenders,
but also is required by supervisory authorities (see Appendix A.2)
to enable them to assess the level of soundness in the banking sector
that they supervise.
Another issue is related to the purchase of ready-made credit scor-
ing/rating models instead of building one. Of course buying a ready-
made customer credit scoring/rating models is recommended and a
better choice for retail banks. Because the scoring/rating model,
providers such as rating agencies have access to the large database
of retail customers and their past credit default, it makes their rating
models more accurate.
However, when referred to multilateral lenders (Multilateral banks
such as regional (Asian Development Bank, African Development Bank)
and sub-regional banks (East African Development bank and Black
Sea Development Bank) who finance companies and different types
of financial insinuations such as commercial banks, leasing companies
in different countries, which normally are not rated, there is a need
for developing an internal scoring/rating models in house. However,
building scoring/rating models based on insufficient data2, reduces
the applicability of current statistical models such as logistic regres-
involved in risky real estate investments during Japan’s late-1980s real estate
bubble. The rest, as said, “is history”.
2MDBs normally have very low default history which are called low default
portfolio. This is resulted from a very few number of defaulted financial institu-
tions or very large corporations
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sion (see (Odeh et al., 2010)), discriminant analysis or neuro-fuzzy
(see application of neuro-fuzzy in bankruptcy predictions (Vlachos
and Tolias, 2003), (Yildiz and Akkoc, 2010), (Buachoom and Kasem-
san, 2011), (Odeh et al., 2010), (Magni et al., 2006) in decision support
(Setlak, 2008), in evaluation (Thipparat, 2011), (Lin et al., 2004), in
clustering and classification (Grabusts, 2002)) types of models where
they require sufficient number of default cases data to train the model.
In addition non parametric models such as neural network or neuro-
fuzzy models are not preferred by bankers as they act as black boxes
where the information such as the weight of each value drivers on the
overall credit rating/scoring is not observable.
Other than the previously mentioned statistical models, there are
other theoretical models based on Merton option pricing theory (as
such it can be referred to KMV developed by Moody’s, and Credit
Underlying Securities Pricing CUSP developed by credit Swiss and
Credit Grades developed by JPMorgan, see Martin (2007)) which all
are ruled out because of the following reasons:
• Only applicable for public traded companies not for emerging
markets where the stock markets are not that developed and
not all the corporations and FIs are listed. Moreover, it is not
applicable for MDBs where they finance the corporations and
FIs, which are not be traded in the capital market,
• Difficult to construct the theoretical EDF (Exposure at Default)
without assumption of normally distributed of asset,
• Requires a huge database for calculating the empirical EDFs. In
case of the MDB, the numbers of credit customers are limited
and the loan tickets are normally bigger than commercial or
retail banks,
• It does not distinguish between the types of loans, collateral,
seniority of loans and etc.
• Not suitable for loans more than maturity of two year, MDBs
normally provide long term loans to justify their aim as devel-
opment bank (see Sobreira (2008),
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• According to the Merton approach default can be occur just
in the maturity time of loans, (see Wael (2008), Tudela Merxe
(2003) and Uwe (2003) for more details.)
Credit Risk Plus model developed by credit Swiss is also ruled out
because of its underlying assumptions. Such assumptions are infinite
number of customers in each band which may leads to the overesti-
mation of risk in small segment. This assumption makes the model
best suited for very large and homogenous portfolios (see Wael (2008),
Saunders and Alen (2002) and Uwe (2003) for more details). There-
fore, is not applicable for the small portfolios, which is the underlying
characteristic of MDBs’ credit portfolios.
Credit Metrics is one of the reduced-form models which was de-
signed by J.P Morgan, this was also ruled out because of the following
underlying reasons:
• One has to wait until the end of the year to assess whether the
company has been migrated,
• Transitions follow stable Markov process, which implies no de-
pendency of migration to the historical past periods,
• Unable to distinguish between customers in different industries
and countries,
• Using the historical data base for publicity traded bonds which
will be result to bias estimation because the nature of loan fi-
nancing is different and normally loans are not traded,
• The credit spread and interest rates used in valuation are all
deterministic while they are changing over time and suggested
to keep stochastically.
• Based on mark-to market mode, not default mode.
Only in Credit Portfolio View published by Mackinsey and Com-
pany in 1997 and developed by Tom Wilson in 1989, considers the
macro-economic environment on the borrowers default. This model
considers the Macro Economic factors e.g. inflation rate, unemploy-
ment rate, GNP growth rate and exchange rates on the probability of
default of customers. The main steps of this model include:
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• Obtain a time series of macro-economic variables and default
histories,
• Regressing the default rates on macroeconomic variables to iden-
tify systemic factor coefficients,
• Extrapolate forecasts of macroeconomic variables,
• Calculate default rates by regressing default on the forecast of
macroeconomic conditions,
• Simulate default rates over different possible macro-economic
states to trace the distribution of conditional default probabili-
ties for each rating,
Obviously from this model steps, the default rates need to be known.
However the MDBs credit portfolio is low default portfolios.
Therefore, employing other types of models seems more applicable.
Referring to expert judgment models and fuzzy models, this study fo-
cuses on the latter. For MDBs, two things always need to be taken
into account at the same time: one is economic development of their
member countries and the other one is to secure themselves against
any possible risks while they generate enough revenue to cover their
costs. Credit rating of assets therefore helps in determining the risks
associated with their customers, define proper credit risk based pric-
ing while granting a loan and consequently ensure adequate loan loss
provisions.
In probability theory the attribute expected always refers to an
expectation or mean value, and this is also the case in risk manage-
ment. The basic idea for expected loss is that with the known default
probability (DP) of borrowers, the exposure at default (EAD) (which
is the amount of loan given) as well as risk of transaction or loss given
default (LGD) (which considers type of collateral3, product type, se-
niority of claim and etc.), and how much would be the expected loss
of single obligor (see (Uwe, 2003) and (Christian et al., 2003) for more
detail). These three major components as shown in Figure 4.1 are the
basis for the standard credit risk measurement. Therefore, expected
loss or general provision follows the formula below:
3Not all types of collateral carry same value and risks
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Figure 4.1: Borrower credit risk assessment components
Thun (2011)
General Provision(ExpectedLoss) = PD ∗ LGD ∗ EAD (4.1)
This article focuses on the first part, which is probability of default
(PD). Most of the current credit scoring/rating models in order to
come up with the probability of default, -ranges from simple ones
such as Altman Z score. Logit and Probit regressions to the most
complex ones such as neural networks (ANN) and genetic algorithm
(GA) - ruled out because no data available to relate the input (credit
worthiness attributes) to output (bankruptcy rate) and therefore train
the model. Therefore, models that give an accurate picture of credit
assessments based on minimal data are needed. One of such models
is expert system, which is based on knowledge gained from previous
experience. Fuzzy logic is an extension of expert systems that deals
with reasoning that is approximate rather than precise.
Some benefits of fuzzy systems are; a) ability to model highly
complex business problems as conventional expert systems failed to
grow in business applications mainly due to the complex nature of
many business problems, b)fuzzy systems are highly suited for mod-
eling computationally complex non-linear problems which are poorly
understood, c) efficient knowledge base, d) fuzzy rule based systems
require fewer rules and execute faster than conventional rule based
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systems, e)a single rule applies by different degrees to a variety of
situations, h) reduced model complexity and i) improved handling of
uncertainty.
In designing a standard credit scoring/rating models based on
fuzzy approach there are several standard major steps; a) identifica-
tion of attributes affecting the credibility of the customer b) providing
appropriate weights and c) development of a rule based inference en-
gine and expert system.
The primary target and motivation of this study is to propose a
credit scoring/rating model for financial institutions and very large
corporations based on fuzzy approach in order to offer MDBs an in-
strument to be able to choose low risk credit proposals.
As reported by Thun (2011) there are several standard sources of
information required for assessing the borrowers default. In Figure 4.2
the essential information required for company credit scoring/rating is
shown. These are industry risk and competitive in the market, man-
agement, ownership and corporate governance and financial soundness
which includes profitability, liquidity and financial flexibility, and cap-
italisation. Moreover, the same information will be required for score
the financial institutions except bank account data that can be sub-
stituted with relation with other financial institutions. However, as
seen in the Figure 4.2 financial statement credit rating is the ma-
jor component of the model therefore more important is given to that
while designing the two separate scoring/rating models, one for corpo-
ration and one for financial institutions. Other than these factors, the
impact of macroeconomic environment on the corporations and finan-
cial institutions financial soundness can also be take note of, shown
in Figure 4.2.
There are three different methods to develop a scoring/rating method,
one is solely based on data, the other one is solely based on expert
judgments and third group is combination of the two which are re-
ferred to as hybrid models, both experts’ judgments and data mining
techniques are employed.
There are many criticisms over purely expert models as they only
use the expert opinion, sometimes considered as bias if the expert
group is changed. Therefore based on available past history of such
customers, one can use hybrid models. Here it is the goal to reduce
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Figure 4.2: Sources of information to assess borrowers default risk
Thun (2011)
or even eliminate the expert opinion as much as possible and try to
quantify the fuzzy based scoring/rating models. One of the innova-
tions in this paper in respect to the developed models is the employ-
ment of data mining techniques 4 In this chapter, a combination of
data mining and fuzzy logic concept is used to calculate the credit
risk of customers.
Nowadays numerous phenomenon in finance and economics are
fuzzy but are treated as if they are crisp (Korol, 2012). The concep-
tion that a company or an individual is at risk of bankruptcy must
be considered imprecise. In reality, the firms or individuals can be
considered as 100% bankrupted in rare cases. It is difficult to de-
termine the degree of bankruptcy threats using traditional statistical
methods such as multivariate discriminant analysis. When the value
of the discriminant function is less than the threshold value, it implies
that the company is at risk of bankruptcies. However, with the use
of fuzzy logic, vague and ambiguous concepts can be defined such as
high risk or low risk.
Therefore, in the two models fuzzy logic concepts are applied to
design a methodology for evaluating creditworthiness of the client.
4Data mining is the process of discovery of meaningful new correlation pat-
terns and trends by sifting through large amount of data, using pattern recogni-
tion technologies as well as statistical and mathematical techniques. Data mining
techniques can be considered descriptive or predictive. Descriptive data mining
intends to summarize data and to highlight their interesting properties while pre-
dictive data mining techniques aims to build models to forecast future behaviours
(Abdulsalam et al., 2012).
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The value drivers, their respected membership functions and their
influence on the credit scoring-rating need to be defined firstly in
order to build a fuzzy logic model. Value drivers are defined using
literature through regression models (see chapter 2 and 3).
Defining the shape of membership functions for each value drivers
conducted employing statistical data and for retaining their influence
on the credit scoring-rating regression model is used (see chapter 2
and 3).
This approach is alternative to the approach using neural networks
approach where sufficient amount of data exists for customers who
have defaulted.
In the case of MDBs - where there is low default loan portfolio-
and in order to form a portfolio of credit customers -in this research
mainly large corporations and FIs- with a reasonable quality, pro-
viding different type of credit facility to them such as participation
in their equity or providing their working capital requirements, risk
based price setting and keeping appropriate loan loss provisions, there
is always need for classifying borrowers.
Models are formed based on the fundamental analysis5 where both
the internal and external factors are employed. The most important
factor in fundamental analysis is information relating to the economy,
the industry and the borrower itself. Therefore, fundamental analy-
sis is broken into three distinct parts; a) borrower analysis, b) econ-
omy analysis and c) industry analysis where the company operates in
(Tavakkoli et al., 2010) (see Figure 4.3).
Based on the regression analysis conducted in chapter 2 and 3 two
scoring/rating models are proposed as shown in Figure 4.4 and Fig-
ure 4.5. These two credit models have some similarities and some
differences. Both of them have intermediate variable levels which link
the input variables and output variables and both has macroeconomic
factors (e.g. inflation and GDP growth) and customer specific factors.
Employing different value drivers are distinctive in the two models.
5In whole stock markets, generally, analysts employ several types of analysis;
technical analysis, fundamental analysis and combination of these two methods.
Technical analysis is the study of market behaviour, primarily through employing
charts, for forecasting future price trends. A technical analyst holds the view that
everything is concealed in price (Tavakkoli et al., 2010).
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Figure 4.3: Credit scoring structure
Moreover, the concept of the two models in terms of scale of results -
e.i in FI model our result scale is between 0 to 100 score (100 indicates
risk free FI and 0 indicates an FI with the highest risk) and in corpora-
tion model the scale is from 0 to 1 (0 indicates for risk free corporation
and 1 indicates a corporation with highest credit risk- are different.
The third difference is that in the corporation model there is an extra
intermediate category of privatisation, which takes care of privatisa-
tion environment in CIS countries, known for countries in transition.
Seen in these two Figures, the input variables are grouped in two or
three intermediate variables and this is for decreasing the numbers
of fuzzy rules to be generated. Impact of each input variable on the
intermediate variables and impacts of intermediate variables on out-
put variable (scoring/rating) are marked with a question mark. These
question marks will replace with percentages obtained from mapping
the regression coefficients with percentages. It is worth noting that
the summation of each group of variables linked to an intermediate
variable must equal to one. This is why the regression coefficient re-
sult cannot be used directly in these models and a mapping process
is needed.
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If it is assumed that all the company’s financial policies, their ac-
tivities, their corporate governance, policies and strategies, their risk
appetites, their expanding targets are for profit maximization, it is not
exaggeration. It is true all these aspects are for one reason - making
more profitability. Earning profit is essential for survival and growth
of the company. Moreover, the need to profit is to create surplus
for undertaking expansion and further investments. Profit enables
one to meet the various expenditures during the stage of recession,
profit is essential to attract capital for undertaking expansions, profit
is needed for provision of risk bearing and finally profit is regarded as
good measurement of efficiency because the performance of a business
is judged based on its profit.
Therefore, profit as index is employed for firm financial soundness.
Moreover, in previous chapters the main determinants of profitability
by means of regression analysis for both the corporations and financial
institutions are already determined and therefore those results form
the basis for our two scoring/rating models. The determinants of
profitability are assumed to be value drivers of scoring/rating results
of the credit customers (output). However, for simplicity, through
intermediate variables, the input variables are grouped.
The difference between the previous chapters and this chapter is
that previously the study attempted to derive the main determinants
of profitability for both the FIs and corporations and their coeffi-
cients. However, in this chapter, one attempts to go further and
transform the research in a practical manner. Therefore as the fuzzy
logic model is acceptable model for the low default portfolio case,
used are the determined main value drivers and their quantified influ-
ences in our fuzzy scoring/rating models. In other words, instead of
using expert judgment to define the value drivers’ influences on the
credit scoring/rating, the significance of each value drivers determined
in previous chapters was used. Other advantages of the fuzzy based
scoring/rating models are that unlike the regression models where it
does not consider the median of the value drivers (descriptive vari-
ables) distribution, in our fuzzy logic model, the distribution shape is
imposed to the value drivers. This is obtained by using the historical
available data for each value driver and imposes it to its membership
function. Therefore, a specific value for each value driver has differ-
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ent meaning. For instance, where the distribution is skewed to the
left, having a low value of that value driver results in very low de-
gree of membership for that. However, in the regression analysis such
opportunity is not presented 6.
Therefore, financial and economic aspects are considered by focus-
ing on several value drivers that are combined together via “if-then”
rules. The output of the system is a real number in the interval [0, 1]
for rating model results for corporations or a real number of [0,100] for
scoring result of our financial institutions, which represents the credit
risk of the customer. To corroborate the model, robustness checks are
conducted. This scoring/rating system can be used for ranking firms,
pricing and provisioning purposes.
Fuzzy logic is in this sense is an extremely effective tool since the
complexity of real-life situations is handled through “vague” variables
and “vague” interactions, which better replicate human mind in de-
scribing the phenomena. The mental processes of human beings are
actually imperfect and imprecise, since individuals often act in con-
texts of incomplete (and unclear) information. The approach is just to
show an application of fuzzy logic for appraising firms and financial
institutions using the quantitative factors e.g. like the factors that
have already determined in previous chapters. Another objective can
be how a typical firm performed via-a-vis other similar firms.
Providing the ability to determine the place of each customer in
comparison with other customers in respect to a specific value is
considered as the other advantages of the fuzzy base scoring/rating
method. In this regard, the major contribution of this piece of study
is to include macro-economic factors in the internal scoring/rating
Model. This is unlike the other past studies such as R.T.McIvor et al.
(2004) where they just include the financial ratios to short list the
companies for acquisition and employing the fuzzy logic concept solely
in order to increase the accuracy of their model. The use of differ-
ent scoring/rating models will be discussed in the literature review
section.
6For instance in simple linear regression where α=Y¯ -β X¯ and β=COV (XY )V AR(X)
there is no trace of Median. Median is used in Skewness calculation (µ−νσ ) where
fuzzy value drivers MFs are impacted
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Finally, the current chapter is organised as follows: the second
section describes the fuzzy concept, fuzzy systems and fuzzy networks
in detail. The third section presents a literature review of different
credit scoring/rating models, focusing on the fuzzy concept applica-
tion in finance. The forth chapter explains the data employed, in the
fifth chapter, two customized fuzzy scoring/rating models are pro-
posed followed by the last chapter, which explains the results as well
as the conclusion remarks.
4.2 Fuzzy technique
As stated by Magni et al. (2006) “fuzzy logic is a cognitive framework
that adequately replicates the natural way human beings recognize
the world and think about problems and situations and enables us to
formalize qualitative and vague concepts”. This research predicts the
integration of expert systems, statistical methods and fuzzy logic for
company evaluation and, in general, for decision-making purposes rep-
resents a reliable methodology that could be appealing for managers,
practitioners and analysts.
It does not excessively simplify description of reality, engage in
complicated formalisation and neither requires advanced knowledge
of mathematics. It is intuitive and comprehensible by any evaluator,
extremely flexible (the evaluator can change it), able to handle both
quantitative and qualitative variables and is not restricted to a small
number of variables. At the same time, it does not renounce to for-
malisation and neither provides a suitable numerical value for the firm
at hand. As the reader will note, the evaluation derives from logical
implications (“if-then” rules). Implications include natural cognitive
tools so anyone is able to understand and construct them.
4.2.1 Fuzzy logic concept (Fuzzy Set)
In the way in which the world is vague and multi-valued, fuzziness is
often encountered in real life. As stated by Magni et al. (2006) in a
business context, the sentence “the quality of the firm’s products is
high” is always true at a certain degree (possibly a zero degree) as
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well as the sentence “the quality of the firm’s products is low” is al-
ways true at a certain degree (possibly zero). The term “fuzzy logic”
emerged from the development of the theory of fuzzy sets by Lotfi
Zadeh (1965), professor for computer science at the University of Cal-
ifornia, in Berkeley. Essentially, Fuzzy Logic (FL) is a multivariate
logic that allows intermediate values to be defined between conven-
tional evaluations such as true/false, yes/no, high/low, etc. Notions
like rather tall or very fast can be formulated mathematically and
processed by computers, in order to apply a more human-like way of
thinking in the programming of computers. As stated by Khcherem
and Bouri (2009) a fuzzy set does not have specific and limited bound-
aries; the distinction between belonging or not, does not exist, but a
degree of pertinence. Therefore, fuzzy logic rests on the assumption
that all things belong to a set at a certain degree, so the quality of
a product always belong to both the set of high-quality products and
the set of low-quality products (to a certain degree), in the same sense
a man always belongs to the set of old men at a certain degree (as well
as to the set of young men at a certain degree). Moreover, qualitative
variables such as competition in the industry, consistency with corpo-
rate strategy etc. may not be treated with the classic ’crisp’ financial
criteria and often are integrated in the decision process in a nonfinan-
cial way or even neglected. In all these cases fuzzy logic may be used.
Fuzzy logic enables the user to formalize linguistic attributes such as
’low’, ’high’, ’good’, ’excellent’, ’positive’, ’interesting’, ’fruitful’, ’ad-
equate’ and so on. For a single variable, more attributes may be used
and graphically represented in the same graph. As an example, the
value drivers ROA is described by using three linguistic attributes;
low, medium, high and the corresponding degrees. Graphically, one
may represent these attributes through fuzzy numbers as in Figure
4.6. The x-axis collects all possible numerical values for ROA, whose
unit of measure is given by profit after tax over total assets. The
y-axis collects the degrees at which a linguistic attribute is activated
(membership degrees). For this, Gaussian type of membership func-
tion is used7. For example, a ROA ratio of 2% is Low at a degree
of 40%, Medium at degree of 30%, High at a zero degree. A ROA
7The famous Membership function types are given in Annexure C.1
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of 40% is Low at a zero degree, Medium Low at a 30% degree, High
at a degree of 50%. In other words, once the decision maker fixes a
value for ROA ratio, the latter is fuzzified or translated into fuzzy
terms and the corresponding fuzzy numbers is individuated by the
pair. Membership functions are usually presented in graphical forms
like ones shown in Figure 4.6.
Figure 4.6: Example of Fuzzy Membership Function for ROA
4.2.2 Fuzzy system
Fuzzy logic involves a system of concepts, principals and methods of
dealing with modes of reasoning that are approximate, rather than
being exact or precise. It is particularly effective at handling uncer-
tainty, vagueness and imprecision and it is especially useful where a
problem can be described linguistically (using words). In fuzzy logic
the degree of truth of a statement can range between the value of 0
and 1 and is not constrained to two truth values true, false as found
in classic predicate logic (Khcherem and Bouri, 2009).
The point where FL emerges becomes the crisis in relation to clas-
sic set theory. One member definitely belongs or does not belong to
the set in classic set theory. In other words, there are two possibili-
ties, an individual is a member of a set or either not a member of a
set. Hence, FL makes it possible that one individual can be a mem-
ber of more than one set in a certain degree by means of membership
functions. A is defined as a fuzzy set as shown below (Korol, 2012).
A = {(x, µA(x))|x ∈ χ} (4.2)
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This equation µA(x):χ→ [0, 1] is a function for each element of χ
that determines the extent to which it belongs to set A. This function
is referred to as a membership function of fuzzy set A which gets value
between 0 and 1. Thus, the membership function µA(x) : U =⇒ [0, 1]
is defined as follow:
∀x∈UµA(x) =
{
f(x), x ∈ χ
0 x /∈ χ
Where µA(x) function defines membership of element x to set A,
which is subset of U ; f(x)− function receiving values from interval
[0,1]. The value of this function is referred to as the degrees of mem-
bership. A membership function assigns the degree of membership of
each element x ∈ χ to a fuzzy set A, where three situations can be
distinguished:
• µA(x) = 1 means full membership of element x to the fuzzy set
A,
• µA(x) = 0 means that no element x belongs to fuzzy set A,
• 0 < µA(x) < 1 means partial membership of an element x to
the fuzzy set A.
Fuzzy expert systems use fuzzy data, fuzzy rules, and fuzzy infer-
ence. For example, in case of the corporate model used, a simple rule
based on conditional (“if-then”) implications is described as follows:
IF last year ROA is medium at a degree of x AND the inflation
is high at a degree of y AND the market capitalization is low at a
degree of z THEN the credit risk is high at a degree of w
With x, y, z, w being real number in [0,1]. If the system receives
the piece of information provided by the above antecedent, it infers
(using its inferential engine) the sentence “the credit risk is high” and
simultaneously provides a corresponding degree w that substantiates
such a “high” value. The value of w is obtained through aggregation
of the membership degrees x, y, z of the antecedent variables (Magni
et al., 2006). One feature of FSs is the ability to realise a complex
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nonlinear input output relation as a synthesis of multiple simple input-
output relations. This idea is similar to that of NNs. The simple
input-output relation is described in each rule. The boundary of the
rule areas is not sharp, but fuzzy. This is the fundamental idea of FSs
and the origin of the term ’fuzzy’ (Takagi, 1997)
Therefore, fuzzy systems have two blocks: first involves designing
the antecedent part and the second involves designing the consequent
part.
Design of antecedent parts Designing antecedent parts refers to
deciding how to partition an input space. Most rule-based systems
assume that all input variables are independent and partition the
input space of each variable. The difference between crisp and fuzzy
rule-based systems is how the input space is partitioned (compare
Figure 4.7; (a) with (b).) The idea of FSs is based on the premise
that in the real analogue world, change is not catastrophic but gradual
in nature. Fuzzy systems, then, allow overlapping rule areas to shift
from one control rule to another. The degree of this overlapping is
defined by membership functions. The gradual characteristics allow
smooth fuzzy control (Takagi, 1997). It should be noted that the use of
fuzzy numbers for even8 the numeric intervals is more representative
than the original numerical intervals. The issue appears to be the
sharp transition from one interval to another interval. This is why
fuzzy logic rules are used to obtain the scoring/rating. Otherwise,
the future ROA could be calculated based on predicted numbers by
inserting them in estimated regression formula. However, fuzzy will be
used with its ability of smooth control instead of sharp transmission
through using the predicted numbers of value drivers and fuzzy rules.
Design of consequent parts or Fuzzy Inference System Fuzzy
inference is the process of formulating and mapping from a given input
to an output using fuzzy logic. The process of fuzzy inference involves
all pieces of membership functions, fuzzy logic operators and if-then
rules. The fuzzy inference system forms a useful computing framework
based on the concepts of fuzzy set theory, fuzzy if-then rules, and
8For non-numerical intervals using the fuzzy numbers is a must.
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Figure 4.7: Rule partition of an input space: (a) partition for crisp
rules and (b) partition for fuzzy rules.
Takagi (1997)
fuzzy reasoning. This system has been successfully applied in various
fields such as automatic control, expert systems and computer vision.
The fuzzy inference system is a powerful function approximate, and it
differs from other powerful function approximate, neural networks, in
its capability of handling linguistic information. The basic structure
of a fuzzy inference system consists of three conceptual components:
(1) a rule base, which contains a selection of fuzzy rules; (2) a
database, which defines the membership functions used in the fuzzy
rules; and (3) a reasoning mechanism, which performs the inference
procedure upon the rules to derive a reasonable output. The fuzzy
rules are usually called fuzzy if-then rules and are described in the
following forms:
R : if x1 is F1 , and x2 is F2 ... and Xp is Fp , then Y is G, (4.3)
Where Fi, i = 1, ..., p, and G are linguistic terms which are fuzzy
sets defined by membership functions, and X = (Xl, ..., Xp)
T and Y
are the input and output linguistic variables, respectively. The state-
ment in the antecedent or premise represents the input information
and the statement in the consequence or conclusion represents the
output. Furthermore, in order to derive conclusions from a set of
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fuzzy if-then rules, an inference procedure is needed, which is called
fuzzy reasoning or approximate reasoning. These reasoning proce-
dures derive conclusions based on information aggregated from all the
rules. Different types of fuzzy if-then rules and aggregation meth-
ods lead to different fuzzy inference systems. There are two primary
types of fuzzy inference systems developed for function approximation:
Mamdani-type and Sugeno-type (see Appendix C.1 and Appendix
C.2 (Sivanandam et al., 2007) and Corporation (2002)). These two
types of inference systems vary in the manner in which the outputs
are determined.
Mamdani’s fuzzy inference method is the most commonly seen
fuzzy methodology in use. Mamdani’s method was among the first
control systems built using fuzzy set theory. It was proposed in 1975
by Ebrahim Mamdani as an attempt to control a steam engine and
boiler combination by synthesising a set of linguistic control rules
obtained from experienced human operators. Mamdani’s effort was
based on Lotfi Zadeh’s 1973 paper on fuzzy algorithms for complex
systems and decision processes. Mamdani-type inference, expects the
output membership functions to be fuzzy sets. Following the aggre-
gation process, each output fuzzy set requires de-fuzzification. It is
possible, and in many cases more efficient to use a single spike as the
output membership function rather than a distributed fuzzy set. This
is occasionally referred to as a singleton output membership function.
Sugeno-type systems support this type of model. In general, Sugeno-
type systems can be used to model any inference system in which the
output membership functions are either linear or constant (Corpora-
tion, 2002). Formulation of Mamdani and Takagi-Sugano is defined
below as:
1. Mamdani model: y = A (A is a fuzzy number.)
2. TSK model: y = a0+
∑
aixi (ai is a constant, and xi is an input
variable.)
The fuzzy inference system proposed by Takagi and Sugeno, which
is known as the Sugeno fuzzy model or Sugeno fuzzy inference system
would be used in this investigation. Instead of the if-then rules listed
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in equation (4.3), Takagi and Sugeno proposed the following fuzzy
rule:
Rl : if(x1 is F
l
1 and x2 is F
l
2 ... and Xp is F
l
p) (4.4)
then
(Y = Y 1 = C l0 + C
l
1x1 + ...+ C
l
pxp) (4.5)
In which F li represents fuzzy set or fuzzy terms associated with
the input xi in the lth rule, Y
l is the system output due to rule Rl,
and there are m rules, l = 1, 2, ...,m. In Sugeno fuzzy system, cli
represents real-valued parameter. In the present application, cli will
be assumed to be a fuzzy number including the variables priority as
well. Thus, the consequence in (4.5) is a possibilistic linear equation.
For a real-valued input vector X = (xl, ..., Xp)T , the overall output
of the Sugeno fuzzy system is a weighted average of the Y l
yl =
∑m
l=1w
lyl∑m
l=1w
l
(4.6)
Where the weight wl implies the truth value of the proposition
rules Y = Y l or rules weights and is defined as:
wl = Πpi=1µF li (xi) (4.7)
Where µF li (xi) is a membership function defined on the fuzzy set
F li . In the equation above, w
l is defined in terms of a “product” oper-
ator on the membership functions, wl can also be defined differently
such as the “min” operator.
4.2.3 Fuzzy computation layers
Explained here is the Sugeno Fuzzy system in detail. Essentially, fuzzy
system can be defined in five-layer calculation and it is illustrated
in Figure 4.8. The network is composed of nodes inter-connected
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through directional links. Nodes contain parameters and are rep-
resented by circles or squares. Square nodes represent nodes with
parameters and circle nodes represent fixed nodes without parame-
ters. To illustrate how a fuzzy inference system can be represented by
Fuzzy Network (FN), one can consider the following example (Cheng
and Lee, 1999). If assumed that a fuzzy inference system contains the
following four rules:
R1 : if(x1 is small and x2 is low) (4.8)
then
(Y = Y 1 = Cl + C11x1 + ...+ C12x2) (4.9)
R2 : if (x1 is Small and x2 is High) (4.10)
then
(Y = Y2 = C2 + C21x1 + C22x2) (4.11)
R3 : if (x1 is Large and x2 is Low) (4.12)
then
(Y = Y3 = C3 + C31x1 + C32x2) (4.13)
R4 : if (x1 is Large and x2 is High) (4.14)
then
(Y = Y4 = C4 + C41x1 + C42x2) (4.15)
This system possesses a two-dimensional input, X = (x1, x2)
T .
For input x1, there are two fuzzy sets, “small” and “large” associated
and for input x2, two fuzzy sets of “low” and “high” are associated.
Two subgroups of nodes in Layer 1 exist. The first subgroup in-
cludes nodes “small” and “large”, which are linked by x1; and the
second subgroup includes nodes “low” and “high”, which are linked
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Figure 4.8: Architecture of FAN for the illustrative example.
Cheng and Lee (1999)
by x2. Each node in Layer 1 outputs a membership function based on
the linguistic value of the input. Nodes in Layer 2 output the prod-
ucts which are wl, l = 1, ..., 4, based on the incoming signals. The
function of a node in this layer is to synthesize the information in the
premise section of the fuzzy if-then rule. For example, node 1 in Layer
2, Λ1, receives signals from “small” and “low”, which is equivalent to
the premise of R1 in the above fuzzy inference system. The number
of nodes in Layer 2 is the number of combinations of nodes from each
subgroup in Layer 1, for instance two variables exist, each has 2 MF so
there will be 22 = 4 rules. Layer 3 simply performs a normalization of
the output signals from Layer 2. Each node in Layer 4 corresponds to
the consequence of each fuzzy if-then rule. For example, the first node
y1 in Layer 4 is defined as yl = c10 + c
1
1x1 + c
1
2x2. Finally, Layer 5 sums
up all the outputs from Layer 4, which is equivalent to performing an
aggregation of all the four fuzzy if-then rules.
The output of node h in layer r is denoted as fr,h, then the func-
tions of each node in Figures 4.8 can be described as follows:
LAYER 1 . Let the fuzzy sets, “small”, “large”, “low”, and “high”,
in the premise section of fuzzy if-then rules be denote by F1, F2,
F3, and F4, respectively. The output of node h is defined by the
membership function on Fh, fl,h = µFh(X1), for h = 1, 2 and fl,h =
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µFh(X2), for h = 3, 4. The membership function for Fh can be any
appropriated function. In this investigation, a Gaussian function is
assumed whose parameters can be represented by the parameter set
υh, σh,
Fh(X1) = exp[−(x1 − υh
σh
)2], for h = 1, 2 (4.16)
and
Fh(X2) = exp[−(x2 − υh
σh
)2], for h = 3, 4 (4.17)
The parameter set υh, σh in this layer is referred to as the premise
parameters.
LAYER 2 Every node in this layer is a fixed node labeled Λl, l =
1, ..., 4. The nodes in this layer act as fuzzy and operate in the premise
section of the fuzzy if-then rule. Each node has exactly two incoming
signals from Layer 1. Here, weights are defined as a multiplication of
the incoming signals. This multiplied output forms the firing strength
wl for rule l:
f2, 1 : W 1 = µF1(X1).µF3(X2) (4.18)
f2, 2 : W 2 = µF1(X1).µF4(X2) (4.19)
f2, 3 : W 3 = µF2(X1).µF3(X2) (4.20)
f2, 4 : W 4 = µF2(X1).µF4(X2) (4.21)
LAYER 3. Nodes in this layer are fixed nodes labeledNl, l = 1, ..., 4.
The output of this layer is a normalisation of the outputs of Layer 2:
f3,l = w−˜l = w
l∑m
t=1w
t
, l = 1...., 4 (4.22)
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LAYER 4. The nodes in this layer are adaptive nodes with nodes
function
f4,l = w¯
lYl, l = 1...., 4 (4.23)
where Y l is the consequent part of a fuzzy if-then rule, and
Y l = cl0 + c
l
1x1 + c
l
2x2 (4.24)
Where cli are fuzzy numbers and are referred to as the consequence
parameters. It is assumed that C lj are symmetrical triangular fuzzy
numbers as clj = (a
l
j, b
l
j), j = 0, ...p, l = 1, ...,m. (Jiao et al., 2007),
which also includes the variable influence. This is shown in an example
in Annexure ??. Here, is the place where variable influences are
incorporated.
LAYER 5. . The single node in this layer is a fixed node, which
computes the overall output as the summation of all the incoming
signals:
f5,1 = Yˆ =
4∑
l=1
Y l (4.25)
A numerical example of this case is shown in Appendix ??.
4.2.4 Fuzzy network structure
After the fuzzy network calculation layers are defined, the case will
be further explored in terms of input variables, their direct or indirect
effects on outputs and its network structure. For instance, let us
assume (b1) structure in Figure 4.9 where there are two nodes +2
and +3 and four leaves of x1, x2, x3, x4. In addition, the output of
each non-leaf node is calculated as a single TS fuzzy sub-model. Figure
4.9 illustrates the tree structural representation of the hierarchical TS
fuzzy models. This is similar to the decision tree scoring models also
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referred to as Bayesian Network or Recursive partitioning algorithm9.
It should be noted that, in order to calculate the output of each TS
fuzzy sub-model (non-leaf node), parameters in the antecedent parts
and consequent parts of the TS fuzzy sub-model should be embedded
into the tree (Yuehui and Ajith, 2010).
Figure 4.9: Tree structural representation of the hierarchical T-S fuzzy
models
Yuehui and Ajith (2010)
The output of a hierarchical TS-FS tree can be calculated on a
layer to layer basis. For simplicity, the calculation process of the tree
is illustrated below. It is assumed that each input variable is divided
into two fuzzy sets and the given fuzzy membership function is:
µ(a, b;x) =
1
1 + (x−a
b
)2
(4.26)
9See Abramowicz et al. (2003) for application of such methods.
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First, the output of TS fuzzy sub-model (node +2) is computed.
It is assumed that the given fuzzy sets for variables x3 and x4 are A11,
A12 and A21, A22, respectively. Also, suppose that the parameters in
the consequent parts of rule base are c0ij, c
1
ij, c
2
ij, (i = 1, 2 and j =
1, 2). These parameters are encoded in the node +2. Therefore, the
corresponding fuzzy rules of node +2 can be described as:
Rj,j : if (x3 is A1,i and x4 is A2j) (4.27)
then (yij = c
0
ij + c
1
ijx3 + c
2
ijx4) (4.28)
for i = 1, 2 and j = 1, 2. (4.29)
The output of node +2 can be calculated based on the TS fuzzy
model:
µ(a, b;x) =
∑2
i=1
∑2
j=1 σijyij∑2
i=1
∑2
j=1 σij
(4.30)
Where σij = µA1i(x3)µA2j(x4) for i = 1, 2 and j = 1, 2.
Second, the overall output of the hierarchical TS fuzzy model is
computed. It has three input x1, x2 and y (the output of the TS fuzzy
sub-model (node +2)). Assume that the used fuzzy sets for variables
x1, x2 and y are: B11, B12, B21, B22, B31 and B32, respectively. Suppose
that the parameters in the consequent parts of rule base are d0ijl, d
1
ijl,
d2ijl and d
3
ijl, (i = 1, 2, j = 1, 2 and l = 1, 2). Theses parameters are
encoded in node +3. the complete fuzzy rules of node +3 can be
describe as follows:
Rj,j : if (x1 is B1,i x2 is B2j and y isB3l) (4.31)
then (zijl = d
0
ijl + d
1
ijlx1 + d
2
ijlx2 + d
3
ijly) (4.32)
for i = 1, 2 j = 1, 2 and l = 1, 2. (4.33)
Thus, the overall output of the tree is:
z =
∑2
i=1
∑2
j=1
∑2
l=1 µijlzijl∑2
i=1
∑2
j=1
∑2
l=1 µi,j,l
(4.34)
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Where µijl(x1, x2, y) = µB1i(x1)µB2j(x2)µB3l(y)
Now, assume again that the structure (b1) and instead of 2 Mem-
bership function for inputs (leavses), there is 5 MF and 7 MF for
inputs and intermediate variables (nodes). In this case, the first layer
will have 25 = 5210 rules and for the second layer would totally have
175 = 7(5)2 rules. If imagined that 4 variables are directly linked to
the output node (no hierarchical structure or no existence of node +2),
then 625 = (5)4 rules would be generated(Zajaczkowski and Verma,
2012). Therefore, the more the hierarchy is used the less rules and
the less complicated the fuzzy models are likely to be.
4.2.5 Fuzzy Logic Numerical Example
A simple fuzzy network structure is shown through a numerical ex-
ample shown in Table 4.1 in the following. For simplicity several
assumption have been made; a)two value drivers are selected, each of
which has positive influence on the fuzzy output. b)each value driver
defined to have two membership functions. Value driver 1 has small
and large and value driver 2 has low and high membership function.
1 represent low and small membership functions and 2 represent high
and large membe4rship functions, c)each membership functions in
each value driver has 50 percent overlapping see Figure 4.10, d)value
driver 2 has two times more influence than value driver 1. Here several
main concepts needs to be explained before starting the fuzzy layers.
Fuzzy Numbers Fuzzy numbers represent each membership func-
tions. In this example 1 indicates low and small and 2 indicates high
and large. Those are shown in Cells D6, D13, E6 and E13.
Fuzzy Membership Function Fuzzy membership function is a
function which defines the degree of membership. In the example lin-
ear function is employed. It calculates as the actual value (any value
10Each domain region for input variables x is divided into 5 overlapping intervals
covered by membership function sets Akj , k=1,...,5 encoded as integer 1 to 5. The
intermediate variable and output/nodes are divided into 7 regions covered by
membership sets Bkj , k=1,...,7.
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between 1 and 10 for value driver 1 and any value between 1 and 50 for
value driver 2), shown in cells F6 and F13, divided by maximum value.
For instance for value driver 1, value of 8 indicates 8 divided by 10
(maximum value) which produce 0.8 degree of membership to mem-
bership function large or 0.2 degree of membership to membership
function small. In case of value driver 2, 45 divided by 50 (maximum
value) which produce 0.9 degree of membership to membership func-
tion High and 0.1 degree of membership to membership function low
(see Figure 4.10). These membership functions are shown in D8, E8,
D15 and E15.
Value Driver’s Value For each value drivers there are minimum
and maximum values where the actual value fall in between. For
instance for value driver 1, the minimum and maximum value are 0
and 10 and for value driver 2 the minimum and maximum value are 0
and 50. In the example 8 and 45 defined as value drivers value which
falls between 10 and 50 respectively. These values are shown in cells
F6 and F13 for the two value drivers.
Value Driver’s influences Value driver 2 has double influence on
fuzzy results compared to value driver 1. This is shown in cells G6
and G13 as 2 for value driver 2 versus 1 for value driver 1.
After explaining the main concepts, here the five computation lay-
ers are given. In layer 1, the multiplication of fuzzy numbers, fuzzy
membership functions and value drivers influence for each fuzzy set
is calculated. For instance, for membership small, the calculation is
given in cell D19 by following the formula of D8*D6*I6 which pro-
duce 0.2. For other membership function of large, low and high the
calculated numbers are 1.6, 0.2 and 3.6. The membership function
High has the most calculated value of 3.6. This is as result of its high
value of 45 compared to 8 in value driver 1 and its double influence
compared to value driver 1.
In layer2, four rules are defined which are combinations of one
membership function from each value drivers. Each rules calculated
as multiplication of the results in Layer 1. For instance rule 1 which
is defined as IF value driver 1 has small and value driver 2 has low
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membership function. This is being done by multiplying 0.2 and 0.2
which results in 0.04. The other three if then rules define similarly as
IF Small and High, IF Large and Low and IF Large and High. The
numerical results are given in row 22.
In layer 3, results from layer 2 are being normalized. This is being
done through dividing each output (row 22) by the their summation.
These are called normalized weight of each rule. The respected results
are shown in row 24.
Before starting Layer 4, a pre-calculations is required and that
is the multiplication of fuzzy number by actual value and the value
driver’s influence. In this example the results will be shown in row
28. Now Layer 4 can be started by multiplying the row 28 and the
normalized rules’ weights. This is shown in row 30.
Finally in layer 5, the results of layer 4 are being aggregated as
shown in row 31 as a single value of 180. Worth mentioning that
the maximum value that this cell can get is 220. By this simple
numerical example, an attempt was made to show how computation
are conducted in each layer and how the result is generated in the
fifth or final layer. As it was shown numerically the process consisted
of four IF-THEN rules which formed the body of the fuzzy network.
Figure 4.10: Value Drivers
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4.3 Literature review
In literature, numerous researches exist which have undertaken credit
risk measurement and more specifically, relate to credit scoring/rating
models. There are wide range of scoring/rating models11 ranges from
parametric (Statistical)12 to non-parametric (non-statistical and ex-
pert judgment models) scoring/rating models13. However, the inter-
mediate solution is to blend some judgmental view with the statisti-
cal results. As parametric models different types of regression models
can be referred to such as linear probability model, Logit and Pro-
bit models, discriminant analysis models14 and for non-parametric
approaches decision tree scoring models can be referred to15 (also
called classification trees or recursive partitioning algorithms), mathe-
matical programming, nearest neighbors models, analytical hierarchy
processes, soft computing techniques16 such as neural networks (e.g
Multi-Layered Feed-Forward Neural Network (MLFN) or Probabilis-
tic neural network (PNN)17, genetic algorithm techniques, fuzzy logic
and combination of these two mentioned methods, called Neuro-Fuzzy
methods. However, as previously mentioned, all the above-mentioned
statistical methods are ruled out when faced with low or zero default
credit portfolios where default history is almost nil. Therefore, one
of the less statistical scoring models is chosen, which in this case has
been the selection of a fuzzy model, which is validated using historical
data.
Fuzzy systems applied in different fields, range from its applica-
tion in engineering (see Khodaverdi et al. (2009)) for instance, in the
prediction of aircraft performance after take-off (Hossain et al., 2011),
its medical applications in monitoring glaucoma by means of a neuro-
fuzzy classifier (Huang et al., 2007), its application in house good pro-
ductions such as washing machines (Lucas et al., 2006), the applica-
11see Kiss (2003), Peng and Kou (2008) and Vojtek and Koeenda (2005)
12Past data of a number of customers are evaluated statistically to identify a
set of predictors to predict the new customers credit worthiness.
13see Lee (2010) for Analytic Hierarchy Process and Networks (AHP and ANP)
14see study done by Bardos (2001)
15see Abramowicz et al. (2003)
16see Lahsahna et al. (2010)
17see Limsombunchai et al. (2005) for more details
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tion in evaluation of concrete waste management options (Khodaverdi
et al., 2009)) and in Geomatics Kordi (2008) to its application in busi-
ness and finance (see Khcherem and Bouri (2009) where fuzzy concept
is used to develop a buy/sell investment strategy model, Kwong and
Bai (2002), Ravi et al. (2010), Moeinzadeh and Hajfathaliha (2010)
and Shen et al. (2010)) which sharply increased in recent years. Nu-
merous studies exist on the predictive power of fuzzy logic systems
over other methods of credit scoring and fuzzy logic has practical ap-
plications in many cases. In literature the studies are categorised into
two groups of studies, in one group fuzzy models designed employ-
ing expert judgments to create the fuzzy rules, in the other group
neuro-fuzzy models are built based on default history data. In this
piece of study the research’s models stand in between these two cat-
egories as fuzzy logic concept is used in combination with data min-
ing techniques (regression analysis). As an example of using fuzzy
logic in the business decision-making the application of fuzzy system
is referred to automate the risk assessment evaluation for car leas-
ing contracts. In which BMW Bank and Inform Software GMBH of
Germany have developed a fuzzy enhanced score card system (Edis-
bury et al., 1999). The primary goal of BMW Bank was to take
the decision process away from the bank and give it to the car dealer,
which allowed the dealer to assess the customers independently, rather
than waiting for BMW bank to approve a leasing contract. In this
plan, they have developed fuzzy decision-making systems for private
customers and for corporate entities. As reported, their total fuzzy
logic system involved 413 fuzzy rules in three modules. The entire
design, test and verification of the three modules took two person-
year efforts and integrating the modules generated by FuzzyTech into
PC-Based software for leasing contract management required another
person month. The system is currently in operation at German BMW
dealers, and BMW Bank management considers the performance to
be equivalent to an experienced leasing contract expert. Although
BMW Bank has not published a detailed cost saving analysis, a quick
estimation can be undertaken based on 50,000 leasing contracts per
year and total evaluation time of 30 minutes for each leasing contract
(including obtaining credit history information) results in 25,000 per-
son hours or 14-person year. Therefore, compared to the cost of the
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fuzzy logic decision support system implementation and maintenance,
the savings are substantial. For private customers they used a simple
network model consist of scoring root, resulted from customer pro-
file node and three independent value drivers of back-paying, credit
history and monthly payment ratio. The customer profile consists of
6 value drivers and 2 nodes. In the customer profile, they consider
unemployment value driver, which comes from a database that stores
the unemployment rate for the customer profession. The other in-
dependent value drivers such as back-paying history of the customer
is measure how timely they have been paying previous loan agree-
ments. The other value driver monthly payment ratio is calculated as
monthly payment over monthly disposable income of the customers.
For corporate customers their root is scoring which resulted from two
nodes and two independent value drivers. One node is illiquid risk,
which is resulted on two other nodes of financial backing (resulting
capital and revenue value drivers) and company structure (number of
employees, company age and legal type value drivers). The other node
is credit evaluation, which resulted to two value drivers of Indexcredi
and Inforcredit which both come from information service providers
that maintain credit scorings for every company in Germany.
In other research undertaken by (R.T.McIvor et al., 2004) it was
shown how a fuzzy system can be effectively utilised to evaluate a
large source of financial data while applying preferences to particu-
lar inputs within the analysis. Five stages have been used: 1) en-
tering the companies profile, 2) preliminary identification, 3) finan-
cial analysis of potential companies, 4) analysis of selected companies
and 5) establish acquisition programme including a fuzzy stage. For
the fuzzy system a 2-layer structure has been used, which consists
of financial categories and aggregation level. 4 categories of financial
ratios (profitability, efficiency, liquidity, financial strength and gear-
ing), and Takagi-Sugeno-Kang (TSK) method as the fuzzy inference
method and Heuristic selection18 as selecting method for parameters
of membership functions have been used. Magni et al. (2006) in an-
other study constructed their model base on three segment of Equity
18The other methods are Clustering approach, C-mean clustering approach,
Adaptive vector quantification and self-organizing map
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value, Additional Financial Value and Synergies purely based on ex-
pert judgments to create the if-then rules. Each segment had several
factors e.g. additional financial value, one of the three fundamental
building blocks of the model identifies the financial value that could be
created through an optimization of the capital structure of the target
firm. Therefore, in this study the three firm valuing segments; in turn
depend on others variables until, proceeding backward, a set of initial
independent variables (the inputs) is reached. Moreover, several value
drivers had multi-effect on the different nodes and occasionally on the
root at the same time. They expected the final output to measures
the value-creation power of the firm and it could be used as a rating.
Tavakkoli et al. (2010) in another study developed a fuzzy logic
based model to help investors assess the financial performance of com-
panies and rank the companies operating in the drugs and health in-
dustry. They selected the value drivers based on factor analysis and
stock exchange experts’ judgments.
Chen and Chiou (1999) in their research create a fuzzy based credit
rating system where they used three main nodes of financial condi-
tion (FC), general management condition (GM) and characteristics
and perspective (CP). In fact, in terms of using financial ratios their
model has some similarities with the models used in this study. As
such referred to as liquidity ratios -quick and current ratios-, finan-
cial structure ratios -such as debt ratio and long-term asset efficiency
ratio-, profitability ratios -such as interest expense to net sale ratio
and profit margin and return on equity- and efficiency ratio such as in-
ventory turnover, receivable turnover and asset turnover ratio. Their
research used multi-layered fuzzy structure with four layers (the mod-
els in this study have 3 layers). However, unlike models used in this
study (using regression analysis in determining the importance of each
value drivers) they made use of expert judgment.
Similarly in another study, Tufan and Hamarat (2003) in order to
build an investment decision tool, they employed fuzzy based model
and financial ratios as the fuzzy value drivers such as liquidity ratios
(current ratio, quick ratios and inventory over net working capital
ratio), activity ratios (inventory turnover ratio, receivable turnover
ratio, networking capital turnover ratio) and financial structure ratios
(such as equity to total asset ratio, long term debt to total liability
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ratio and some others.). They used Istanbul Stock Exchange (ISE)
100 index information for year 2002. They rated them and based
on the rating they suggested to investors whether or not to buy the
shares.
R.T.McIvor et al. (2004) also used fuzzy approach to support fi-
nancial analysis in the corporate acquisition process. They used 3-
layer fuzzy network model, similar to the models used in this study.
However again, for magnitude of each value drivers they used human
precedencies. The financial categories (nodes) are profitability (in-
cluding gross profit margin, profit per employee), efficiency category
(including return on capital employed, net asset turnover and fixed
asset turnover), liquidity category (including current ratio) and finan-
cial strength category (includes gearing ratio). Their study used 50
eligible UK based companies operating in the computing sector. The
results obtained from fuzzy model indicate how the corporation is eli-
gible for corporate acquisition. Finally Jiao et al. (2007) used a fuzzy
adaptive network (FAN) in combination with human judgment for
designing a credit rating model for small financial enterprises. The
work displays numerous similarities to this study in terms of using
FAN. They employed three categories or nodes of financial conditions
(including liquidity ratios, financial strength ratios, earning ability
or profitability ratios), management measure and characteristic and
perspective of the products as a third category.
4.4 Data
The two fuzzy network models are developed based on the two sepa-
rate samples; one a sample of 218 financial institutions, which operate
in 18 Asian countries over 21 years. In total 2,112 observations are on
which the fuzzy scoring model for FIs is built upon and the other sam-
ple covers approximately 12,000 large corporate companies operating
in 17 CIS and CEE countries over 10 years which the fuzzy rating
model is built upon. However, in order to use two dimension panel
model and for simplification, an average of all data belonging to each
country for every year is taken in order to have the panel of countries
over the years.
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These data sets were used for detecting the primary determinants
of profitability in chapter 2 and 3, which are used for building the
two scoring/rating models in this chapter. Moreover, data is used to
detect the value drivers’ distribution shape in order to impose them
to our scoring/rating models. Therefore, the fuzzy value drivers all
bear the characteristics of the sample data.
4.5 A customised fuzzy model
In this section, building the customised fuzzy network model is ex-
plained in three main steps. Step 1 is to define the fuzzy network struc-
ture specification i.e. defining the nodes and leaves of the tree. The
second step is to define the membership function attributes, which is
followed by the last step of defining rules and an aggregation method,
which will result in the output of the model.
4.5.1 Model specification; defining nodes and leaves
of the fuzzy tree model
After the basics of the fuzzy system have been explained in the previ-
ous sections, the building process of a hierarchical fuzzy system to be
used as a method for credit scoring/rating is now explained. A hier-
archical fuzzy inference system or network not only provides a flexible
architecture for modelling non-linear systems, but can also reduce the
size of the rule base to some extent. In Figure 4.9 some possible
hierarchical Takagi-Sugeno Fuzzy System (TS-FS) models for four in-
put variables and 3 hierarchical layers are depicted. The problems
in designing a hierarchical fuzzy logic system, as stated by Yuehui
and Ajith (2010) includes; the selection of an appropriate hierarchi-
cal structure, the inputs for each fuzzy TS sub-model, determining
the rule base for each fuzzy TS sub-model, optimising the parame-
ters in the antecedent parts and the linear weights in the consequent
parts. However, there is no direct/systematic method for designing
the hierarchical TS-FS.
The proposed fuzzy tree structure models look like Figures 4.12
and 4.13. There are three layers in these models. As anticipated,
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the value drivers do not affect the final output directly. These are
summarised into different layer groups forming intermediate variables
(nodes) until the final scoring/rating is reached. The approach is then
modular and gives rise to a conceptual map, an evaluation tree that
is run from nodes to trunk. In the modular approach followed, each
vector is transformed into a vector having fewer components: this
means that the variables have been grouped to generate intermedi-
ate variables. Conceptually, the scoring of an FI then depends on
the combination of the two variables of financial efficiency of FIs and
the country macroeconomics. The rating of a firm depends on firms’
financial efficiency, country macroeconomic environment, as well as
the special situation of countries in transition, which are privatisation
indexes. Based on the literature and regression analysis, the fuzzy
model structure is defined. Looking at the model, credit rating de-
pends on the company’s financial situation and the country where
the company operates in. Essentially, ROA was selected as the index
for credit rating and the value divers were grouped into two or three
nodes to decrease the number of rules generated. Moreover, there was
an effort to avoid including qualitative factors such as the age of a
company. As such, value drivers are subjective and their influence
on the output needs to be defined by expert judgment. Nine value
drivers of profitability (ROA) are already defined by regression analy-
sis. However, in order to decrease the number of rules to be generated
and also ensure that the model is not overly complicated, four value
drivers including cost of employee (similar to the Jiao et al. (2007)),
ROA (similar to the Jiao et al. (2007)), NWC turnover, credit period
(similar to the Jiao et al. (2007)) and ICR as efficiency node were
grouped. The macro-economic value drivers of GDP and inflation as
macro-economic node were grouped. Other than these two, there were
two other value drivers which were specifically for the countries with
economies undergoing transition; those variables were asset share of
foreign banks as percentage of GDP and market capitalisation. These
ratios also grouped in a node called privatisation and affect the credit
company rating.
In case of credit scoring model for FIs, similarly, there are two
nodes: one is the financial efficiency of FIs and the other is macro-
economic environment.
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Emphasising again, if only 9 or 8 leaves connecting directly to the
model’s output were used, a large numbers of generated rules would
have been produced which make the model very complicated and slow
its performance19.
This study aims to highlight the fact that risk modelling is a com-
bination of art and intelligence; therefore, designing the model, se-
lecting categories and variables are all a result of the model designer’s
abilities. The advantages of using fuzzy techniques over regression
models are: a) the ability to compare the company among all com-
panies in terms of an specific value driver as in fuzzy the minimum
and maximum of each value driver is defined and the value of a driver
belonging to a specific company falls between this minimum and maxi-
mum. However, in regression analysis, no such opportunity exists and
a precise and “solid” result is obtained. b) In any regression analysis,
only mean and variance are considered, however, in fuzzy membership
functions, median is also considered which shows the skewness of each
value driver. c) In regression analysis, the crisp coefficient of the value
drivers are multiplied by the real value of an specific variable and then
summed up to obtain the output. However, in fuzzy a non-crisp area
exists, the value of the value driver is not precise and crisp and has a
degree of being low, medium and high, meaning smoothing.
4.5.2 Defining fuzzy membership functions: fuzzi-
fication
For derivation of fuzzy sets, one may use three different methods,
namely: a) voting by multiple experts; a fuzzy set’s membership
function can be based on cumulative frequency of votes by experts
e.g. membership value of 170 cm is tall, determined by how many of
them regard 170cm as being tall. b) Statistical analysis of domain
19In addition, as much as the number of variables and number of membership
functions are increasing, the number of rules produced also need to be increased
and the more complicated the model will be in terms of interaction between vari-
ables and understanding the designed model. Therefore, consideration of the
parsimony of variables is required to ensure that the model is kept simple, with
a low number of variables and not add so many unnecessary interactions between
variables. With the shown model structure, 747 rules were created.
143
data; for example, data is normally distributed; mean and standard
deviation are known. However, data in financial analysis, marketing,
risk assessment, project management and so on are seldom normally
distributed and can be subject to sudden changes. c) data mining
techniques which are used to decompose underlying variables into ar-
bitrary collections of fuzzy set.
In this study, the second method is used. Through employing the
statistical analysis it is possible to derive the shape of each derives.
In defining of fuzzy sets20, no formal procedure for designing these
functions exists. The fuzzy sets are usually trapezoidal or triangular;
however, bell-shaped fuzzy sets may also be used instead of triangles.
Sigmoids (S-curves) and linear surfaces are also used in information
systems and are applied in social sciences. In this study, based on the
distribution shape of the data set for each value driver, different kind
of membership functions are used and illustrated in Annexure C.1.
For defining the MF there are three sub-steps.
Sub-step 1; Extracting the minimum and maximum of each
financial ratios or membership ranges Using the two separate
databases, the range of each value drivers are defined 21 as shown in
Figure 4.11 where the minimum and maximum of each value driver
is set based on historical data sets. As can be seen, the credit period,
which is defined as days, have the minimum of zero and maximum of
685 days in the pruned data set. X-axis defines the ranges cover all
the value drivers.
The approach is similar to the approach of R.T.McIvor et al. (2004)
which first determine the total range of all membership functions.
20Various types of Membership Functions are S-shaped function, Z-shaped func-
tion, Triangular Membership Function, Trapezoidal Membership Function, Gaus-
sian Distribution Function, Bell shaped membership functions, Pi function, Vicin-
ity function, left-right functions, Sigmoid functions which all are shown in Annex-
ure C.1
21The building of the models is based on observations without missing values for
any value drivers. Therefore, the ranges shown for each value drivers are different
from the ranges shown for the same value drivers in previous chapters.
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Figure 4.11: Membership function example: credit period
Sub-step 2; check whether the value drivers in the sample
are dispersed evenly or unevenly via retrieving distribution
shapes In this sub-step for producing more accurate results, the
dispersion of variables is checked. The default membership function
shape is a triangular type of membership function which is evenly dis-
persed. However, depending on the historical data sample used, it may
deviate from this type of standard form. It may be worth mentioning
that by using expert opinion, this restriction cannot be imposed to
membership functions. This might be considered as another advan-
tage of the model. Therefore, the distribution shape of the variables
(using the data set) are driven and then imposed on the membership
function shape. For instance, in case of credit period value driver
illustrated in Figure 4.11 the data is skewed rightly. Moreover, in
designing the MFs one should remember that there should be a 25%
and 50% overlap between adjacent fuzzy sets.
Sub-step 3; Defining the efficient number of Membership
functions The third sub-step involves the art of defining the op-
timum numbers of membership functions. As mentioned previously,
the number of membership functions increases the number of rules to
be generated also increases which follows the xn rule where x stands
for the number of variables and n stands for the number of mem-
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bership functions. In addition, it depends on the capability of fuzzy
model generator software that is used. There is a restriction on max-
imum number of rules generated for each software. For instance, the
FuzzyTech student version has such limitations. Therefore, three-
membership functions were used for the input, intermediate value
drivers and for output variable 11 MF are used for accuracy, this is
shown in Appendix C.3.1 and Appendix C.3.2.
4.5.3 Defining the value drivers influence on the
output
This sub-step is extremely crucial and important and has much impact
on the ultimate results. In this step, in order to define the consequence
parameters for the value drivers, their obtained significance is used via
regression analysis and mapping them via linear equation to nodes and
value drivers weights. Moreover, during this step, one should decide
the inference method - either Mamdani and Sugeno are to be used.
The Sugeno type of inference engine is preferred to be used since it
produces numeric values instead of fuzzy output. The model is based
on sets of rules defines in form of IF-THEN rules through defining
the impact of each value drivers on the output variables. The rules
are defined considering the influence of each variable on the output,
which is credit risk. For instance, it is estimated through a statistical
model, GDP growth has a positive influence on country risk, which
leads to increase in corporate rating. The influence of value drivers
in each node is summed to 100% illustrated in Figure 4.14 and 4.15.
For instance, it can be seen in the Figure 4.15, that efficiency has
70% and macro-economic has 30% weight.
The model structure uses three layers. The two designed models
are illustrated in Figure 4.12 and Figure 4.13. Moreover, as shown
in Figure 4.14 and Figure 4.15 by using simple mapping, the influence
of each value driver on the next node was obtained. However, it is
important to note that the summation of the absolute weights for the
value drivers, which grouped together, is equal to 1 for each layer.
These percentages reflect the important (coefficient) of each value
driver in the regression models.
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4.6 Results
This section reviews the results of the two designed models, one for
financial institutions in 18 Asian countries and one for very large
corporations in 17 CIS and CEE countries. Figure 4.18 and Figure
4.19 shows the two final models.
First, the similarities of these two models are explained and then
the focus is shifted towards their differences. The two models have
three layers which comprise of input value drivers (the first layer),
intermediate variables (middle layer) followed by the output variable
which is the last layer. The membership functions for all the value
drivers (input variables) are retrieved from their data set distribu-
tion. It means that whatever the shape of value driver distribution
is, it is imposed to its membership function shape. See Appendix
C.3.1 and Appendix C.3.2 for Fuzzy documentation. Also important
is to address the differences which exist between the two models. In
the scoring model for financial institutions, the two main factors are
financial efficiency of the FI and the other being the macro-economic
environment in which the financial institution operates. The differ-
ence existing between FI scoring model and corporation rating model
is due to privatisation node. This is because the sample of compa-
nies are from CIS and CEE countries, where privatisation is relatively
new and has major impact on the performance of companies. The
final output is the aggregation of all three factors which result in to a
rating or scoring of the credit customer.
The method in which fuzzy system processes the financial and
macroeconomic categories is represented in Figure 4.12 and Figure
4.13, the scaled financial and macroeconomic ratios are used as in-
puts to the fuzzy system and the output is single number between 0
and 1 or 0 and 100 that represent the aggregation and de-fuzzification
of the inputs. The fuzzy system calculates a single crisp output for
each of the companies in the database. The results show the output
from the intermediate fuzzy systems. In the model for corporations,
these intermediate fuzzy systems are three categories, which are ef-
ficiency, macro-economic environment and privatisation, and for the
FI scoring model, there are two categories, which include financial ef-
ficiency and macro-economic environment. As mentioned previously,
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the extra fuzzy system in corporate rating model is due to specialty
in the data for CIS and CEE countries - where privatisation has an
important role for the credit rating of corporations. The results of
the two scoring/rating model are shown in graphical form (Figure
4.16 and Figure 4.17) so that comparison of results can be easily
undertaken. As seen in the graphs, the range of scoring for 180 FIs
are between 0 and 100 and ratings for 500 corporations are between
0.20 and 0.55. The system enable ratios of higher importance to have
greater influence over the output but not to the extent that a high
priority ratio can fully determine the output. The average is used to
determine the position of the all the membership functions therefore
a company’s position, in relation to the average ratio will determine
which membership functions it falls under.
As stated by Magni et al. (2006) “this kind of analysis may be
accomplished for various purposes; financial analysts may adopt it for
ranking firms belonging to a particular industry, or shareholders may
use it for rewarding managers or as an incentive tool. Managers them-
selves may perform the analysis to understand whether a particular
decision increases or decreases the value-creation power of the firm.”
In addition, following the completion of the model, the user is able
to make one or some of the variables inactive if they think that the
value driver at that moment does not add any value to explain the
output. For example, if the portfolio comprises of credit customers in
one country, there is no need for considering the macro-economic and
privatisation effects and these factors may be deactivated.
TThe method in which value drivers (input variables) determine
the scoring/rating is modular: They affect intermediate variables,
which in turn determine the final scoring/rating. The modular ap-
proach therefore, consists of grouping the variables in modules which
are then grouped in higher-level modules progressively narrowing the
number of variables involved until only one variable (the output) is left
(see (Magni et al., 2006) for similar approach). The corporate model
incorporates 9 value drivers or variables (all of which are considered
quantitative), 3 intermediate variables, 4 rule blocks, 47 membership
functions and 288 fuzzy rules. The FI model comprises of eight value
drivers, two intermediate variables and 3 rule blocks, 39 membership
functions and 144 fuzzy rules.
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Figure 4.16: Rating results for 403 companies
Figure 4.17: Scoring results for 180 financial institutions
153
4.6.1 Sensitivity analysis
In Figure 4.18 and Figure 4.19 below is shown a screen-shot of inter-
active recalculation window (in the process of work within program).
The user enters (on the left) the numerical value (evaluation) of input
parameters and (on the middle) program displays the result of calcu-
lation of (there is only one output variable) output parameters. On
the right side, changes in the intermediate variables exist where it is
possible to monitor the impact of input variables on these variables.
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4.6.2 Robustness analysis
For testing the reliability of the desired models, two different ways
have been selected. In order to validate the designed corporate rating
model, capital market data has been made use of and the results are
shown in the Table 4.2, indicating a negative correlation between the
P/Earning and P/B ratios and the rating results. For undertaking
this, the correlation test was used. The results show almost 40%
negative correlation. As stated by Shen and Yan (2010), Fama and
French (1992) both in academic and pre-critical fields, firms that have
higher ratio of book to market equity (b/M) are often classified as
value stocks.
For testing the scoring model for financial institutions, another
method is used which compares the scoring result with the credit
rating result of an external rating agency. In this regard, Capital
Intelligence ratings are selected for the scored financial institutions.
The Table 4.3 shows the result in the column and the row shows the
CI results.
Table 4.2: Correlation between the rating model results for companies
and capital market data
Table 4.3: Comparison of FI Scoring Results with CI Rating Results
This table shows that 100% of the companies that are rated as low
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by the model are also rated as C by CI. 76% of the top rated customers
by the model are also rated as A by CI. The results of middle rated
companies are mixed.
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4.6.3 From scoring/rating to limit setting, pric-
ing and provisioning
The value provided by the fuzzy model which is an score between 0 to
10022 can be used for limit setting. For this reason, the scoring/rating
needs to be divided into several categories. For instance, one can sim-
ply divide it into five categories where each category implies different
levels of credit risk. For example, one may stipulate that firms in
interval [0, 20] have a high credit risk, firms in the interval [20, 40]
are mediocre and firms in the interval [40,60] possess a high level of
risk. This use of the model may provide analysers with more helpful
information.
This basis can be used to assign limits to short-listed credit cus-
tomers and set a risk base pricing, accordingly23. This seems logical
since credit customers with high level of credit risk should be offered
less credit limits and high loan pricing24.
The risk base limit setting is very much applicable for defining
the credit limit for financial institutions acting as intermediaries of
MDBs rather than for corporate customers. Because in defining the
limit for corporations, the capacity of the firm to absorb the fund and
its ability to repay it in a timely manner is an important issue, which
the model in this study did not take it into, account and is not part
of the model objectives.
The other application of these designed models includes calcu-
lating the adequate risk base loan loss provisions to safe guard the
bank against possible default of the corporations, as well as finan-
cial institutions, acting as the bank’s financial intermediaries. In this
22Higher scores indicate lower risk.
23An important component in the management of a single client’s credit risk
is estimating the accurate pricing for every single customer which this pricing
should cover the expected cost that the financial institution has to carry when the
transaction is agreed upon, as well as the refinancing costs and the risk premium,
i.e. the expected loss of trade and the costs of provisions for the unexpected loss
(Uwe, 2003).
24Normally in price setting there are three major components, the base rate
which can be a EUROBOR or LIBOUR (which is the opportunity cost of the Bank’
s money), the operational cost of the bank and the risk margin component (which
is calculated by taking into consideration the risks inherent in the transaction).
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case, similar to pricing, one can use the mapping process to define
appropriate loan loss provision amount for the credit customers in
our portfolio. Moreover, geometric progression for mapping formula
is proposed.
Periodic publication of the rating of firms sheds light on the firm’s
power of generating value in the future and assists investors to make
decisions that are more rational. In case of MDBs it helps to monitor
the credit portfolio risk profile. Moreover, this kind of scoring/rating
could represent a tool, which adds to the information provided by
current rating agencies and financial analysts. The scoring/rating
and map can be used to retain the suitable credit limit for lending
activities. For instance, customers with 0.4 values and above can be
considered for lending activities (the customer with a value of 0.4
and below is not eligible for lending). After lending activities, this
scoring/rating can also be used for asset classification and ensuring
appropriate risk based loan loss provisions. Instead of mapping in this
way, another output in our model can also be defined, which will link
the value drivers to pricing. However, since not all customers will be
eligible to pass the pricing step, the program firstly should be able
to recognise eligible customers and then pass them on to the pricing
step. Therefore, there is a need for further programming and this is
not included within the scope of this study. The process requires more
time and effort and can be left for future research.
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4.6.4 Conclusion and future developments
Successful and effective risk management requires a clear understand-
ing of the risks faced by projects and businesses. Fuzzy inference
systems have been successfully applied in fields such as automatic
control, data classification and decision analysis. Due to its multi-
disciplinary nature, fuzzy inference systems are associated with a
number of names, such as fuzzy-rule-based systems, fuzzy expert
systems, fuzzy modelling, fuzzy associative memory, fuzzy logic con-
trollers and simply (and ambiguously) fuzzy systems.
In this study, despite the usual fuzzy system using the expert sys-
tem replicating the reasoning of a human expert (or experts’ panel),
historical data and data mining techniques for designing the fuzzy
models were used. Subjects interested in this type of a tool include
rating agencies, financial analysts, investors (shareholders, bondhold-
ers), banks and managers. The field of application of such an expert
system is manifold: it is an evaluation technique, as well as a corpo-
rate governance tool and a device for assessing the increase in value
associated to particular decisions. The fuzzy expert system proposed
in this work is an alternative to the decision models and evaluation
models, which exist in literature.
As reported by Magni et al. (2006) financial economics offers el-
egant models for use, such as discounted cash flow methods which,
though widely used, do not rely on explicit analysis of all drivers at
play (Magni et al., 2006). The evaluation of a firm is then grounded on
computations of cash flows whose magnitude is often arbitrary. In a
sense, the DCF methodology only helps in the final step (discounting
cash flows with a risk-adjusted rate of return), and does not inform
one on how many and which value drivers are taken into account.
Nor how they have been aggregated and nor their direct or indirect
financial impact are specified.
When other formally flawless models are used, e.g. options theory
or dynamic programming, they seem to be mathematically complex
and not intuitive, and, admittedly, “managers do not have the neces-
sary mathematical skills to implement or even understand it” as stated
by Magni et al. (2006). Furthermore, they are capable of dealing only
with a very limited number of variables (usually one) and require un-
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realistic assumptions, which are highly simplified for mathematical
tractability, so that the result is that of shunting aside reality. On the
contrary, business economics seems to suggest an opposing point of
view: the reality is overly complex that it is impossible to formalise or
even rationalise the situation on hand. When an attempt is made to
search for some drivers influencing the value of an economic activity
(and consequently, the solution of the decision process) this is accom-
plished in an informal way by attempting to guess the drivers but
omitting to offer a model that connects them. Looking at the positive
side of these two disciplines, one may note that finance suggests that
there is a need for formal models for better description and rationali-
sation of the evaluation process, while business economics suggests us
that reality cannot be described by merely resting on mathematical
models, complex in their application and simplified in their assump-
tions. Therefore, this research proposes a model, which seems to meet
both requirements. Data mining techniques and fuzzy logic, combined
together, seem to be an interesting tool for valuing firms. Moreover,
fuzzy logic models have an inherent advantage because of their ability
to account for fuzziness or ambiguity in the system. Other advan-
tages include the relative ease in interpretability and its integration
with other systems such as neural networks for greater accuracy.
The approach offered here is easy to understand and easy to imple-
ment. In addition, it does not require advanced knowledge of mathe-
matics and does not make any particular assumption on the variables
affecting the output value. The solution derives from logical implica-
tions (the “if-then” rules), therefore anyone is able to understand and
construct them. At the same time, there is a formal model, which
rationalises the evaluation process, and automatically gives provides
the final value. As Magni et al. (2006) states fuzzy logic is in this
sense, a useful tool for describing the value of a firm, since the com-
plexity (by designing a fuzzy network model) of real-life situations is
handled through “vague” variables and “vague” interactions, which
better replicates the human mind, as well as economic phenomena.
The mental processes of human beings are in reality, imperfect and
imprecise, and individuals often act in contexts of incomplete (and
unclear) information. No individual is able to formulate precisely all
possible solutions of the decision-making process and the correspond-
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ing consequences. It can be stated that this study has shown that the
through “vague” connections accomplished by constructing the fuzzy
system, adequately replicate such imprecision and imperfectness.
Magni et al. (2006) also emphasise that a fuzzy approach, un-
like classical ones, seems to be capable of integrating qualitative and
quantitative analysis, so that the model is not forced to limit its scope
to numerical variables with well-specified units of measures but can
handle any type of qualitative drivers (which is an impossible task for
classical mathematics). Furthermore, it is possible to handle a high
number of value drivers, simplifying the design of the whole system,
dramatically reducing its complexity and intelligibility: the system is
modular, therefore not explosive, since it is run from nodes to trunk.
As a result, one can shape the problem to take explicit consideration
of business, strategic, organisational and financial aspects. Finally,
the system is extremely flexible; one can deactivate any value driver
in the model, introduce numerous additional value drivers and change
the rules connecting drivers and intermediate variables at any point.
It is important to note that no tailored model is free from deficien-
cies. An attempt was made that only quantitative value drivers were
included in the models. Also, the models were kept as “simple” as
possible and understandable and easy to implement. The models used
in this study do not require advanced knowledge of mathematics and
do not make any particular assumption on the value drivers affecting
the credit risk scoring/rating. However, the research may have missed
other important qualitative factors, thus future investigation will con-
centrate on adding more value drivers as well as obtaining feedback
from the user and the system and attempt to improve system per-
formance. The solution derives from logical if-then rules so any one
can understand them and conduct them. Moreover, the model does
not have the limitation that regression models present. One is able to
combine this fuzzy network model with decision tree type of models
where some value drivers can play critical role in stopping the scor-
ing/rating process if one or several pre-requirements are not met25.
The class of target groups, which may be interested in such models,
are rating agencies, financial analysts, investors (shareholders, bond-
25similar to the study of Janikow (1998).
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holders), banks and managers. It may be particularly useful for loan
pricing purposes, rewarding and compensating managers and finally,
helping decision makers in selling or buying shares.
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Chapter5
Conclusion
Risk management becomes essential and an integral part of daily ac-
tivities in modern life. This is important for us as individuals when
a choice needs to made between several investment opportunities and
this is more essential for lenders such as commercial banks, invest-
ment banks etc. who need to decide about their lending opportuni-
ties swiftly, before their competitors (other lenders) act more quickly
to undertake the credit investment. It is essential for them to eval-
uate the credit proposals in order to select ones with lower risks.
Although, plenty of credit risk scoring/rating models exist for calcu-
lating the probability of default for credit customers. As such referred
to as standard statistical models (e.g. logit-probit models) and market
based models (e.g. call option models), where the event of default is
defined as the time when the market value of assets fall below the mar-
ket value of liabilities. The later models have their own drawbacks.
Therefore, there are still lacks for models in order to calculate the
default probability of FIs and unrated corporations specially when-
ever the default history is very low or either does not exist. This is
the requirement for MDBs who have such customers in their credit
portfolio. They need to select the low risk credit customers and they
need to offer those selected customers the risk based pricing. In ad-
dition, after financing them, to keep adequate loan loss, provisioning
is required according to their risk level. In this study, the focus was
evaluation of Multilateral Development Banks’ credit customers who
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are mostly large corporations and financial institutions (where the
risk calculation method for them requires significant development).
Therefore, in the first two chapters, an attempt to determine the key
profitability determinants (as index for the firm financial soundness)
factors was made which was followed by their employment to design
two separate credit scoring/rating models.
5.1 Main findings and policy implications
Chapter 2 investigates the main determinants of profitability for finan-
cial institutions. As the profitability of banks is the most important
indicator of FIs’ financial health and credit worthiness, it is employed
and its main determinants for assessing the financial stability of FIs.
This is due to the fact that a decrease in profitability and recurrence of
loss is the major factor which leads to depletion of FIs capital. In this
regard multilevel models (two-way panel model) have been used to
test the relation between the level of financial institution profitabil-
ity and different sets of variables ranges from financial institutions
specific variables to banking industry and macro-economic variables.
The framework provides both the methodological as well as empirical
upgrade of the profitability determinants as a result of using MLWIN
software application. This could successfully handle a three dimen-
sion/two way panel model by employing strong unbalanced data set
in order to detect the determinants of profitability for FIs in 18 Asian
countries (all are borrowing members of Asian Development Bank)
and over a long period of time. The results indicate that, the prof-
itability of FIs is greatly influenced by their country’s macro-economic
environment, banking industry and by the level of risks inherent in
the institutions. The results show that net interest margin as proxy
of efficiency, non-performing loan to loans as proxy of asset quality,
loan to deposit ratio as proxy of liquidity, price book value per share
as proxy of sensitivity to market has significant impact on profitabil-
ity, which all represent bank specific variables. For industry specific
impacts, industry deposit interest rate were employed which shows to
have significant impact on the profitability of banks. The other sets of
variables, such as GDP growth rate and inflation rate, which represent
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macro-economic variables, show a strong impact on the profitability of
the banks. All these detected variables’ impacts are compatible with
existing theories. Moreover, the study has defined and tested some
new dummy variables such as exchange rate regime type, as well as the
development status of the economy on profitability. The results show
that countries with a free float exchange rate regime are exposed to
more volatility in profitability. The findings of this study have consid-
erable policy relevance since the identification of profitability drivers
can help make forecasts on the future financial status of FIs by using
forecasted macro-economic, banking industry data and FIs budgeted
financial statements. Such models can play a role of a dynamic sys-
tem for FIs assessment and help detect their financial fragility before
occurrence. The results of this research may also be used in asset
classifications. Future research can attempt to test and include gover-
nance variables such as taxation, existence of interest rate distortions,
dual interest rates, multiple currencies in use, multiple exchange rate
practices, parallel FX markets, balance of payments, foreign debts,
maturity structure of debts, public sector deficit, fiscal and monetary
policy, transparency of legislative regulatory bodies, quality of gover-
nance and regulation indicators, as well as indicators of the quality of
services offered. Moreover, different size of financial institutions e.g.
small, medium and large banks, types of financial institutions e.g.
commercial, investment, specialized, development banks and struc-
tural shock dummy variables e.g. pre-crises, crises, and post crises can
also be modelled employing different methodologies, such as dynamic
panel models. Chapter 3 estimates the determinants of profitability,
this time for corporate entities. Similar to the previous chapter, where
profitability is used as the most important indicator of the financial
soundness of firms as well as credit worthiness, in this chapter, one-
way panel data set of very large corporation operating in 17 CEE and
CIS European countries over a 10 year period (2003-2012) is employed.
With the help of STATA statistical package, it is possible to handle
two-dimensional panel data set employing dynamic panel analysis and
shows that the profitability of large corporations is highly influenced
by the country’s macro-environment and the internal corporate gover-
nance practices of firms. For instance, past year profitability, account
payable, interest coverage ratio, GDP growth, stock market capitali-
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sation, existence of foreign owned banks in the economy have major
positive impact on the profitability of firms while employee cost to
operating cost and inflation have major negative impacts. This chap-
ter also has considerable policy relevance, as it is possible to predict
the boom or fall for firms when economists/policy makers play with
critical macro-economic factors. For instance, when the economy has
been opened to foreign banks, it brings more competition in the local
banking sector or when the stock exchange market is made more ef-
ficient, one can expect more profitability for corporations. This will
subsequently result in more GDP growth for the economy.
In Chapter 4, two separate credit scoring/rating models have been
designed based on the fuzzy logic approach using the obtained empir-
ical results from chapter 2 and chapter 3. To achieve more accuracy
and minimise criticism, no qualitative and expert judgment based fac-
tors were used. This ensures that the models are simple and have a
limited number of value drivers. Value drivers were grouped in two
or three intermediate value drivers to decrease the numbers of fuzzy
rules to be generated. Three membership functions were used for in-
put and intermediate value drivers and 11 MF for output value driver
for accuracy. The result for each corporation is a rating between 0 and
1 and for each FI there is a score between 0 and 100. Furthermore,
the results were tested with CI rating agencies results and stock mar-
ket performance data, which shows strong compatibility. Overall, this
study seeks to highlight the importance of macro-economic, industry
and corporate governance on economic entities (banks, financial in-
stitutions or corporations) and attempts to employ them to design
credit scoring/rating models.
5.2 Directions for future research
The overall goal of this study was to provide deeper understanding
in designing credit risk models. Both the scoring/rating models are
based on data mining techniques (regression models) and fuzzy con-
cepts. However, all modelling exercises (either empirical or theoretical
nature) being simplified from reality are open to several caveats. As
such, the research has limitations. In this final section, a critical
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reflection on some of these limitations is undertaken in attempt to
formulate ideas for future research.
Empirical Evidence In chapter 2 where an attempt to determine
the profitability of FIs by carefully monitoring the estimation steps
and by considering the research question from slightly different angles
was undertaken, the multilevel estimation could easily be extended by
adding data from more countries. One could test for latent variables
and structural break of 2007 financial crises. In chapter 3 one could
use the original data format of three dimension (instead of simplifying
to two dimension) as well as using data for more countries. In chapter
4, one can add qualitative value drivers using expert judgments. In
general, one can design a uniform or universal scoring/rating model
(employing the data for all types of customers) which is suitable for
analysing a specific type of customer in a specific country by employ-
ing decision tree to move from one step to another and short list the
proposals.
Regression analysis is widely used for prediction and forecasting,
where its use has substantial overlap with the field of machine learn-
ing. Regression analysis is also used to understand which among the
independent variables are related to the dependent variable, and to
explore the forms of these relationships. In restricted circumstances,
regression analysis can be used to infer causal relationships between
the independent and dependent variables. However this can lead to
illusions or false relationships, so caution is advisable;[1] for example,
correlation does not imply causation.
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AppendixA
Appendix Introduction
A.1 Balance Sheet of two main MDBs
Table A.1: Black See Development Bank Balance sheet, Asset side
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Table A.2: Asian Development Bank Bank Balance sheet, Asset side
A.2 Supervision and Role of Central Banks
Normally, central banks of countries or regulatory authorities are
concerned with the financial health of financial institutions operat-
ing under their supervision. Therefore, for such organisations having
knowledge of all financial institutions, in respect to the kind of oper-
ations and how they perform, is crucial because any neglect of such
matters may have serious consequences. As such, one may refer to
banking panics, banking runs and from a more global perspective; it
may spread to other countries e.g. 1992 Asian crises and 2007 global
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Table A.3: African Development Bank Balance sheet, Asset side
financial crises. Therefore, it is important to examine how central
banks supervise and monitor their banks and financial institutions
under their territories. Normally, there are two general methods for
central bank to monitor FIs which are called “on site supervision” or
examination and “off-site supervision or surveillance”.
A.2.1 On-Site Examination
Supervisory authorities generally employ both the on-site examina-
tion and off-site surveillance to identify the banks most likely to fail
(see(Alton et al., 2000)). It is believed that the most useful tool for
discovering the financial condition of banks is on-site supervision or
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examination. During this method, supervisors/inspectors visit FIs
and review the “safeness” and “soundness” of the financial status of
banks. However, this method of supervision is time consuming, costly
-such as cost of traveling to each FI or in very optimistic way trav-
eling to each bank’s head office and internal supervision unit, which
is again time consuming and requires much effort in case there are
many bank in the country. There is also the risk of corruption. - and
cumbersome, since, the supervisory staff have to spent time and effort
and intrude into the day-to-day operation of the FI.
A.2.2 Off-site Surveillance and using the CAMELS
On the other hand, during off-site surveillance, the supervisor can be
aware of the financial situation, as well as of the on-going picture of the
FI employing FIs’ financial information. This awareness enables the
supervisor to schedule and plan the on-site visits efficiently. Moreover,
this method provides banks with incentives to maintain being safe and
sound between on-site visits (Yuen and Ling, 2006). Therefore, this
method has more advantages compared to the first method, in terms
of being less costly, providing more incentive to FIs and creating less
corruption. Practically speaking, supervisory authorities can perform
due diligence analysis or rate the FIs through linking their systems
with the FIs financial systems. In the other words, the objectives of
off-site surveillance over the banking system are:
• to monitor the financial situation of individual banks, as well as
its situation within the banking system;
• to provide early identification of problems so that corrective
actions can be planned in advance;
• to target scarce on-site supervisory resources to areas or activi-
ties of greater risk.
There are two types of off-site supervision methods. One is su-
pervisory screen or Micro approach (employing FIs’ financial ratios
such as CAMEL model) and the other is Econometric methods or
Macro approach. The Micro approach typically focuses on individual
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financial statement data of banks, possibly augmented with market
price data and is used for forecasting the FI’s failure as well. The sec-
ond approach, which has grown in prominence in recent years, uses
macro-economic variables as well as some institutional variables (usu-
ally proxied by dummies) to explain and ultimately predict systemic
bank crises. These studies typically focus on a large sample of coun-
tries, some of which are known to have experienced a banking crisis
during a certain period (Bell, 2000).
CAMELS
CAMELS methodology is one of the quantitative methods used for
rating FIs and it stands for six categories, namely, Capital, Asset
Quality, Management, Efficiency, Liquidity and Sensitivity to market.
Some of the ratios in each category are shown in Figure A.1.
Numerous studies have been undertaken in respect to employing
CAMELS methodology. As such, one can refer to the research done
by Federal Reserve of St. Louis (Gopalan, 2010) where the reasons for
bank failures in the 2007 crises were investigated. The study found
that the failed banks were particularly exposed to poor asset quality,
poor risk management and passive bank management. They exam-
ined data on commercial banks that failed between 1990 and 2009
to better understand the financial and supervisory characteristics of
failed banks through monitoring the deterioration in banks’ CAMELS
categories. The threshold of 3 (scale of 1 to 5 of CAMEL, 1 repre-
sent for the best and 5 for the worst) was defined as start of de-
terioration. Moreover, it is worth noting that their review of each
failed bank started 14 quarters before its failure. The results of their
analysis were not surprising. Banks that had failed experienced de-
terioration in their asset quality. The deterioration first shows in a
bank’s earnings level (the “E” component of CAMELS) as banks be-
gin to hold more provision for potential loan losses. This occurs well
in advance of other financial health indicators. Moreover, the next
CAMELS components to show deterioration were “asset quality” and
“management”, both hitting the 3 rating, nine quarters before fail-
ure. Not surprisingly, the management component rating started to
deteriorate soon after the earnings component, reflecting on-going as-
174
Figure A.1: Financial performance ratios
Slevavinayagam (1995)
set quality issues and regulatory initiatives by bank supervisors to
clearly communicate with management. The “capital” component of
the CAMELS rating was the next one, which hit the first warning
level, seven quarters before failure. The literature suggests that cap-
ital ratios often do not fall as quickly as asset quality deterioration
because of the ability of banks, in some cases, to raise new capital.
Other institutions attempt to increase capital ratios by reducing the
size of the balance sheet, shedding assets through reduced lending or
asset sales. The final two CAMELS ratings to fall are “liquidity” (six
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quarters out) and “sensitivity to risk” (two quarters out).
Financial Stability (soundness) Indicators (FSIs)
As stated by Clair Clair (2004) most of the central banks rely on qual-
itative analysis, which is based on the Financial Stability Indicators.
Although these indicators are useful for the diagnosing of the health
of financial institutions, it is unable to capture and fully define the
relation between the macro-economic factors and their impacts on fi-
nancial soundness of FIs, especially during early stages. Therefore,
the requirement for a quantitative macro-micro model has become
more vital. In this regard, some work is under process by the Interna-
tional Monetary Fund (IMF). The organisation is launching a project
on financial soundness indicators. Notwithstanding the need for in-
ternationally comparable set of financial sector indicators, it might
not be enough for detecting the early warning signals of financial sec-
tor problems. The diversity regarding financial sector development
or other particularities make the universal set of indicators inefficient
for each individual country. Likewise, the threshold levels signalling
crisis would have large deviations for mature and emerging markets.
Therefore, IMF has encouraged national authorities to work on
early warning system aligned to the country context. As the field
undergoes rapid development, approaches that are more complex are
gradually complementing the framework such as sophisticated econo-
metric and risk models.
Econometrics models
Apart from the CAMELS methodology, another types of methodolo-
gies exists for detecting the fragility of the FIs before it happens which
are econometrics methods. It can now be claimed that, using only the
micro (financial) data of the financial institution - such as the work
done by the central bank of St. Louis and some other similar works,
may not provide an accurate picture. Generally, in econometric ap-
proach, several FI financial ratios are employed which can be expected
to have major impacts on financial markets. As such, one can refer
to liquidity, leverage and efficiency ratios and macro-economic ratios
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including but not limited to inflation rate, interest rate and GDP
growth.
As another research in this field includes a study of the Central
Bank of Singapore (Clair, 2004) which used 9 single econometrics
models employing non-performing loans ratio as their dependent vari-
able and the index for banks’ fragility and macro and micro variables
as their descriptive variables. In their research, micro data of 3 com-
mercial banks has been used in a short term period of one year1 Their
model is shown in Figure A.2, Figure A.3 and Figure A.4.
Figure A.2: An ideal framework of determinant of Bank performance
and resilience
Clair (2004)
The study found that some macro-economic factor such as inter-
est rates, exchange rates, unemployment, aggregate demand have the
most significant impact from the 29 macro variables on the financial
statements of the three banks and the employed banks micro level
variables are income, expenditure, profitability, labour demand, cap-
ital holdings and liquidity. Moreover, they have shown a relation
between business cycle and financial resilience. Additionally, several
variables as financial stability or resilience like as NPL to total as-
1criticism of their work might include employing a short period of time, using
a limited number of FIs, as well as employing single equation models which can
fail to capture the joint-determination of changes in financial statement and how
these are influenced by changes in macro environment.
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Figure A.3: A feasible framework of determinant of Bank performance
and resilience
Clair (2004)
Figure A.4: Inter linkage between macro environment and banking
Clair (2004)
sets, changes in total capital and changes in total liquidity have been
178
employed. The results claimed that the bank specific factors define
the likelihood of bank failure while the macro-environment factors de-
termine the financial performance more generally and timing of bank
failures.
The other important issue in developing quantitative modelling for
banks and financial institutions is that one must define the boundary
for the analysis, for example, some of the financial institutions oper-
ate globally, therefore one must define whether or not one would like
to consider the FI parent company operating in single country or the
entire group operating in multiple countries. Pesola (2007) in another
study conducted by for bank of Finland showed that the more fragile
a banking system is, the more likely it is to experience problems when
an unexpected shock hits. The study has used a macro-economic
model with the dependent variable of net loan losses to lending using
a panel data set between 1980 and 2004. The empirical model de-
veloped builds on the following three novelties: 1) a banking sector
panel of loan loss data from ten European countries, 2) joint effect
of aggregate indebtedness and macro-economic shocks on loan losses
and 3) use of macro-economic forecasts for expectations in surprise
variables. A surprise (an unexpected shock) is the difference between
realised and expected outcome. The annual aggregate banking sector
loan loss data was provided for this study by the central banks of Bel-
gium, Denmark, Finland, Germany, Greece, Iceland, Norway, Spain,
Sweden and the United Kingdom. In the period under their review,
a relatively large number of banking crises had occurred in several of
these countries, notably in Scandinavia. A central idea to be tested
in their model was that financial fragility, measured by aggregate in-
debtedness, affects loan losses of banks jointly with macro-economic
shocks.
Banks’ loan losses = f(macroeconomic shock * financial fragility)
The study concluded that the effect of a macro-economic shock
on loan losses is non-linear: the effect of a shock is amplified if the
prevailing fragility (indebtedness) is high. The researchers employed
macro-economic shock variables (from the IMF’s macro prudential in-
dicators) such as economic growth, balance of payments, inflation, in-
terest and exchange rates, lending and asset price booms etc. The re-
search concluded that high customer indebtedness combined with ad-
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verse macroeconomic surprise shocks to real interest rates contributed
to increase in loan losses and distress in the banking sector.
In this regard, the econometric models are more efficient to trace
such effects. As the relation between macro-economic factors are
overly complicated, without considering macroeconomic factors, stud-
ies may only go one step forward to trace these relations and try to
predict the financial fragility of the banks and financial instability,
to set proper risk based pricing, proper loss provisioning and in some
cases inform the credit bureau to cancel the relationship with the frag-
ile bank. Therefore, one can agree with (Clair, 2004) stating that one
can be sure that the quantitative analysis are always more important
and accurate than the qualitative analysis. Furthermore, the Inter-
national Monetary Fund also emphasised and encouraged to develop
quantitative solutions for detecting the effects of macro-environment
on the financial sector.
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A.3 Methods of investigation
Reflecting from various perspectives from which the subject matter is
studied, the analysis in this study makes use of both empirical and
theoretical methods. The methodological approach in this disserta-
tion is based on data mining technique, which is defined as discovering
new and informative knowledge, such as patterns, associations, rules,
changes, anomalies and significant structure from large amounts of
data stored in data banks and other information repositories. This
process is currently called as a Knowledge Discovery in Databases
(KDD) (Valickov and Solomatine, 2000). This process generally con-
sists of an iterative sequence of the following steps:
1. data selection, where data relevant to the analysis, is retrieved
from database;
2. data cleaning which handles noisy, missing or irrelevant data;
3. data integration (enrichment), where multiple heterogeneous data
may be integrated into one;
4. data transformation (coding), where data is transformed or con-
solidated into forms appropriate for different mining algorithms;
5. data mining, which is an essential process where intelligent meth-
ods are applied in order to extract hidden and valuable knowl-
edge from data;
6. knowledge representation, where visualisation and knowledge
representation techniques are used to present the mined knowl-
edge to the user (Valickov and Solomatine, 2000).
A large set of data analysis methods have been developed in statis-
tics over numerous years of studies. Machine learning and statistical
learning theory have contributed significantly to classification and in-
duction problems. Neural networks have shown their effectiveness in
classification, prediction and clustering analysis tasks. One can state
that one specific technique, which characterises data mining, does not
exist. Any technique that helps to extract more out of the data sets in
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an autonomous and intelligent way may be classified as a data mining
technique.
In general, data mining tasks can be classified into two categories
of: description2 and prediction3. The distinction between descrip-
tion and prediction is not very clear. Predictive models can also be
descriptive (to the degree that they are understandable), and descrip-
tive models can be used for prediction. To achieve these goals, the
categories of prediction, as well as description, are associated with five
basic operations, as presented in Figure A.5.
Figure A.5: The connection between data mining goals and operations
(Valickov and Solomatine, 2000)
WWhile there are only few basic data mining operations, there
are wide varieties of data mining techniques which make these opera-
tions possible. Normally, data mining systems do not include each of
these techniques, but they often combine two or more different tech-
niques between which the user/engineer can choose - depending on the
specific problem. Therefore, potential users should survey the most
2Finding human interpretable patterns, associations or correlations describing
the data.
3Constructing one or more sets of data models (rule set, decision tree and
neural nets), performing inference on the available set of data and attempting to
predict the behavior of new data sets.
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common techniques, in order to decide which one will suit their engi-
neering needs better. Figure A.6 presents some common techniques
assigned to basic data mining operations, emphasising classification
and regression techniques.
Figure A.6: Data mining operations and techniques
(Valickov and Solomatine, 2000)
In literature, forecasting models are categorised in three main
groups: statistical methods, theoretical methods and models using
soft-computing techniques (see Figure A.7). According to literature,
64% of studies use statistical methods, 25% use soft-computing tech-
niques and the remaining use other types of models (Korol, 2012).
Prerequisites for employing statistical models for credit risk fore-
casting are:
1. Indicators needs to have normal distributions,
2. Indicators must be independent,
3. Indicators must have a high discriminative ability of separating
solvent entities from insolvent ones,
4. Observations for each individual object (solvent and insolvent
companies/clients) must be complete - i.e. should have values
for all indicators of all entities,
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Figure A.7: Classification of forecasting models
(Korol, 2012)
5. Object classifications must be clearly defined - belonging to one
group excludes its belonging to a second group.
Statistical and artificial neural network models are a good op-
tion for scoring/rating purposes when there is sufficient amount of
defaulted customer’s data. Other theoretical models such as KMV
models for defining the bankrupt customers is also applicable when
the market value of the customers is known (a company is consid-
ered as being bankrupt when market value of its assets falls below net
worth of liabilities).
However, in contrast to the above-mentioned models, in the ab-
sence of customers default story, a combination of data mining tech-
niques with fuzzy models can cope with imprecisely defined problems,
incomplete data, impression and uncertainty. The process of business
failure is affected by many internal and external factors, which its
prediction is imprecise and ambiguous. However, with help of fuzzy
concept one can cope with this problem (Korol, 2012). Moreover,
in literature, numerous researchers have suggested that the learning
database for statistical models should be composed of a balanced sam-
ple (consisting of 50% bankrupt and 50% non-bankrupt cases). This
enables the model to distinguish between “bad” and “good”. How-
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ever, in reality, there are a small number of bankrupt entities than
compared to non-bankrupt ones.
The other drawbacks of such statistical models e.g. Logit, Pro-
bit and discriminant analysis is the possibility of manipulation of the
threshold in order to maximise the classification results of these mod-
els (Nwogugu, 2007). Comparing the fuzzy logic method with other
soft-computing techniques such as neural network, one may refer to
the inability to justify the result of such models as they perform with
black box systems. For instance, analysis of the process for assign-
ing individual variables weights is complex and difficult to interpret.
These models do not provide course of reasoning, leading to certain
assessments. They simply provide their outcome, without being able
to trace further evidence, leading to a final conclusion.
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AppendixB
Appendix Chapter 3
B.1 Result for 32 European Countries data
set
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Figure B.2: ROA trend for 32 European countries (average)
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AppendixC
Appendix Chapter 4
C.1 Types of membership functions
S-shape membership function defines as:
µs(x, a, b, c) =

0, for x ≤ a
2[(x− a)/(c− a)]2, for a ≤ x ≤ b
1− 2[(x− a)/(c− a)]2, for b ≤ x ≤ c
1, for x ≥ c
Figure C.1: S-Shape membership function
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Z-shaped represents an asymmetrical polynomial curve open to the
left and is defined as following:
µZ(x, a, b, c) =

1, for x ≤ a
1− 2[(x− a)/(c− a)]2, for a ≤ x ≤ b
2[(x− a)/(c− a)]2, for b ≤ x ≤ c
0, for c ≥ x
Figure C.2: Z-Shape membership function
Triangular MFs specifies by three parameters a, b, c as follows:
triangle(x; a, b, c) =

0, for x ≤ a
x−a
b−a , for a ≤ x ≤ b
c−x
c−b , for b ≤ x ≤ c
0, for c ≥ x
Figure C.3: Triangular membership function
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Trapezoidal MFs is specifies by four parameters a, b, c, d as fol-
lowing:
trapezoid(x, a, b, c) =

0, for x ≤ a
x−a
b−a , for a ≤ x ≤ b
1, for b ≤ x ≤ c
d−x
d−c , for c ≤ x ≤ d
0, for d ≥ x
An alternative concise expression using min and max is:
trapezoid(x; a, b, c, d) = max(min(
x− a
b− a , 1,
d− x
d− c ), 0) (C.1)
Figure C.4: Trapezoidal membership function
Gaussian membership function is specified by two parameters
a, b as following:
µ(x, a, b) = e
−(x−b)2
2a2 (C.2)
The graph given in Figure C.5 is for parameters a = 0.22, b = 0.78
Figure C.5: Gaussian membership function
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Pi Function Pi-shaped curve is a spline-based curve which is named
so because of its shape. This membership function is evaluated at four
points namely a, b, c, and d. The parameters a and d locate the feet
of the curve, while b and c locate its shoulders. In the graph given in
Fig. 10.14, a = 2, b = 4, c = 5, and d = 9.
Figure C.6: Pi membership function
Vicinity function To represent the statement x is close to x0,
where x0 is any fixed value of x, vicinity function using S function
as following can be used:
µV (x, b, a) =

S(x, a− b, x− b/2, a), for x ≤ a
1− S(x, a, x+ b/2, a+ b, for x ≥ a
0, for d ≥ x
Figure C.7: Vicinity membership function
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C.2 Fuzzy Methods
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C.3 FuzzyTech documentations
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.3 List of Tables 
 
 
 
.4 List of Abbreviations 
 
 
Compute MBF Compute Membership Function (Fuzzification Method) 
Hyper CoM Hyper Center of Maximum (Defuzzification Methode) 
  
BSUM Bounded Sum Fuzzy Operator for Result Aggregation 
MIN Fuzzy Operator for AND Aggregation 
MAX Fuzzy Operator for OR Aggregation 
GAMMA Compensatory Operator for Aggregation 
PROD Fuzzy Operator for Composition 
  
LV Linguistic Variable 
MBF Membership Function 
RB Rule Block 
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2 chapter4model-underwork-2 
 
.1 Project Description 
 
Input Variables 10 
Output Variables 1 
Intermediate Variables 8 
Rule Blocks 3 
Rules 684 
Membership Functions 62 
Table 1: Project Statistics 
 
 
.2 System Structure 
 
The system structure identifies the fuzzy logic inference flow from the input 
variables to the output variables. The fuzzification in the input interfaces 
translates analog inputs into fuzzy values. The fuzzy inference takes place in 
rule blocks which contain the linguistic control rules. The output of these rule 
blocks are linguistic variables. The defuzzification in the output interfaces 
translates them into analog variables.  
 
The following figure shows the whole structure of this fuzzy system including 
input interfaces, rule blocks and output interfaces. The connecting lines 
symbolize the data flow. 
 
 
 
Figure 1: Structure of the Fuzzy Logic System 
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.3 Variables 
 
This chapter contains the definition of all linguistic variables and of all 
membership functions. 
Linguistic variables are used to translate real values into linguistic values.  The 
possible values of a linguistic variable are not numbers but so called 'linguistic 
terms'. 
 
For example: 
To translate the real variable 'temperature' into a linguistic variable three terms, 
'cold', 'pleasant' and 'warm' are defined. Depending on the current temperature 
level each of these terms describes the 'temperature' more or less well. Each 
term is defined by a membership function (MBF). Each membership function 
defines for any value of the input variable the associated degree of membership 
of the linguistic term. The membership functions of all terms of one linguistic 
variable are normally displayed in one graph. The following figure plots the 
membership functions of the three terms for the example 'temperature'. 
 
 
 
Membership Function of 'temperature' 
 
A 'temperature' of 66 °F is a member of the MBFs for the terms: 
 
cold  to the degree of 0.8 
pleasant to the degree of 0.2 
warm  to the degree of 0.0 
 
Linguistic variables have to be defined for all input, output and intermediate 
variables. The membership functions are defined using a few definition points 
only. 
 
The following tables list all variables of the system as well as the respective 
fuzzification or defuzzification method. Also the properties of all base variables 
and the term names are listed. 
 
.1 Inputs 
 
# Variable Name Type Unit Min Max Default Term Names 
  4 
# Variable Name Type Unit Min Max Default Term Names 
1 DepositRate  Units 2 14 3 low 
term1 
high 
2 DevelopmentSta
tu 
 Units 0 1 0 Developing 
Developed 
3 FXRgmFreFloat  Units 0 1 0 low 
high 
4 FXRgmmanage
d 
 Units 0 1 0 freeFloat 
Managned 
5 GDP  Units 3 11 3 term2 
term3 
term4 
6 Inflation  Units 79 134 79 term2 
term3 
term4 
7 LoanDepositRati
o 
 Units -2 1000 0 term2 
term3 
term4 
8 NetInterestMargi  Units -2.36 360 0 low 
medium 
high 
9 NPLratio  Units 0 50 0.5 term2 
term3 
term4 
10 PricetoBookValu
e 
 Units 0 7 0 low 
medium 
high 
Table 2: Variables of Group  "Inputs" 
 
 
Fuzzification Methods  
 Compute MBF   Look up MBF 
  Categorical Variable   Display 
  Fuzzy Input  
 
 
.2 Outputs 
 
# Variable Name Type Unit Min Max Default Term Names 
11 Rating  Units 0 100 0 term1 
term2 
term3 
term4 
term5 
term6 
term7 
term8 
term9 
term10 
term11 
Table 3: Variables of Group  "Outputs" 
 
 
Defuzzification Methods  
  5 
  Center of Maximum (CoM)   Mean of Maximum (MoM) 
  Center of Area (CoA)   Hyper CoM 
  Fuzzy Output   Force 
 
 
The default value of an output variable is used if no rule is firing for this 
variable.Different methods can be used for the defuzzification, resulting either 
into the 'most plausible result' or the 'best compromise'. 
 
The 'best compromise' is produced by the methods: 
 CoM (Center of Maximum) 
 CoA (Center of Area) 
 CoA BSUM, a version especially for efficient VLSI implementations 
 
The 'most plausible result is produced by the methods: 
 MoM (Mean of Maximum) 
 MoM BSUM, a version especially for efficient VLSI implementations 
 
.3 Intermediates 
 
# Variable Name Type Unit Min Max Default Term Names 
12 country   -   -   -   -  low 
medium 
high 
13 Efficiency   -   -   -   -  low 
medium 
high 
14 firmspecific   -   -   -   -  low 
medium 
high 
15 macroeco   -   -   -   -  low 
medium 
high 
16 Management   -   -   -   -  low 
medium 
high 
17 Privitization1   -   -   -   -  low 
medium 
high 
18 sponsor   -   -   -   -  low 
medium 
high 
19 Sponsor   -   -   -   -  low 
medium 
high 
Table 4: Variables of Group  "Intermediates" 
 
 
.4 Input Variable "DepositRate" 
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Figure 2: MBF of  "DepositRate" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low linear (2, 1) (4.9998, 1) (8, 0) 
  (14, 0)   
term1 linear (2, 0) (8, 1) (14, 0) 
high linear (2, 0) (8, 0) (11, 1) 
  (14, 1)   
Table 5: Definition Points of MBF "DepositRate" 
 
 
.5 Input Variable "DevelopmentStatu" 
 
 
Figure 3: MBF of  "DevelopmentStatu" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
Developing linear (0, 1) (0.33336, 1) (0.66664, 0) 
  (1, 0)   
Developed linear (0, 0) (0.33336, 0) (0.66664, 1) 
  (1, 1)   
Table 6: Definition Points of MBF "DevelopmentStatu" 
 
 
.6 Input Variable "FXRgmFreFloat" 
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Figure 4: MBF of  "FXRgmFreFloat" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low linear (0, 1) (0.24998, 1) (0.5, 0) 
  (1, 0)   
high linear (0, 0) (0.5, 0) (0.75, 1) 
  (1, 1)   
Table 7: Definition Points of MBF "FXRgmFreFloat" 
 
 
.7 Input Variable "FXRgmmanaged" 
 
 
Figure 5: MBF of  "FXRgmmanaged" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
freeFloat linear (0, 1) (0.25, 1) (0.5, 0) 
  (1, 0)   
Managned linear (0, 0) (0.5, 0) (0.75, 1) 
  (1, 1)   
Table 8: Definition Points of MBF "FXRgmmanaged" 
 
 
.8 Input Variable "GDP" 
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Figure 6: MBF of  "GDP" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (3, 1) (3.376, 1) (6.624, 0) 
  (11, 0)   
term3 S-Shape/0.50 (3, 0) (3.03425, 0) (4.982875, 1) 
  (8.606875, 0) (11, 0)  
term4 S-Shape/0.50 (3, 0) (4.50425, 0) (8.43575, 1) 
  (11, 1)   
Table 9: Definition Points of MBF "GDP" 
 
 
.9 Input Variable "Inflation" 
 
 
Figure 7: MBF of  "Inflation" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (79, 1) (80.411, 1) (92.162, 0) 
  (134, 0)   
term3 S-Shape/0.50 (79, 0) (79, 0.01828) (84.875, 1) 
  (97.569, 0) (134, 0)  
term4 S-Shape/0.50 (79, 0) (83.4, 0.00182) (112.141, 1) 
  (134, 1)   
Table 10: Definition Points of MBF "Inflation" 
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.10 Input Variable "LoanDepositRatio" 
 
 
Figure 8: MBF of  "LoanDepositRatio" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (-2, 1) (6.58, 1) (53.66, 0) 
  (1000, 0)   
term3 S-Shape/0.50 (-2, 0) (6.58, 0) (32.24, 1) 
  (105.06, 0) (1000, 0)  
term4 S-Shape/0.50 (-2, 0) (23.66, 0) (70.8, 1) 
  (1000, 1)   
Table 11: Definition Points of MBF "LoanDepositRatio" 
 
 
.11 Input Variable "NetInterestMargi" 
 
 
Figure 9: MBF of  "NetInterestMargi" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (-2.36, 1) (8.4700000000001, 
1) 
(178.82, 0) 
  (360, 0)   
medium S-Shape/0.50 (-2.36, 0) (34.81, 0) (194.3, 1) 
  (323.76, 0) (360, 0)  
high S-Shape/0.50 (-2.36, 0) (178.82, 0) (344.52, 1) 
  (360, 1)   
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Table 12: Definition Points of MBF "NetInterestMargi" 
 
 
.12 Input Variable "NPLratio" 
 
 
Figure 10: MBF of  "NPLratio" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (0, 1) (0.64099999999999, 
1) 
(13.034, 0) 
  (50, 0)   
term3 S-Shape/0.50 (0, 0) (0, 0.00934) (1.923, 1) 
  (44.874, 0.02804) (50, 0)  
term4 S-Shape/0.50 (0, 0) (2.351, 0) (4.486, 1) 
  (50, 1)   
Table 13: Definition Points of MBF "NPLratio" 
 
 
.13 Input Variable "PricetoBookValue" 
 
 
Figure 11: MBF of  "PricetoBookValue" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low linear (0, 1) (1.749875, 1) (3.5, 0) 
  (7, 0)   
medium linear (0, 0) (1.749875, 0) (3.5, 1) 
  11 
Term Name Shape/Par. Definition Points (x, y) 
  (5.25, 0) (7, 0)  
high linear (0, 0) (3.5, 0) (5.25, 1) 
  (7, 1)   
Table 14: Definition Points of MBF "PricetoBookValue" 
 
 
.14 Output Variable "Rating" 
 
 
Figure 12: MBF of  "Rating" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term1 S-Shape/0.50 (0, 1) (10, 0) (100, 0) 
term2 S-Shape/0.50 (0, 0) (10, 1) (20, 0) 
  (100, 0)   
term3 S-Shape/0.50 (0, 0) (10, 0) (20, 1) 
  (30, 0) (100, 0)  
term4 S-Shape/0.50 (0, 0) (20, 0) (30, 1) 
  (40, 0) (100, 0)  
term5 S-Shape/0.50 (0, 0) (30, 0) (40, 1) 
  (50, 0) (100, 0)  
term6 S-Shape/0.50 (0, 0) (40, 0) (50, 1) 
  (60, 0) (100, 0)  
term7 S-Shape/0.50 (0, 0) (50, 0) (60, 1) 
  (70, 0) (100, 0)  
term8 S-Shape/0.50 (0, 0) (60, 0) (70, 1) 
  (80, 0) (100, 0)  
term9 S-Shape/0.50 (0, 0) (70, 0) (80, 1) 
  (90, 0) (100, 0)  
term10 S-Shape/0.50 (0, 0) (80, 0) (90, 1) 
  (100, 0)   
term11 S-Shape/0.50 (0, 0) (90, 0) (100, 1) 
Table 15: Definition Points of MBF "Rating" 
 
 
.15 Intermediate Variable "country" 
 
Term Name 
low 
  12 
medium 
high 
Table 16: Term Names of "country" 
 
 
.16 Intermediate Variable "Efficiency" 
 
Term Name 
low 
medium 
high 
Table 17: Term Names of "Efficiency" 
 
 
.17 Intermediate Variable "firmspecific" 
 
Term Name 
low 
medium 
high 
Table 18: Term Names of "firmspecific" 
 
 
.18 Intermediate Variable "macroeco" 
 
Term Name 
low 
medium 
high 
Table 19: Term Names of "macroeco" 
 
 
.19 Intermediate Variable "Management" 
 
Term Name 
low 
medium 
high 
Table 20: Term Names of "Management" 
 
 
.20 Intermediate Variable "Privitization1" 
 
Term Name 
  13 
low 
medium 
high 
Table 21: Term Names of "Privitization1" 
 
 
.21 Intermediate Variable "sponsor" 
 
Term Name 
low 
medium 
high 
Table 22: Term Names of "sponsor" 
 
 
.22 Intermediate Variable "Sponsor" 
 
Term Name 
low 
medium 
high 
Table 23: Term Names of "Sponsor" 
 
 
.4 Rule Blocks 
 
The rule blocks contain the control strategy of a fuzzy logic system. Each rule 
block confines all rules for the same context. A context is defined by the same 
input and output variables of the rules. 
 
The rules' 'if' part describes the situation, for which the rules are designed. The 
'then' part describes the response of the fuzzy system in this situation. The 
degree of support (DoS) is used to weigh each rule according to its importance. 
 
The processing of the rules starts with calculating the 'if' part. The operator type 
of the rule block determines which method is used. The operator types 
MIN-MAX, MIN-AVG and GAMMA are available. The characteristic of each 
operator type is influenced by an additional parameter. 
 
For example: 
 
MIN-MAX,  parameter value 0 = Minimum Operator (MIN) 
MIN-MAX, parameter value 1  = Maximum Operator (MAX) 
GAMMA, parameter value 0    = Product Operator (PROD) 
 
The minimum operator is a generalization of the Boolean 'and'; the maximum 
operator is a generalization of the Boolean 'or'. 
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The fuzzy composition eventually combines the different rules to one 
conclusion. If the BSUM method is used all firing rules are evaluated, if the MAX 
method is used only the dominant rules are evaluated. 
 
.1 Rule Block "Efficiency" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 3 
Number of Outputs: 1 
Number of Rules: 27 
 
 
IF THEN 
LoanDepositRatio NetInterestMargi NPLratio DoS Efficiency 
term2 low term2 1.00 medium 
term2 low term3 1.00 low 
term2 low term4 1.00 low 
term2 medium term2 1.00 medium 
term2 medium term3 1.00 medium 
term2 medium term4 1.00 medium 
term2 high term2 1.00 high 
term2 high term3 1.00 medium 
term2 high term4 1.00 medium 
term3 low term2 1.00 medium 
term3 low term3 1.00 medium 
term3 low term4 1.00 low 
term3 medium term2 1.00 medium 
term3 medium term3 1.00 medium 
term3 medium term4 1.00 medium 
term3 high term2 1.00 high 
term3 high term3 1.00 high 
term3 high term4 1.00 medium 
term4 low term2 1.00 medium 
term4 low term3 1.00 medium 
term4 low term4 1.00 low 
term4 medium term2 1.00 medium 
term4 medium term3 1.00 medium 
term4 medium term4 1.00 medium 
term4 high term2 1.00 high 
term4 high term3 1.00 high 
term4 high term4 1.00 medium 
Table 24: Rules of the Rule Block "Efficiency" 
 
 
.2 Rule Block "FinancialInstitutioRating" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
  15 
Number of Inputs: 2 
Number of Outputs: 1 
Number of Rules: 9 
 
 
IF THEN 
Efficiency macroeco DoS Rating 
low low 1.00 term2 
low medium 1.00 term5 
low high 1.00 term7 
medium low 1.00 term3 
medium medium 1.00 term6 
medium high 1.00 term9 
high low 1.00 term5 
high medium 1.00 term7 
high high 1.00 term10 
Table 25: Rules of the Rule Block "FinancialInstitutioRating" 
 
 
.3 Rule Block "MacroeconomicEnvironment" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 7 
Number of Outputs: 1 
Number of Rules: 648 
 
 
IF THEN 
DepositRa
te 
Developm
entStatu 
FXRgmFre
Float 
FXRgmma
naged 
GDP Inflation PricetoBo
okValue 
DoS macroeco 
low Developing low freeFloat term2 term2 low 1.00 low 
low Developing low freeFloat term2 term2 medium 1.00 medium 
low Developing low freeFloat term2 term2 high 1.00 medium 
low Developing low freeFloat term2 term3 low 1.00 low 
low Developing low freeFloat term2 term3 medium 1.00 medium 
low Developing low freeFloat term2 term3 high 1.00 medium 
low Developing low freeFloat term2 term4 low 1.00 low 
low Developing low freeFloat term2 term4 medium 1.00 low 
low Developing low freeFloat term2 term4 high 1.00 medium 
low Developing low freeFloat term3 term2 low 1.00 medium 
low Developing low freeFloat term3 term2 medium 1.00 medium 
low Developing low freeFloat term3 term2 high 1.00 medium 
low Developing low freeFloat term3 term3 low 1.00 low 
low Developing low freeFloat term3 term3 medium 1.00 medium 
low Developing low freeFloat term3 term3 high 1.00 medium 
low Developing low freeFloat term3 term4 low 1.00 low 
low Developing low freeFloat term3 term4 medium 1.00 medium 
low Developing low freeFloat term3 term4 high 1.00 medium 
low Developing low freeFloat term4 term2 low 1.00 medium 
low Developing low freeFloat term4 term2 medium 1.00 medium 
low Developing low freeFloat term4 term2 high 1.00 medium 
low Developing low freeFloat term4 term3 low 1.00 medium 
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IF THEN 
low Developing low freeFloat term4 term3 medium 1.00 medium 
low Developing low freeFloat term4 term3 high 1.00 medium 
low Developing low freeFloat term4 term4 low 1.00 low 
low Developing low freeFloat term4 term4 medium 1.00 medium 
low Developing low freeFloat term4 term4 high 1.00 medium 
low Developing low Managned term2 term2 low 1.00 medium 
low Developing low Managned term2 term2 medium 1.00 medium 
low Developing low Managned term2 term2 high 1.00 medium 
low Developing low Managned term2 term3 low 1.00 medium 
low Developing low Managned term2 term3 medium 1.00 medium 
low Developing low Managned term2 term3 high 1.00 medium 
low Developing low Managned term2 term4 low 1.00 medium 
low Developing low Managned term2 term4 medium 1.00 medium 
low Developing low Managned term2 term4 high 1.00 medium 
low Developing low Managned term3 term2 low 1.00 medium 
low Developing low Managned term3 term2 medium 1.00 medium 
low Developing low Managned term3 term2 high 1.00 medium 
low Developing low Managned term3 term3 low 1.00 medium 
low Developing low Managned term3 term3 medium 1.00 medium 
low Developing low Managned term3 term3 high 1.00 medium 
low Developing low Managned term3 term4 low 1.00 medium 
low Developing low Managned term3 term4 medium 1.00 medium 
low Developing low Managned term3 term4 high 1.00 medium 
low Developing low Managned term4 term2 low 1.00 medium 
low Developing low Managned term4 term2 medium 1.00 medium 
low Developing low Managned term4 term2 high 1.00 medium 
low Developing low Managned term4 term3 low 1.00 medium 
low Developing low Managned term4 term3 medium 1.00 medium 
low Developing low Managned term4 term3 high 1.00 medium 
low Developing low Managned term4 term4 low 1.00 medium 
low Developing low Managned term4 term4 medium 1.00 medium 
low Developing low Managned term4 term4 high 1.00 medium 
low Developing high freeFloat term2 term2 low 1.00 low 
low Developing high freeFloat term2 term2 medium 1.00 low 
low Developing high freeFloat term2 term2 high 1.00 medium 
low Developing high freeFloat term2 term3 low 1.00 low 
low Developing high freeFloat term2 term3 medium 1.00 low 
low Developing high freeFloat term2 term3 high 1.00 medium 
low Developing high freeFloat term2 term4 low 1.00 low 
low Developing high freeFloat term2 term4 medium 1.00 low 
low Developing high freeFloat term2 term4 high 1.00 low 
low Developing high freeFloat term3 term2 low 1.00 low 
low Developing high freeFloat term3 term2 medium 1.00 low 
low Developing high freeFloat term3 term2 high 1.00 medium 
low Developing high freeFloat term3 term3 low 1.00 low 
low Developing high freeFloat term3 term3 medium 1.00 low 
low Developing high freeFloat term3 term3 high 1.00 medium 
low Developing high freeFloat term3 term4 low 1.00 low 
low Developing high freeFloat term3 term4 medium 1.00 low 
low Developing high freeFloat term3 term4 high 1.00 medium 
low Developing high freeFloat term4 term2 low 1.00 low 
low Developing high freeFloat term4 term2 medium 1.00 medium 
low Developing high freeFloat term4 term2 high 1.00 medium 
low Developing high freeFloat term4 term3 low 1.00 low 
low Developing high freeFloat term4 term3 medium 1.00 low 
low Developing high freeFloat term4 term3 high 1.00 medium 
low Developing high freeFloat term4 term4 low 1.00 low 
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IF THEN 
low Developing high freeFloat term4 term4 medium 1.00 low 
low Developing high freeFloat term4 term4 high 1.00 medium 
low Developing high Managned term2 term2 low 1.00 medium 
low Developing high Managned term2 term2 medium 1.00 medium 
low Developing high Managned term2 term2 high 1.00 medium 
low Developing high Managned term2 term3 low 1.00 low 
low Developing high Managned term2 term3 medium 1.00 medium 
low Developing high Managned term2 term3 high 1.00 medium 
low Developing high Managned term2 term4 low 1.00 low 
low Developing high Managned term2 term4 medium 1.00 medium 
low Developing high Managned term2 term4 high 1.00 medium 
low Developing high Managned term3 term2 low 1.00 medium 
low Developing high Managned term3 term2 medium 1.00 medium 
low Developing high Managned term3 term2 high 1.00 medium 
low Developing high Managned term3 term3 low 1.00 medium 
low Developing high Managned term3 term3 medium 1.00 medium 
low Developing high Managned term3 term3 high 1.00 medium 
low Developing high Managned term3 term4 low 1.00 low 
low Developing high Managned term3 term4 medium 1.00 medium 
low Developing high Managned term3 term4 high 1.00 medium 
low Developing high Managned term4 term2 low 1.00 medium 
low Developing high Managned term4 term2 medium 1.00 medium 
low Developing high Managned term4 term2 high 1.00 medium 
low Developing high Managned term4 term3 low 1.00 medium 
low Developing high Managned term4 term3 medium 1.00 medium 
low Developing high Managned term4 term3 high 1.00 medium 
low Developing high Managned term4 term4 low 1.00 medium 
low Developing high Managned term4 term4 medium 1.00 medium 
low Developing high Managned term4 term4 high 1.00 medium 
low Developed low freeFloat term2 term2 low 1.00 medium 
low Developed low freeFloat term2 term2 medium 1.00 medium 
low Developed low freeFloat term2 term2 high 1.00 medium 
low Developed low freeFloat term2 term3 low 1.00 medium 
low Developed low freeFloat term2 term3 medium 1.00 medium 
low Developed low freeFloat term2 term3 high 1.00 medium 
low Developed low freeFloat term2 term4 low 1.00 medium 
low Developed low freeFloat term2 term4 medium 1.00 medium 
low Developed low freeFloat term2 term4 high 1.00 medium 
low Developed low freeFloat term3 term2 low 1.00 medium 
low Developed low freeFloat term3 term2 medium 1.00 medium 
low Developed low freeFloat term3 term2 high 1.00 medium 
low Developed low freeFloat term3 term3 low 1.00 medium 
low Developed low freeFloat term3 term3 medium 1.00 medium 
low Developed low freeFloat term3 term3 high 1.00 medium 
low Developed low freeFloat term3 term4 low 1.00 medium 
low Developed low freeFloat term3 term4 medium 1.00 medium 
low Developed low freeFloat term3 term4 high 1.00 medium 
low Developed low freeFloat term4 term2 low 1.00 medium 
low Developed low freeFloat term4 term2 medium 1.00 medium 
low Developed low freeFloat term4 term2 high 1.00 medium 
low Developed low freeFloat term4 term3 low 1.00 medium 
low Developed low freeFloat term4 term3 medium 1.00 medium 
low Developed low freeFloat term4 term3 high 1.00 medium 
low Developed low freeFloat term4 term4 low 1.00 medium 
low Developed low freeFloat term4 term4 medium 1.00 medium 
low Developed low freeFloat term4 term4 high 1.00 medium 
low Developed low Managned term2 term2 low 1.00 medium 
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IF THEN 
low Developed low Managned term2 term2 medium 1.00 medium 
low Developed low Managned term2 term2 high 1.00 high 
low Developed low Managned term2 term3 low 1.00 medium 
low Developed low Managned term2 term3 medium 1.00 medium 
low Developed low Managned term2 term3 high 1.00 medium 
low Developed low Managned term2 term4 low 1.00 medium 
low Developed low Managned term2 term4 medium 1.00 medium 
low Developed low Managned term2 term4 high 1.00 medium 
low Developed low Managned term3 term2 low 1.00 medium 
low Developed low Managned term3 term2 medium 1.00 medium 
low Developed low Managned term3 term2 high 1.00 high 
low Developed low Managned term3 term3 low 1.00 medium 
low Developed low Managned term3 term3 medium 1.00 medium 
low Developed low Managned term3 term3 high 1.00 high 
low Developed low Managned term3 term4 low 1.00 medium 
low Developed low Managned term3 term4 medium 1.00 medium 
low Developed low Managned term3 term4 high 1.00 medium 
low Developed low Managned term4 term2 low 1.00 medium 
low Developed low Managned term4 term2 medium 1.00 high 
low Developed low Managned term4 term2 high 1.00 high 
low Developed low Managned term4 term3 low 1.00 medium 
low Developed low Managned term4 term3 medium 1.00 medium 
low Developed low Managned term4 term3 high 1.00 high 
low Developed low Managned term4 term4 low 1.00 medium 
low Developed low Managned term4 term4 medium 1.00 medium 
low Developed low Managned term4 term4 high 1.00 high 
low Developed high freeFloat term2 term2 low 1.00 medium 
low Developed high freeFloat term2 term2 medium 1.00 medium 
low Developed high freeFloat term2 term2 high 1.00 medium 
low Developed high freeFloat term2 term3 low 1.00 medium 
low Developed high freeFloat term2 term3 medium 1.00 medium 
low Developed high freeFloat term2 term3 high 1.00 medium 
low Developed high freeFloat term2 term4 low 1.00 medium 
low Developed high freeFloat term2 term4 medium 1.00 medium 
low Developed high freeFloat term2 term4 high 1.00 medium 
low Developed high freeFloat term3 term2 low 1.00 medium 
low Developed high freeFloat term3 term2 medium 1.00 medium 
low Developed high freeFloat term3 term2 high 1.00 medium 
low Developed high freeFloat term3 term3 low 1.00 medium 
low Developed high freeFloat term3 term3 medium 1.00 medium 
low Developed high freeFloat term3 term3 high 1.00 medium 
low Developed high freeFloat term3 term4 low 1.00 medium 
low Developed high freeFloat term3 term4 medium 1.00 medium 
low Developed high freeFloat term3 term4 high 1.00 medium 
low Developed high freeFloat term4 term2 low 1.00 medium 
low Developed high freeFloat term4 term2 medium 1.00 medium 
low Developed high freeFloat term4 term2 high 1.00 medium 
low Developed high freeFloat term4 term3 low 1.00 medium 
low Developed high freeFloat term4 term3 medium 1.00 medium 
low Developed high freeFloat term4 term3 high 1.00 medium 
low Developed high freeFloat term4 term4 low 1.00 medium 
low Developed high freeFloat term4 term4 medium 1.00 medium 
low Developed high freeFloat term4 term4 high 1.00 medium 
low Developed high Managned term2 term2 low 1.00 medium 
low Developed high Managned term2 term2 medium 1.00 medium 
low Developed high Managned term2 term2 high 1.00 medium 
low Developed high Managned term2 term3 low 1.00 medium 
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IF THEN 
low Developed high Managned term2 term3 medium 1.00 medium 
low Developed high Managned term2 term3 high 1.00 medium 
low Developed high Managned term2 term4 low 1.00 medium 
low Developed high Managned term2 term4 medium 1.00 medium 
low Developed high Managned term2 term4 high 1.00 medium 
low Developed high Managned term3 term2 low 1.00 medium 
low Developed high Managned term3 term2 medium 1.00 medium 
low Developed high Managned term3 term2 high 1.00 medium 
low Developed high Managned term3 term3 low 1.00 medium 
low Developed high Managned term3 term3 medium 1.00 medium 
low Developed high Managned term3 term3 high 1.00 medium 
low Developed high Managned term3 term4 low 1.00 medium 
low Developed high Managned term3 term4 medium 1.00 medium 
low Developed high Managned term3 term4 high 1.00 medium 
low Developed high Managned term4 term2 low 1.00 medium 
low Developed high Managned term4 term2 medium 1.00 medium 
low Developed high Managned term4 term2 high 1.00 medium 
low Developed high Managned term4 term3 low 1.00 medium 
low Developed high Managned term4 term3 medium 1.00 medium 
low Developed high Managned term4 term3 high 1.00 medium 
low Developed high Managned term4 term4 low 1.00 medium 
low Developed high Managned term4 term4 medium 1.00 medium 
low Developed high Managned term4 term4 high 1.00 medium 
term1 Developing low freeFloat term2 term2 low 1.00 medium 
term1 Developing low freeFloat term2 term2 medium 1.00 medium 
term1 Developing low freeFloat term2 term2 high 1.00 medium 
term1 Developing low freeFloat term2 term3 low 1.00 low 
term1 Developing low freeFloat term2 term3 medium 1.00 medium 
term1 Developing low freeFloat term2 term3 high 1.00 medium 
term1 Developing low freeFloat term2 term4 low 1.00 low 
term1 Developing low freeFloat term2 term4 medium 1.00 medium 
term1 Developing low freeFloat term2 term4 high 1.00 medium 
term1 Developing low freeFloat term3 term2 low 1.00 medium 
term1 Developing low freeFloat term3 term2 medium 1.00 medium 
term1 Developing low freeFloat term3 term2 high 1.00 medium 
term1 Developing low freeFloat term3 term3 low 1.00 medium 
term1 Developing low freeFloat term3 term3 medium 1.00 medium 
term1 Developing low freeFloat term3 term3 high 1.00 medium 
term1 Developing low freeFloat term3 term4 low 1.00 low 
term1 Developing low freeFloat term3 term4 medium 1.00 medium 
term1 Developing low freeFloat term3 term4 high 1.00 medium 
term1 Developing low freeFloat term4 term2 low 1.00 medium 
term1 Developing low freeFloat term4 term2 medium 1.00 medium 
term1 Developing low freeFloat term4 term2 high 1.00 medium 
term1 Developing low freeFloat term4 term3 low 1.00 medium 
term1 Developing low freeFloat term4 term3 medium 1.00 medium 
term1 Developing low freeFloat term4 term3 high 1.00 medium 
term1 Developing low freeFloat term4 term4 low 1.00 medium 
term1 Developing low freeFloat term4 term4 medium 1.00 medium 
term1 Developing low freeFloat term4 term4 high 1.00 medium 
term1 Developing low Managned term2 term2 low 1.00 medium 
term1 Developing low Managned term2 term2 medium 1.00 medium 
term1 Developing low Managned term2 term2 high 1.00 medium 
term1 Developing low Managned term2 term3 low 1.00 medium 
term1 Developing low Managned term2 term3 medium 1.00 medium 
term1 Developing low Managned term2 term3 high 1.00 medium 
term1 Developing low Managned term2 term4 low 1.00 medium 
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IF THEN 
term1 Developing low Managned term2 term4 medium 1.00 medium 
term1 Developing low Managned term2 term4 high 1.00 medium 
term1 Developing low Managned term3 term2 low 1.00 medium 
term1 Developing low Managned term3 term2 medium 1.00 medium 
term1 Developing low Managned term3 term2 high 1.00 medium 
term1 Developing low Managned term3 term3 low 1.00 medium 
term1 Developing low Managned term3 term3 medium 1.00 medium 
term1 Developing low Managned term3 term3 high 1.00 medium 
term1 Developing low Managned term3 term4 low 1.00 medium 
term1 Developing low Managned term3 term4 medium 1.00 medium 
term1 Developing low Managned term3 term4 high 1.00 medium 
term1 Developing low Managned term4 term2 low 1.00 medium 
term1 Developing low Managned term4 term2 medium 1.00 medium 
term1 Developing low Managned term4 term2 high 1.00 medium 
term1 Developing low Managned term4 term3 low 1.00 medium 
term1 Developing low Managned term4 term3 medium 1.00 medium 
term1 Developing low Managned term4 term3 high 1.00 medium 
term1 Developing low Managned term4 term4 low 1.00 medium 
term1 Developing low Managned term4 term4 medium 1.00 medium 
term1 Developing low Managned term4 term4 high 1.00 medium 
term1 Developing high freeFloat term2 term2 low 1.00 low 
term1 Developing high freeFloat term2 term2 medium 1.00 medium 
term1 Developing high freeFloat term2 term2 high 1.00 medium 
term1 Developing high freeFloat term2 term3 low 1.00 low 
term1 Developing high freeFloat term2 term3 medium 1.00 low 
term1 Developing high freeFloat term2 term3 high 1.00 medium 
term1 Developing high freeFloat term2 term4 low 1.00 low 
term1 Developing high freeFloat term2 term4 medium 1.00 low 
term1 Developing high freeFloat term2 term4 high 1.00 medium 
term1 Developing high freeFloat term3 term2 low 1.00 low 
term1 Developing high freeFloat term3 term2 medium 1.00 medium 
term1 Developing high freeFloat term3 term2 high 1.00 medium 
term1 Developing high freeFloat term3 term3 low 1.00 low 
term1 Developing high freeFloat term3 term3 medium 1.00 medium 
term1 Developing high freeFloat term3 term3 high 1.00 medium 
term1 Developing high freeFloat term3 term4 low 1.00 low 
term1 Developing high freeFloat term3 term4 medium 1.00 low 
term1 Developing high freeFloat term3 term4 high 1.00 medium 
term1 Developing high freeFloat term4 term2 low 1.00 medium 
term1 Developing high freeFloat term4 term2 medium 1.00 medium 
term1 Developing high freeFloat term4 term2 high 1.00 medium 
term1 Developing high freeFloat term4 term3 low 1.00 low 
term1 Developing high freeFloat term4 term3 medium 1.00 medium 
term1 Developing high freeFloat term4 term3 high 1.00 medium 
term1 Developing high freeFloat term4 term4 low 1.00 low 
term1 Developing high freeFloat term4 term4 medium 1.00 medium 
term1 Developing high freeFloat term4 term4 high 1.00 medium 
term1 Developing high Managned term2 term2 low 1.00 medium 
term1 Developing high Managned term2 term2 medium 1.00 medium 
term1 Developing high Managned term2 term2 high 1.00 medium 
term1 Developing high Managned term2 term3 low 1.00 medium 
term1 Developing high Managned term2 term3 medium 1.00 medium 
term1 Developing high Managned term2 term3 high 1.00 medium 
term1 Developing high Managned term2 term4 low 1.00 medium 
term1 Developing high Managned term2 term4 medium 1.00 medium 
term1 Developing high Managned term2 term4 high 1.00 medium 
term1 Developing high Managned term3 term2 low 1.00 medium 
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IF THEN 
term1 Developing high Managned term3 term2 medium 1.00 medium 
term1 Developing high Managned term3 term2 high 1.00 medium 
term1 Developing high Managned term3 term3 low 1.00 medium 
term1 Developing high Managned term3 term3 medium 1.00 medium 
term1 Developing high Managned term3 term3 high 1.00 medium 
term1 Developing high Managned term3 term4 low 1.00 medium 
term1 Developing high Managned term3 term4 medium 1.00 medium 
term1 Developing high Managned term3 term4 high 1.00 medium 
term1 Developing high Managned term4 term2 low 1.00 medium 
term1 Developing high Managned term4 term2 medium 1.00 medium 
term1 Developing high Managned term4 term2 high 1.00 medium 
term1 Developing high Managned term4 term3 low 1.00 medium 
term1 Developing high Managned term4 term3 medium 1.00 medium 
term1 Developing high Managned term4 term3 high 1.00 medium 
term1 Developing high Managned term4 term4 low 1.00 medium 
term1 Developing high Managned term4 term4 medium 1.00 medium 
term1 Developing high Managned term4 term4 high 1.00 medium 
term1 Developed low freeFloat term2 term2 low 1.00 medium 
term1 Developed low freeFloat term2 term2 medium 1.00 medium 
term1 Developed low freeFloat term2 term2 high 1.00 medium 
term1 Developed low freeFloat term2 term3 low 1.00 medium 
term1 Developed low freeFloat term2 term3 medium 1.00 medium 
term1 Developed low freeFloat term2 term3 high 1.00 medium 
term1 Developed low freeFloat term2 term4 low 1.00 medium 
term1 Developed low freeFloat term2 term4 medium 1.00 medium 
term1 Developed low freeFloat term2 term4 high 1.00 medium 
term1 Developed low freeFloat term3 term2 low 1.00 medium 
term1 Developed low freeFloat term3 term2 medium 1.00 medium 
term1 Developed low freeFloat term3 term2 high 1.00 medium 
term1 Developed low freeFloat term3 term3 low 1.00 medium 
term1 Developed low freeFloat term3 term3 medium 1.00 medium 
term1 Developed low freeFloat term3 term3 high 1.00 medium 
term1 Developed low freeFloat term3 term4 low 1.00 medium 
term1 Developed low freeFloat term3 term4 medium 1.00 medium 
term1 Developed low freeFloat term3 term4 high 1.00 medium 
term1 Developed low freeFloat term4 term2 low 1.00 medium 
term1 Developed low freeFloat term4 term2 medium 1.00 medium 
term1 Developed low freeFloat term4 term2 high 1.00 medium 
term1 Developed low freeFloat term4 term3 low 1.00 medium 
term1 Developed low freeFloat term4 term3 medium 1.00 medium 
term1 Developed low freeFloat term4 term3 high 1.00 medium 
term1 Developed low freeFloat term4 term4 low 1.00 medium 
term1 Developed low freeFloat term4 term4 medium 1.00 medium 
term1 Developed low freeFloat term4 term4 high 1.00 medium 
term1 Developed low Managned term2 term2 low 1.00 medium 
term1 Developed low Managned term2 term2 medium 1.00 medium 
term1 Developed low Managned term2 term2 high 1.00 high 
term1 Developed low Managned term2 term3 low 1.00 medium 
term1 Developed low Managned term2 term3 medium 1.00 medium 
term1 Developed low Managned term2 term3 high 1.00 high 
term1 Developed low Managned term2 term4 low 1.00 medium 
term1 Developed low Managned term2 term4 medium 1.00 medium 
term1 Developed low Managned term2 term4 high 1.00 medium 
term1 Developed low Managned term3 term2 low 1.00 medium 
term1 Developed low Managned term3 term2 medium 1.00 high 
term1 Developed low Managned term3 term2 high 1.00 high 
term1 Developed low Managned term3 term3 low 1.00 medium 
  22 
IF THEN 
term1 Developed low Managned term3 term3 medium 1.00 medium 
term1 Developed low Managned term3 term3 high 1.00 high 
term1 Developed low Managned term3 term4 low 1.00 medium 
term1 Developed low Managned term3 term4 medium 1.00 medium 
term1 Developed low Managned term3 term4 high 1.00 high 
term1 Developed low Managned term4 term2 low 1.00 medium 
term1 Developed low Managned term4 term2 medium 1.00 high 
term1 Developed low Managned term4 term2 high 1.00 high 
term1 Developed low Managned term4 term3 low 1.00 medium 
term1 Developed low Managned term4 term3 medium 1.00 high 
term1 Developed low Managned term4 term3 high 1.00 high 
term1 Developed low Managned term4 term4 low 1.00 medium 
term1 Developed low Managned term4 term4 medium 1.00 medium 
term1 Developed low Managned term4 term4 high 1.00 high 
term1 Developed high freeFloat term2 term2 low 1.00 medium 
term1 Developed high freeFloat term2 term2 medium 1.00 medium 
term1 Developed high freeFloat term2 term2 high 1.00 medium 
term1 Developed high freeFloat term2 term3 low 1.00 medium 
term1 Developed high freeFloat term2 term3 medium 1.00 medium 
term1 Developed high freeFloat term2 term3 high 1.00 medium 
term1 Developed high freeFloat term2 term4 low 1.00 medium 
term1 Developed high freeFloat term2 term4 medium 1.00 medium 
term1 Developed high freeFloat term2 term4 high 1.00 medium 
term1 Developed high freeFloat term3 term2 low 1.00 medium 
term1 Developed high freeFloat term3 term2 medium 1.00 medium 
term1 Developed high freeFloat term3 term2 high 1.00 medium 
term1 Developed high freeFloat term3 term3 low 1.00 medium 
term1 Developed high freeFloat term3 term3 medium 1.00 medium 
term1 Developed high freeFloat term3 term3 high 1.00 medium 
term1 Developed high freeFloat term3 term4 low 1.00 medium 
term1 Developed high freeFloat term3 term4 medium 1.00 medium 
term1 Developed high freeFloat term3 term4 high 1.00 medium 
term1 Developed high freeFloat term4 term2 low 1.00 medium 
term1 Developed high freeFloat term4 term2 medium 1.00 medium 
term1 Developed high freeFloat term4 term2 high 1.00 medium 
term1 Developed high freeFloat term4 term3 low 1.00 medium 
term1 Developed high freeFloat term4 term3 medium 1.00 medium 
term1 Developed high freeFloat term4 term3 high 1.00 medium 
term1 Developed high freeFloat term4 term4 low 1.00 medium 
term1 Developed high freeFloat term4 term4 medium 1.00 medium 
term1 Developed high freeFloat term4 term4 high 1.00 medium 
term1 Developed high Managned term2 term2 low 1.00 medium 
term1 Developed high Managned term2 term2 medium 1.00 medium 
term1 Developed high Managned term2 term2 high 1.00 medium 
term1 Developed high Managned term2 term3 low 1.00 medium 
term1 Developed high Managned term2 term3 medium 1.00 medium 
term1 Developed high Managned term2 term3 high 1.00 medium 
term1 Developed high Managned term2 term4 low 1.00 medium 
term1 Developed high Managned term2 term4 medium 1.00 medium 
term1 Developed high Managned term2 term4 high 1.00 medium 
term1 Developed high Managned term3 term2 low 1.00 medium 
term1 Developed high Managned term3 term2 medium 1.00 medium 
term1 Developed high Managned term3 term2 high 1.00 high 
term1 Developed high Managned term3 term3 low 1.00 medium 
term1 Developed high Managned term3 term3 medium 1.00 medium 
term1 Developed high Managned term3 term3 high 1.00 medium 
term1 Developed high Managned term3 term4 low 1.00 medium 
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IF THEN 
term1 Developed high Managned term3 term4 medium 1.00 medium 
term1 Developed high Managned term3 term4 high 1.00 medium 
term1 Developed high Managned term4 term2 low 1.00 medium 
term1 Developed high Managned term4 term2 medium 1.00 medium 
term1 Developed high Managned term4 term2 high 1.00 high 
term1 Developed high Managned term4 term3 low 1.00 medium 
term1 Developed high Managned term4 term3 medium 1.00 medium 
term1 Developed high Managned term4 term3 high 1.00 high 
term1 Developed high Managned term4 term4 low 1.00 medium 
term1 Developed high Managned term4 term4 medium 1.00 medium 
term1 Developed high Managned term4 term4 high 1.00 medium 
high Developing low freeFloat term2 term2 low 1.00 medium 
high Developing low freeFloat term2 term2 medium 1.00 medium 
high Developing low freeFloat term2 term2 high 1.00 medium 
high Developing low freeFloat term2 term3 low 1.00 medium 
high Developing low freeFloat term2 term3 medium 1.00 medium 
high Developing low freeFloat term2 term3 high 1.00 medium 
high Developing low freeFloat term2 term4 low 1.00 medium 
high Developing low freeFloat term2 term4 medium 1.00 medium 
high Developing low freeFloat term2 term4 high 1.00 medium 
high Developing low freeFloat term3 term2 low 1.00 medium 
high Developing low freeFloat term3 term2 medium 1.00 medium 
high Developing low freeFloat term3 term2 high 1.00 medium 
high Developing low freeFloat term3 term3 low 1.00 medium 
high Developing low freeFloat term3 term3 medium 1.00 medium 
high Developing low freeFloat term3 term3 high 1.00 medium 
high Developing low freeFloat term3 term4 low 1.00 medium 
high Developing low freeFloat term3 term4 medium 1.00 medium 
high Developing low freeFloat term3 term4 high 1.00 medium 
high Developing low freeFloat term4 term2 low 1.00 medium 
high Developing low freeFloat term4 term2 medium 1.00 medium 
high Developing low freeFloat term4 term2 high 1.00 medium 
high Developing low freeFloat term4 term3 low 1.00 medium 
high Developing low freeFloat term4 term3 medium 1.00 medium 
high Developing low freeFloat term4 term3 high 1.00 medium 
high Developing low freeFloat term4 term4 low 1.00 medium 
high Developing low freeFloat term4 term4 medium 1.00 medium 
high Developing low freeFloat term4 term4 high 1.00 medium 
high Developing low Managned term2 term2 low 1.00 medium 
high Developing low Managned term2 term2 medium 1.00 medium 
high Developing low Managned term2 term2 high 1.00 medium 
high Developing low Managned term2 term3 low 1.00 medium 
high Developing low Managned term2 term3 medium 1.00 medium 
high Developing low Managned term2 term3 high 1.00 medium 
high Developing low Managned term2 term4 low 1.00 medium 
high Developing low Managned term2 term4 medium 1.00 medium 
high Developing low Managned term2 term4 high 1.00 medium 
high Developing low Managned term3 term2 low 1.00 medium 
high Developing low Managned term3 term2 medium 1.00 medium 
high Developing low Managned term3 term2 high 1.00 medium 
high Developing low Managned term3 term3 low 1.00 medium 
high Developing low Managned term3 term3 medium 1.00 medium 
high Developing low Managned term3 term3 high 1.00 medium 
high Developing low Managned term3 term4 low 1.00 medium 
high Developing low Managned term3 term4 medium 1.00 medium 
high Developing low Managned term3 term4 high 1.00 medium 
high Developing low Managned term4 term2 low 1.00 medium 
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IF THEN 
high Developing low Managned term4 term2 medium 1.00 medium 
high Developing low Managned term4 term2 high 1.00 medium 
high Developing low Managned term4 term3 low 1.00 medium 
high Developing low Managned term4 term3 medium 1.00 medium 
high Developing low Managned term4 term3 high 1.00 medium 
high Developing low Managned term4 term4 low 1.00 medium 
high Developing low Managned term4 term4 medium 1.00 medium 
high Developing low Managned term4 term4 high 1.00 medium 
high Developing high freeFloat term2 term2 low 1.00 low 
high Developing high freeFloat term2 term2 medium 1.00 medium 
high Developing high freeFloat term2 term2 high 1.00 medium 
high Developing high freeFloat term2 term3 low 1.00 low 
high Developing high freeFloat term2 term3 medium 1.00 medium 
high Developing high freeFloat term2 term3 high 1.00 medium 
high Developing high freeFloat term2 term4 low 1.00 low 
high Developing high freeFloat term2 term4 medium 1.00 low 
high Developing high freeFloat term2 term4 high 1.00 medium 
high Developing high freeFloat term3 term2 low 1.00 medium 
high Developing high freeFloat term3 term2 medium 1.00 medium 
high Developing high freeFloat term3 term2 high 1.00 medium 
high Developing high freeFloat term3 term3 low 1.00 low 
high Developing high freeFloat term3 term3 medium 1.00 medium 
high Developing high freeFloat term3 term3 high 1.00 medium 
high Developing high freeFloat term3 term4 low 1.00 low 
high Developing high freeFloat term3 term4 medium 1.00 medium 
high Developing high freeFloat term3 term4 high 1.00 medium 
high Developing high freeFloat term4 term2 low 1.00 medium 
high Developing high freeFloat term4 term2 medium 1.00 medium 
high Developing high freeFloat term4 term2 high 1.00 medium 
high Developing high freeFloat term4 term3 low 1.00 medium 
high Developing high freeFloat term4 term3 medium 1.00 medium 
high Developing high freeFloat term4 term3 high 1.00 medium 
high Developing high freeFloat term4 term4 low 1.00 low 
high Developing high freeFloat term4 term4 medium 1.00 medium 
high Developing high freeFloat term4 term4 high 1.00 medium 
high Developing high Managned term2 term2 low 1.00 medium 
high Developing high Managned term2 term2 medium 1.00 medium 
high Developing high Managned term2 term2 high 1.00 medium 
high Developing high Managned term2 term3 low 1.00 medium 
high Developing high Managned term2 term3 medium 1.00 medium 
high Developing high Managned term2 term3 high 1.00 medium 
high Developing high Managned term2 term4 low 1.00 medium 
high Developing high Managned term2 term4 medium 1.00 medium 
high Developing high Managned term2 term4 high 1.00 medium 
high Developing high Managned term3 term2 low 1.00 medium 
high Developing high Managned term3 term2 medium 1.00 medium 
high Developing high Managned term3 term2 high 1.00 medium 
high Developing high Managned term3 term3 low 1.00 medium 
high Developing high Managned term3 term3 medium 1.00 medium 
high Developing high Managned term3 term3 high 1.00 medium 
high Developing high Managned term3 term4 low 1.00 medium 
high Developing high Managned term3 term4 medium 1.00 medium 
high Developing high Managned term3 term4 high 1.00 medium 
high Developing high Managned term4 term2 low 1.00 medium 
high Developing high Managned term4 term2 medium 1.00 medium 
high Developing high Managned term4 term2 high 1.00 medium 
high Developing high Managned term4 term3 low 1.00 medium 
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IF THEN 
high Developing high Managned term4 term3 medium 1.00 medium 
high Developing high Managned term4 term3 high 1.00 medium 
high Developing high Managned term4 term4 low 1.00 medium 
high Developing high Managned term4 term4 medium 1.00 medium 
high Developing high Managned term4 term4 high 1.00 medium 
high Developed low freeFloat term2 term2 low 1.00 medium 
high Developed low freeFloat term2 term2 medium 1.00 medium 
high Developed low freeFloat term2 term2 high 1.00 medium 
high Developed low freeFloat term2 term3 low 1.00 medium 
high Developed low freeFloat term2 term3 medium 1.00 medium 
high Developed low freeFloat term2 term3 high 1.00 medium 
high Developed low freeFloat term2 term4 low 1.00 medium 
high Developed low freeFloat term2 term4 medium 1.00 medium 
high Developed low freeFloat term2 term4 high 1.00 medium 
high Developed low freeFloat term3 term2 low 1.00 medium 
high Developed low freeFloat term3 term2 medium 1.00 medium 
high Developed low freeFloat term3 term2 high 1.00 high 
high Developed low freeFloat term3 term3 low 1.00 medium 
high Developed low freeFloat term3 term3 medium 1.00 medium 
high Developed low freeFloat term3 term3 high 1.00 medium 
high Developed low freeFloat term3 term4 low 1.00 medium 
high Developed low freeFloat term3 term4 medium 1.00 medium 
high Developed low freeFloat term3 term4 high 1.00 medium 
high Developed low freeFloat term4 term2 low 1.00 medium 
high Developed low freeFloat term4 term2 medium 1.00 medium 
high Developed low freeFloat term4 term2 high 1.00 high 
high Developed low freeFloat term4 term3 low 1.00 medium 
high Developed low freeFloat term4 term3 medium 1.00 medium 
high Developed low freeFloat term4 term3 high 1.00 high 
high Developed low freeFloat term4 term4 low 1.00 medium 
high Developed low freeFloat term4 term4 medium 1.00 medium 
high Developed low freeFloat term4 term4 high 1.00 medium 
high Developed low Managned term2 term2 low 1.00 medium 
high Developed low Managned term2 term2 medium 1.00 high 
high Developed low Managned term2 term2 high 1.00 high 
high Developed low Managned term2 term3 low 1.00 medium 
high Developed low Managned term2 term3 medium 1.00 high 
high Developed low Managned term2 term3 high 1.00 high 
high Developed low Managned term2 term4 low 1.00 medium 
high Developed low Managned term2 term4 medium 1.00 medium 
high Developed low Managned term2 term4 high 1.00 high 
high Developed low Managned term3 term2 low 1.00 medium 
high Developed low Managned term3 term2 medium 1.00 high 
high Developed low Managned term3 term2 high 1.00 high 
high Developed low Managned term3 term3 low 1.00 medium 
high Developed low Managned term3 term3 medium 1.00 high 
high Developed low Managned term3 term3 high 1.00 high 
high Developed low Managned term3 term4 low 1.00 medium 
high Developed low Managned term3 term4 medium 1.00 high 
high Developed low Managned term3 term4 high 1.00 high 
high Developed low Managned term4 term2 low 1.00 high 
high Developed low Managned term4 term2 medium 1.00 high 
high Developed low Managned term4 term2 high 1.00 high 
high Developed low Managned term4 term3 low 1.00 medium 
high Developed low Managned term4 term3 medium 1.00 high 
high Developed low Managned term4 term3 high 1.00 high 
high Developed low Managned term4 term4 low 1.00 medium 
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IF THEN 
high Developed low Managned term4 term4 medium 1.00 high 
high Developed low Managned term4 term4 high 1.00 high 
high Developed high freeFloat term2 term2 low 1.00 medium 
high Developed high freeFloat term2 term2 medium 1.00 medium 
high Developed high freeFloat term2 term2 high 1.00 medium 
high Developed high freeFloat term2 term3 low 1.00 medium 
high Developed high freeFloat term2 term3 medium 1.00 medium 
high Developed high freeFloat term2 term3 high 1.00 medium 
high Developed high freeFloat term2 term4 low 1.00 medium 
high Developed high freeFloat term2 term4 medium 1.00 medium 
high Developed high freeFloat term2 term4 high 1.00 medium 
high Developed high freeFloat term3 term2 low 1.00 medium 
high Developed high freeFloat term3 term2 medium 1.00 medium 
high Developed high freeFloat term3 term2 high 1.00 medium 
high Developed high freeFloat term3 term3 low 1.00 medium 
high Developed high freeFloat term3 term3 medium 1.00 medium 
high Developed high freeFloat term3 term3 high 1.00 medium 
high Developed high freeFloat term3 term4 low 1.00 medium 
high Developed high freeFloat term3 term4 medium 1.00 medium 
high Developed high freeFloat term3 term4 high 1.00 medium 
high Developed high freeFloat term4 term2 low 1.00 medium 
high Developed high freeFloat term4 term2 medium 1.00 medium 
high Developed high freeFloat term4 term2 high 1.00 medium 
high Developed high freeFloat term4 term3 low 1.00 medium 
high Developed high freeFloat term4 term3 medium 1.00 medium 
high Developed high freeFloat term4 term3 high 1.00 medium 
high Developed high freeFloat term4 term4 low 1.00 medium 
high Developed high freeFloat term4 term4 medium 1.00 medium 
high Developed high freeFloat term4 term4 high 1.00 medium 
high Developed high Managned term2 term2 low 1.00 medium 
high Developed high Managned term2 term2 medium 1.00 medium 
high Developed high Managned term2 term2 high 1.00 high 
high Developed high Managned term2 term3 low 1.00 medium 
high Developed high Managned term2 term3 medium 1.00 medium 
high Developed high Managned term2 term3 high 1.00 medium 
high Developed high Managned term2 term4 low 1.00 medium 
high Developed high Managned term2 term4 medium 1.00 medium 
high Developed high Managned term2 term4 high 1.00 medium 
high Developed high Managned term3 term2 low 1.00 medium 
high Developed high Managned term3 term2 medium 1.00 medium 
high Developed high Managned term3 term2 high 1.00 high 
high Developed high Managned term3 term3 low 1.00 medium 
high Developed high Managned term3 term3 medium 1.00 medium 
high Developed high Managned term3 term3 high 1.00 high 
high Developed high Managned term3 term4 low 1.00 medium 
high Developed high Managned term3 term4 medium 1.00 medium 
high Developed high Managned term3 term4 high 1.00 medium 
high Developed high Managned term4 term2 low 1.00 medium 
high Developed high Managned term4 term2 medium 1.00 high 
high Developed high Managned term4 term2 high 1.00 high 
high Developed high Managned term4 term3 low 1.00 medium 
high Developed high Managned term4 term3 medium 1.00 medium 
high Developed high Managned term4 term3 high 1.00 high 
high Developed high Managned term4 term4 low 1.00 medium 
high Developed high Managned term4 term4 medium 1.00 medium 
high Developed high Managned term4 term4 high 1.00 high 
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Table 26: Rules of the Rule Block "MacroeconomicEnvironment" 
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.1 Project Description 
 
Input Variables 9 
Output Variables 1 
Intermediate Variables 3 
Rule Blocks 4 
Rules 288 
Membership Functions 47 
Table 1: Project Statistics 
 
 
.2 System Structure 
 
The system structure identifies the fuzzy logic inference flow from the input 
variables to the output variables. The fuzzification in the input interfaces translates 
analog inputs into fuzzy values. The fuzzy inference takes place in rule blocks 
which contain the linguistic control rules. The output of these rule blocks are 
linguistic variables. The defuzzification in the output interfaces translates them into 
analog variables.  
 
The following figure shows the whole structure of this fuzzy system including input 
interfaces, rule blocks and output interfaces. The connecting lines symbolize the 
data flow. 
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Figure 1: Structure of the Fuzzy Logic System 
 
 
.3 Variables 
 
This chapter contains the definition of all linguistic variables and of all membership 
functions. 
Linguistic variables are used to translate real values into linguistic values.  The 
possible values of a linguistic variable are not numbers but so called 'linguistic 
terms'. 
 
For example: 
To translate the real variable 'temperature' into a linguistic variable three terms, 
'cold', 'pleasant' and 'warm' are defined. Depending on the current temperature 
level each of these terms describes the 'temperature' more or less well. Each term 
is defined by a membership function (MBF). Each membership function defines for 
any value of the input variable the associated degree of membership of the 
linguistic term. The membership functions of all terms of one linguistic variable are 
normally displayed in one graph. The following figure plots the membership 
functions of the three terms for the example 'temperature'. 
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Membership Function of 'temperature' 
 
A 'temperature' of 66 °F is a member of the MBFs for the terms: 
 
cold  to the degree of 0.8 
pleasant to the degree of 0.2 
warm  to the degree of 0.0 
 
Linguistic variables have to be defined for all input, output and intermediate 
variables. The membership functions are defined using a few definition points only. 
 
The following tables list all variables of the system as well as the respective 
fuzzification or defuzzification method. Also the properties of all base variables and 
the term names are listed. 
 
.1 Inputs 
 
# Variable Name Type Unit Min Max Default Term Names 
1 AssSharForeign  Units 29 95 29 low 
medium 
high 
2 CreditPeriod  Units 0 685 0 low 
medium 
high 
3 EmploCostOper
ati 
 Units 0 5 0.5 low 
medium 
high 
4 GDP  Units 0 30 0.5 term2 
term3 
term4 
5 InCoRatio  Units -69 954 0 low 
medium 
high 
6 Inflation  Units -2 12 0.5 term2 
term3 
term4 
7 MarkCapitalizati  Units 5 183 5 low 
medium 
high 
8 ROA  Units -21 62 0 low 
medium 
high 
9 SaleNWC  Units -220 25543 0 term2 
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# Variable Name Type Unit Min Max Default Term Names 
term3 
term4 
Table 2: Variables of Group  "Inputs" 
 
 
Fuzzification Methods  
 Compute MBF   Look up MBF 
  Categorical Variable   Display 
  Fuzzy Input  
 
 
.2 Outputs 
 
# Variable Name Type Unit Min Max Default Term Names 
10 Rating  Units 0 100 0 term1 
term2 
term3 
term4 
term5 
term6 
term7 
term8 
term9 
term10 
term11 
Table 3: Variables of Group  "Outputs" 
 
 
Defuzzification Methods  
  Center of Maximum (CoM)   Mean of Maximum (MoM) 
  Center of Area (CoA)   Hyper CoM 
  Fuzzy Output   Force 
 
 
The default value of an output variable is used if no rule is firing for this 
variable.Different methods can be used for the defuzzification, resulting either into 
the 'most plausible result' or the 'best compromise'. 
 
The 'best compromise' is produced by the methods: 
 CoM (Center of Maximum) 
 CoA (Center of Area) 
 CoA BSUM, a version especially for efficient VLSI implementations 
 
The 'most plausible result is produced by the methods: 
 MoM (Mean of Maximum) 
 MoM BSUM, a version especially for efficient VLSI implementations 
 
.3 Intermediates 
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# Variable Name Type Unit Min Max Default Term Names 
11 Efficiency   -   -   -   -  low 
medium 
high 
12 macroeco   -   -   -   -  low 
medium 
high 
13 Privitization1   -   -   -   -  low 
medium 
high 
Table 4: Variables of Group  "Intermediates" 
 
 
.4 Input Variable "AssSharForeign" 
 
 
Figure 2: MBF of  "AssSharForeign" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (29, 1) (64.82125, 1) (93.59125, 0) 
  (95, 0)   
medium S-Shape/0.50 (29, 0) (67.36, 0) (86.25625, 1) 
  (95, 0.00934) (95, 0)  
high S-Shape/0.50 (29, 0) (82.30875, 0) (93.3075, 1) 
  (95, 1)   
Table 5: Definition Points of MBF "AssSharForeign" 
 
 
.5 Input Variable "CreditPeriod" 
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Figure 3: MBF of  "CreditPeriod" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (0, 1) (26.35, 1) (169.775, 0) 
  (685, 0)   
medium S-Shape/0.50 (0, 0) (17.5625, 0) (29.275, 1) 
  (260.525, 0) (685, 0)  
high S-Shape/0.50 (0, 0) (17.5625, 0) (120.025, 1) 
  (685, 1)   
Table 6: Definition Points of MBF "CreditPeriod" 
 
 
.6 Input Variable "EmploCostOperati" 
 
 
Figure 4: MBF of  "EmploCostOperati" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (0, 1) (0.0641, 1) (1.3034, 0) 
  (5, 0)   
medium S-Shape/0.50 (0, 0) (0, 0.00934) (0.1923, 1) 
  (4.4873, 0.02804) (5, 0)  
high S-Shape/0.50 (0, 0) (0.235, 0) (0.4487, 1) 
  (5, 1)   
Table 7: Definition Points of MBF "EmploCostOperati" 
 
 
  8 
.7 Input Variable "GDP" 
 
 
Figure 5: MBF of  "GDP" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (0, 1) (1.41, 1) (13.59, 0) 
  (30, 0)   
term3 S-Shape/0.50 (0, 0) (0.1285, 0) (7.436, 1) 
  (21.026, 0) (30, 0)  
term4 S-Shape/0.50 (0, 0) (5.641, 0) (20.3845, 1) 
  (30, 1)   
Table 8: Definition Points of MBF "GDP" 
 
 
.8 Input Variable "InCoRatio" 
 
 
Figure 6: MBF of  "InCoRatio" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (-69, 1) (-43.82, 1) (127.74, 0) 
  (954, 0)   
medium S-Shape/0.50 (-69, 0) (-54.86, 0) (25.44, 1) 
  (156.06, 0) (954, 0)  
high S-Shape/0.50 (-69, 0) (-18.66, 0.00182) (121.46, 1) 
  (954, 1)   
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Table 9: Definition Points of MBF "InCoRatio" 
 
 
.9 Input Variable "Inflation" 
 
 
Figure 7: MBF of  "Inflation" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (-2, 1) (-1.641, 1) (1.3505, 0) 
  (12, 0)   
term3 S-Shape/0.50 (-2, 0) (-2, 0.01828) (-0.5045, 1) 
  (2.72675, 0) (12, 0)  
term4 S-Shape/0.50 (-2, 0) (-0.88, 0.00182) (6.43575, 1) 
  (12, 1)   
Table 10: Definition Points of MBF "Inflation" 
 
 
.10 Input Variable "MarkCapitalizati" 
 
 
Figure 8: MBF of  "MarkCapitalizati" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (5, 1) (7.19, 1) (79.48, 0) 
  (183, 0)   
medium S-Shape/0.50 (5, 0) (6.915, 0) (78.785, 1) 
  (138.5, 0) (183, 0)  
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Term Name Shape/Par. Definition Points (x, y) 
high S-Shape/0.50 (5, 0) (11.03, 0) (157.9, 1) 
  (183, 1)   
Table 11: Definition Points of MBF "MarkCapitalizati" 
 
 
.11 Input Variable "ROA" 
 
 
Figure 9: MBF of  "ROA" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
low S-Shape/0.50 (-21, 1) (-18.518, 1) (20.5, 0) 
  (62, 0)   
medium S-Shape/0.50 (-21, 0) (-12.486, 0) (24.046, 1) 
  (53.7, 0) (62, 0)  
high S-Shape/0.50 (-21, 0) (20.5, 0) (58.454, 1) 
  (62, 1)   
Table 12: Definition Points of MBF "ROA" 
 
 
.12 Input Variable "SaleNWC" 
 
 
Figure 10: MBF of  "SaleNWC" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
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Term Name Shape/Par. Definition Points (x, y) 
term2 S-Shape/0.50 (-220, 1) (0.5, 1) (1211, 0) 
  (25543, 0)   
term3 S-Shape/0.50 (-220, 0) (0.5, 0) (660.5, 1) 
  (2532.5, 0) (25543, 0)  
term4 S-Shape/0.50 (-220, 0) (440.5, 0) (1652, 1) 
  (25543, 1)   
Table 13: Definition Points of MBF "SaleNWC" 
 
 
.13 Output Variable "Rating" 
 
 
Figure 11: MBF of  "Rating" 
 
 
Term Name Shape/Par. Definition Points (x, y) 
term1 S-Shape/0.50 (0, 1) (10, 0) (100, 0) 
term2 S-Shape/0.50 (0, 0) (10, 1) (20, 0) 
  (100, 0)   
term3 S-Shape/0.50 (0, 0) (10, 0) (20, 1) 
  (30, 0) (100, 0)  
term4 S-Shape/0.50 (0, 0) (20, 0) (30, 1) 
  (40, 0) (100, 0)  
term5 S-Shape/0.50 (0, 0) (30, 0) (40, 1) 
  (50, 0) (100, 0)  
term6 S-Shape/0.50 (0, 0) (40, 0) (50, 1) 
  (60, 0) (100, 0)  
term7 S-Shape/0.50 (0, 0) (50, 0) (60, 1) 
  (70, 0) (100, 0)  
term8 S-Shape/0.50 (0, 0) (60, 0) (70, 1) 
  (80, 0) (100, 0)  
term9 S-Shape/0.50 (0, 0) (70, 0) (80, 1) 
  (90, 0) (100, 0)  
term10 S-Shape/0.50 (0, 0) (80, 0) (90, 1) 
  (100, 0)   
term11 S-Shape/0.50 (0, 0) (90, 0) (100, 1) 
Table 14: Definition Points of MBF "Rating" 
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.14 Intermediate Variable "Efficiency" 
 
Term Name 
low 
medium 
high 
Table 15: Term Names of "Efficiency" 
 
 
.15 Intermediate Variable "macroeco" 
 
Term Name 
low 
medium 
high 
Table 16: Term Names of "macroeco" 
 
 
.16 Intermediate Variable "Privitization1" 
 
Term Name 
low 
medium 
high 
Table 17: Term Names of "Privitization1" 
 
 
.4 Rule Blocks 
 
The rule blocks contain the control strategy of a fuzzy logic system. Each rule 
block confines all rules for the same context. A context is defined by the same 
input and output variables of the rules. 
 
The rules' 'if' part describes the situation, for which the rules are designed. The 
'then' part describes the response of the fuzzy system in this situation. The degree 
of support (DoS) is used to weigh each rule according to its importance. 
 
The processing of the rules starts with calculating the 'if' part. The operator type of 
the rule block determines which method is used. The operator types MIN-MAX, 
MIN-AVG and GAMMA are available. The characteristic of each operator type is 
influenced by an additional parameter. 
 
For example: 
 
MIN-MAX,  parameter value 0 = Minimum Operator (MIN) 
MIN-MAX, parameter value 1  = Maximum Operator (MAX) 
GAMMA, parameter value 0    = Product Operator (PROD) 
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The minimum operator is a generalization of the Boolean 'and'; the maximum 
operator is a generalization of the Boolean 'or'. 
 
The fuzzy composition eventually combines the different rules to one conclusion. If 
the BSUM method is used all firing rules are evaluated, if the MAX method is used 
only the dominant rules are evaluated. 
 
.1 Rule Block "CorporateRating" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 3 
Number of Outputs: 1 
Number of Rules: 27 
 
 
IF THEN 
Efficiency macroeco Privitization1 DoS Rating 
low low low 1.00 term1 
low low medium 1.00 term2 
low low high 1.00 term4 
low medium low 1.00 term2 
low medium medium 1.00 term4 
low medium high 1.00 term6 
low high low 1.00 term4 
low high medium 1.00 term6 
low high high 1.00 term8 
medium low low 1.00 term2 
medium low medium 1.00 term4 
medium low high 1.00 term6 
medium medium low 1.00 term4 
medium medium medium 1.00 term6 
medium medium high 1.00 term8 
medium high low 1.00 term6 
medium high medium 1.00 term8 
medium high high 1.00 term10 
high low low 1.00 term4 
high low medium 1.00 term6 
high low high 1.00 term8 
high medium low 1.00 term6 
high medium medium 1.00 term8 
high medium high 1.00 term10 
high high low 1.00 term8 
high high medium 1.00 term10 
high high high 1.00 term11 
Table 18: Rules of the Rule Block "CorporateRating" 
 
 
.2 Rule Block "Efficiency" 
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Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 5 
Number of Outputs: 1 
Number of Rules: 243 
 
 
IF THEN 
CreditPeriod EmploCostOp
erati 
InCoRatio ROA SaleNWC DoS Efficiency 
low low low low term2 1.00 low 
low low low low term3 1.00 medium 
low low low low term4 1.00 medium 
low low low medium term2 1.00 medium 
low low low medium term3 1.00 medium 
low low low medium term4 1.00 medium 
low low low high term2 1.00 medium 
low low low high term3 1.00 medium 
low low low high term4 1.00 medium 
low low medium low term2 1.00 medium 
low low medium low term3 1.00 medium 
low low medium low term4 1.00 medium 
low low medium medium term2 1.00 medium 
low low medium medium term3 1.00 medium 
low low medium medium term4 1.00 medium 
low low medium high term2 1.00 medium 
low low medium high term3 1.00 medium 
low low medium high term4 1.00 high 
low low high low term2 1.00 medium 
low low high low term3 1.00 medium 
low low high low term4 1.00 medium 
low low high medium term2 1.00 medium 
low low high medium term3 1.00 medium 
low low high medium term4 1.00 high 
low low high high term2 1.00 medium 
low low high high term3 1.00 high 
low low high high term4 1.00 high 
low medium low low term2 1.00 low 
low medium low low term3 1.00 low 
low medium low low term4 1.00 medium 
low medium low medium term2 1.00 low 
low medium low medium term3 1.00 medium 
low medium low medium term4 1.00 medium 
low medium low high term2 1.00 medium 
low medium low high term3 1.00 medium 
low medium low high term4 1.00 medium 
low medium medium low term2 1.00 low 
low medium medium low term3 1.00 medium 
low medium medium low term4 1.00 medium 
low medium medium medium term2 1.00 medium 
low medium medium medium term3 1.00 medium 
low medium medium medium term4 1.00 medium 
low medium medium high term2 1.00 medium 
low medium medium high term3 1.00 medium 
low medium medium high term4 1.00 medium 
low medium high low term2 1.00 medium 
  15 
IF THEN 
low medium high low term3 1.00 medium 
low medium high low term4 1.00 medium 
low medium high medium term2 1.00 medium 
low medium high medium term3 1.00 medium 
low medium high medium term4 1.00 medium 
low medium high high term2 1.00 medium 
low medium high high term3 1.00 medium 
low medium high high term4 1.00 high 
low high low low term2 1.00 low 
low high low low term3 1.00 low 
low high low low term4 1.00 low 
low high low medium term2 1.00 low 
low high low medium term3 1.00 low 
low high low medium term4 1.00 medium 
low high low high term2 1.00 low 
low high low high term3 1.00 medium 
low high low high term4 1.00 medium 
low high medium low term2 1.00 low 
low high medium low term3 1.00 low 
low high medium low term4 1.00 medium 
low high medium medium term2 1.00 low 
low high medium medium term3 1.00 medium 
low high medium medium term4 1.00 medium 
low high medium high term2 1.00 medium 
low high medium high term3 1.00 medium 
low high medium high term4 1.00 medium 
low high high low term2 1.00 low 
low high high low term3 1.00 medium 
low high high low term4 1.00 medium 
low high high medium term2 1.00 medium 
low high high medium term3 1.00 medium 
low high high medium term4 1.00 medium 
low high high high term2 1.00 medium 
low high high high term3 1.00 medium 
low high high high term4 1.00 medium 
medium low low low term2 1.00 medium 
medium low low low term3 1.00 medium 
medium low low low term4 1.00 medium 
medium low low medium term2 1.00 medium 
medium low low medium term3 1.00 medium 
medium low low medium term4 1.00 medium 
medium low low high term2 1.00 medium 
medium low low high term3 1.00 medium 
medium low low high term4 1.00 high 
medium low medium low term2 1.00 medium 
medium low medium low term3 1.00 medium 
medium low medium low term4 1.00 medium 
medium low medium medium term2 1.00 medium 
medium low medium medium term3 1.00 medium 
medium low medium medium term4 1.00 medium 
medium low medium high term2 1.00 medium 
medium low medium high term3 1.00 high 
medium low medium high term4 1.00 high 
medium low high low term2 1.00 medium 
medium low high low term3 1.00 medium 
medium low high low term4 1.00 medium 
medium low high medium term2 1.00 medium 
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IF THEN 
medium low high medium term3 1.00 medium 
medium low high medium term4 1.00 high 
medium low high high term2 1.00 medium 
medium low high high term3 1.00 high 
medium low high high term4 1.00 high 
medium medium low low term2 1.00 low 
medium medium low low term3 1.00 medium 
medium medium low low term4 1.00 medium 
medium medium low medium term2 1.00 medium 
medium medium low medium term3 1.00 medium 
medium medium low medium term4 1.00 medium 
medium medium low high term2 1.00 medium 
medium medium low high term3 1.00 medium 
medium medium low high term4 1.00 medium 
medium medium medium low term2 1.00 low 
medium medium medium low term3 1.00 medium 
medium medium medium low term4 1.00 medium 
medium medium medium medium term2 1.00 medium 
medium medium medium medium term3 1.00 medium 
medium medium medium medium term4 1.00 medium 
medium medium medium high term2 1.00 medium 
medium medium medium high term3 1.00 medium 
medium medium medium high term4 1.00 high 
medium medium high low term2 1.00 medium 
medium medium high low term3 1.00 medium 
medium medium high low term4 1.00 medium 
medium medium high medium term2 1.00 medium 
medium medium high medium term3 1.00 medium 
medium medium high medium term4 1.00 medium 
medium medium high high term2 1.00 medium 
medium medium high high term3 1.00 medium 
medium medium high high term4 1.00 high 
medium high low low term2 1.00 low 
medium high low low term3 1.00 low 
medium high low low term4 1.00 medium 
medium high low medium term2 1.00 low 
medium high low medium term3 1.00 medium 
medium high low medium term4 1.00 medium 
medium high low high term2 1.00 medium 
medium high low high term3 1.00 medium 
medium high low high term4 1.00 medium 
medium high medium low term2 1.00 low 
medium high medium low term3 1.00 low 
medium high medium low term4 1.00 medium 
medium high medium medium term2 1.00 medium 
medium high medium medium term3 1.00 medium 
medium high medium medium term4 1.00 medium 
medium high medium high term2 1.00 medium 
medium high medium high term3 1.00 medium 
medium high medium high term4 1.00 medium 
medium high high low term2 1.00 low 
medium high high low term3 1.00 medium 
medium high high low term4 1.00 medium 
medium high high medium term2 1.00 medium 
medium high high medium term3 1.00 medium 
medium high high medium term4 1.00 medium 
medium high high high term2 1.00 medium 
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IF THEN 
medium high high high term3 1.00 medium 
medium high high high term4 1.00 medium 
high low low low term2 1.00 medium 
high low low low term3 1.00 medium 
high low low low term4 1.00 medium 
high low low medium term2 1.00 medium 
high low low medium term3 1.00 medium 
high low low medium term4 1.00 medium 
high low low high term2 1.00 medium 
high low low high term3 1.00 medium 
high low low high term4 1.00 high 
high low medium low term2 1.00 medium 
high low medium low term3 1.00 medium 
high low medium low term4 1.00 medium 
high low medium medium term2 1.00 medium 
high low medium medium term3 1.00 medium 
high low medium medium term4 1.00 high 
high low medium high term2 1.00 medium 
high low medium high term3 1.00 high 
high low medium high term4 1.00 high 
high low high low term2 1.00 medium 
high low high low term3 1.00 medium 
high low high low term4 1.00 high 
high low high medium term2 1.00 medium 
high low high medium term3 1.00 high 
high low high medium term4 1.00 high 
high low high high term2 1.00 high 
high low high high term3 1.00 high 
high low high high term4 1.00 high 
high medium low low term2 1.00 low 
high medium low low term3 1.00 medium 
high medium low low term4 1.00 medium 
high medium low medium term2 1.00 medium 
high medium low medium term3 1.00 medium 
high medium low medium term4 1.00 medium 
high medium low high term2 1.00 medium 
high medium low high term3 1.00 medium 
high medium low high term4 1.00 medium 
high medium medium low term2 1.00 medium 
high medium medium low term3 1.00 medium 
high medium medium low term4 1.00 medium 
high medium medium medium term2 1.00 medium 
high medium medium medium term3 1.00 medium 
high medium medium medium term4 1.00 medium 
high medium medium high term2 1.00 medium 
high medium medium high term3 1.00 medium 
high medium medium high term4 1.00 high 
high medium high low term2 1.00 medium 
high medium high low term3 1.00 medium 
high medium high low term4 1.00 medium 
high medium high medium term2 1.00 medium 
high medium high medium term3 1.00 medium 
high medium high medium term4 1.00 high 
high medium high high term2 1.00 medium 
high medium high high term3 1.00 high 
high medium high high term4 1.00 high 
high high low low term2 1.00 low 
  18 
IF THEN 
high high low low term3 1.00 low 
high high low low term4 1.00 medium 
high high low medium term2 1.00 low 
high high low medium term3 1.00 medium 
high high low medium term4 1.00 medium 
high high low high term2 1.00 medium 
high high low high term3 1.00 medium 
high high low high term4 1.00 medium 
high high medium low term2 1.00 low 
high high medium low term3 1.00 medium 
high high medium low term4 1.00 medium 
high high medium medium term2 1.00 medium 
high high medium medium term3 1.00 medium 
high high medium medium term4 1.00 medium 
high high medium high term2 1.00 medium 
high high medium high term3 1.00 medium 
high high medium high term4 1.00 medium 
high high high low term2 1.00 medium 
high high high low term3 1.00 medium 
high high high low term4 1.00 medium 
high high high medium term2 1.00 medium 
high high high medium term3 1.00 medium 
high high high medium term4 1.00 medium 
high high high high term2 1.00 medium 
high high high high term3 1.00 medium 
high high high high term4 1.00 high 
Table 19: Rules of the Rule Block "Efficiency" 
 
 
.3 Rule Block "MacroeconomicEnvironment" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 2 
Number of Outputs: 1 
Number of Rules: 9 
 
 
IF THEN 
GDP Inflation DoS macroeco 
term2 term2 1.00 medium 
term2 term3 1.00 low 
term2 term4 1.00 low 
term3 term2 1.00 high 
term3 term3 1.00 medium 
term3 term4 1.00 low 
term4 term2 1.00 high 
term4 term3 1.00 high 
term4 term4 1.00 medium 
Table 20: Rules of the Rule Block "MacroeconomicEnvironment" 
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.4 Rule Block "PrivitizationEnvironment" 
 
Parameter 
Aggregation: MINMAX 
Parameter: 0.00 
Result Aggregation: BSUM 
Number of Inputs: 2 
Number of Outputs: 1 
Number of Rules: 9 
 
 
IF THEN 
AssSharForeign MarkCapitalizati DoS Privitization1 
low low 1.00 low 
low medium 1.00 low 
low high 1.00 medium 
medium low 1.00 low 
medium medium 1.00 medium 
medium high 1.00 high 
high low 1.00 medium 
high medium 1.00 high 
high high 1.00 high 
Table 21: Rules of the Rule Block "PrivitizationEnvironment" 
 
 
.5 Settings 
 
 
Global Options 
Base Variable Data Type: Double Precision 
Computation Options: Fast CoA 
 
Code Generator Options 
Settings: Public Input and Output 
 Comments 
Compatibility: ANSI C 
 
Online Options 
Communication Channel: Serial Interface 
Refresh Time: 55 ms 
Timeout: 1100 ms 
 
 
 
AppendixD
Appendix Chapter 5
D.1 Unit Root Tests Allowing for Struc-
tural Change and Dependencies be-
tween Cross Sections
It is well-known that inappropriately omitting breaks can lead to mis-
leading inference in time series testing. It is also essential to take into
account those breaks when testing the stationarity of a series.
Moreover as stated by Dobnik (2011), since the pioneering work of
Perron (1988) it is well known that it is critical to allow for structural
breaks when testing time series for unit roots. As Perron (1988) states
“The failure to take into account the potential presence of structural
breaks may lead to misleading inference regarding the order of inte-
gration. For instance, a stationary time series with a broken trend
could be mistaken for a non-stationary process if the unit root test
neglects the presence of structural breaks”.
As stated by Chan and Pauwels (2009) although the impacts of
structural instability on testing for unit root have been studied ex-
tensively for univariate time series, such impacts on panel data unit
root tests are still relatively unknown. A major issue is the choice of
model in accommodating different types of break (instability) prior to
testing for unit root. Specifically, researchers must specify a poten-
tial break in the intercept, the trend or both before testing for unit
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root. Model mis-specification has been known to have a great impact
on the test performance in the univariate case, especially when the
selected model fails to accommodate a break in the trend. However,
the impact of model mis-specification on testing for unit root is still
unknown for panel data. Therefore Chan and Pauwels (2009) in their
paper, tried to follow two objectives: (i) propose a new test for unit
root in the presence of structural instability for panel data. The test
allows the intercepts, the trend coefficients or both to change at dif-
ferent date for different individuals. Under some mild assumptions,
the test statistics is shown to be asymptotically normal which greatly
facilitates valid inferences. (ii) Using the proposed test, their paper
provides a systematic study on the impact of structural instability
on testing for unit root using Monte Carlo Simulation. Specifically,
the impact of model mis-specification on the size and the power of
the proposed test is discussed in details. Although the test performs
reasonably well when the models are correctly specified, Monte Carlo
results show that failure to accommodate a break in the trend coef-
ficients can seriously distort the size and the power of the proposed
test. In fact, the power of the test decreases when individuals experi-
ence a break in the trend coefficients even when the model is correctly
specified. This is consistent with the results for univariate time series.
There is a large literature on stationarity tests considering struc-
tural breaks. For instance Zivot and Andrews (1992) incorporate only
one break, Clemente et al. (1998) incorporates two breaks and Benati
and Kapetanios (2002) incorporates even more structural breaks.
As stated by Baum (2001) a wellknown weakness of the Dick-
eyFuller style unit root test with I(1) as a null hypothesis is, its
potential confusion of structural breaks in the series as evidence of
non-stationarity. Many econometricians have attempted to deal with
this confusion by devising unit root tests that allow for some sort of
structural instability in an otherwise deterministic model. As an illus-
tration, consider a time series driven by a deterministic trend (perhaps
subject to breaks in the mean of the series, or breaks in trend) rather
than following the stochastic trend of a unit root process. One test
of this nature was devised Perron (1988) who has carried out tests of
the unit-root hypothesis against the alternative hypothesis of trend
stationarity with a break in the trend occurring at the Great Crash
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of 1929 or at the 1973 oil-price shock.
After Perron in 1992 Zivot and Andrews (1992) introduce Zan-
drews routine in their article analysing the Great Crash of the 1930s
and oil price shocks of the 1970s in terms of their effects on unitroot
test behavior. This test allows for a single structural break in the in-
tercept and/or the trend of the series, as determined by a grid search
over possible breakpoints. Subsequently, the procedure conducts a
DickeyFuller style unit root test conditional on the series inclusive of
the estimated optimal breaks. By default, the test allows for a break
in intercept. Alternatively, a trend break or both intercept and trend
breaks may be considered by employing the break(string)option. One
obvious weakness of the Zivot Andrews strategy, similar to tests pro-
posed by Perron and Vogelsang (1992), is the inability to deal with
more than one break in a time series. For instance, the trade weighted
value of the US dollar versus trading partners currencies followed a
V shaped pattern over the 1980s and 1990s, so that a single break in
intercept and trend could not have dealt satisfactorily with the evo-
lution of this series. Another drawback of this test is that it is only
applicable to only single time series within panel data. This means
for instance series of data for several countries over the time (this
is called two dimension or one way panel). This is unlike our data
series in chapter 2 where there are financial institutions in countries
over the time which considered as three dimensional/two way panel
or multiple panel. Therefore it implies that the test is not applicable
in case of our panel data.
Hadri and Rao (2008) in his paper, extended the heterogeneous
panel data stationarity test of Hadri (2000)1 to the cases where breaks
1His earlier paper published in 1999 proposes a residual-based Lagrange multi-
plier (LM) test for a null that the individual observed series are stationary around
a deterministic level or around a deterministic trend against the alternative of a
unit root in panel data. The tests which are asymptotically similar under the null,
belong to the locally best invariant (LBI) test statistics. The asymptotic distri-
butions of the statistics are derived under the null and are shown to be normally
distributed. Finite sample sizes and powers are considered in a Monte Carlo ex-
periment. The empirical sizes of the tests are close to the true size even in small
samples. The testing procedure is easy to apply, including, to panel data models
with fixed effects, individual deterministic trends and heterogeneous errors across
cross-sections. It is also shown how to apply the tests to the more general case of
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are taken into account. Four models with different patterns of breaks
under the null hypothesis are specified. The moments of the statis-
tics corresponding to the four models are derived in closed form via
characteristic functions. They also provide the exact moments of a
modified statistic that does not asymptotically depend on the loca-
tion of the break point under the null hypothesis. The cases where
the break point is unknown are also considered. For the model with
breaks in the level and no time trend and for the model with breaks
in the level and in the time trend, they could allow for the number of
breaks and their positions to differ across individuals for cases with
known, unknown breaks and the modified statistic. The asymptotic
distributions of all the statistics proposed are derived under the null
hypothesis and are shown to be normally distributed. However finally,
they have shown by simulations that their suggested tests have good
performance in finite samples and balanced samples. This test also is
not applicable to the case of our panel data which requires long and
strongly balanced panel.
Similar to Hadri test in another recent research by Karavias and
Tzavalis (2014), a new panel unit root tests are proposed for finite
(fixed) T panel data models. They allow for multiple structural
breaks, linear and/or nonlinear trends, spatial and temporal (serial
correlation) dependence in the error terms of the dynamic panel data
model. The finite T assumption of the tests make them appropri-
ate for short panels, with small time dimensions often employed in
microeconomic studies. The tests do not rely on any distributional
assumptions about the initial conditions of the panel, which may be
proved restrictive in practice, and they can be implemented to the
case of unknown date breaks. In the last case, the paper derives the
limiting distribution of the tests, analytically, based on recent results
on the distribution of the minimum order statistic. This distribution
is a mixture of normals and considerably facilitates calculation of the
critical values of the tests (see Qian and Su (2014) and Dobnik (2011)
for similar approach). This research may help us on the chapter 3
where there is short panel of 10 years. However as the test is devel-
oped newly, it meeds further programming in order to be applicable
serially correlated disturbance terms.
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to real cases.
Beside Hadri test, other unit root test such as Harris-Tzavalis test
and Breitung test all require strongly balanced data. In our cases the
data samples are not strongly balanced. Moreover in Im-Pesaran-Shin
test introduced by Im et al. (2003) and Levin-Lin-Chu test, the cross
section individuals should not include data gaps. In our cases after
conducting this test, z-statistics is not calculated as normality of Z-t-
tilde-bar requires at least 10 observations per panel with unbalanced
data.
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