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Abstract
Colonoscopy is a form of endoscopy because it uses colonoscopy device to help the
doctor to understand a colon patient. Enhancing the quality of Colonoscopy images is a
challenge because of the wet and dynamic environment inside the colon causes many problems
even the colonoscope devise has a good quality. Some of these problems are blurriness, specular
highlights shiny areas.
In this work, different kinds of techniques have been investigated in order to improve the
quality of colonoscopy images. Also, variety of preprocessing approaches (removing bad images,
resizing images, median filtration with and without image resizing) have been conducted to aid
the automatic process of alignment/registration methods for colonoscopy images.
For example, removing bad images using different kinds of classifier helps our approach
that involve using RANSAC method to work automatically and remove some the specular
highlight and some shiny spots in the colonoscopy images. It also helps a lot to reduce the time
required for the implementation. On the other hand, considering median and resizing images did
not help a lot. Also, a variety of visualizing techniques have been suggested and used to help
doctor to visualize the colon images.
Another technique we used to improve the quality of colon images is the motion
compensation with temporal filter. In this experiment, we did not use any kind of the mentioned
preprocessing methods. Instead, we used the good and bad images and our approach helped to
remove some of the problems that the colon images suffer from such as specular highlights and
blurriness. We concluded from our experiments that our second approach which is the motion
compensation with temporal median filter is more effective in removing specular highlights than
RANSAC method.
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1. Introduction
1.1 Motivation
Medical image analysis is an important area of research that brings together concepts
from a number of fields such as image and signal processing, computer vision, machine learning
and artificial intelligence with the goal to improve patient care. Medical images are captured
from a wide range of devices that focus on different aspects of a patient’s anatomy.
Broadly speaking, medical images can be broken into two categories: static images and
dynamic images. In the first category, the patient remains stationary while the image is captured.
For example, CT, MRI and X-ray devices give physicians static images of a patient’s bones and
organs at one instant in time. On the other hand, the second category produces videos that
contain sequences of images of the patient, which are captured by moving the camera or the
patient while the images are acquired. For example, ultrasound images use sonar reflections to
view cross sections of patient anatomy, and endoscope images use a tiny moving camera that is
controlled by the physician to view internal patient anatomy.
One of the driving forces for medical image analysis is the diagnosis and treatment of
cancer. Colorectal cancer (CRC) is one of the leading causes of death in the US and the world
[Ruane et. al, 2015]. CRC is the second leading cause of death in the United States. The
relative survival rate for CRC is 65% at five years following diagnosis and 58% at ten years
[American Cancer Society, 2017], [Surveillance et al., 2016]. There were 724,690 men and
727,350 women alive in the US with a history of CRC in January 2016 [American Cancer
Society, 2017] , [Miller KD et.al, 2016]. An estimated 27,150 men and 23,110 women will die
from CRC in 2017 [Yin D. et. al., 2016]. Early diagnosis of colon cancer or rectum cancer is
important for increasing the survival rate [American Cancer Society, 2017]. For this reason,
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physicians perform millions of colonoscopy examinations every year to view the patient’s colon
in detail in an effort to detect and treat colorectal cancer.
“Colonoscopy is the endoscopic examination of the large bowel and the distal part of the
small bowel with a CCD camera or a fiber optic camera on a flexible tube passed through
the anus. It can provide a visual diagnosis (e.g. ulceration, polyps) and grants the
opportunity for biopsy or removal of suspected cancer lesions. Colonoscopy can remove
polyps as small as one millimeter or less. Once polyps are removed, they can be studied
with the aid of a microscope to determine if they are precancerous or not. It can take up
to 15 years for a polyp to turn cancerous.
Colonoscopy is similar to sigmoidoscopy—the difference being related to which
parts of the colon each can examine. A colonoscopy allows an examination of the entire
colon (1200–1500 mm in length). A sigmoidoscopy allows an examination of the distal
portion (about 600 mm) of the colon, which may be sufficient because benefits to cancer
survival of colonoscopy have been limited to the detection of lesions in the distal portion
of the colon” [Baxter NN, et. al., 2009] [Singh H, et. al., 2010] [Brenner H, et. al., 2010].

Fig. 1. An illustration of the colonoscopy process, showing how the colonoscope is inserted into
a patient to view their rectum and colon [from NIH National Institute of Diabetes and Digestive
and Kidney Diseases
https://www.niddk.nih.gov/health-information/diagnostic-tests/colonoscopy].
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Colonoscopy and sigmoidoscopy are both performed using an endoscope device that is inserted
into the patient’s anus (see Fig.1). One advantage of this device is that it gives the physician
control of the camera and the flexibility to view different parts of the colon from different angles
to better understand the patient’s anatomy. However, this dynamic imaging environment
introduces a number of challenges with colonoscopy images that make it difficult to detect and
visually examine the polyps in the colon.
1.2 Driving Problem
The goal of this research is to develop image processing and computer vision techniques
to overcome some of the technical difficulties with colonoscopy imaging. In particular, our work
focuses on methods to enable physicians to review data from a colonoscopy examination after
the procedure has been completed, to give them a better understanding of patient anatomy, and to
improve diagnosis and treatment planning. This research focuses on finding solutions to the
following issues.
Blurring: There are many ways images can become blurred. In the case of colonoscopy images,
there are three primary causes: 1) the camera may be moving too quickly which causes motion
blur, 2) water or other material on the lens may affect the optics and cause blurring, 3) the
camera may be too close to the colon surface to focus properly. Many of these images are
blurred so badly that they do not contain useful information (see Fig. 2). One strategy to
improve the overall quality of the colonoscopy video may be to identify and remove these noninformative images.
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Fig. 2. Illustrations of typical colonoscopy images. The top six images are blurred or have large
specular highlights. The bottom six images show different views of the colon, with small
specular highlights and little blurring.
Specular Highlights: Because of the wet surface in the colon, light from the endoscope device is
sometimes reflected directly to the camera, causing bright white patches called specular
highlights to appear in the image (see Fig. 2). In some cases, the specular highlight dominates
the whole image, and nothing is visible, and the best solution may be to remove this noninformative image from the colonoscopy video. In other cases, the specular highlights are
relatively small, and they move around in the image as the camera is moved. In this case,
specular highlights may be removed by image processing techniques that combine information
from adjacent images in the colonoscopy video.
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Occlusion / Visibility: Because of the size and shape of the colon and the moving viewpoint of
the camera, there are many times when part of the colon surface is hidden behind another part of
the colon surface. This form of occlusion makes it impossible to see the whole colon surface at
one time, so physicians have to move the camera back and forth to view different parts of the
colon surface to search for polyps and other abnormalities. While doing this, physicians have to
build a mental picture of the colon surface by looking at small pieces of the colon in each image.
With current technology, there is no way for a physician to know if they actually inspected the
whole colon surface during the colonoscopy procedure. One potential solution to this problem is
to construct visualizations of the colon surface that help the physician understand more of the
colon surface at one time.
1.3 Hypothesis
The hypothesis for this research is that the effectiveness of colonoscopy imaging can be
improved by applying image processing and computer vision techniques to overcome the
technical difficulties listed above. Specifically, we hypothesize that:
•   It is possible to identify good/bad images in a colonoscopy video by using automated
feature extraction and image classification. To verify this hypothesis, we will compare
our automatic image classification techniques to manual image classifications provided
by experts.
•   It is possible to apply feature-based image alignment to identify which sequences of
images can be successfully combined to create panorama images. To verify this
hypothesis, we will compare several feature detections and image warping techniques and
measure the image alignment accuracy.
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•   It is possible to use temporal filtering to detect and remove small specular highlights from
colonoscopy images after they have been correctly aligned with each other. To verify
this hypothesis, we will evaluate our technique by counting the number of specular
highlights successfully removed from an image by our technique.
•   It is possible to create visualizations of colonoscopy data that will enable doctors to
review and study a summary of previous patient history. To verify this hypothesis, we
will build a user interface for doctors to display panorama images of portions of the colon
and play video clips for that section of the colon.
1.4 Research Questions
In order to meet our objectives, we must select and adapt a number of image processing and
computer vision techniques. To do so, we must address the following research questions.
•   What features in a colonoscopy image are good features for image classification?
Traditional image analysis and feature detection approaches (e.g. edges, corners, blobs,
frequency domain features) were developed for image analysis applications with normal
cameras. Are any of these features effective for this image classification application? If
so, which features are most effective?
•   Can we train a neural network to perform accurate image classification using a collection
of image features? Is the selection a neural network for a specific task more important
than selecting features or the opposite? How does this classification result compare to
other machine learning approaches?
•   What feature point detection techniques are most effective for image alignment?
Traditional feature points (e.g. corners, blobs) were designed for creating panoramas of
outdoor images. How can we measure the quality of the image alignment for each
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technique? Are any of these methods effective for aligning sequences of colonoscopy
images? How should we adjust image alignment methods to deal with cameras that move
in-and-out more than side-to-side?
•   What temporal filtering algorithm (e.g. averaging, median filtering) is most effective for
finding and removing specular highlights? What filter size should we use? How should
image alignment and temporal filtering be combined, especially when part of the colon is
only visible in a small number of images.
•   How can we partition a colonoscopy video consisting of thousands of images into subsequences that can be combined into visually sensible panorama images? The
classification of good/bad images gives us obvious start/end points, but we may need to
divide good sequences into multiple parts. How can we measure the quality of one
partition, and how can we search all possible partitions to find the optimal locations for
these intermediate points?
•   Finally, how should we display colonoscopy panoramas to physicians, so they can
visually inspect a previous patient examination? One approach is to create a web page
with a sequence of panorama images. How can we link these images back to the original
colonoscopy video, so they can both be examined side-by-side?
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2. Related work
In this section, we discuss previous research in four categories related to this dissertation.
First, we give a summary of colonoscopy related work. Since feature selection is an important
part of our research, this is our second category. Next, we discuss work related to the removal of
specular noise. Lastly, we give a summary of techniques for image alignment and panorama
creation.
2.1 Colonoscopy Research
The best screening tool for colon disease that is widely used is colonoscopy. The entire
mucous surface of the colon and rectum can be examined in detail for an immediate diagnosis. If
abnormalities such as polyps are discovered, then immediate treatments may be implemented [F.
C. Hsueh et al., 2016]. However, colonoscopy videos suffer from a number of problems because
of the wet area inside a colon, hand movement, the existence of shiny areas resulting from the
reflection of light and the existence of obstacles that cause some blurring in the images during
the colonoscopy procedure. Hence, it is possible to miss one or more polyps, and as has been
mentioned, missing cancerous polyps may cause death. Therefore, several strategies have been
proposed to extract additional information from colonoscopy videos.
One approach is to reconstruct a 3D model of the colon surface and use this to create a
virtual colonoscopy video that can be examined by the physician [Hacker et. al., 2000]. To do
this, they processed CT scans of the patient to locate the colon region and use this cross-section
information to reconstruct 3D model of the colon. Then they apply conformal mapping (maps
which preserve angles and the one to one) to map a 3D surface onto a 2D to create a flat
visualization of the colon that preserves as much information as possible (see Fig. 3). In general,
flattening a curved surface like the colon onto a plane cannot happen without some distortion.
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The authors use a finite element technique to calculate conformal mappings that minimizes
distortion, and they use this to create a shaded image summary of the whole colon surface. The
main disadvantage of this approach is that the polyps we are interested in are seldom visible in
CT scans, and they are too small to be visible in the 2D summary image.

Fig. 3. Virtual colonoscopy visualization from [Hacker et. al., 2000]. On the left are three views
of the 3D surface, and on the right the corresponding 2D conformal mapping image.
Another promising approach is to reconstruct the 3D structure of the colon surface from
real colonoscopy images [Hong et al., 2014]. This is done by extracting edge and depth
information from colonoscopy images and using information about the fold convexity and
thickness to construct a 3D model of the colon (see Fig. 4). The authors proposed a modification
on Lambertain’s cosine law because they found out that the Lambertain’s cosine law describes
that the ambient light affects the relationship between the brightness intensity and distance of
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colon surface from the camera. Experimental results have shown a small average of
reconstruction errors. These errors are 4.1 mm and 12.1 mm for the depth of the fold and its
circumstance respectively.

Fig. 4. Surface reconstruction from [Hong, et al., 2014]. The input image (a) is processed to find
Canny edge points (b). These are filtered to remove short and weak edges (c) and then
connected to create fold contours (d) that are used to construct the full 3D model of the colon
surface.
[Nadeem et al., 2016] used machine learning to infer the depth map for an optical
colonoscopy image and a pre-built polyp profile to detect polyps in a colon’s images. The
authors used virtual colonoscopy data for training machine learning to predict depth in the
optical colonoscopy images (see Fig. 5). The training dictionary map contains RGB images with
their associated depth maps. RGB depth dictionary of some real virtual colonoscopy datasets
have been used. Using the depth maps their system detects anomalies on the colon surface
corresponding to polyps. The accuracy of their algorithm for detection the polyps is 84%.
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Fig. 5. Colonoscopy depth map reconstruction from [Nadeem et al., 2016]. The input image (a)
is compared to a collection of synthetic RGB images (b) and depth information from these
images is blended together using contribution weights (c) to reconstruct a depth map for that
portion of the surface (d).
Automatically measuring the quality of images in a colonoscopy video has also received
research attention. For example, [Oh et. al, 2007] classified the out-of-focus images and in-focus
colonoscopy images based on an analysis of image’s edges. The authors considered the out-offocus images to be non-informative, and in-focus images to be informative. Two thresholds,
upper and lower, are used to decide if the image is informative or not. The authors said that edgebased classification is sensitive to specular noise because specular highlights introduce edges that
are not part of the patient’s colon structure. Using this image classification approach, [Liu et. al.,
2013] proposed a real-time tracking system for a colonoscopy procedure that could be immune to
the non-informative images.
The idea of colonoscopy quality analysis has also been extended from a frame-by-frame
measurement to a video-based measurement by [Ali et. al., 2015]. Their approach is to create a
visibility map as a metric to measure the quality of a colonoscopy video. This is done by
estimating the parameters of a camera motion between each consecutive image to determine
when the camera is moving too quickly to actually see features of the colon surface. The
visibility map helps to improve the awareness of uncovered areas and reduce missed polyps.
11

In our research, we will create a new image classification technique to identify informative
(good) versus non-informative (bad) images and use the good images to improve the quality of a
colon video and create better colonoscopy visualizations.
2.2 Feature Detection and Selection
Feature detection and selection is a way to identify and describe interesting areas in an
image. Feature detection and selection have been used in a variety of image and video processing
techniques such as image matching, image or video retrieval and many others. Because the
definition of “interesting areas” is so open ended, dozens of feature detection techniques have
been invented over the years.
Some of the earliest feature detection methods focused on the properties of peaks and
ridges in an image [Haralick 1983, Crowley 1984], the multiscale behavior of intensity extrema
in an image [Lifshitz 1990], or approaches locating corners or blob-like objects in an image
[Movavec 1977, Harris 1988, Lindenberg 1993].
Some features are used as descriptors to characterize the local neighborhoods of feature
points. The scale invariant feature transform (SIFT) is a well-known example of this approach
[Lowe, 1999]. In this case, feature points are located by finding local extrema of the Laplacian
of an image in scale space by looking at the difference of Gaussians (DOG) at different scales
(see Fig. 6). SIFT descriptors are formed by calculating histograms of gradient directions in the
neighborhood of the feature point. Multicore or GPU architectures can be used to speed up the
calculations of SIFT features [Zhang, 2008], [Warn, 2009]. Also, Principle Component Analysis
(PCA) can be used to reduce the feature size and reduce further computations [Ke, 2004].
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Fig. 6. Sample feature points for an outdoor image detected using the scale invariant feature
transform (SIFT) from https://en.wikipedia.org. Feature points correspond to scale space
extrema of the Laplacian of an image. These points are then filtered to remove low contrast
points and points on edges.
The Gradient Location Orientation Histogram (GLOH) is an updated version of SIFT.
GLOH requires more computation but it improves the rotational invariance and reduces sampling
effects. It calculates the edge orientation histogram by using a log-polar grid centered on each
feature point. It uses 17 neighborhoods and 8 orientation buckets to create a 272-dimensional
feature vector. Reducing dimensionality to 128 dimensions can be done using PCA
[MiKolajczyk, 2005].
The Speeded Up Robust Features (SURF) operator is inspired by SIFT. SURF uses a
Fast Hessian detector, which is an improved version on the multi scale Harris Detector, to detect
feature points. Then, Haar wavelets on feature point are used to calculate a 64-element feature
vector that is rotationally invariant. This approach has been shown to be faster than calculating
the edge orientation histogram that is used by SIFT [Bay, 2006], [Williams, 2008].
Dimensionality reduction has been applied in a number of feature detection applications to
reduce the size of features and reduce processing time of applications that use these features.
13

Some frequently used methods are PCA (Principal Component Analysis), LDA (Linear
Discriminant Analysis), ICA (Independent Component Analysis), and fast ICA. PCA has been
used to reduce the dimensionality with too much loss of information. This technique is mostly
used in image compression. LCA is promising maximal separability by maximizing the portion
between class variance to the within class variance. This technique is used mostly for speech
recognition, for classification; also, it supports reorganization the distribution of the feature data.
ICA and fast ICA are general-purpose statistical techniques that can be used in different areas
such as telecommunications, audio processing, image processing and biomedical signal
processing [Kumar et. al., 2014].
Features extraction and selection are used to improve the accuracy of machine learning,
and it is an important procedure in the data mining process. There are 2k combinations or subset
for k dimension feature space. In all subset’s selection method, searching through all possible
subsets is costly. However, searching can be stopped after reaching some iteration, features, or it
could be stopped after reaching a particular accuracy number [T. A. Abdallah et. al., 2015].
Wavelet transforms are used widely in removing noise and in compression, but wavelets have
also been used for classification. The dependency between the wavelet sub-bands has been
studied by [Huang et. al, 2008]. For texture classification, information from all wavelet subbands are used but it is very important to select the proper features for enhancing the
classification accuracy. Extracting features from an image has been done by partitioning the
image using wavelet transform into sub-bands and this process is repeated for further partition
for each sub-band. Each sub-band has been decomposed into four parts: low_low, high_low,
low_high and high_high sub-bands. Sub-band labeling scheme for four and two levels wavelet
packet decomposition have been investigated. The results have shown that the dependencies
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between different sub-bands are effective in sub-band selection, which in turn has an impact on
the classification accuracy.
In our research we will be using feature extraction in two places. First, we will use a
combination of the edge, corner, blob, and wavelet features described above to classify images as
either good or bad. Second, we will evaluate a number of feature point matching methods and
choose the most effective technique to calculate the alignment of adjacent images of
colonoscopy video.
2.3 Specular Noise
Specular and diffuse reflections are the two kinds of light reflection. The reflection of
incident light in a single direction generates specular reflection [Khan et. al, 2017]. Another
study by [Yang et. al, 2015] indicated that specular reflections cause many difficulties in
achieving different tasks in image processing and computer vision. Some of these tasks are
segmentation, detection and matching techniques. A combination of spectral energy distribution
of the illumination and the surface reflectance is generated by the spectral energy distributed of
the light reflected from an object.
A number of methods have been proposed to remove specular highlights from images.
Some researchers have used a single image for this purpose, while others have used multiple
images. [Tan et. al, 2004] used a single image and included the illumination constraints for
improving the traditional in painting method. In that same research, Tan utilized the illumination
and space color to simplify the separation reflection problem into the determination of the diffuse
maximum chromaticity problem that can be done by analyzing the noise in an image. Also, Tan
mentioned that [Sato and Ikeuchi, 1994] and [Lin and Shum,2001] used multiple images to
analyze specular and diffuse reflection using a four-dimensional temporal color space. The [Sato
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and Ikeuchi, 1994] method requires dense images, while the [Lin and Shum,2001] method can
work with sparse images.
Color and polarization information has been utilized by [Nayar et. al.,1996] to get
constraints on the reflection components, therefore multiple images from different polarization
angles have been used to separate the diffuse and specular components reflection. Many other
methods regarding specular and highlight problems can be found in the literature survey of
[Khan et. al., 2017].
In our application, we have multiple images of the colon surface from different angles, so
the specular highlights will move gradually from frame-to-frame in the colonoscopy video. We
can use this information to locate and remove small specular highlights from colonoscopy
images.
2.4 Image Registration
Image registration/alignment has been used in a wide range of image processing,
computer vision and pattern recognition applications, including panorama creation, motion
estimation, object recognition, and multi-sensor data fusion. For this reason, a lot of work has
been done to develop fast and efficient image alignment methods.
Image registration is the process of aligning two or more images after determining the
optimal transformation that can fit or give the best transformation for a particular input image.
Image registration can also be called image fusion, warping or matching. Registering two or
more images helps to combine information from multiple images.
Image registration helps to integrate information for more than one image which are
taken from different viewpoints, different angles, different times or different sensors. Therefore,
it is a very important step in image or video analysis [Oliveira and Tavares , 2014].
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Image alignment methods can be classified into two broad categories based on how images are
aligned with each other. The first category is area-based matching. Here, patches from one
image are compared to patches in another image at different offsets to determine the (dx,dy)
motion of the patch from frame to frame. A large number of methods have been devised for
comparing patches, and for searching for (dx,dy) displacements with different accuracy/speed
trade-offs. Recent examples of area-based approaches are described by [Kang et. al., 2003],
[Candocia, 2003], [Hossain and Gunturk, 2003] and [Louong et. al., 2011].
The second category of image alignment methods is based on feature matching. Here,
each image is examined to find feature points based on some search criteria, and the
neighborhood around each feature point is used to create a feature vector that can be matched
against feature vectors from another image. Feature points are typically found by calculating
geometric properties in an image, and detecting visually interesting points like corners, centers of
bright/dark objects, etc. Feature descriptors are chosen so they describe the local neighborhood
of feature points in a way that is robust to changes in position, orientation, scale, and
illumination.
The scale invariant feature transform (SIFT) developed by (see Fig. 7) is one of the most widely
used feature-based image alignment techniques [Lowe, 1999]. Other recent examples of this
approach include [Zitova and Flusser, 2003] and [Oldridge et. al., 2011]. A hybrid approach
using both area and feature matching was developed in [Tico and Pulli, 2010].
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Fig. 7. An example of SIFT based alignment from [Brown, 2003]. The SIFT feature points for
input images (a) and (b) are shown in images (c) and (d). These feature points are matched to
each other and the image alignment homography is calculated using RANSAC. The resulting
image alignment is shown in (e).
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A two-stage method has been proposed by [Wu S. et. al, 2014] for alignment of
differently exposed images. First, directional mapping to normalize images and to mitigate the
effect of saturation has been implemented. Second, intensity invariant features have been
represented using LBP (a non-parametric local binary pattern). The experimental results showed
that their method achieved better accuracy than the state-of-the-art methods.
An efficient and robust method in image alignment based on matching of relative
gradient maps has been done by [Wie and Lai, 2006]; the match of the relative gradient features
from the training dataset has been used to find some candidate poses of the pattern from image.
An iterative energy minimization approach is used to verify the candidate images. The authors
show this approach is robust against non-uniform illumination.
An algorithm from [Wu Changching et al., 2008] has been used for matching 3D scenes
using viewpoint invariant patches (VIP). VIP is useful in alignment of scenes and images,
especially if there are images that are seen or captured from different viewpoints. VIP consists of
features that uniquely find the matching transformation between 3D sciences. Features vector of
VIP contains some invariant features such as 3D position, local gradient orientation in the patch
plane, SIFT descriptors, the surface normal and the patch scale. The authors claim that their
method is able to distinguish between square and rectangle while affine invariant approaches
could not recognize them. The proposed method rectified the image texture with respect to the
geometry locality of the science. Ortho-texture (viewpoint independent of 3D science) can be
seen using rectification.
A survey of [Francisco P. M. et al., 2014] clarified that image registration in medical
image analysis including applications of image registration to integrate information from
computerized tomography(CT), magnetic resonance imaging (MRI), single photon emission
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computed tomography (SPECT), computer aided diagnosis, surgery simulation, intervention and
treatment planning, radiation therapy, anatomy segmentation, computational model building and
image subtraction for contrast enhanced based approach, correction of scatter attenuation, partial
volume corrections based on CT images, and assisted/guided surgery. Medical image registration
has been applied on a wide range of body images such as the brain [Freeborough and Fox, 1998],
[Leow et al., 2006], [Ganser et al., 2004], the heart, see [Huang et al., 2009], breasts, bones,
wrists, the entire body, the liver, the kidney, the spine, knees, the analysis of heart motion
detection, and many others.
In our work, we use image registration with a colon image. Linear and non-Linear
registration methods will be conducted.
Image alignment is an important component of our research. This is a very challenging
task because we are dealing with medical images taken with a moving camera with significant
changes in illumination and a number of image artifacts. It should be possible to align sequences
of colonoscopy images with gradual changes in viewpoint, but it may not be possible to align
very long sequences of images or sequences with rapid motion to each other. Our work will try
to overcome these difficulties by preprocessing the colonoscopy video to identify and remove
bad images. We will also perform temporal filtering to remove specular highlights before we
create panorama images.
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3. Colonoscopy Image Classification and Enhancement
Our proposed approach is divided into three phases: (1) preprocessing, where we extract
features from colonoscopy images and classify images as either good or bad, (2) enhancement,
where we perform feature-based image alignment and temporal filtering, and (3) visualization,
where we select subsets of colonoscopy images to work with and create panoramas and video
summaries. The remainder of this section describes our results and research plan in more detail.
3.1 Preprocessing
3.1.1 Feature Detection
The goal of the first preprocessing step is to extract features from colonoscopy image.
The six features we selected for this work capture very different properties of an image. The
speeded up robust feature transform (SURF) describes blob-like features in an image. The Harris
operator detects corners. The Canny operator finds edges. Finally, the discrete wavelet
transforms (DWT) describes the image in the frequency domain.
All of these feature detection approaches create a lot of information about each image.
Since we are only interested in identifying good or bad images at this point, we do not need to
know exactly where the blobs, corners, or edges are in an image, or the magnitude of every
frequency in the wavelet transform. Instead, we have implemented techniques to generate
summaries of these image features.
For SURF features and Harris features, we simply record the number of SURF points and
Harris points found in each image. The Canny edges detector produces an output image where
each edge pixel is identified. To create our Canny feature, we find the ratio of edges in an image
by summing number of Canny edge points dividing by the size of image.
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The way we create our DWT summary is to calculate a two-level DWT for each
colonoscopy image. This produces an output image that is partitioned into seven parts: LL2,
HL2, LH2, HH2, HL1, LH1, HH1 (see Fig. 8 below). Our low frequency DWT feature is found
by summing the absolute values in the LL2 region. Our middle frequency DWT feature is found
by summing the absolute values in the HL2, LH2, HH2 regions. Finally, our high frequency
DWT feature is found by summing the absolute values in the HL1, LH1, HH1 regions.
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c)

d)
Fig. 3. a) and b) illustrate the first and the second level architecture of DWT. C) illustrate the
first two levels of the DWT for the Lenna image. At the first level of the DWT, the image is
decomposed into four frequency sub-bands: LL1, HL1, LH1, HH1. In the second level of the
DWT, the LL1 band is decomposed into four sub-bands LL2, HL2, LH2, HH2., and d) illustrate
the first level DWT of a colonoscopy image.
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3.1.2 Feature Analysis and Selection
To evaluate our image features, we had a colonoscopy images which manually labeled as
either “good” or “bad” by a physician with knowledge in this area. We then applied our feature
detection approach to these images to extract six features for each image and calculated the
Pearson correlation between each of our features the expert labels. The Pearson correlation
p(X,Y) between each image feature X and the expert image labels Y was calculated using the
equation(1).
𝜌(𝑋, 𝑌) =

()*(+,,)
-. 	
  -0

…………………………………………………………………..(1)

where cov(X,Y) is the covariance of the two variables X and Y, and 𝜎+ and 𝜎,
represent the standard deviations for variables X and Y respectively. Correlation values range
between [-1..1]. If variables X and Y have no dependency on each other, the correlation value
will be zero. If the correlation value is nearly equal to 1 then there is a linear relationship
between X and Y. Similarly, if the correlation value is -1 there is a negative linear relationship
bet As shown in Table 1, there is very little correlation between either the Canny or the low
frequency DWT features and the expert labels for our sample images. On the other hand, the
high and middle frequency DWT features are both highly correlated with the expert labels. The
remaining two features SURF and Harris have moderate correlation with the expert labels.
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Table 1. Pearson correlations between image features and expert labels.
Feature

Correlation

SURF

-0.587

Harris

-0.551

Canny

-0.076

High frequency DWT

-0.720

Low frequency DWT

-0.116

Middle frequency DWT

-0.743

3.1.3 Image Classification
Removing bad images from colonoscopy videos is an important preprocessing step
because it lowers the potential for errors in image alignment, and also reduces the amount of
computation in our enhancement and visualization phases. Hence, we need an accurate image
classification algorithm to distinguish between bad images and good images.
As a first step in the work, removing bad images in the colonoscopy videos is considered
as preprocessing step for the alignment process. Because removing non-detailed images is
important to reduce the amount of further computations which is going to speed up any further
computations needed to be done on colonoscopy images for a particular task such as
compression, enhancement, alignment etc. Recognizing bad from good images requires a
selection of good features that can distinguish between them.
Evaluation of selected features among six features was analyzed using a deep neural
network (back propagation with four layers) with 10 fold cross validation. Subtractive feature
selection method was also tested with a deep neural network and 10 fold cross validation.
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The selected features are fed as input to the deep neural network. The algorithm tested the
all features first. Then, at each implantation the cross validation-deep neural network excludes
one feature to test the absence of that feature on the performance of neural network. The best
performance achieved by the neural network is when the canny edges is excluded (see Fig9. and
Fig.10).
Also, a comparison results between DWT features subset and all features set performance
has been tested using cross validation-deep neural network as shown in Fig. 11.

Fig. 9. Image classification results with our deep neural network. The curves show the
classification accuracy as a function of neural network training epochs. This figure shows that
performance of choosing all features except the Canny edges (red line) is slightly better than
using all six features (purple line).
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Fig.10. Second stage results of cross validation subtractive selection with deep neural net. This
figure shows that performance of choosing all features except the canny edges (red line) achieve
the best among other selections.
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Fig.11.The comparison results between DWT subset selection and all features set using cross
validation with deep neural net. Tis figure shows that performance using all features (blue line) is
better than the performance of using only DWT features subset (green line).
Hence analysis of selected features using cross validation with deep neural network
showed that the Canny feature was not that important for detecting undetailed images or bad
images. Second proof for that is the correlation factor between Canny features and the target is
weak and almost zero, and hence this is an indication that large number of edges in an image is
not an indication of many detailed in the image.
Third proof is the results of implementation of nearest_ centroid classifier without cross
validation is used for colonoscopy image classification and the accuracy was 97.4% in case of the
absence of canny edge detector and 97% in case using all the selected six features.
Lastly, some other machine learning methods used in WEKA software with 10 folds
cross validation are simple logistic, and rotation forest. The experimental results of simple
logistic classifier shown that accuracy of using all features is 92.2, the accuracy of using all
features except edge feature is 92.5, and the accuracy using only DWT features is 90.6.
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Furthermore, the experimental results of rotation forest classifier shown that accuracy of
using all features is 95, the accuracy of using all features except edge feature is 95.3, and the
accuracy using only DWT features is 92.2.
We have chosen to perform image classification using a deep neural network with four
layers of neurons. We trained and evaluated our neural network using 10-fold validation with
the manually classified colonoscopy images. In our first experiments, we used all six features
listed above and obtained a classification accuracy of 97.2% after 55 epochs of training our deep
neural network. Because the Canny feature and the low frequency DWT feature have very low
Pearson correlations with the image labels, we decided to modify our deep neural network and
train the classifier with subtractive feature selection method to test subsets of five image features
(see Fig.9).
Our classification results confirmed our hypothesis that classification accuracy is
improved when Canny edge feature is omitted. In our experiments, with five features excluding
Canny edges we achieved a classification accuracy more than 98% after 45 epochs of training
our deep neural network. Hence a large number of Canny edges in an image is not necessarily
an indication that a colonoscopy image contains diagnostically useful information.
For comparison purposes, we also implemented and evaluated a nearest-centroid
classification algorithm using different combinations of our six image features. In this case, we
used 2-fold validation, and trained on 500 randomly chosen images and evaluated on the other
500 images. We found that the classifier accuracy was 97% when all six features are used, and
97.4% when the Canny edge feature is omitted.
Finally, we compared our deep neural network classification results with two other
machine learning methods in WEKA data mining workbench [Frank 2016] using 10-fold cross
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validation. The experimental results using the Simple Logistic classifier shown that accuracy of
using all features is 92.2%, the accuracy of using all features except the Canny edge feature is
92.5%, and the accuracy using only the DWT features is 90.6. Furthermore, the experimental
results of Rotation Forest classifier shown that accuracy of using all features is 95%, the
accuracy of using all features except Canny edge feature is 95.3%, and the accuracy using only
DWT features is 92.2%.
3.2 Enhancement
3.2.1 Feature Detection
The first step in our image enhancement work is to process the colonoscopy video to find
feature points and their descriptors in each image. For this research, we have selected four
classic feature detection methods. The first two feature detection methods, SURF (speeded up
robust features) and BRISK (binary robust invariant scalable key points) are designed to find
blob like features in an image. The second two methods, Harris and FAST (features from
accelerated segment test) are designed to detect corner features in an image.
All four of these feature detection methods are available as part of the MATLAB
computer vision toolbox. We have implemented software to read our colonoscopy video and
calculate and save all of these feature descriptors for each image. This information will be used
in the next phase of our research.
3.2.2 Spatial Alignment
Developing an effective approach to align colonoscopy images is one of the most
important goals of our research. In our research, we used RANSAC to match SURF, BRISK,
FAST and HARRIS feature points for each pair of consecutive images to solve for the projective
transformation that best aligns these two images.
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We then calculated the difference image and the MSE for each pair of images before and
after alignment. In almost all cases, the difference is much smaller after alignment. The only
exception occurs when there are significant distortions of image features from one frame to the
next (see Fig. 12). Our next task is to perform a similar analysis using BRISK, Harris, and FAST
features to determine which method produces the smallest MSE alignment error for our
colonoscopy images.

Figure 12. Image differences after image alignment. The top three images show two
colonoscopy frames with very little motion between frames. The image on the top right shows
the pixel-by-pixel difference image. The bottom three images show two consecutive images
with significant change. The alignment error in this case is much
larger.
Alignment have been implemented using the mentioned above for features. The number
of aligned frames used as a measurement metric to tell which feature achieved better alignment
for the colonoscopy images. SURF achieved the best performance as shown in the table (2).
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Some thresholds are used to guide the alignment process. We used the number of inlier points
threshold to be more than five points and the determinant of transformation matrix to be more
than 0.5.
Table (2). AVERAGE ALIGNMENT ERRORS.
Feature

Percentage of

alignment error

aligned images
SURF

80.3%

7.8

Harris

52.9%

7.4

FAST

59.3%

7.6

BRISK

35.8%

7.0

The results show the noninformative colonoscopy images cannot be aligned well together
and cannot be aligned with good images because of the lack of matching points. Hence there is
no good geometric transform that helps to create a nice panorama for them. Fig. (13) illustrates
the errors before and after alignment for a sequence of noninformative images.
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Fig (13). Illustration on non-informative alignment information.
After aligning all good images, panorama been created for each subsequence images. The
visualization structure for the first resulting output is shown in Fig. (14).

Fig. (14) Illustrate the visualization structure of resulted output.
3.2.4 Temporal Filtering
Once a sequence of frames in a colonoscopy video has been properly aligned with each
other, we will perform temporal filtering to remove noise and other image artifacts. The idea for
temporal filtering is to look at the same (x,y) location in a sequence of N consecutive frames
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after alignment to see what this time series of pixel values contain. If the images are perfectly
aligned, these pixels should represent the same point on the patient’s colon taken from gradually
changing viewpoints. In this case, we would expect pixel the values to gradually increase or
decrease in brightness, but their hue will remain the same. Noise or other image artifacts will
cause large change in intensity or hue in consecutive images. This is illustrated in Fig. 15.

1

2

3

4

Fig 15. An example of four consecutive colonoscopy images. There is a light speck of dirt that
moves across the upper left portion of the image that moves across. There is also a specular
highlight in the middle of the image that is changing size in this sequence.
If we look at a time series of pixel intensity values at location (x,y) in the neighborhood
of the noise or artifacts we will see pixels suddenly become brighter or darker for a few frames
and then return to the original intensity value. This can be seen in Fig. 15.
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Fig. 16. A sequence of (red, green, blue) pixel values from 120 colonoscopy images. Notice that
the intensity variations are gradual for most of the time series, and a sudden increase/decrease
occurs after 100 frames
We propose to remove both of these artifacts from colonoscopy videos by performing
temporal median filtering on our aligned image sequence. Median filtering is well known to be a
robust statistic that is good for removing impulse noise from images. The normal way to
implement median filtering for a two-dimensional image I(x,y) is to copy pixels from a K by K
region centered location (x,y) into an array that is K2 long, sort the array based on pixel intensity,
and select the midpoint of the array as the median M(x,y). For temporal median filtering, we
view the colonoscopy video as a three-dimensional image I(x,y,t), and copy pixel values from
I(x,y,t-K) to I(x,y,t+K) into an array of length 2K+1, sort the array based on pixel intensity, and
then select the midpoint of the array as the temporal median M(x,y,t).
While temporal median filtering is a conceptually simple process, there are a number of
technical issues that make this very challenging in practice. The nature of colonoscopy video is
that the image sequence is it is typically viewing a large portion of the patient’s colon, so it is
impossible to align all of the images into a common (x,y,t) coordinate system. Instead, we will
use a moving window of W images than can be successfully aligned with each other and perform
the temporal median filtering on this moving window. To do this, we propose to create a data
structure to store the optimal alignments of all pairs of consecutive images and use this
alignment information to extract temporal samples for median filtering.
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3.3 Visualization
3.3.1 Sequence Selection
Before we can create image panoramas and video summaries of our colonoscopy data, we
need to select which sequences of images to work with. Clearly, we want to exclude the bad
images, and only use good colonoscopy images, so we will use the classification results from the
preprocessing phase to give us the start frame and end frame for each sequence of good frames.
Depending on how much the camera is moving forward or backward during these sequences, it
may not be possible to create one image panorama that includes all of the images in a good
sequence. One of our major research objectives is to detect when there has been too much
motion to create a good panorama. Our second, task is to develop an optimization method to
search for the best location(s) to partition a sequence of frames into multiple sequences.
3.3.2 Image Panoramas
Our first method for visualizing colonoscopy videos is to create image panoramas using
just the good images after they have been enhanced to remove noise and specular highlights. To
do this, we will take the image sequences we have selected above and experiment with the image
alignment and panorama creation techniques described above (SURF, HARRIS, BRISK, and
FAST) to find the best combination for colonoscopy images. We will evaluate the quality of
these image alignment methods by calculating the frame-to-frame MSE alignment errors.
There are two technical challenges we must overcome for this to be successful.
First of all, we must determine if the current methods for image alignment based on
computing frame-to-frame linear warps are sufficient to deal with the camera and patient
motions we see in typical colonoscopy videos. If not, we may need to add a non-linear warping
to the image alignment.
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Second, we must be careful in how we blend colonoscopy images together in our
panorama images. The classic image blending method may cause blurring, especially if there is
a significant change in intensity in the image sequence. If so, we may need to adapt the blending
method, or break the input sequence into multiple parts to avoid blurring.
3.3.3 Video Summaries
Our second method for visualizing colonoscopy videos is to create new video sequences
out of just the good images after they have been enhanced to remove noise and specular
highlights. Once we have completed the sequence selection, it is a relatively easiest task to
create an MPEG video out of N consecutive colonoscopy frames using an open source video
creation tool such as fmpeg.
Once we have created MPEG videos for all of the good sequences, our plan is to create a
web page interface that will allow doctors to view information about all of the good sequences
we have found and click on image icons to play the corresponding MPEG videos. By doing so,
we will be enabling doctors to quickly scan through all of the colonoscopy data for a patient, and
then examine portions of the colonoscopy video in more detail as needed.
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4. Colonoscopy Sequence Alignment and Panorama Creation
4.1 Introduction
Colonoscopy examinations are widely used for detecting colon cancer and many other
colon abnormalities. Unfortunately, the resulting colon videos often have artifacts caused by
camera motion and specular highlights caused by light reflections from the wet colon surface. To
address these problems, we have developed a method for motion compensated colonoscopy
image restoration. Our approach utilizes RANSAC-based image registration to align sequences
of N consecutive images in the colonoscopy video and restores each frame of the video using
information from these aligned images. We compare image alignment quality when N adjacent
images are registered to each other versus registering images with larger step sizes between
them. Three types of image preprocessing were evaluated in our work. We found that the
removal of non-informative images prior to image registration produced better alignment results
and reduced processing time. We also evaluated the effects of image smoothing and resizing as a
preprocessing step for image registration.
4.2 Our Approach
Image alignment is an important component of our research. This is a very challenging
task because we are dealing with colonoscopy images taken with a moving camera with
significant changes in illumination and a number of image artifacts. It should be possible to align
sequences of colonoscopy images with gradual changes in viewpoint, but it may not be possible
to align very long sequences of images or sequences with rapid motion to each other. Our work
will try to overcome these difficulties by preprocessing the colonoscopy video to identify and
remove non-informative images from the input prior to registration (see Fig 17). The method we
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use to find and remove bad images is based on feature-based image classification described in
our earlier paper [Azawi and Gauch, 2018].

Fig 17. An illustration typical colonoscopy images. The top six images are non-informative
because they are very blurred or have large specular highlights. The bottom six images are
informative views of the colon, with small specular highlights and little blurring.
To register sequences of N colonoscopy images to each other we used RANSAC (random
sample consensus) to solve for the projective transformation that produces the best image
alignment. RANSAC is a widely used for fitting models to some data in the presence of outliers.
As the name suggest, this approach uses trial and error approach to find model parameters that
best fit the data. The RASAC algorithm works as follows [Fischler and Bolles, 1981].
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Let X represent the set of experimental data points we wish to model, we choose S1
points from X at random and build the parametric model through these points. To evaluate this
model, we check the error tolerance for other points in X to find the subset that are less than
distance D from the model. We call this the consensus set S*. The goal of RASAC is to find the
parameters with the largest size consensus set S*, so we repeat this process until we find S* with
more than V members or until a pre-determined number of random trials T has been performed.
The speed and accuracy of RANSAC is controlled by three parameters, the distance threshold D,
the target consensus set size V, and the maximum number of trials T.
The key to effective image registration is finding corresponding points in adjacent
images. We do this by extracting a collection of feature points from each image, and match their
corresponding feature vectors to identify potential point correspondences. We performed
RANSAC based image registration with four different types of image features (SURF, BRISK,
FAST, and HARRIS) and our experiments show that SURF provides the best registration
accuracy for our colonoscopy images [Azawi and Gauch, 2018].
We evaluated RANSAC based image registration with affine and projective
transformations. Affine transformations capture translation, rotation, scaling and sheer between
consecutive images, while projective transformations also capture changes due to changes in
viewpoint. Affine transformations preserve parallelism while projective transformations do not.
Affine transformation can be defined in terms of the motion of vertices of a triangle while
projective transformation is defined by the transformation of quadrangle vertices.
The affine transform equation is 𝐴 ∙ 𝐻5 = 𝐶 where
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The affine homography matrix is represented as a vector called HA that contains six degrees of
freedom (DOFs). Hence, the minimum number of points needed to solve for homography is
three points (x1,y1), (x2,y2) and (x3,y3).
The projective transform is given by 𝐴 ∙ 𝐻H = 𝐶 where
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The projective homography matrix is represented as a vector is called HP which has eight DOF
and for that reason the minimum number of points required to solve for homography is four
points. The coordinate points (Xi, Yi) for affine or projective transformation can be calculated by
multiplying the matching matrix points A by the corresponding homography matrix [Wierzbicki,
2018] [Redzuwan, 2015]
Using RANSAC to align colonoscopy images with affine transformations yields a large
number of nonsingular transformation matrices, which means there is no viable affine
transformation that can successfully align these two images. Hence affine transformations are not
a good choice for image registration. Since the camera capturing colonoscopy video is changing
position during the procedure, we will use RANSAC to calculate the best projective
transformation that aligns all pairs of images within a moving 10 frame window of the
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colonoscopy image. The algorithm we use to register, and process colonoscopy images has the
following steps:
•   Loop over all sets of 10 consecutive images in the colonoscopy video.
•   Detect and extract features points for all 10 images in the sequence.
•   Find the matching feature points for all pairs of images im1 and im2.
•   Determine the best projective transformation using RANSAC algorithm.
•   Exclude all transforms that fail any condition below:
o   The number of inlier points less than 5 points.
o   The determinant of the transform less than 0.5.
o   The image difference after alignment is greater than before alignment.
•   Save aligned images in an output directory and create image panorama.
4.3 Experimental Results
To evaluate the effectiveness of this image registration algorithm on colonoscopy images,
we performed a number of experiments using a collection of colonoscopy images. These images
have been automatically classified as being informative or non-informative using feature-based
image classification [Azawi and Gauch, 2018].
4.3.1 Evaluation Metrics
In each of our experiments, we considered the following four evaluation metrics. Three
of these measures are objective, while one is subjective and depends on the viewer’s
requirements.
•   The alignment error is calculated as the average RMSE between pairs of images after
alignment for all images that are successfully aligned.
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where T(im2(i,j)) is image im2(i,j) after it has been transformed by the optimal projective
transformation T to align with image im1(x, y).
•   The percentage aligned is the percentage of image pairs with valid projective
transformations out of the total number of images in the sequence.
•   The average computation time for aligning images in the colonoscopy video.
•   The visual quality of the panorama image generated from the aligned images compared to
the original images in the colonoscopy video. Panorama images that have specular
highlights removed and/or have improved image detail would be considered high quality,
and panoramas that are highly distorted would be considered low quality.
4.3.2 Parameter Selection
We performed RANSAC based image registration with four different types of image
features (SURF, BRISK, FAST, and HARRIS) and our experiments show that SURF provides
the best registration accuracy for our colonoscopy images [Azawi and Gauch, 2018]. This image
registration algorithm has several parameters that control the accuracy and speed of colonoscopy
image alignment.
The identification of SURF feature points is controlled by a metric threshold. As this
threshold is decreased more SURF feature points are detected. We experimented with a range of
metric thresholds between [0..1000] and had the best alignment results with a metric threshold of
100. The number random trials used by RANSAC to find the optimal transformation effects the
speed and accuracy of the results. As the number of trials increases, the quality of the alignment
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improves, but the computational cost increases. We experimented with a range of values
between [400..3000] and selected 2500 to align images in reasonable time.
After choosing the metric threshold and the number of trials, we conducted experiments to
evaluate two preprocessing operations, median filtering and image resizing.
To smooth these images to remove noise, we performed median filtering with a 10x10
mask. The root mean square image alignment error (RMSE) when median filtering was used
was 3.52 for the 150 images we aligned. The percentage aligned after median filtering was 30%
for this group of images. The RSME without median filtering was slightly lower at 3.44 and the
alignment percentage increased to 43%. Median filtering reduces the number of matching points
which in turn reduces the number of frames that can be successfully aligned.
The images we extracted from our colonoscopy video were 1347x540 pixels. We
experimented with image resizing prior to image alignment with a scale factor of 0.5 (673x270)
and with a scale factor of 0.25 (336x135). Unfortunately, these resized images were too small
for our algorithm to find enough matching points to successfully align any images. Median
filtering before or after image resizing did not improve these results, so we will use our original
images in our subsequent image alignment experiments.
4.3.3 Pairwise Image Alignment
Our first experiment performed pairwise image alignment with 1000 adjacent
colonoscopy images. For each pair of images, we calculated the projective transformation using
RANSAC that provided the best image alignment. Our experiments show that the average
RMSE for the 1000 images was equal to 8.85. This alignment error was reduced to 7.8 when the
non-informative images were removed from the input sequence prior to alignment. Similarly,
the percentage successfully aligned for the full video sequence was 61.5%. This was increased
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substantially to 80.6% when non-informative images were omitted from the input sequence.
These improvements in alignment error and percentage aligned are to be expected because the
non-informative images are so highly distorted [Azawi and Gauch, 2018].
Once pairwise alignments have been calculated, it is possible to partition the 1000 images
into aligned sequences by connecting adjacent images that are successfully aligned to each other.
In our case, this resulted in 22 sequences of images that varied in length from [2..385] images.
Once we have calculated this partition of the colonoscopy video into separate sequences, we can
focus our image restoration and display efforts on these sequences. For example, we can
recreate 22 video clips that contain only the informative images, or in some cases we can create a
panorama image using these images (see Fig 18).

Fig 18. Visualization structure for pair image alignment. Once the input video has been
classified into informative (good) images and non-informative (bad) images, we have the option
of creating video clips or panoramas from the good images for each aligned sequence of images.
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4.3.4 Sequence Image Alignment
Our second experiment, we performed image sequence alignment as a preprocessing step
to image panorama creation. For each frame in the colonoscopy video, we calculated the best
alignment with the 10 subsequent images. Fig 19 shows that in some cases only a subset of the
10 subsequent images were able to be successfully aligned with the starting image .

Fig 19. Plot of panorama sequence length for colonoscopy frames 603 to 683. Notice that the
sequence length ranges from 11 frames down to only 2 frames. This is because some portions of
the colonoscopy video have high motion or contain non-informative images.
When we evaluated our image alignment results for the entire 1000 frame sequence, we
had a RMSE of 4.16 and a percentage aligned of 37%. When we ran the experiment again,
excluding the non-informative images, the RMSE increased slightly to 4.38 and the percentage
aligned increased significantly to 48%.
When we compare our image sequence alignment results to our pairwise image alignment
results we can see that the percentage aligned is much lower for sequence alignment. This is
because we are attempting to align images that are more than one frame apart from each other in
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time, so there has been more motion, and it becomes more difficult to find and match image
features. Consequently, it is harder to successfully align images as the sequence length
increases.
The average CPU time for image alignment and panorama creation was also significantly
reduced from 15.7 seconds for the original video down to 5.1 seconds when non-informative
images were excluded. This large change in CPU time can be explained by looking at the
RANSAC image alignment process. When two images can be successfully aligned, the
algorithm converges before the maximum number of iterations is reached. When two images
can not be aligned, RANSAC will attempt the maximum number of iterations before failing.
Therefore, attempting to align non-informative images to other images wastes a lot of CPU time.
The results from our image sequence alignment and panorama creation are illustrated in the
figures below. In Fig 20a and 20b, we show how some subsequences produce very good
panoramas. In Fig 21a and 21b, we show how non-informative subsequences produce very poor
panoramas that has no useful information.
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Fig 20a. An illustration of image sequence alignment. The 11 consecutive images in the
sequence are shown above, and the resulting image panorama is shown below. Notice that the
panorama includes additional information on the left and right sides of the first image in the
sequence.
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Fig 20b. An illustration of two additional image panoramas. In both cases, the width of the
panorama is larger than the first frame in the image sequence, and include more information
about adjacent colon features.
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Fig 21a. An illustration of unsuccessful panorama creation with non-informative images. The 3
images above have been aligned to each other to create the highly distorted panorama below.
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Fig 21b. More examples of unsuccessful panorama creation. The 3 panoramas above were
produced by aligning sequences that contained one or more non-informative images.
One benefit of our image sequence alignment is that it restores some important details in
our colonoscopy images. This can be seen in Fig 22 which shows some original images and
enhanced versions that have been generated using our approach. Notice that some specular noise
has been removed, also some image details have been added that are indicated using blue
rectangles.
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Fig 22. Three examples of panoramas that were created with image sequences that had zooming
out motions. The images on the left are the original colonoscopy images, and the images on the
right are the corresponding panoramas. Blue boxes indicate areas of where specular highlights
have been removed and where more image detail has been added in the panorama image.
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5. Motion Compensated Spatio-Temporal Filtering
5.1. Introduction
Our main goal is to improve the visual quality of colonoscopy videos to provide better
information for physicians. Light from the endoscope device is sometimes reflected directly to
the camera because of the wet surface in the colon, causing bright white patches called specular
highlights to appear in the image [Azawi, 2018], [Khan, 2017]. In some cases, the specular
highlight dominates the whole image and nothing is visible. In other cases, the specular
highlights are relatively small and they move around in the image as the camera is moved. In
this case, specular highlights may be removed by image processing techniques that combine
information from adjacent images in the colonoscopy video.
Traditional image restoration techniques such as median filtering or Gaussian smoothing
are not effective for removing specular highlights because each specular highlight includes a
region in the input image and not individual pixels. Depending on the orientation of the patient’s
colon relative to the light source, these regions can also vary significantly in size and in some
cases the specular highlight may dominate almost the whole image.
Our objective is to enhance the visual quality of colonoscopy images by removing the
specular highlights. To do this, we integrate information from adjacent images in the video
sequence to both detect the specular highlight and replace these incorrect pixel values with the
correct pixel values from adjacent images.
In this chapter, a new motion compensation based spatio-temporal filtering is proposed to
enhance the quality of colonoscopy images. With this approach, specular highlights can be
removed even when they dominate a large part of an image. Hence, we are able to see visually
important image features even in highly distorted images.
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5.2. Methods
Colonoscopy images suffer from shiny and large specular highlights because of the wet
surface of the colon. Therefore, there are a lot of outliers and noise in these images.
The goal of our approach is to process colonoscopy images to identify and remove unwanted
specular highlights from the colon images. To do this we perform motion compensated spatiotemporal filtering.
The algorithm we have devised has two main phases. The first is motion estimation,
where the goal is to track the motion of objects in consecutive images. Our methods for motion
estimation are described in section 5.2.1. The second phase of our restoration process is spatiotemporal filtering. Here we perform median filtering of consecutive images after they have been
correctly aligned using the motion field obtained in the first phase. We describe our spatiotemporal filtering technique in section 5.2.2. Finally, the implementation of our algorithm is
described in section 5.2.3.
5.2.1 Motion Estimation
The Lucas Kanade motion estimation method estimates the spatial motion of pixel I(x,y,t)
in an image sequence based on the fundamental optic flow constraint [Lucas and Kanade, 1981].
Ix(x,y,t)u + Iy(x,y,t)v + It(x,y,t) = 0, where Ix(x,y,t), Iy(x,y,t) and It(x,y,t) are the spatial-temporal
image intensity derivatives and u and v are the horizontal and vertical components of optic flow.
Since the fundamental optical flow constraint provides only one equation and two unknowns, it
is a classic under constrained optimization problem. The solution that the LK method uses to
solve this is to consider a neighborhood of points around each point in the image sequence and
apply a least mean square solution to obtain a robust estimate of motion (u,v) at each point in the
image sequence. Specifically, the LK method chooses N points (xi, yi, ti) around each pixel
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(x,y,t) and, using the spatio-temporal derivatives at each (xi, yi, ti), they obtain N equations and
two unknowns. The least mean square solution to this system of N equations minimizes
	
  ∑_ (𝐼b (𝑥_ , 𝑦_ , 𝑡_ )𝑢 + 𝐼f (𝑥_ , 𝑦_ , 𝑡_ )𝑣 + 𝐼h (𝑥_ , 𝑦_ , 𝑡_ ))Y to find the (u,v) motion estimate for pixel
(x,y,t) [Lucas and Kanade, 1981].
In order to perform spatio-temporal filtering, we need to align each pixel (x,y,t) in a
sequence of S images with corresponding pixel locations at t+1, t+2, … , t+S. We store the
motion from pixel (x,y,t) to (x,y,t+s) in 4D functions Fx(x,y,t,s) and Fy(x,y,t,s), where s denotes
the number of frames forward in the sequence to calculate the motion field. To calculate this 4D
motion field, we start by using Mx(x,y,t), My(x,y,t) to denote the (u,v) motion at frame (x,y,t).
Then we create a 4D motion field Fx(x,y,t,s) and Fy(x,y,t,s) by recursively following the 3D
motion field using the following relationships:
Fx(x,y,t,0) = 0

(1)

Fy(x,y,t,0) = 0

(2)

Fx(x,y,t,1) = Mx(x,y,t)

(3)

Fy(x,y,t,1) = My(x,y,t)

(4)

Fx(x,y,t,s) = Fx(x,y,t,s-1) + Mx(x+Fx(x,y,t,s-1), y+Fy(x,y,t,s-1), t+s)

(5)

Fy(x,y,t,s) = Fy(x,y,t,s-1) + My(x+Fx(x,y,t,s-1), y+Fy(x,y,t,s-1), t+s)

(6)

Equations (1) and (2) are the zero frame terminating conditions. If we start at pixel location
(x,y,t) and go zero frames forward in the image sequence, then obviously there should be no
motion. Equations (3) and (4) are the one frame terminating conditions. In this case, the value
of Fx and Fy correspond to the single frame optical flow values Mx and My. Finally, equations
(5) and (6) define the recursive functions that calculate the motion field after s frames in terms of
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the motion field after s-1 frames and the single frame motion Mx and My at the corresponding
(x,y,t) location at frame s-1.
Although the motion field Fx(x,y,t,s) and Fy(x,y,t,s) is defined recursively, in practice it is
faster and easier to implement using an iterative algorithm that loops over s values and calculates
Fx(x,y,t,s) and Fy(x,y,t,s) based on previously calculated Fx(x,y,t,s-1) and Fy(x,y,t,s-1) values.
Using the motion field Fx(x,y,t,s) and Fy(x,y,t,s), we can then calculate a motion compensated
neighborhood around each input pixel and use this to perform spatio-temporal filtering. We
describe this process in detail in the next section.
5.2.2 Spatio-Temporal Filtering
Spatio-temporal filtering of digital video typically considers a rectangular neighborhood
in space(x,y) and time t, when calculating output pixels. For linear filters, each output pixel is
simply based on a weighted average of pixels in this Nx by Ny by Nt neighborhood.

𝑂𝑢𝑡𝑝𝑢𝑡(𝑥, 𝑦, 𝑡) 	
   = 	
   j j j 𝑊 (𝑑𝑥, 𝑑𝑦, 𝑑𝑡)	
  𝐼𝑛𝑝𝑢𝑡(𝑥 + 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡)
mb mf mh

Here, dx,dy,dt are offsets that define pixel locations in the neighborhood. The weight function
W(dx,dy,dt) defines the linear operation. For example, when W(dx,dy,dt) = 1/(Nx*Ny*Nt), the
output image is simply an average of pixels in the input image. Other linear filters such as
Binomial filters or Gaussian filters can be created by defining corresponding 3D weight
functions W(dx,dy,dz) accordingly.
For non-linear filters, the output image is not defined by a weighted average but some
other operation on the Nx by Ny by Nt pixels in the input image neighborhood. For example, for
median filtering, all of the pixels in the neighborhood of Input(x,y,t) are sorted based on their
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intensity value and the median value is stored in Output(x,y,t). The median filter is well known
for its robustness to outliers, so it is frequently used for noise removal.
In our application, we do not want to perform spatio-temporal filtering of the original
colonoscopy image Input(x,y,t) because there is significant object and camera motions from
frame to frame. Instead, we define a motion compensated image sequence for each time t as
follows: New(x,y,t+s) = Input(x+Fx(x,y,t,s), y+Fy(x,y,t,s), t+s). We can then perform spatiotemporal median filtering on the motion compensated images New(x,y,t) to obtain an enhanced
colonoscopy image with specular highlights removed.
5.2.3 Implementation
Our motion compensated spatio-temporal filtering algorithm was implemented on a
typical workstation. We started by reading N images from the colonoscopy image sequence into
an array Input(x,y,t). Once this was done, we performed two passes over the N colonoscopy
images. In the first pass, we calculated and stored the single frame motion field Mx(x,y,t) and
My(x,y,t) for all images using the Lucas Kanade optical flow algorithm.
In our second pass over the N images, we processed each input image and calculated the
accumulated motion Fx(x,y,t,s) and Fy(x,y,t,s) for the next S frames, using this to create a
sequence of S aligned images New(x,y,t) to New(x,y,t+S) using the formulas in section 5.2.2.
Finally, we performed spatio-temporal filtering on the aligned images. To do this, we performed
temporal median filtering at pixel location (x,y). Once all of the pixels in Output(x,y,t) were
computed, they were stored in a JPEG image for subsequent display.
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5.3. Evaluation Metrics
In order to select the most effective parameters for Lucas Kanade motion estimation, we
used mean absolute difference (MAD) between consecutive frames. We performed this
calculation before and after motion compensation using the following formulas:
𝑀𝐴𝐷opq)rp (𝑡) =

Z
∑^
f\] ∑b\]|𝐼𝑛𝑝𝑢𝑡(𝑥, 𝑦, 𝑡 ) − 𝐼𝑛𝑝𝑢𝑡(𝑥, 𝑦, 𝑡 + 1)|

𝐻∙𝑊

Z
∑^
f\] ∑b\]u𝐼𝑛𝑝𝑢𝑡(𝑥, 𝑦, 𝑡 ) − 𝐼𝑛𝑝𝑢𝑡(𝑥 + 𝑀b (𝑥, 𝑦, 𝑡), 𝑦 + 𝑀f (𝑥, 𝑦, 𝑡), 𝑡 + 1)u
𝑀𝐴𝐷tqhpr (𝑡) =
𝐻∙𝑊

where Mx(x,y,t) and My(x,y,t) represent the motion displacements in the x and y directions,
respectively, and the size of the input image is H x W pixels. Since the whole point of motion
estimation is to align consecutive images, we expect to see MADafter < MADbefore. The most
effective motion estimation parameters will result in the lowest overall MADafter scores for the
input sequence. In our description of results, we will include several charts showing the MAD
values for the entire video sequence before/after motion estimation.
Our second evaluation criterion is based on the visual quality of the images after motion
compensated spatio-temporal filtering. Our goal is to remove specular highlights and to improve
the visibility of image features. When evaluating different techniques and their parameters, we
compared a number of highly distorted input images to determine which technique/parameter
does the best job of improving the visual quality of these images. This process was repeated on
higher quality input images to verify that the technique/parameter works for a wide range of
input images. In our description of results, we will show selected samples of images before and
after motion compensated spatio-temporal filtering to demonstrate the improvement in visual
quality.
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5.4. Experimental Results
In this section we demonstrate the effectiveness of our motion compensated spatiotemporal filtering approach. In Fig. 26 we apply our image enhancement method to four
colonoscopy images, two that are non-informative (where the specular highlights dominate large
parts in the image), and two that are informative (with small specular highlights)
It is obvious from the figure below that our approach helps to remove large specular
highlights from non-informative colonoscopy images. In this case, the specular highlights have
been replaced with image data from adjacent images in the sequence. For the informative
images, the output image is improved, with some specular highlights removed, but there are still
some small specular highlights in the output image.
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Fig.26 Demonstration of motion compensated spatio-temporal filtering on four colonoscopy
images. The top two pairs of images show the original non-informative image on left, and
enhanced image on right. The blue bounding boxes were added manually to identify regions that
were significantly improved. The bottom two pairs of images demonstrate our approach on
informative images. In this case, the blue bounding boxes show how specular highlights in these
two images have been reduced. .
In Fig. 27 and Fig. 28 we show the mean absolute difference before and after image alignment. It
is obvious that there is not too much of a difference between the two charts. The maximum and
minimum errors before alignment were 103.83515 and 4.1630144, respectively, while the
minimum and the maximum errors after alignment were 89.1719286 and 4.163022, respectively.
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Fig. 27 Mean absolute difference before alignment using our approach (overall average=20.8)
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Fig. 28 Mean absolute difference after alignment using our approach (overall average=17.7)
In conclusion, applying the Lucas Kanade derivatives of gaussian optic flow method
followed by the temporal median filter helps to improve colonoscopy images by reducing the
specular highlights. Visually, we noticed that our approach in this chapter works with bad and
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good images by removing some of the specular highlights. Hence, we did not need to remove
bad images in this experiment.
6. Conclusions and Future Work
The goal of this research is to develop image processing and computer vision techniques
to overcome some of the technical difficulties with colonoscopy imaging. In particular, our work
focuses on methods to enable physicians to review data from a colonoscopy examination after
the procedure has been completed, to give them a better understanding of patient anatomy, and to
improve diagnosis and treatment planning. In this work we have developed and evaluated three
approaches for colonoscopy image restoration.
Our first approach is to classify colonoscopy images to informative and non-informative
images and remove non-informative images. To perform this classification, six features were
selected to capture very different properties of an image. The speeded up robust feature
transform (SURF) describes blob-like features in an image. The Harris operator detects corners.
The Canny operator finds edges. Finally, the discrete wavelet transforms (DWT) describes the
image in the frequency domain. Using these features, we were able to perform image
classification with a deep neural network with four layers of neurons and obtained a
classification accuracy of 97.2% after 55 epochs of training our deep neural network. Because
the Canny feature and the low frequency DWT feature have very low Pearson correlations with
the image labels, we decided to modify our deep neural network and train the classifier with
subtractive feature selection method to test subsets of five image features. Our classification
results confirmed our hypothesis that classification accuracy is improved when Canny edge
feature is omitted. In our experiments, with five features excluding Canny edges we achieved
classification accuracy more than 98%
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In the second proposed approach. As a first step we used the classifier output from first
approach then we perform RANSAC-based image registration to align sequences of N
consecutive images in the colonoscopy video. We then use this sequence to construct panorama
images that improve image quality. We have demonstrated that this approach successfully
removes unwanted specular highlights from colonoscopy images, and in many cases adds details
that are not present in the original image. Our experiments verify that the removal of noninformative images prior to image registration reduces the CPU time necessary for image
alignment. This is because the RANSAC algorithm executes the maximum number of iterations
without finding a good alignment transform for non-informative images. We also experimented
with different sequence lengths and found that sequences of 11 consecutive images provided a
good trade-off between CPU time and panorama quality.
Our third image enhancement method was based on motion compensated spatio-temporal
filtering. In this case, we found that the Lucas Kanade derivative of Gaussian method was
effective for aligning adjacent images in our input data. The benefit of this approach versus
RANSAC based image alignment, is that the Lucas Kanade motion field is non-linear and better
reflects the actual motions of colon tissue from image to image. Using this motion information,
we performed a motion compensated spatio-temporal filtering with a median filter. Because
image features in adjacent images were aligned with each other, this approach was very effective
for removing large specular highlights in non-informative images. This approach was also
effective for reducing the number of specular highlights in informative images.
The methods we have developed for this research are computationally expensive because
they require feature extraction and image alignment of multiple images. For future work, we
will explore methods to reduce the CPU time needed to perform this image restoration. By
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combining image alignment transformations from frame A to B and from frame B to C, we
should be able to get better estimates of the transformation from A to C. Since we are
performing many independent image alignment operations, CPU time can also be reduced using
parallel programming on a cluster or using GPUs. We will continue in developing our algorithm
to achieve more image enhancement.
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