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Introduction
Introduction
Multiview  video  (MVV)  applications  are  those  applications  that  are  based  on  the 
reproduction  of  a  scene  recorded  simultaneously  from  multiple  viewpoints.  Some 
examples  of  MVV applications  are  the  Free  Viewpoint  Video  (FVV)  and  the  Three-
Dimensional Television (3DTV). The first of them is intended to provide to the user the 
ability to interactively select an arbitrary viewpoint in the video scene (bi-dimensional or 
three-dimensional), while the second one is conceived to give a three-dimensional depth 
impression of the observed scene to the user.
FVV applications are possible thanks to multiple cameras environments (figure 1).
Figure 1. Free view point sequence 
capturing scenario
Since the users have to have the option to select the viewpoint which best fits their will, the 
ability to recreate the scene from any viewpoint is required. However, infinite number of 
cameras  cannot  be  placed  so  as  to  capture  the  scene  from  any  viewpoint,  and  so, 
techniques for image reconstruction need to be considered. Also, a huge amount of data 
should be transmitted and stored, data which contains a lot of redundancy. Consequently, 
those  techniques  should  be  characterized  by  the  possibility  to  take  advantage  of  this 
redundancy. An optimal solution, which makes possible the generation of images from any 
viewpoint of the scene, is the generation of virtual views using the data captured from the 
minimum number of cameras.
3DTV is also based on multiple views, though the approach is slightly different. Based on 
computer stereo vision, it deals with the generation of images that can give to the viewer a 
three-dimensional perception of the scene. Looking at a traditional bi-dimensional image 
the ability to perceive the distance between the objects and the viewer gets lost. Depth 
sensation is provided by the changing size of the objects as well as by the combination of 
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the differences on the images seen from both eyes (figure 2). If the same picture captured 
from the same perspective is seen from both eyes, even though closer objects are bigger 
than the further ones, no real depth sensation is perceived.
Figure 2. Stereo Vision
To properly have a three-dimensional perception of reality, the viewer needs to see two 
images of the same scenario captured from different viewpoints, with a distance between 
them that should emulate the one between the eyes. 3DTV use multiple views to give to the 
viewer a complete 3D perception of the scene.
Given that environment, in order to provide the images to a stereo vision system, a movie 
should be recorded from, at least, twice the number of cameras used on a traditional video 
shooting. Besides, the cameras should be situated at a fixed distance to emulate those of 
the human eyes. Apart from the additional resources needed to do this kind of filming, the 
existing broadcast television technology cannot handle the increase of information that the 
transmission of such a signal will  suppose.  The virtual view generation would help in 
3DTV in the same manner that in the FVV scenario: by means of the ability to reconstruct 
the scene from any viewpoint  using virtual  view generation,  the images  for the stereo 
system  can  be  generated  without  modifying  the  way  the  images  are  captured  on  a 
traditional filming.
The goal of the virtual view generation is to recreate an image from the viewpoint of a 
virtual camera, that is, as if seen from a position where a real camera was not situated 
during  the  shooting.  In  this  work  a  complete  algorithm  to  generate  virtual  views  is 
presented.  To  perform  it,  not  only  the  reference  images  are  required,  but  also  the 
parametrization of the cameras that have captured those images. Some of the geometrical 
relations that can be established with the 3D objects and between the images captured are 
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contained in the disparity or depth maps (figure 3). These implicitly provide information 
about the proximity of the cameras to every point in the scene by means of the gray scale 
value  of  each  pixel  (see  sections  1.4. and  2.1.).  All  together  makes  possible  the 
reconstruction of any picture into any camera's image plane, including those of the virtual 
cameras.
Figure 3. Color image and associated per pixel depth map
However,  because  of  the  change  of  perspective  from one  viewpoint  to  another,  some 
elements  could  appear  or  disappear  from  scene.  Independently  of  whether  the 
disappearance is caused by objects that overlap each other on the reference viewpoint and 
not on the virtual one, or because they are out of scope on the reference camera, this leads 
to a lack of information on the virtual image. This empty spots are called occlusions, and 
should be filled with true data in order to provide a complete realistic image to the user. 
Another effect on the virtual view is the formation of cracks all over the scene. These are 
caused because as the perspective changes also the distance of the elements of the scene to 
the virtual image plane changes. If the area that was represented by a determined number 
of pixels is closer to the virtual camera than to the reference one, so as it looks the same 
but  bigger,  more  pixels  than  the  ones  available  on  the  original  image  are  required  to 
represent it. Due to the complex procedure to modify the sampling rate so as the area can 
be filled completely, the surface will appear like cracked. This second type of missing data 
areas  are  called  cracks  or  gaps,  and  must  be  also  filled  correctly  in  order  to  have  a 
complete reconstruction of the view (see chapter 3).
The main objective of this thesis is to provide solutions to these problems so that at the end 
the virtual images can be completely reconstructed. In order to acquire real information of 
the scene to fill  the occlusions and correct the gaps, more than one reference image is 
required. By the fact that cameras situated at different positions recording the same scene 
capture the ambient light and the object's reflexions in a different manner, the same objects 
would look different in luminance from one reference image to another. This work also 
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deals with the luminance irregularities that appear on the virtual views generated using this 
kind of data.
Figure 4: Difference in luminance from images of cameras  
situated one next to the other
To verify the viability of the project, objective measures (PSNR) as well as the subjective 
evaluation of the final images obtained are included. As a result of this investigation, a tool 
to generate virtual views based on the solutions found is provided to the Image and Video 
Processing Group of UPC so that in the future it would be possible to do further work in 
the improvement of the 3DTV and FVV applications performance.
Document overview
The current document has been structured as follows:
• Chapter 1. State of the Art is a brief on previous works. It also introduces the 
reader how does a camera work and presents the mathematical camera model that 
has been assumed for the performance of the algorithm. Besides, it  presents the 
geometry linked to the cameras and some of the implicit restrictions linked to that 
geometry.
• Chapter  2.  Projection  algorithm gives  an  overview  of  the  algorithm for  the 
virtual view generation and presents the problems that arose on that performance, 
which basically are the gaps and the occlusions formation.
• Chapter 3 Gaps and occlusions explains in detail the gap and occlusions issues 
and proposes solutions to sort them out.
• Chapter 4 Implementation and experimental results includes an implementation 
of the algorithm and the experimental results using a test set of images. It presents 
the illumination and occlusions' boundaries problems and the solutions applied to 
them.
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• Chapter 5 Final results and evaluation it performs a visual evaluation, includes 
quality  measures  and  evaluates  the  time  performance  of  the  final  algorithm by 
using two different test sets of images.
• Chapter 6 Conclusion presents the conclusions mainly from the results acquired 
on chapter 4 and 5.
9
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Chapter 1. State of the Art
Chapter 1. State of the Art
There  can  be  found  a  wide  range  of  studies  focused  on  the  improvement  of  the 
performance of applications based on multiview systems, from the ones that analyze pure 
geometrical aspects to the ones that define methods to measure the quality of the final 
virtual images acquired through diverse methods.
In  this  chapter  an  overview  of  some  relevant  works  concerning  the  geometry,  the 
generation and the evaluation of virtual view generation and further applications related to 
them are shown. Also, a brief on camera calibration is presented along with an introduction 
to epipolar geometry.  At the end of the chapter  it  can be found an introduction to the 
disparity and depth maps.
1.1. Overview
No doubt that any investigation related to multi-view image or video applications cannot 
disregard its  geometrical  approach.  So the starting point to understand the virtual view 
generation,  based  on  perspective  projection,  is  to  understand  the  importance  of  the 
geometry involved in the formation of images.
Zisserman at [1] gives a complete overview on the geometry linked to the bi-dimensional 
and three-dimensional image formation along with a detailed study of the 3D structure 
contained in images. Strongly related to that geometry are the camera parametrization and 
models, a key relation in Zisserman's work. Another document that is worth a look to better 
understand the implications of the geometrical models in computer vision is the one of 
Faugueras [2], in which, by means of finding solutions to the problems that arose trying to 
locate objects in a determined environment, the projective geometry is analyzed in depth.
The virtual view generation process presented in the current thesis assumes the simplest 
geometrical models: the pinhole camera and epipolar geometry. In order to understand the 
problems that have to be faced in the projective approach and the solutions applied to solve 
them, in sections 1.2 and 1.3 the camera model and the epipolar geometry are introduced 
respectively.
As images from the same scene are geometrically related, a lot of redundant data can be 
omitted. One of the most common ways to do that is to code in gray scale values the 
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differences among these images to create the disparity maps. Usually from the disparity 
maps the depth maps are obtained, which contain information on the relative position of 
the elements in the image with respect a common reference to the scene cameras, also by 
means of gray-scale values (section 1.4). Virtual view generation methods take advantage 
of this data representations. In order to work with this kind of images, several test sets are 
available for investigation. The ones used in the current work are those provided at  [3], 
though other test sets can also be found around, like the ones used at [4]. 
Using those test set of images, the virtual views can be generated by means of a projection 
algorithm. This thesis, like such that of Scharstein  [5], proposes a novel view generation 
based  on  image  projection  and  combination,  though  using  depth-maps  instead  of  the 
disparity maps.
In order to solve the problems related to the projections mentioned in the introduction, 
notorious differences from the Scharstein's approach and the one presented here are worth 
to  be  highlighted.  First,  in  [5] an  image  rectification  step  is  performed  before  the 
projection. In this  project the image rectification step is not included to avoid the blur 
caused  by  the  image  re-sampling.  Second,  we  propose  a  different  and  more  efficient 
adjustment of the intensity of the virtual views. The one performed by Scharstein is based 
on a weighted addition, which introduces blur after rounding off the values of the projected 
pixels. In this thesis it is proposed a previous luminance compensation step based on global 
bias and gain correction [6].
Another relevant difference comes from the fact that the virtual view generation based on 
the use of disparity or depth maps leads to visual artifacts on the occlusion boundaries. 
This issue is commented but not corrected at [5]. Though the problem is not caused by the 
image generation method itself, but because of the limitations on the disparity or depth 
map generation techniques, here a solution to that problem is proposed.
Among all the biography, publications regarding quality measures for stereo vision can 
also be found.
In Szeliski [7], an analysis of how well the depth estimation used along with the original 
image estimates a virtual view is performed. The proposed quality measures consist  of 
computing the difference between the predicted and actual images using some error metric, 
that in this case is based on root mean square (RMS). It takes into account errors caused by 
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differences on light exposure and mis-estimation of the epipolar geometry. 
Scharstein  and Szeliski  [4] study the  performance  of  the  algorithms  that  compute  the 
disparity maps. They present a method based on root-mean squared (RMS) error and the 
percentage of bad-matching pixels on the final images. 
• RMS (root-mean-squared) error between the computed disparity map dC (x, y) 
and the ground truth map dT (x, y). (Measured in disparity units).
(1.1.1)
• Percentage of bad matching pixels where δd is a disparity error tolerance.
(1.1.2)
Those  measures  are  computed  over  the  complete  images,  but  also  over  textured  and 
textureless  regions,  not  occluded  and  occluded  regions  and  over  depth  discontinuity 
regions.
A step  forward  in  the  analysis  of  the  performance  of  multiview  video  algorithms  is 
currently being done by means of the study of depth coding and compression [8]. In there 
the impact of coding the depth map on the final images is analyzed. Of course, in order to 
do  that,  an  algorithm of  virtual  view generation  has  to  be  taken  into  account,  which 
remarks the need of such an algorithm performing well.
1.2. Camera characterization
In order to describe the mathematical relation between 3D objects and their projection into 
the 2D camera plane, the camera parameters obtained from the calibration are the key. 
Those parameters and the way to determine them depend on the camera model used.
A camera is a device formed by an enclosed box (camera body) with an opening at one end 
and a viewing surface at the other one. The viewing surface or image plane can be a film or 
electronic sensors. The image is formed there by capturing the light rays that pass through 
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the opening, called camera aperture. Commonly, a lens is situated at the aperture in order 
to control the direction of the light (focus the image), and a diaphragm mechanism can be 
used to control the number of rays passing through the aperture (figure 5).
Figure 5. Scheme of the camera elements
It should be taken into account that the image formed in the image plane is in an inverted 
position with respect to the original object (figure 6).
Figure 6.  Image formation: inverted image into the camera's  
image plane
14
Chapter 1. State of the Art
1.2.1. The pinhole camera model
The most simple camera that exists is a black box with a hole. This is what is called a 
pinhole camera,  and its  model  states  the simplest  mathematical  relation between a 3D 
image and its representation in a 2D plane. 
Geometrically, the pinhole camera model assumes that the camera can be identified by a 
point and a plane. The point represents the location of the camera aperture and the plane is 
the 2D viewing surface where the captured image is reproduced pixel by pixel, also called 
image or camera plane (figure 7).
Figure 7. Geometric representation of a pinhole camera
High quality cameras can be modeled as pinhole cameras, as the unwanted effects caused 
by lenses (such as distortion) can be neglected.
1.2.2. The camera parameters
A camera is characterized by its parameters which are divided into intrinsic and extrinsic. 
The intrinsic ones include the most relevant internal parameters of the camera and the 
parameters of the sensor, while the extrinsic ones determine the position of the camera.
Intrinsic parameters
As said, the intrinsic parameters can be split in two: the ones that depend on the internal 
camera parameters and the ones that depend on the sensor ones. 
The internal parameters of the camera are the focal length, the principal point of projection 
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and the lens distortion. From those parameters, the ones took into account in the pinhole 
camera model are the next ones:
Focal length (f): is the distance between the camera aperture (O) and the image plane, 
following the direction of the Z axis of the 3D reference coordinate system or optical axis.
Principal point of projection (o):  also called center of the image is located where the 
optical axis passes through the camera plane.
The  sensor  parameters  included  in  the  calibration  matrix  of  a  pinhole  camera  are  the 
number of pixels in the horizontal and vertical direction (dx and dy respectively), the 
angle between the u and v axis in the image coordinate (angle) and the physical size of 
imaging sensor pixels.
All this parameters are related to the pinhole geometry as shown in figure 8, except for the 
physical size of the pixels, that has been kept out of the representation.
The numerical values of those parameters are usually put into a matrix called calibration or 
intrinsic matrix (K),  which would look as follows:
K = [u  u00 v v00 0 1 ] (1.2.1)
Where u is the focal length, v the focal length by the aspect ratio and u0, v0 the 
principal point of projection, both quantified in pixels. Finally,  is the tangent of the 
angle that form the u an v axis, which usually is 90 degrees, being in this case  equal to 
zero.
Notice that no distortion is reflected in the intrinsic matrix as it is not taken into account in 
the pinhole camera model.
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Figure 8. The geometry of the pinhole camera: intrinsic parameters.
Extrinsic parameters
The extrinsic parameters, translation and rotation, reflect the position of the image plane 
with respect a common reference coordinate system for the camera or cameras used. This 
axes  use to  coincide with the 3D scene reference  axes.  Translation (T = x0, y0, z0 ) 
reflexes the position, in metric units, of the principal point of projection with respect the 
reference axis while rotation is generated from the angles u , v ,w that form the image 
plane (uv) and its normal (w) with the reference axis (UVW) (figure 9).
The rotation matrix is computed as a composition of rotations about three axis (Euler's 
rotation theorem [9]):
R u ,v ,w =Rw w ∗Rv v ∗Ru u  (1.2.2) 
Where the rotation matrix for each dimension is:
Ru u =[1 0 00 cos u  sin u 0 −sin u cosu]
Rv v =[cosv  0 −sin v 0 1 0sin v 0 cosv ]  
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R zw =[ cosw  sin w 0−sinw  cosw  00 0 1]
Figure 9. Extrinsic parameters
1.2.3. Standard linear camera calibration matrix or projection matrix
Using the pinhole camera model, the projection of a point into the camera plane, name it x 
= [ui v i ]T ,  is  found  in  the  intersection  of  the  line  that  joints  the  3D  point  X =
[ x i y i z i ]T , and the camera aperture with the image plane (figure 10). 
Mathematically, the projected point can be found by solving the system equation:
x=P[X1 ] (1.2.3)
The standard linear camera calibration matrix  P is defined as a 3x4 matrix that only and 
directly depends on the camera parametrization:
P=K [R |T ] (1.2.4)
It is important to notice that  P converts from world coordinates in metric units system to 
image coordinates in pixels. 
To be able to do the projection, the point x= [u i v i ]
T  and the point X= [ x i y i z i ]
T
cannot be directly used, because of a mismatch with the projection matrix dimensions. So, 
for the projection a new dimension is added to both the 2D and the 3D point, being  x 
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redefined  as  x'= [u i v i 1]
T and  X as  X'= [ x i y i z i 1]
T (homogeneous 
coordinates), leading to the final expression for the projection (1.2.5):
x '=[P ] · X ' (1.2.5)
In figure  10 the projection of a three-dimensional point into the camera's image plane is 
represented. 
Figure 10. Three-dimensional point projection into the image plane
Remember that the image acquired in the image plane is an inverted image from the real 
one (figure Error: Reference source not found). Because of that, the imprinted image has to 
be inverted (read from bottom to top) to have the data on the correct position, so that it 
corresponds with the same distribution of the real scene.
The effect of the image inversion is the same as to place the image plane at a distance 
equal to the focal length but in the positive axis of the scene reference coordinate system, 
that  is,  before the aperture.  Though this  is  not  possible  in  a  real  implementation,  it  is 
visually more comfortable to represent the image projection this way, so this model has 
been taken for the pinhole camera representations in the forthcoming chapters (figure 11).
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Figure 11. Projection with the image plane situated before the camera aperture
1.3. Inverse projection
As seen on the previous section, an image captured on a camera's image plane is related to 
its 3D source by a projection matrix (P), which depends on the camera calibration. This 
means that any point in the image plane (x) can be obtained from its source (X) by solving 
the system equation (1.2.5).
Now, the next question can be made: is it possible to reconstruct the 3D point (X) using the 
point on the image plane (x)? This implies that the projection should be done in the inverse 
direction.  However,  when  performing  the  inverse  transformation  one  of  the  three 
dimensions gets lost, as there are more unknowns than equations in the inverse system. 
Then, to reconstruct the 3D scene from the images captured on a camera's image plane, 
additional information should be provided.
The epipolar geometry states the constraints that can be established between the images 
captured from two cameras or more. From these relations it can be seen that the recreation 
of a 3D scene is possible using the information from more than one camera. 
If the reconstruction of the 3D scene is possible, a basis to virtual view generation can be 
established  by re-projecting  the  reproduced  3D scene  to  several  other  cameras'  image 
planes. Thus, it is possible to create images seen from points of view where no cameras 
have previously captured any image.
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1.3.1. Epipolar geometry
The  epipolar  geometry  defines  the  basic  geometrical  relations  between  the  elements 
involved in a 3D scene reconstruction.
Taking as a reference the figure 12, where a point P is projected onto two cameras (focal 
points OL and OR) with image planes ΠL and ΠR, the following geometry elements can be 
defined: epipole, epipolar line and epipolar plane.
Figure 12. Reference projection scenario, with the left and right  
cameras' image planes and focal points
Note that to represent the cameras the geometrical model of a pinhole camera is used, with 
the image plane situated before the aperture or focal point (see section 1.2.3 and figure 11).
Epipole: It is known as epipole the projection of the focal point of one camera to the other 
camera's image plane. In figure  13 it can be seen the right epipole  ER as a result of the 
projection of the left camera focal point (OL).
In the same way, in figure  14 the projection of the right focal point (OR) into the left 
camera's image plane can be found. This is the left epipole (EL) and ER) .
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Figure 13. Right epipole
Figure 14. Left epipole
Note that the epipoles (EL and ER) and the focal points lie on a single line.
Epipolar line: The line that joins  P and a focal point (OL  for instance) is seen by that 
camera as a point (xL). However, from the other camera, the same line (OL - P ) is seen as a 
line (ER - xR) in the camera's image plane (figure 15). 
Figure 15. Epipolar line right
This line is an epipolar line and can be symmetrically defined in the other camera plane, 
where the line (OR - P) is seen as a line (EL  -  xL) in the other image plane while in the 
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right camera is seen as a point (xR) (figure 16).
Figure 16. Epipolar line left
Epipolar plane: The plane formed by the 3D point (P) and the focal points OL and OR is 
the epipolar plane. The intersection of this plane with the camera's image planes matches 
up with the epipolar line (figure 17).
Figure 17. Epipolar plane
The epipolar geometry sets the premises for the generation of virtual views explained in 
the current thesis. It has been seen that for each point on a camera's image plane, the same 
point can be found in the other one, on an epipolar line. However, to know exactly where 
on  the  epipolar  line  is  the  projected  point  situated  (determine  the  third  dimension) 
additional information is needed. This additional information can be provided by adding 
23
Virtual View Generation for Free Viewpoint Applications
another reference image. Then, the same point captured from two reference images will 
project on the virtual image plane over two epipolar lines, and their intersection will be the 
matching point on the virtual plane.
This can also be seen as follows: the projection lines for the same point from two different 
image planes interject in the real 3D point (process known as triangulation), eliminating 
the third coordinate uncertainty that happens if only one image is used. So, if the 3D point 
can be reconstructed, then it can be re-projected on a new camera's image plane using the 
expression of the direct projection (1.2.5). 
1.3.2. Simplified case: image rectification
A simplified case comes up when the cameras' image planes are coplanar (figure  18). In 
this case, the epipolar lines coincide and are parallel to the line that joints the focal points. 
Thus, for each point in an image, its corresponding point in the other image can be found 
by looking only along an horizontal line. A process called image rectification makes the 
image plane transformation to common image plane for all the cameras. By this procedure, 
the complexity of the image projection on a non-coplanar system is translated to an image 
warping process that should be done on the original images [5].
Figure 18. Coplanar image planes
24
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1.4. Additional information: disparity and depth maps
As seen, the projection of a point from only one camera into the 3D space leads to a 
projected line instead of a point. Then, to determine the exact projected point, additional 
information has to be provided. However, if another image is used, a lot of redundant data 
is introduced. This problem can be sorted out by providing only the essential information 
that would help to match up the exact points of projection.
This information is provided by what is called disparity or depth maps. These are based on 
the fact that objects that are far away from the viewer seem not to move if the viewer 
changes their position. However, as the viewer moves, close objects change its relative 
position. This difference on the relative positions of the objects in the scene also happens 
between  elements  captured  on  one  image  plane  or  another.  Using  an  appropriate 
correspondence algorithm, those differences can be computed and stored on what is called 
a disparity map. Furthermore, the change of the position of the elements from a point of 
view to another is directly proportional to the distance of the elements to the viewer, the 
camera or the image plane. The storage of this information is done as a depth map. 
Disparity map: to compute a disparity map, the relative position of a pixel in an image 
plane with respect its position in another camera's image plane is computed. Once done for 
all the pixels in the reference image, the results are scaled and represented in an intensity 
image, with values ranging between 0 and 255. For each pair of images it exists a pair of 
disparity maps.
In figure 19, the disparity maps indicate, for each point in the left image, the relative shift 
of the corresponding point in the right image and  viceversa. Notice that each gray level 
indicates  a  different  shift  value,  where  the  darkest  pixels  are  those  less  affected  by 
movement. The black ones are those that have no correspondence.
Depth map: the disparity map values can be related to the distance of each pixel in the 
camera's image plane with the 3D objects. Then, from the disparity maps the depth maps 
can be obtained through the expression:
  (1.4.1)
Where Bi,j and Fi,j denote the baseline and focal length of the rectified images, and hi,j and 
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hj,i refer to the sensor-shift offsets (considered for rectification). As the expression is for 
rectified stereo images, the obtained depth maps should be de-rectified to match with the 
original sequences [10].
On the depth maps, the intensity value is proportional to the z-coordinate of the 3D point in 
the real scene (or, more precisely, in the common cameras' coordinate system). Results are 
also scaled and represented in a gray-scale image, from 0 to 255 (figure  20). where the 
darkest zones correspond to the further pixels. The associated per pixel depth map is an 
absolute measure of the distance, so a pixel would have the same associated depth in all the 
images of the same scene.
Thanks to the disparity and depth maps, it is possible to reconstruct, with some limitations, 
a 3D scene using only one reference image and a disparity or depth map, along with the 
cameras' parametrization. Due to the change of perspective from the reference camera to 
the virtual one, the objects in the scene change their relative position, between them and 
with respect to the camera. Because of that, though the reconstruction is possible, there 
will be "holes" or empty data areas all over the image.
Figure 19. Disparity map example
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Figure 20. Depth map example
27
Virtual View Generation for Free Viewpoint Applications
28
Chapter 2. Projection algorithm: image generation
Chapter 2. Projection algorithm: image generation
The image generation on a virtual camera's image plane is based on a projection algorithm. 
The goal of this algorithm is to determine the position of each one of the pixels of the 
reference image into  the virtual  camera's  image plane.  Then,  the virtual  image can be 
reconstructed pixel by pixel using the corresponding pixel on the reference image.
Each camera image plane has its own bi-dimensional coordinate system. Thanks to the 
calibration of the cameras and the depth or disparity maps it is possible to transform the 
coordinate  points  from  that  bi-dimensional  space  to  the  three-dimensional  coordinate 
system common to all the cameras present in the same multi-camera system (notice that 
this  three-dimensional  space  coincide  with  the  scene  coordinate  system).  So,  using  as 
inputs the reference image, the associated depth map and the reference camera parameters, 
a three-dimensional reconstruction of the scene can be done. After that, the resulting three-
dimensional points can be used to synthesize new images on any camera's image plane 
related to that scenario. It only takes the projection of the three-dimensional points into a 
new camera situated in a different viewpoint than that of the reference one to acquire a 
reconstructed view.
To perform the projection, the following steps should be followed (figure 21):
1. De-normalize the depth map in order to determine the z-coordinate on the reference 
coordinate system for each pixel on the reference image plane.
2. Carry out an inverse projection from the reference image plane to the 3D space. 
This step is based on the mathematical expression (1.2.5).
3. Define the new camera parameters and project the available 3D points in order to 
determine its position in the new camera's image plane. This step is also based on 
the mathematical expression (1.2.5).
Once performed those three steps, the correspondence for each pixel on the original image 
to the new camera's image plane has been set, and the values of each point on the new 
image can be directly determined by coping them from the original picture.
input: reference images I*
calibration parameters of the reference camera Pr
depth map of the reference image dr
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calibration parameters of the virtual camera Pv
output: virtual image with areas missing data (gaps and occlusions) Vog
mask containing the gaps and occlusions' location Mog
Figure 21. Virtual image generation
2.1. Depth map de-normalization
As mentioned, the first step of the projection algorithm is to acquire the z-coordinate of 
each point in the reference image. This information is stored in the depth map and can be 
acquired performing the following bijective transformation (2.1.1):
z point=
1
d xy
255
∗ 1
Zmin
− 1
Zmax
 1
Zmax
(2.1.1)
The depth values are provided by means of a gray-scale image with range between dxy = 0 
to  255.  Considering  that  the scenario is  situated between a  minimum and a  maximum 
distance (Zmin and Zmax  respectively), Zpoint is the Z coordinate on the common camera's 
coordinate system, corresponding to a given pixel with depth value dxy . 
For each set of images the Zmin and Zmax values have to be known in order to obtain the 
correct z-coordinate on the projection algorithm. If  Zmin and Zmax are not correctly set, the 
points projected would not be at the correct position.
For instance, if the scenario is situated between a minimum and a maximum distance of 
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Z
I* (x,y) Inverse Projection 
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Zmin = 44 dm and  Zmax  = 120 dm the next figures can be made: considering that the depth 
is a discrete value between 0 and 255 (only 256 distance distance values are taken into 
account)  the  nearest  resolution  is  (between  44.1096  and  44  dm):  0.1096  dm and  the 
furthest resolution is (between 120 and  119.1926): 0.8074 dm. 
Notice  that  distance  resolution  according  to  the  expression  (2.1.1) (from 0  to  255)  is 
exponential (figure 22). 
Figure 22. Object distance from the cameras as a function of the depth value.
It can be seen that there is a better resolution at nearer points that at the further ones, like in 
the real world, where human eyes can perceive better the distance between themselves and 
nearer  objects  than  between themselves  and distant  ones.  It  also can  be  observed that 
because  of  the  discretization  it  could  happen  that  objects  at  a  different  distance  are 
assigned with the same depth value, so they will be recovered as if they were situated at the 
same distance. Thanks to the exponential relation the errors caused by the discretization 
will  be  less  common  in  the  front  elements  of  the  image,  the  nearer  ones,  an  so  less 
noticeable by the human observer.
2.2. Inverse projection: from 2D to 3D
The  next  step  is  the  one  done  to  know the  X  and  Y coordinates  in  the  3D scenario 
corresponding to a certain point in the image. The procedure followed here is based on the 
perspective projection from Euclidean 3-space (1.2.5): x=[P ] · X
Taking the projection matrix obtained from the intrinsic and extrinsic camera parameters of 
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the reference camera (1.2.4) P = K [R |T] with P = [ p11 p12 p13 p14p21 p22 p23 p24p31 p32 p33 p34]
Being  x =  [ x i y i 1]
T a point in the image projected from  X =  [ X i Y i Z i 1 ]
T
situated on the camera's common reference axis, the system can be written as:
[ xiy i1 ]=[ p11 p12 p13 p14p21 p22 p23 p24p31 p32 p33 p34][
X i
Y i
Z i
1
]
Then the 2D coordinates (image plane) can be isolated: 
x i=
p11∗X i p12∗Y i p13∗Z ip14
p31∗X i p32∗Y i p33∗Z i p34
y i=
p21∗X ip22∗Y i p23∗Z i p24
p31∗X i p32∗Y i p33∗Z i p34
and from there extract the 3D coordinates (scene):
Y i=
x i∗c1∗ p31−c2∗p21 y i∗c2∗p11−c0∗ p31c0∗p21−c1∗ p11
x i∗ p32∗p21−p22∗ p31 yi∗ p12∗p31− p32∗p11p22∗ p11− p12∗ p21
(2.2.1)
X i=
Y i∗ p12−x i∗p32−x i∗c2c0
xi∗ p31−p11
(2.2.2)
taking into account that:
c0=Z i∗p13p14 c1=Z i∗ p23p24 c2=Z i∗p33p34
It can be observed that there are two equations with three unknowns. As it has been said, 
one  of  the  unknowns  is  found out  through  the  depth  value.  Then,  taking   Zi  =  Zpoint  
computed from the depth map as explained in the previous section and using expressions 
(2.1.1) and (2.2.2) the problem is simplified to a two-equations system with two unknowns.
This  system  needs  to  be  solved  for  each  one  of  the  points  in  the  reference  image. 
Remember  also  that  the  projection  of  a  3D object  into  a  camera's  image plane  has  a 
resulting image inverted from the original. So, the points from the image have to be read 
taken  into  account  that  (0,0)  is  situated  at  the  bottom left  hand  corner  (figure  Error:
Reference source not found).
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2.3. Re-capturing the image: from 3D to 2D
Once  the  reference  camera  image  points  have  been  projected  onto  the  3D scene,  the 
projection algorithm is done in the straight direction to recapture the image in the virtual 
camera's image plane (1.2.5).
In this case, the projection matrix P contains the extrinsic and intrinsic parameters of the 
virtual camera used, so that we can compute the new points by solving (1.2.5). From there 
the resulting point computed is such as shown at (2.3.1)
x i=
p11∗X i p12∗Y i p13∗Z ip14
p31∗X i p32∗Y i p33∗Z i p34
y i=
p21∗X ip22∗Y i p23∗Z i p24
p31∗X i p32∗Y i p33∗Z i p34
(2.3.1)
Once  computed  the  new coordinates  for  each  point  (xi,  yi),  the  pixel  values  form the 
original image can be copied into the virtual camera's image plane.
The key of this algorithm is that the virtual camera is a camera that was not present in the 
scene when it was recorded (no real images exist from them). Its extrinsic and intrinsic 
parameters must be relative to the ones of the reference camera, so as to have the same 3D 
reference system for all of them in order to perform the algorithm explained here. Note 
also  that  the  position  where  the  new views  are  generated  depends  on  the  final  MVV 
application. For example, for the FVV application, rotation as well as translation could be 
modified at user's will, although for the 3DTV these new cameras should be situated with 
similar rotation and a translation so that the distance between them along an horizontal line 
coincide with the average human-eye distance, which is 6,5 cm.
2.4. Forward and backwards projection
The procedure explained up to this point makes possible the reconstruction of an image 
onto  a  virtual  camera's  image  plane  by  means  of  taking  the  original  image  pixel 
coordinates, translating them to a three-dimensional common reference system and finally 
finding the new 2D pixel coordinates on the virtual image plane. 
This way, each pixel's position onto the reference image plane is mapped with the pixel's 
position onto the virtual image plane. Then, pixel by pixel the data of the original image is 
placed into the virtual image plane, in order to generate the virtual image. This procedure is 
known as forward projection. 
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In  contrast  with the  forward  projection  there  is  the  backwards  projection.  It  is  named 
backwards projection the procedure that, in order to find the coordinates correspondence 
between the reference and virtual images takes as starting point of projection the virtual 
image instead of the reference one, so that for each virtual pixel, it's corresponding value is 
copied from the original image. In order to do such procedure, the virtual image depth map 
needs to be provided. However, as there are no depth maps available for the virtual images, 
in this thesis this approach would only be considered theoretically.
In figure 23 there is an scheme of the forward projection. Notice that the resulting image 
has some holes, missing data areas which are reflected in the holes mask.
Figure 23. Forward projection for virtual view generation
Despite the theory, in practice not all the data can be recovered from the combination of a 
single image and its depth map. As seen in this section, the main limitation of this approach 
is the presence of holes on the images obtained. In the next chapter this issue is analyzed in 
detail.
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Up to  this  point  it  has  been  seen  that  the  generation  of  virtual  views  is  based  on  a 
projection algorithm. The steps performed to acquire a virtual image are:
1. De-normalize  the  depth  map,  in  order  to  determine  the  z-coordinate  on  the 
reference coordinate system for each pixel on the reference image plane (2.1.1).
2. Perform an inverse projection from the reference image plane to the 3D space. This 
step is based on the mathematical basis seen in section  1.2.3 and performed by 
solving the system formed by (2.2.1) and (2.2.2).
3. Define the new camera parameters and project the available 3D points in order to 
determine its position in the new camera's image plane. The new coordinates are 
obtained by solving (2.3.1).
4. Copy point by point into the new camera's coordinate the data from the source (see 
section 2.4).
However,  not  all  the data  can be recovered due to  the change of  perspective,  and the 
resulting image has "holes". This empty areas are called gaps or occlusions depending on 
the source of the lack of information. By analyzing these causes, it can be determined how 
to fully reconstruct these areas.
In this chapter we are going to see what are gaps and occlusions and how they are formed. 
On this basis, methods to solve them are proposed.
3.1. Gaps
Once projected a reference image into a new camera's image plane, it can be found that, if 
none of the cameras is capturing occluded areas, the image can be reconstructed except for 
the areas where cracks appear.
In figure  24 there is the projection of an image captured from the reference camera (red 
rays) into the 3D coordinate system. Those points are reprojected into the virtual camera's 
image plane (red rays). It can be observed how the points on the 3D scenario that came 
from the pixels of the reference image do not match exactly to the pixels position on the 
virtual image. In this sense, two situations are taking place:
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Collision: There are  different  pixels  from the original  image that  have the same pixel 
position on the virtual one (marked in purple). In order to fill the new image with the data 
of the reference camera a decision has to be made in  order to determine which is  the 
correct pixel.
Gaps: There are some pixels on the virtual image where no original pixels are projected 
(marked in black on the image). These empty areas are what we call gaps and they have to 
be filled somehow to avoid empty spots on the final image.
To find solutions for this two situations the inverse situation can be considered, that is, to 
project the points on the virtual camera's image plane to the reference camera so as to find 
from which pixels the data should be taken in the collision case as well as in the gap 
situation (backwards projection).
In figure 25 it can be seen that the pixels on the virtual image that were taking the values 
from two different source pixels have a unique correspondence (marked in purple on the 
image). It can be observed that the pixel value from the reference image that should be 
kept  is  the  one  nearer  to  the  virtual  camera  image  plane.  Remember  that  the  depth 
information provided with the images sets the z-coordinate relative to the common 3D 
coordinate system to all the cameras and the 3D object. So, the solution to this problem 
does not rely on the performance of the backwards projection, but by keeping the pixel that 
has a higher depth associated in the original depth map. If the nearer pixel to the virtual 
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camera is the one that is being kept the ambiguity is solved.
In the case that on the forward projection no matching pixels from the reference image are 
found  (gap),  if  the  projection  is  done  backwards,  an  associated  pixel  position  on  the 
reference camera can be determined (black line in image 25). 
As no depth map of the virtual view is available and its reconstruction from a forward 
projection will lead to a depth map with the same holes than the virtual view, the exact 
value of those pixels can't be determined. 
This situations leads to an incomplete virtual image. One solution would be to perform a 
filtering over the final image. It can be observed through the backwards projection (figure 
26) that the missing pixels would take the same value than a pixel next to them. So, not 
knowing which one of the pixels is the one that would correctly complete the empty pixel, 
a gap interpolation can be performed. The gap interpolation consist of taking the valid 
neighbors of a pixel, that is, the ones that are not gaps, and compute a pondered addition of 
their values. The resulting value will be the one used to fill the gaps.
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Figure 26. Backwards projection of a gap (green line) vs. forward projection of the pixel that  
would provide a value to that gap (red line)
Gap interpolation: each one of the four valid neighbors of the gap pixel (figure 27) will 
be added to the final result pondered by its the distance to the gap, so that close pixels have 
more influence than the further ones.
Figure 27. Valid neighbors used to compute 
the new value for the gap
Being  the  gap  situated  at  position  (xo,  yo),  the  weight  of  each  one  of  the  pixels  that 
contribute to its new value is:
w i=1∣x i−x0∣∗1∣y i−y 0∣ (3.1.1)
Then, the new pixel value po for the gap is computed as:
p0=∑ w i∗p i /∑ w i  (3.1.2)
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3.2. Occlusions
Another limitation of the approach are the occlusions. They are formed by points of the 
scene that are overlapped or shadowed on the reference image but not from the point of 
view of the virtual one.
As seen in figure 28, there is a face of the object that it would have been seen by a camera 
on the position of the virtual one but not from the reference camera position. This area will 
clearly lack information on the reconstructed image on the virtual camera's image plane, 
being this area larger than that of a gap.
Figure 28. Irregular object that causes occlusions
Performing a backwards projection (figure 29), the pixels on the occluded area are going to 
be reconstructed with the data  of the elements  that  are  occluding the zone.  Then,  this 
elements  will  appear  duplicated  on  the  virtual  camera,  filling  zones  that  does  not 
correspond to them.
In order to recover the information of the area that is hidden in the image captured from the 
reference camera, another reference camera have to be considered. The new camera must 
be  situated  in  a  position  from  where  the  maximum  occluded  areas  on  the  previous 
reference camera are captured. The best scenario is to put both reference cameras so that 
the virtual camera stands between them (figure 30).
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Figure 29. Backwards projection when there re occluded areas on the reference camera
Figure 30. New scenario for virtual view generation: two reference cameras used
In figure  31, it  can be appreciated that the area that is not captured from the reference 
camera on the right of the virtual one, and which would cause an occlusion on the virtual 
camera's  image  plane,  can  be  completed  thanks  to  the  information  provided  by  the 
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reference camera situated on the left of the virtual one.
Figure 31. Image reconstruction using two reference images from two cameras on the right  
and on the left of the virtual one
The combination of two images helps to minimize the occlusions and their size, though not 
all  the occlusions  may be  eliminated due to  multiple  objects  conspiracy on the  scene. 
Another disadvantage is that the time to compute the images will be doubled as two image 
projections have to be done. Although the disadvantages, the combination of two images 
can also be helpful on the gap problem, as it helps to reduce the number of gaps in the 
resulting virtual image.
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Up to this point,  the premises for the virtual view generation have been established. A 
virtual  view can  be  reconstructed  by means of  a  projective  projection  using reference 
conventional color video images, the associated per pixel depth maps and the reference and 
virtual camera parameters. However, in the process of projecting a reference image into a 
virtual camera's image plane some data gets lost, and gaps and occlusions are generated.
The formation of gaps and occlusions has been studied in detail in the previous chapter in 
order to propose suitable solutions to them. There, it has been proposed that gaps should be 
eliminated by means of a filtering step based on an interpolation and occlusions solved by 
a combination of the projected data of more than one reference camera, situated to the left 
and to the right of the target viewpoint. By means of implementing those solutions, onside 
effects arose. It will be seen on this section that by joining the left and right projected 
images the eliminated occlusions have a visible boundary at their edge. Also luminance 
irregularities can be observed.
In  this  chapter  the  performance  of  the  projection,  the  combination  of  images  and  the 
filtering is shown by means of the results acquired using a test set of images. The solutions 
to the problems commented on the previous paragraph are proposed and tested also here.
The final results of the implementations proposed here are shown and analyzed in the next 
chapter.
4.1. Original data
Before starting with the experimental  development,  the data  sets  used are  presented in 
brief. 
The test sets utilized are the ballet and the breakdancers sequences from [3]. Both sets of 
images  are  YUV sequences  recorded  on  an  eight-camera  scenario.  In  both  cases  the 
pictures shown in the results are the ones corresponding to the first frame. For the ballet  
sequence the right and left reference cameras are the ones numbered in the test set as 3 and 
5, respectively. For the breakdancers,cameras 0 and 2 have been chosen. The virtual point 
for reconstruction will be that situated in between the right and left camera in each case, 
which means that of camera 4 for the  ballet sequence and the one of camera 1 for the 
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breakdancers sequence.  This  implies  that  the images  of  those cameras  can be kept  as 
ground-truth.
For  the  ballet sequence  the  scheme is  shown in  figure  32.  In  the  Annex the  original 
reference pictures and associated depth maps (figures from  141 to  144), the calibration 
parameters of the references and the virtual camera at the target viewpoint (in tables 8 to 
10) can be found. The first frame of the original image seen from camera 4 is also included 
(figure 145).
Figure 32. Ballet sequence: virtual view scenario where the reference images are those of  
cameras 3 and 5, and the target viewpoint is that of camera 4
Using the images and depth maps from cameras 3 and 5, the calibration parameters of 
those cameras and also the ones of camera 4, the image that is intended to be obtained is 
the one seen from the viewpoint of camera 4.
For the  breakdancers sequence a similar scheme can be found in figure  33. The original 
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reference  images  and  associated  depth  maps  of  the  cameras  used  as  reference  in  the 
breakdancers sequence are those of cameras 0 and 2 (figures  146 to  149 in the  Annex). 
The  target  viewpoint  now  is  that  of  camera  1  (figure  150),  and  so  the  calibration 
parameters of that camera along with those of the reference onces have been used (tables 
11 to 13 in the Annex).
Figure 33. Breakdancers sequence: virtual view scenario where the reference images are those 
of cameras 0 and 2, and the target viewpoint is that of camera 1
Using the reference images  complemented with the information provided by the depth 
maps of the images from cameras 0 and 2, and the calibration parameters of the three 
cameras involved, the image from the camera 1's viewpoint can be generated.
Note that in both cases the target viewpoints have been chosen to be situated equidistant to 
the  references.  This  configuration,  the  one  with  the  virtual  camera  situated  as  far  as 
possible  from  both  references,  is  the  worst  of  the  situations  for  the  virtual  view 
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reconstruction,  as  the  differences  from one  to  the  other  viewpoint  are  bigger,  and  so, 
occlusions and gaps are larger than for configurations where one of the references is closer 
to the target.
4.2. Projection
As mentioned in chapter 2, an image can be reconstructed on a virtual image plane using 
the data recorded from a reference camera and projecting it forwards. 
Figure 34. Forward projection process
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In figure 34 it can be seen that by means of the depth maps and the cameras' calibration 
information the new position for each pixel in the virtual camera plane can be found. Then, 
by copying the corresponding pixels  from the source to the new image plane the final 
image is obtained. In this process gaps and occlusions are formed. In order to be able to 
eliminate those holes their position in the resulting images has to be kept. Because of that, 
along with the projected image a map of gaps and occlusions is generated. 
Remember that for the backwards projection the depth map needed would be the one of the 
virtual view, which is not provided. If as output of the algorithm the reconstructed virtual 
depth map is included, we can verify that gaps and occlusions occur at the same areas that 
on the projected image, so no backwards projection can be done to determine the values of 
those pixels.
The results of the projections for cameras 3 and 5 over the camera 4 image plane. can be 
seen in figures from 35 to 39.
Figure 35. Ballet sequence: results of the projection onto the image 
plane of camera 4 of the first frame of the sequence recorded from 
camera 3, situated at the right side of the virtual viewpoint
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Figure 36. Ballet sequence: map of the holes in the image resulting of  
the projection onto the image plane of camera 4 of the first frame of  
the sequence recorded from camera 3, situated at the right side of the  
virtual viewpoint
Figure 37. Ballet sequence: reconstructed depth map for the image 
resulting of the projection onto the image plane of camera 4 of the 
first frame of the sequence recorded from camera 3, situated at the 
right side of the virtual viewpoint
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Figure 38. Ballet sequence: results of the projection onto the image 
plane of camera 4 of the first frame of the sequence recorded from 
camera 5, situated at the left side of the virtual viewpoint
Figure 39. Ballet sequence: map of the holes in the image resulting of  
the projection onto the image plane of camera 4 of the first frame of  
the sequence recorded from camera 5, situated at the left side of the  
virtual viewpoint
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Figure 40.  reconstructed depth map for the image resulting of the  
projection onto the image plane of camera 4 of the first frame of the 
sequence recorded from camera 5, situated at the left side of the  
virtual viewpoint
If the gaps and occlusions are analyzed with a closer look (figure 42 for the left case and 
figure 43 for the right one), it can be seen that occlusions are placed at different positions 
depending on the position of the reference camera. That is, for the left camera projection, 
the occlusion appears on the right of the foreground objects that move from one view to the 
other and for the right camera projected image it happens just the contrary (figure  41). 
Those images can be combined to reduce the amount of pixels without a valid value due to 
that complementary behavior.
Figure 41. Ballet sequence: occlusions on the target image 
projected from camera 3 (red) and from camera 5 (blue)
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Figure 42. Ballet sequence: projection from 
camera 5. Gaps marked in blue and 
occlusions in faint blue with its boundary 
highlighted
       
Figure 43. Ballet sequence: projection 
from camera 3. Gaps marked in red and 
occlusions in faint red with its boundary 
highlighted
4.3. Image combination
As mentioned, to fill the empty areas of the images acquired the images are combined. In 
this section the results of joining the right and left projections are shown along with the 
issues that arose from that performance.
4.3.1. Procedure
To perform the image combination one of the projected images is taken as a base and, 
according to its holes map completed with the data of the other image (figure 44).
This procedure does not lead to a perfect image reconstruction. In the resulting image there 
are some gaps remaining where there used to be occlusions. These gaps correspond with 
the ones present in the image that has been used as filling, as well as with the ones present 
on the base image that can't be filled because they match up with an occlusion of the filling 
image. Other noticeable unwanted effects are the visible boundaries of the occlusions and 
the different luminance of the areas filled with the data of one or the other reference image. 
Because of the occlusions related issues, by means of this procedure two possible results 
can be obtained, depending on which image is taken as the base. In figures  45 to  50 the 
results of filling the projection of camera 3 with camera 5 and viceversa are shown. Note 
that whether occlusions artifacts are observable on different positions, the remaining gaps 
stay the same for both implementations.
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Figure 44. Combination of the projections of the left reference image and the right one onto the  
virtual viewpoint.
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Figure 45. Ballet sequence: image resulting of the combination of the  
projected result from camera 3 completed with the data from camera 
5
Figure 46. Ballet sequence: remaining gaps in the resulting image of  
the combination of the projected result from camera 3 completed with 
the data from camera 5
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Figure 47. Ballet sequence: estimated depth map of the resulting 
image of the combination of the projected result from camera 3 
completed with the data from camera 5
Figure 48. Ballet sequence: image resulting of the combination of the  
projected result from camera 5 completed with the data from camera 
3
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Figure 49. Ballet sequence: remaining gaps in the resulting image of  
the combination of the projected result from camera 5 completed with 
the data from camera 3
Figure 50. Ballet sequence: estimated depth map of the resulting 
image of the combination of the projected result from camera 5 
completed with the data from camera 3
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4.3.2. Visible issues
As commented at the beginning of this section, there are undesirable effects of the image 
combination. These are the remaining occlusions and gaps, shown in figure 51, the visible 
boundary at the edge of what was an occlusion on the base image and the illumination 
issues due to the different exposure of the right and left image. These last two effects are 
shown in figure 52. All of them are analyzed in the next sections.
Figure 51. Remaining gaps on the joint image
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Figure 52. Occlusion boundaries and luminance difference on the joint image
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4.4. Filtering gaps
As seen, after joining two images, there are gaps that remain on the final image (figure 44). 
In section 3.1. it has been explained that gaps are due to a difference on the sampling size 
of a uniform element on the reference and the virtual image. It has been demonstrated that 
by projecting the gaps of the virtual image onto the reference image plane, they should take 
the same value that one of its neighbors.
4.4.1. Procedure
The proposed solution to the gap problem is to fill those gaps by means of an interpolation 
of the gap's neighbors that have valid data (figure 27 and expression (3.1.2)). To determine 
which pixels surrounding a gap are valid, the map of the remaining holes on the combined 
image is taken into account (figure  44). However,  that  not all  the gaps disappear after 
filtering the images (images 53 and 54). 
Figure 53.  Ballet sequence: resulting image of applying a gap 
interpolation over the joint image using the projected data from 
camera 3 as a base
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Figure 54. Ballet sequence: resulting image of applying a gap 
interpolation over the joint image using the projected data from 
camera 5 as a base
The remaining gaps are not reflected in the holes mask because they are not empty areas, 
but areas filled incorrectly. This happens both in the projection and joining step. If the 
position of the gap coincides with a moved pixel of the background, it will be written, and 
thus deleted from the mask, though the value will be incorrect and the crack visible.
In order to solve this problem, cracks have to be detected in a previous step to the filtering, 
so that the incorrect gaps can be eliminated. In figure 55 the effect of the bad filled gaps 
can be seen. Also the results of the filtering with the correct mask is shown.
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Figure 55. Filtering of the gaps filled incorrectly
4.4.2. Detect incorrect filled gaps
In order to solve this issue, we need to detect the incorrect filled gaps and add them to the 
mask resulting from the joining of the projections, so that they can be filtered. To do so, the 
projected  depth  map  is  scanned.  In  there  the  gaps  can  be  easily  detected  as  they are 
characterized  by being  little  large  areas  with  a  depth  value  that  differs  more  than  an 
established threshold from their surrounding. In the practical implementation, the threshold 
has been set to 32  (figure 56).
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Once detected the incorrect filled gaps, they are added to the map of holes and the resulting 
mask is used for the gap interpolation (figure 57).
Figure 57.  Ballet sequence: filtering all the gaps
By means of this technique the incorrect filled gaps can be eliminated, and images only 
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Figure 56. Incorrect filled gaps detection
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affected by the boundaries problem and illumination issues are acquired (figure  58 and 
figure 59).
Figure 58. Ballet sequence: resulting image of applying a gap 
filtering on the joint image (base is camera 3)
Figure 59. Ballet sequence: resulting image of applying a gap 
filtering on the joint image (base is camera 5)
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4.4.3. Filtering before joining
The filtering of gaps have been performed after joining the images. An alternative solution 
is to eliminate the gaps on the projected images before joining them, letting only as empty 
areas the occlusions. This ways only occlusion are considered at the joining step. 
From now on, the previous process will be referred as the post-filtering case, and the one 
discussed in this section as the pre-filtering case.
Figure 60. Virtual view filtering: splitting gaps from occlusions
To carry out the filtering a mask of gaps without the occlusions is needed (figure 60). In 
order to split occlusions from gaps, a size and shape criteria has to be considered. The 
masks and the results of the projected images filtered can be found in figures from 61 to 
66.
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Figure 61. Ballet sequence: map of the gaps resulting from the 
projection of the first frame of sequence from the camera 3 (without  
occlusions)
Figure 62. Ballet sequence: virtual view resulting from the projection 
of the first frame from the camera 3 with gaps filtered using gap 
interpolation
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Figure 63. Ballet sequence: map of the occlusions resulting from the 
projection of the first frame from the camera 3 (without occlusions) 
Figure 64. Ballet sequence: map of the gaps resulting from the 
projection of the first frame of sequence from the camera 5 (without  
occlusions)
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Figure 65. Ballet sequence: virtual view resulting from the projection 
of the first frame from the camera 5 with gaps filtered using gap 
interpolation
Figure 66. Ballet sequence: map of the occlusions resulting from the 
projection of the first frame from the camera 5 (without occlusions) 
65
Virtual View Generation for Free Viewpoint Applications
After filtering the projected images, they can be combined according now to the occlusions 
mask (figure  67). In the resulting images it can be seen that apart from the illumination 
issues that are quite the same than in the previous case, the boundaries are thicker. This is 
because when segregating gaps from occlusions the occlusion boundary is detected as a 
gap. Then, the boundary is filtered by means of a gap interpolation, taking the occlusion 
pixels as valid values.
Figure 67. Joining filtered projected images
Another issue is that, though the gaps on the foreground elements have been eliminated, 
there are still some occlusions that remain on the final image. Those can be filtered, but the 
resulting filtered areas are not completely smoothed.
The results for the ballet sequence can be found at images from 68 to 73.
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Figure 68. Ballet sequence:joint image using camera 3 as a base and 
camera 5 as filling
Figure 69. Ballet sequence: remaining occlusions using camera 3 as a 
base and camera 5 as filling
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Figure 70. Ballet sequence: filtered joint image using camera 3 as a  
base and camera 5 as filling
Figure 71. Ballet sequence:joint image using camera 5 as a base and 
camera 3 as filling
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Figure 72. Ballet sequence: remaining occlusions using camera 5 as a 
base and camera 3 as filling
Figure 73. Ballet sequence:filtered joint image using camera 5 as a  
base and camera 3 as filling
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4.5. Eliminate artifacts on the occlusion boundaries
Whether the image is filtered before or after the joining step, there are artifacts on the 
boundaries of the occluded areas that remain. These artifacts are pixels that would belong 
to a foreground element but that has been treated as part of the background. This happens 
because  of  the  limitations  of  the  segmentation  done  to  create  the  depth  maps.  As  the 
boundaries of the object in the depth map do not match exactly the ones in the image, a 
small line of two to three pixels of its edge is threated as if belonging to the background.
In figure 74 the depth values of the girl in the ballet image has been superimposed to the 
original image. There the line of pixels belonging to the girl which are are not given the 
same depth value can be clearly seen. Those are the pixels that would form the occlusion 
boundary.
Note that the girl's thumb, as it has not been labeled as belonging to her, moves with the 
cameras as if it belonged to the wall. This is also a problem of badly defined depth maps 
but not related with the issue faced here.
In order to solve the boundaries issue the proposed solution consists of expanding the areas 
where the new data is copied. This way the boundaries will be overwritten by the data of 
the image that is filling the occlusion or the gap. This expansion can be done by means of 
an erosion (figure 75).
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Figure 74. Depth segmentation mismatch and visible boundaries
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Figure 75. Boundary deletion process: gaps and occlusions expansion
Though the boundaries problem is solved, the effect of the gap expansion has negative 
effects on the final result.  As gaps have increased their size, the filtering is harder and 
strange effects occur on the areas filtered. The new masks and the results of this procedure 
are shown on figure 76 to 81.
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Figure 76. Ballet sequence: holes mask of the projection from camera 
3 with the occlusions and gaps expanded
Figure 77. Ballet sequence: joint image with the gap and occlusions 
mask of the base expanded (base is camera 3)
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Figure 78. Ballet sequence: result of expanding all holes of the masks,  
joining according to them and filtering (base is camera 3)
Figure 79. Ballet sequence: holes mask of the projection from camera 
5 with the occlusions and gaps expanded
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Figure 80. Ballet sequence: joint image with the gap and occlusions 
mask of the base expanded (base is camera 5)
Figure 81. Ballet sequence:result of expanding all holes of the masks,  
joining according to them and filtering (base is camera 5)
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If  the  same  procedure  is  applied  to  the  images  with  pre-filtering,  the  effect  on  the 
boundaries is better perceived as no gaps effects are created.
Figure 82: Joining process of the images pre-filtered with map of  
occlusions expanded
The results of this performance are shown on the images from 83 to 88.
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Figure 83: Ballet sequence: occlusions map of camera 3 expanded
Figure 84. Ballet sequence: joint image using the projection from 
camera 3 as base with the map of occlusions expanded
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Figure 85. Ballet sequence: filtered joint image using the projection 
from camera 3 as base with the map of occlusions expanded
Figure 86. Ballet sequence: occlusions map of camera 5 expanded
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Figure 87. Ballet sequence: joint image using the projection from 
camera 5 as base with the map of occlusions expanded
Figure 88. Ballet sequence: filtered joint image using the projection 
from camera 5 as base with the map of occlusions expanded
In  the  results  of  the  images  with  pre-filtering  joined  using  the  mask  of  occlusions 
expanded, it can be seen that the boundaries disappear completely. However, due to what 
the size of the holes present on the areas where there used to be an occlusion, the final 
result despite the filtering  has some unwanted darkened spots (section 4.4.3).
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The idea of only expanding the occlusions can be applied to the post-filtering case. Taking 
advantage of the gap/occlusion differentiation process done for the pre-filtering stage, it 
can be found that only expanding the occlusions give a more natural visual sensation to the 
final images.
 Figure 89: Boundaries deletion only expanding the occlusions
The resulting images are shown in figures from 90 to 95. 
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Figure 90. Ballet sequence: map of gaps and occlusions with this last  
ones expanded for camera 3
Figure 91. Ballet sequence:joint image using as base the projected 
image from camera 3 using the mask of gaps and occlusions with this  
last ones expanded
80
Chapter 4. Implementation and experimental results
Figure 92. Ballet sequence: filtered joint image using as base the 
projected image from camera 3 using the mask of gaps and occlusions 
with this last ones expanded
Figure 93. Ballet sequence: map of gaps and occlusions with this last  
ones expanded for camera 5
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Figure 94. Ballet sequence:joint image using as base the projected 
image from camera 5 using the mask of gaps and occlusions with this  
last ones expanded
Figure 95. Ballet sequence: filtered joint image using as base the 
projected image from camera 5 using the mask of gaps and occlusions 
with this last ones expanded
This last performance is the one that visually acquire better results. At this point, the only 
remaining issues are those of the luminance.
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4.6. Solve illumination issues on the final images
Up  to  this  point,  the  only  remaining  unwanted  effect  over  the  virtual  images  is  the 
difference in luminance of the spots filled with one or the other reference image data. 
As the reference images are situated in different positions, the light captured from them is 
also different, due to the change of the focus light position with respect to the objects and 
so the change of the specular reflexions over their surface. It has been seen that this leads 
to a final image with spots and areas with different luminance.
In this work three approaches are considered to solve this issue. The first of them is to 
perform an average of the data of both images at the areas where none of them has empty 
spots.  This way, the transitions from the data with one luminance or the other will  be 
smoother.  The  second  approach  is  based  on  global  bias  and  gain  correction  over  the 
original pictures, so that no differences is noticed between the data of one or the other 
source. The third one, as the first case, also takes advantage of the human-eye adaptation to 
smooth transitions. In this case, the Poisson editing is the technique proposed to be done at 
the joining step, in order to have gradual transitions from the spots with one or the other 
luminance.
4.6.1. Average
Remember that from the image combination two results can be obtained. When joining the 
images one of the projected references is taken as a base and its empty areas are filled with 
the data of the other image. So, if the right image is the base, we will be talking of a right-
left image. In the inverse case we will be referring to a left-right image. In order to smooth 
the transitions due to the different luminance of the reference images, the average between 
the left-right final image and the right-left final image is performed. In the ballet case the 
right-left final image would be created by using the projection of camera 3 as the base.
In figure  96 the schematic approach of this  procedure is found. The resulting image is 
shown in figure 97 and in figure 98 a closer look to the luminance issue area is shown.
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Figure 96. Final images average
Figure 97. Ballet sequence: average final image
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Figure 98. Zoom at the occlusions area to show 
the smoothing effect of the average
4.6.2. Global bias and gain correction
Another  method  to  smooth  the  transitions  caused  by  the  different  light  at  which  the 
reference cameras are exposed, is to  preform a luminance compensation step, based on 
global bias and gain correction, on the original pictures (figure 99). The procedure is based 
on [6].
Figure 99: Luminance compensation
The image compensation is done only on one of the reference images in order to match the 
other and, thus, acquire a more realistic effect. In this case the reference image is the right 
one.
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In figures 100 and 101 the images of camera 3 (figure 141 in the Annex) and 5 (figure 143 
in the Annex) are luminance compensated. 
Figure 100: Ballet sequence: corrected reference conventional color 
video image of camera 3
Figure 101. Ballet sequence: corrected reference conventional color  
video image of camera 5
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Taken as the reference the compensated images, the final results have barely noticeable 
unwanted  effects.  Proceeding  with the  perspective  projection,  the  combination  of  both 
images  using  the mask with  the occlusions  expanded and applying  the filtering  to  the 
remaining gaps, the resulting images for the left-right and the right-left cases are shown in 
figures 102 and 103.
Figure 102: Ballet sequence: virtual view generated with the  
reference images compensated and by using the image of camera 3 as  
base
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Figure 103. Ballet sequence: virtual view generated with the reference 
images compensated and by using the image of camera 5 as base
Notice, that in this case the average of the final images can also be done, obtaining the 
results showed in figure 104
Figure 104: Ballet sequence: averaged result form the right-left image 
and the left-right image created with the luminance compensated 
references
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4.6.3. Poisson editing
Another manner to join the images so that the transition from the data taken of one or the 
other reference is not noticed is by the use of seamless filling using Poisson equations [11].
In figure 105, there are two examples of the performance of the Poisson editing. The one 
on top is a generic example just to see the potential of this algorithm. The one at the bottom 
is a virtual view generation joining example. It can be seen that the part of the wall copied 
into the occlusion hand-shaped has adapted to the destination image. However, the copied 
area should had been bigger in order to acquire the desired result.
Figure 105. Seamless coding with Poisson editing  
The  Poisson  seamless  cloning  is  based  on  the  fact  that  the  Poisson  equation  allows 
reconstruction of a scalar function given a vector field and boundary conditions. If the 
vector field is the gradient of the source image with Dirichlet boundary conditions the 
following final equation has to be solved for each of the three color channels of the image:
f x ,y−1f x−1, y −4f x , y fx1,y f x , y1=divG x , y   (4.6.1)
for all  the pixels f(x,y) of the destination area to be filled,  where G(x,y)  is  the source 
image. 
As for each space of size N in pixels that we need to process, an N x N system equation 
has to be solved.  The usual way to implement such algorithms is by the use of sparse 
matrix,  to avoid running out  of  memory.  This  way,  a  simpler  structure of size 5*N is 
required. However, the sparse linear system equation solver implementation is out of scope 
of the current project,  so this procedure remains left  for further experimentation in the 
field.
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Chapter 5. Final results analysis
From the experiments realized different final images are obtained, which, as brought out in 
chapter 4,  are presented and analyzed in this chapter. In order to do  so, apart form the 
results for the  ballet sequence,  the results for the breakdancers sequence would also be 
analyzed.
From the experimentation two different algorithms are proposed to generate the virtual 
views. The main difference relies on whether the filtering of gaps is done before (pre-
filtering) or after (post-filtering) the joining of the projected images. Not only two different 
virtual  views  are  obtained  though  this  two  algorithms.  From each  one  of  them three 
resulting images are obtained: the one that takes as base the right image and as filling the 
left one, the one that takes as base the left image and as filling the right one, and the image 
resulting of the average of them. Thus, there are six possible final images per sequence, 
and depending if the original images are luminance compensated or not, there are up to 
twelve final images to evaluate.
The  figure  106 shows  the  scheme  of  the  two  main  algorithms  proposed,  where  the 
terminology is the following: 
Left/Right input: includes the reference left or right color image, the associated depth 
map, the parameters of the reference camera and the ones of the virtual one.
Project:  is the operation that integrates the de-normalization process for the depth maps, 
the projection to the 3d-coordinate system, the re-projection onto the new camera's image 
plane and the process to copy the data.
Split  and  filter:  is  the  operation  that  integrates  the  splitting  of  the  gaps  from  the 
occlusions on the holes mask and the filtering of those last ones in the image resulting from 
the projection.
Expand: is  the  operation  that  consists  of  expanding  the  occlusions  mask  in  order  to 
eliminate the boundaries of the occlusions. This is done by means of an erosion
Merge: is the process of joining the two projected images, the ones projected from a right 
and a left reference camera.
Clean: is the process of filtering the remaining gaps and occlusions on the joint images.
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Split: is the operation done to obtain a mask of the occlusions from the map of holes.
Merge  masks:  it  merges  the  holes  of  two  masks  in  one,  in  this  case  the  expanded 
occlusion mask with the total gap and occlusion mask.
Average: is the operation that consists of computing the average of two images, in this 
case the right-left image and the left-right images.
Figure 106. Scheme of the virtual view generation methods
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In figure 106 the main differences between the algorithms are highlighted in red. As there 
can be seen, the pre-filtering process includes the filtering stage previous to the joining 
step  along  with  the  splitting  process  (split  and  filter),  while  the  post-filtering  process 
performs a simpler splitting step from where the occlusions to be expanded are extracted 
from the  main  mask.  In  this  lats  case  the  filtering  is  done  after  merging  (clean).  The 
merging mask step is only performed at the post-filtering algorithm as it is needed to have 
the complete gap and expanded occlusions masks for the joining step.
In figures 107 and 108 the implementations scheme for the ballet sequence can be found.
Each  one  of  the  processes  that  for  part  of  the  algorithms,  as  well  as  the  algorithms 
themselves, have been implemented in C++ by me during the realization of this project. 
Now, they are part of the ImagePlus library and available to the Image Processing Group of 
UPC as a tool to generate virtual views, or as independent modules to be used in other 
image processing areas. 
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Figure 107. Ballet sequence: pre-filtering process
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Figure 108. Ballet sequence: post-filtering process
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5.1. Visual analysis
The images  considered  as  final  are  the  ones  resulting  from the  pre-filtering  and post-
filtering algorithms when occlusions expansion has been considered. Those images are:
1. Without luminance compensation on the original images:
(a) Right-left final image pre-filtered: Resulting image of performing the filtering to 
the reference images projected, then joining the image from the right camera with 
the data of the left one using the mask with occlusions expanded of the right one.
Figure 109. Ballet sequence: right-left final  
image pre-filtered   
Figure 110. Breakdancers sequence: right-
left final image pre-filtered
(b) Left-right final image pre-filtered: Resulting image of performing the filtering to 
the reference images projected, then joining the image from left camera with the 
data of the right reference using the mask with occlusions expanded of the left one.
Figure 111. Ballet sequence: left-right final  
image pre-filtered   
Figure 112. Breakdancers sequence: left-
right final image pre-filtered
(c) Average pre-filtered: average image of the right-left final image pre-filtered and 
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the Left-right final image pre-filtered.
Figure 113. Ballet sequence: average pre-
filtered   
Figure 114. Breakdancers sequence:  
average pre-filtered
(d) Right-left  final  image  post-filtered:  Resulting  image  of  performing  the 
combination of images when the image of the right camera is completed with the 
data of the left one using as mask the one with occlusions expanded of the right 
projection and performing a filtering to the final result.
Figure 115. Ballet sequence: right-left final  
image post-filtered   
Figure 116. Breakdancers sequence: right-
left final image post-filtered
(e) Left-right  final  image  post-filtered:  Resulting  image  of  performing  the 
combination of images when the image of the left camera is completed with the 
data of the right one using as mask the one with occlusions expanded of the left 
projection and performing a filtering to the final result.
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Figure 117: Ballet sequence: left-right final  
image post-filtered   
Figure 118: Breakdancers sequence: left-
right final image post-filtered
(f) Average post-filtered: average image of the right-left final image post-filtered and 
the  Left-right final image post-filtered.
Figure 119: Ballet sequence: average post-
filtered   
Figure 120: Breakdancers sequence:  
average post-filtered
The comparison between the images pre-filtered or post-filtered tip the scales in the post-
filtering favor. In the post-filtering case the remaining occlusions at the edges of the image 
are larger than in the pre-filtering case (figure 121). However, in the pre-filtering case, the 
occlusions caused by multiple shadowing objects left after joining the images are more 
visible in the resulting image than in the post-filtering case (figure 122). 
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Figure 121. Artifacts left at the image boundaries
Figure 122: Artifacts left in the pre-filtered images but not in the post-filtered ones
So, visually, the artifacts left at the images pre-filtered are more visible, and hence, worse 
than the ones of the post-filtering case.
2. With luminance compensation over the original images
(a) Right-left final image pre-filtered: Resulting image of performing the filtering to 
the reference images projected, then joining the image from the right camera with 
the data of the left one using the mask with occlusions expanded of the right one.
99
Virtual View Generation for Free Viewpoint Applications
Figure 123. Ballet sequence: right-left final  
image pre-filtered (luminance compensation 
over the originals)   
Figure 124. Breakdancers sequence: right-
left final image pre-filtered (luminance 
compensation over the originals)
(b) Left-right final image pre-filtered: Resulting image of performing the filtering to 
the reference images projected, then joining the image from left camera with the 
data of the right reference using the mask with occlusions expanded of the left one.
Figure 125. Ballet sequence: left-right final  
image pre-filtered (luminance compensation 
over the originals)   
Figure 126. Breakdancers sequence: left-
right final image pre-filtered (luminance 
compensation over the originals)
(c) Average pre-filtered:  average image of the right-left final image pre-filtered and 
the Left-right final image pre-filtered.
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Figure 127. Ballet sequence: average pre-
filtered (luminance compensation over the 
originals)   
Figure 128. Breakdancers sequence:  
average pre-filtered (luminance 
compensation over the originals)
(d) Right-left  final  image  post-filtered: Resulting  image  of  performing  the 
combination of images when the image of the right camera is completed with the 
data of the left one using as mask the one with occlusions expanded of the right 
projection and performing a filtering to the final result.
Figure 129. Ballet sequence: right-left final  
image post-filtered (luminance 
compensation over the originals)   
Figure 130. Breakdancers sequence: right-
left final image post-filtered (luminance 
compensation over the originals)
(e) Left-right  final  image  post-filtered: Resulting  image  of  performing  the 
combination of images when the image of the left camera is completed with the 
data of the right one using as mask the one with occlusions expanded of the left 
projection and performing a filtering to the final result.
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Figure 131. Ballet sequence: left-right final  
image post-filtered (luminance 
compensation over the originals)   
Figure 132. Breakdancers sequence: left-
right final image post-filtered (luminance 
compensation over the originals)
(f) Average post-filtered: average image of the right-left final image post-filtered and 
the  Left-right final image post-filtered.
Figure 133. Ballet sequence: average post-
filtered (luminance compensation over the 
originals)   
Figure 134. Breakdancers sequence:  
average post-filtered (luminance 
compensation over the originals)
Performing a visual analysis over the images obtained, it can be seen that the averaged 
versions have better luminance distribution than the right-left and left-right combinations 
(figure  135).  Besides,  the  ones  obtained  with  the  original  images  compensated  in 
luminance  look  better  than  the  ones  that  are  not.  For  instance,  the  halos  appearing 
surrounding the foreground images are almost imperceptible in the luminance compensated 
case (figure 136).
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Figure 135. Luminance comparison between the right-left image, the left-right image and the 
average of them
Figure 136. Comparison between the results of applying luminance compensation or not over the 
originals
5.2. Quality measures
Once evaluated the images visually, a quality objective measure is also performed. In order 
to evaluate the final images obtained, the final image's PSNR is computed:
PSNR=10∗log255/MSE  (5.2.1)
MSE=∑ I i−Gi 2/N (5.2.2)
Where N is the total number of pixels, Ii the pixels of the evaluated image and Gi  the 
ground-truth image.
For the  ballet sequence the first frame of camera 4 (figure  137) and the same one with 
luminance compensation according to the image of camera 3 (figure 139) are the ones used 
as ground-truth. For the breakdancers, the ground-truth images are that of camera 1, with 
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the luminance compensated generated according to camera 0 (figures 138 and 140).
Figure 137: Ballet sequence: ground-truth 
image (no luminance compensated)
              
Figure 138: Breakdancers sequence:  
ground-truth image (no luminance 
compensated)
Figure 139: Ballet sequence: ground-truth 
image (with luminance compensation)
              
Figure 140: Breakdancers sequence:  
ground-truth image (with luminance 
compensation)
The  resulting  PSNR  between  the  ground-truth  images  with  and  without  luminance 
compensation can be found in table 1.  Next, in tables 2 and 3, the resulting PSNR for the 
final images for the ballet sequence and the breakdancers one are shown. Notice that there 
the PSNR of the luminance compensated images has been computed using the luminance 
compensated ground-truth image. 
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PSNR (dB)
ballet breakdancers
First frame of the sequence from the reference camera with 
luminance compensation
First frame of the sequence 
from the reference camera 36.5315 37.7128
Table 1. PSNR of the original images with or without luminance compensation
PSNR (dB)
ballet
No luminance compensated  Luminance compensated
Right-left final 
image
pre-filtered 30.2147 (figure 109) 
31.1487 
(figure 123)
post-filtered 28.6652 (figure 111)
29.0945
 (figure 125)
Left-right final 
image
pre-filtered 31.6388 (figure113)
31.6511
 (figure 127)
post-filtered 29.4234 (figure 115)
29.2922
 (figure 129)
Average
pre-filtered 31.8988 (figure 117)
32.2485
 (figure 131)
post-filtered 29.4494 (figure 119)
29.4662
 (figure 133)
Table 2.  Ballet sequence: final  images PSNR
PSNR (dB)
breakdancers
No luminance compensated  Luminance compensated
Right-left 
final image 
pre-filtered 30.8287(figure 110)
32.2071
(figure 124)
post-filtered 30.7041(figure 112)
32.0354
(figure 126)
Left-right 
final image 
pre-filtered 31.6351 (figure 114)
32.4603
(figure 128)
post-filtered 31.4752(figure 116)
32.3096
 (figure 130) 
Average
pre-filtered 32.0543(figure 118)
33.5169
(figure 132)
post-filtered 31.7476 (figure120)
33.1163
(figure 134)
Table 3. Breakdancers sequence: final  images PSNR
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There it  can be seen that the images resulting of the algorithms that have as input the 
original images with the luminance compensated have better PSNR than the ones that do 
not use the originals compensated.  Besides,  the average results perform better  than the 
right-left or left-right processes.
Contrasting  with  the  visual  sensation,  the  results  of  the  pre-filtering  case  have  better 
quality than the ones of the post-filtering. Though the post-filtered images contain more 
artifacts, they are situated on the image boundaries, while in the pre-filtering case they are 
situated all over the image. This leads to a worst visual sensation for the last ones, though 
their PSNR is higher (figures 121 and 122).
5.3. Time Performance
In  this  section  the  time  performance  of  the  final  images  obtained  is  analyzed.  The 
processes have been run in a computer with a CPU @ 3GHz. 
In  tables  4 and  5 the time to  generate  a  virtual  frame of  the  ballet and  breakdancers 
sequences is shown. 
Time (seconds)
Ballet sequence
No luminance compensated  Luminance compensated
 Right-left 
final image
pre-filtered 5.37 (figure 109) 
5.38 
(figure 123)
post-filtered 4.18 (figure 111)
4.07
(figure 125)
 Left-right 
final image
pre-filtered 5.49 (figure113)
5.73 
(figure 127)
post-filtered 4.32 (figure 115)
4.26
  (figure 129)
Average
pre-filtered 10.92 (figure 117)
1.,17 
(figure 131)
post-filtered 8.55 (figure 119)
8.38 
(figure 133)
Table 4. Ballet sequence: final  images time performance
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Time (seconds)
Breakdancers sequence
No luminance compensated  Luminance compensated
 Right-left 
final image
pre-filtered 5.14  (figure 110)
5,38
(figure 124)
post-filtered 3.87 (figure 112)
5,73
 (figure 126)
 Left-right 
final image
pre-filtered 5.09 (figure 114)
11,17
(figure 128)
post-filtered 3.09  (figure 116)
4,07
(figure 130) 
Average
pre-filtered 10.28  (figure 118)
4,26
 (figure 132)
post-filtered 8.02  (figure120)
8,38
 (figure 134)
Table 5. Breakdancers sequence: final  images time performance
There it can be seen that the process with pre-filtering takes more time than the process 
with post-filtering. In tables 6 and 7 it can be found the detailed time for each one of the 
steps performed to acquire each one of the final  images.  In these tables,  the terms for 
defining each one of the process steps are the same than the ones at the beginning of the 
chapter, where the global scheme have been presented (page 91), so they correspond to the 
modules implemented in C++.
There it may seem that the splitting and filtering step is the one that makes the pre-filtering 
process to be slower than the post-filtering one, but also the additional filtering done at the 
cleaning step of the pre-filtering case makes it to take longer. Also, the key filtering at the 
pre-filtering process (splitting and filtering) is done over two images, while it is only done 
over one image in the post-filtering case (clean). Besides, the gaps at the projected images 
are more numerous than in the joint images, because of that too the filtering at the pre-
filtering case requires more time.
It is noticeable that whether the original images are luminance compensated or not, the 
process takes the same. This is because the time to perform the luminance correction is not 
included in the virtual view generation algorithm. The decision have been made based on 
that if the original image set is modified in a previous stage, the processing time have no 
influence on the generation of each one of the virtual views.
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Time (seconds) ballet ballet luminance compensated
Pre-filtering
right left right left
Project 1.61 1.60 1.59 1.66
Split and filter 1.74 1.90 1.68 2.10
Expand 0.70 0.75 0.71 0.74
right-left left-right right-left left-right
Merge 0.41 0.42 0.44 0.41
Clean 0.91 0.82 0.96 0.82
Average 0.06 0.06
Total
5.37 5.49 5.38 5.73
10.92 11.17
Post filtering
right left right left
Project 1.62 1.57 1.59 1.61
Split 0.63 0.70 0.59 0.59
Expand 0.59 0.72 0.73 0.71
Merge masks 0.13 0.13 0.09 0.13
right-left left-right right-left left-right
Merge images 0.41 0.42 0.42 0.43
Clean 0.80 0.78 0.65 0.79
Average 0.05 0.05
Total
4.18 4.32 4.07 4.26
8.55 8.38
Table 6. Ballet sequence: process time performance
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Time (seconds) breakdancers breakdancers luminance compensated
Pre-filtering
right left right left
Project 1.75 1.59 1.62 1.61
Split and filter 1.44 1.54 1.42 1.62
Expand 0.70 0.76 0,74 0,74
right-left left-right right-left left-right
Merge 0.41 0.36 0.45 0,42
Clean 0.84 0.84 0.88  0.86
Average 0.05 0.06
Total
5.14 5.09 5.11 5.25
10.28 10.42
Post filtering
right left right left
Project 1.58 1.58 1.58 1.59
Split 0.32 0.48 0.31 0.49
Expand 0.60 0.71 0.74 0.74
Merge masks 0.14 0.13  0.14 0.14
right-left left-right right left
Merge images 0.43 0.42  0.43 0.43
Clean 0.80 0.77  0.79  0.79
Average 0.06 0.06
Total
3.87 4.09 3.99 4.18
8.02 8.23
Table 7. Ballet sequence: process time performance
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Chapter 6. Conclusion
The  current  project  deals  with  the  generation  of  virtual  views  for  free  viewpoint 
applications.  The main problems that arose when generating images in an image plane 
using  the  data  of  other  cameras  that  have  recorded  the  same  scene  from  different 
viewpoints are the formation of gaps and occlusions. 
– Gaps: due to the difference in the sampling rate from one image to another, when 
creating a virtual  image with projected data  of a  reference one,  cracks  or gaps 
appear all over the image.
– Occlusions: near the foreground objects there are huge areas without information. 
These areas that were covered on the reference image appear on the virtual one due 
to the relative movement of the objects when the perspective is changed. As there is 
no known data for the areas that were covered, they are seen as empty areas in the 
virtual view. 
This thesis focuses on solving those issues by means of image combination and a filtering 
step based on gap interpolation. During its implementation some other issues appear for 
which additional solutions have been provided. Those issues are the artifacts at occlusion 
boundaries and the luminance issues.
– Artifacts  at  occlusion  boundaries: the  occlusion  boundaries  next  to  the 
background contain from two to three pixels of data that do not belong there. The 
pixels  belonging  to  the  edge  of  the  foreground  element  has  been  kept  as 
background due to the image segmentation done in order to generate the depth map. 
This pixels, when joining the two reference images become visible.
– Luminance issues: the luminance of the pixels of one or another reference image is 
different due to the different exposure of their image planes. Then, if the data of 
different  cameras is  used to reconstruct the virtual  one,  the final  image contain 
areas that should look uniform that do not.
After projecting the original images from a right and left camera, it has been seen that most 
of the occlusions and gaps are complementary, so they can be mutually filled. Because of 
the artifacts at boundaries and the luminance issues there are two possible results of the 
image combination:
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– Right-left combination: the projected image from the camera situated at the right 
of the virtual viewpoint is completed with the data of the projected left one. This 
way, the artifact boundaries and luminance discordance are visible to the left of the 
foreground elements.
– Left-right combination: in an analog way, the projected image from the camera 
situated  at  the  left  of  the  target  viewpoint  is  completed  with  the  data  of  the 
projected right one. In this case, the artifact boundaries and luminance discordance 
are visible to the right of the foreground elements. 
Thought the obtained images are somewhat different, they both contain some gaps and 
occlusions remaining. In order to fill those areas, a gap interpolation according to the mask 
of holes has been analyzed. Two options have been contemplated here: 
– Pre-filtering option: the gap interpolation is done before joining the images, so 
that no remaining gaps are left after filtering. In this case, the occlusions left on the 
joint image need to be filtered afterwards.
– Post-filtering option:  the gap interpolation is done before joining the images so 
that both the remaining gaps and occlusions are filtered at once.
Whether the image is filtered before or after joining does not change the way to focus on 
the boundary and  illumination problems. To solve the boundaries issue the occlusions on 
the  mask used  for  joining  the  images  have  been  expanded.  This  way,  the  data  at  the 
occlusion boundaries is treated as part of the occlusion and, thus, overwritten by valid data 
from the image that have been used to fill. Referring to the luminance issues, it has been 
found that the most effective way to solve the luminance problem is by compensating the 
luminance  of  the  original  images.  Another  proposition  to  smooth  the  luminance 
irregularities  is  to  average the  right-left  and  left-right  results.  Additionally the Poisson 
editing is proposed as a manner of joining the images in a seamless way, though the full 
implementation of it is out of the scope of this thesis.
At the end, an evaluation of the results of those performances has been done. By means of 
a visual analysis, PSNR measures and the evaluation of the time performance, it has been 
seen that the best of them, quality speaking, is the one that uses luminance compensation 
over  the originals  and which includes  the averaging of  the  right-left  and the  left-right 
results of the post-filtering case. Though it is not the image with better PSNR, because the 
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best one is the image resulting from the pre-filtering process, it is the one with less visible 
final artifacts over the image. However, to acquire that image, it takes twice the time than 
to generate the right-left result or the left-right virtual views. So, it can be said, that the 
better  virtual  view  algorithm  depends  on  the  final  application.  If  this  one  has  time 
restrictions, instead of the averaged image compensated view it would be better to choose 
the right-left or left-right virtual views. 
To sum up, we can confirm that the main objectives of this thesis have been accomplished. 
In the process proposed to generate the virtual views by image combination the gaps and 
occlusions have been successfully eliminated. The final results have no remaining artifacts 
at  occlusions  boundaries  and no perceivable  luminance irregularities.  Besides,  the  tool 
provided to the Image and Processing Group of UPC has already been used to generate 
virtual views for other investigations, such as that of Payman Aflaki [12] and Jordi de la 
Torre, who is currently implementing a 3D video system using  iwear vr920 and the tool 
presented here to generate the virtual views.
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Annex
Annex
In order to perform the experimentation of this project, the sequences provided at [3] have 
been used. In this annex the relevant original data has been included in order to facilitate 
the reader the access to the most relevant information used in the current thesis.
Ballet sequence 
Here the original first frames for the ballet sequence recorded from cameras 3 and 5 can be 
found (figures 141 and 143) along with the associated depth maps (figures 142 and 144). 
The calibration parameters for those cameras are also included here (tables  8and  9). For 
camera  4  only the  color  image (figure  145)  and the  camera  parameters  (table  10)  are 
included.
Figure 141. Ballet sequence: reference conventional color video 
image of camera 3
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Figure 142. Ballet sequence: associated per pixel depth map of  
camera 3
[Image size:]
1024
768
[Rotation matrix:]
0.996415 0.026023 0.080480 
-0.026884 0.999591 0.009614 
-0.080197 -0.011743 0.996707 
[Translation vector:]
 -3.903715 -0.040429  0.168691 
[Calibration matrix]
1909.910000 0.571503 545.069000
0.000000 1915.890000 394.306000
0.000000 0.000000 1.000000
[Projection Matrix:]
1859.334710 43.872112 696.989139 -7363.819186
-83.128945 1910.476066 411.426917 -10.941643-
0.080197 -0.011743 0.996707 0.168691
Table 8.  Ballet sequence: parameters of camera 3
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Figure 143. Ballet sequence: reference conventional color video 
image of camera 5
Figure 144. Ballet sequence: associated per pixel depth map of  
camera 5
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[Image size:]
1024
768
[Rotation matrix:]
0.998175 0.028914 -0.053000 
-0.028594 0.999567 0.006786 
0.053173 -0.005258 0.998570 
[Translation vector:]
3.849864 0.041657 0.428967 
[Calibration matrix:]
1915.780000 1.210910 527.609000
0.000000 1921.730000 394.455000
0.000000 0.000000 1.000000
[Projection matrix:]
1940.303630 53.829080 425.326396 7601.869747 
-33.975592 1918.823847 406.931789 249.261685 
0.053173 -0.005258 0.998570 0.428967 
Table 9.  Ballet sequence: parameters of camera 5
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Figure 145. Ballet sequence: reference conventional color video 
image of camera 4
[Image size:]
1024
768
[Rotation matrix:]
1.000000 0.000000 0.000000
0.000000 1.000000 -0.000000
0.000000 -0.000000 1.000000
[Translation vector:]
-0.000002 0.000006 0.000000
[Calibration matrix:]
1908.250000 0.335031 560.336000
0.000000 1914.160000 409.596000
0.000000 0.000000 1.000000
[Projection matrix:]
1908.250000 0.335031 560.336000 -0.003814 
0.000000 1914.160000 409.596000 0.011485 
0.000000 0.000000 1.000000 0.000000
Table 10.  Ballet sequence: parameters of camera 4
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Breakdancers sequence
Here the original first frames for the breakdancers sequence recorded from cameras 0 and 
2 can be found (figures  146 and 148) along with the associated depth maps (figures  147 
and  149). The calibration parameters for those cameras are also included here (tables  11 
and 12). For camera 1 only the color image (figure 150) and the camera parameters (table 
13) and are included.
Figure 146. Breakdancers sequence: reference conventional color  
video image of camera 0
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Figure 147. Breakdancers sequence: associated per pixel depth map 
of camera 0
[Image size:]
1024
768
[Rotation matrix:]
0.962107 -0.005824 0.272486 
0.004023 0.999964 0.007166 
-0.272519 -0.005795 0.962095 
[Translation vector:]
-14.832727 0.093097 -0.005195 
[Calibration matrix:]
1884.190000 -0.654998 513.700000
0.000000 1887.490000 395.609000
0.000000 0.000000 1.000000
[Projection matrix:]
1672.796743 -14.605388 1007.638904 -27950.405536
-100.217597 1885.129496 394.139194 173.664468
-0.272519 -0.005795 0.962095 -0.005195
Table 11. Breakdancers sequence: parameters of camera 0
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Figure 148. Breakdancers sequence:  reference conventional color  
video image of camera 2
Figure 149. Breakdancers sequence: associated per pixel depth map 
of camera 2
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[Image size:]
1024
768
[Rotation matrix:]
0.987000 -0.009204 0.160317 
0.007599 0.999912 0.010582 
-0.160400 -0.009226 0.986984 
[Translation vector:]
-7.554977 0.000823 1.245294 
[Calibration matrix:]
1904.870000 0.437636 497.954000
0.000000 1908.150000 385.047000
0.000000 0.000000 1.000000
[Projection matrix:]
1800.238194 -21.688950 796.860306 -13771.149549
-47.261507 1904.429639 400.227272 481.067126
-0.160400 -0.009226 0.986984 1.245294
Table 12. Breakdancers sequence: parameters of camera 2
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Figure 150. Breakdancers sequence: reference conventional color  
video image of camera 1
[Image size:]
1024
768
[Rotation matrix:]
0.975810 -0.026010 0.216939
0.022983 0.999598 0.016432
-0.217280 -0.011048 0.976016
[Translation vector:]
-11.315863 -0.167907 0.701363
[Calibration matrix:]
1898.030000 0.282128 517.910000
0.000000 1900.810000 382.815000
0.000000 0.000000 1.000000
[Projection matrix:]
1739.591654 -54.807615 917.249813 -21114.651910
-39.491727 1895.816534 404.867675 -50.667028
-0.217280 -0.011048 0.976016 0.701363
Table 13. Breakdancers sequence: parameters of camera 1
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