The multi-objective design and rehabilitation of water distribution systems (WDS) is defined as the search for the set of system designs which offers the best trade-off between competing design objectives. Typically these objectives will consist of the cost of implementing a system design and a measure of the performance of that system. These measures are often in competition since improvements in the performance of a system generally come at a cost. Here three genetic algorithms which use probabilistic methods to identify building blocks-the Univariate Marginal Distribution Algorithm (UMDA) (Mü hlenbein 1997), the hierarchical Bayesian Optimisation Algorithm (hBOA) (Pelikan 2002) and the Chi-Square Matrix methodology (Aporntewan & Chongstitvatana 2004)-are compared to the well-known multi-objective evolutionary algorithm NSGAII (Deb et al. 2002) for the multi-objective design and rehabilitation of water distribution
NOTATION N the number of decision variables m the number of objectives in the optimisation problem n the size of the set of promising solutions X ¼ ðX 0 ; … ; X N21 Þ a vector of (typically binary) decision variables x ¼ ðx 0 ; … ; x N21 Þ a specific instance of the vector X P i the set of parents of the decision variable X i p i a specific instance of the set P i M an N by N matrix in which the (i,j)th entry is the chi-square goodness of fit statistic for the variables X i and X j y ¼ ðy 0 ; … ; y m21 Þ the vector of objective values for a given solution F ¼ { y 1 ; y 2 ; … ; y f } a front of size f of mutually nondominated solutions S(F) the size of space covered metric local search algorithms to find solutions (Schaake & Lai 1969; Alperovits & Shamir 1977; Morgan & Goulter 1985; Loganathan et al. 1995) . However, the complexity, nonlinearity and discrete nature of WDS optimisation problems seriously limits these methodologies as they can be trapped in a local optima in the solution space (the set of all possible solutions).
Evolutionary algorithms (EAs) have proved to be a valuable tool in the search for good solutions to WDS optimisation problems. EAs were first employed to solve WDS design and rehabilitation problems in which only a single objective was optimised (Simpson et al. 1994; Dandy et al. 1996; Vairavamoorthy & Ali 2000; Babayan et al. 2005) . Any further competing objectives and/or constraints (e.g. minimum pressure constraints) were incorporated into the fitness evaluation of a solution as a penalty function added to the solution's cost.
More recently multi-objective evolutionary algorithms such as NSGA-II (Deb et al. 2002) have been applied to the design and rehabilitation of water distribution systems in which more than one objective compete in the solution space (Halhal et al. 1997; Walters et al. 1999; Farmani et al. 2003 Farmani et al. , 2005a Prasad & Park 2004; Kapelan et al. 2005; Babayan et al. 2007) . NSGA-II is a genetic algorithm which searches for a Pareto optimal front which is the best possible set of mutually non-dominated solutions.
The ability of NSGA-II to identify the best trade-off between a set of competing objectives makes it a useful tool throughout the water industry with recent applications including the calibration of storm water runoff models (Hejazi et al. 2008 ) and the calculation of reservoir operating rules (Kim et al. 2008) .
Simple EAs, including NSGA-II, perform operations such as crossover and mutation on a pair of parent chromosomes to produce a pair of child chromosomes.
These operations make no allowance for any dependence between decision variables and so the optimisation process can be deceived into ignoring important solutions. Consider a simple WDS with a reservoir at node A and a demand at node D. If the design options are to install pipes in series between nodes A and B, nodes B and C, and nodes C and D then, due to the cost of including a pipe, a simple genetic algorithm which considers each pipe separately will prefer not to put a pipe at any position unless there are already pipes in the other two positions, since to do so would increase the cost with no improvement in pressure at node D. Suppose this design problem is formulated as the vector (i,j,k) where i, j and k are 1 if pipes are to be laid between nodes A and B, B and C, and C and D, respectively, and zero otherwise. The evolutionary techniques of crossover and mutation applied to single bits will tend to lead toward the local optimum (0,0,0) rather than the global optimum (1,1,1). This type of function is known in the literature as the trap function (see, for example, Deb & Goldberg 1991) . 
WDS DESIGN AND REHABILITATION PROBLEM
The problem of the optimal design or rehabilitation of WDS is to find the most effective way of investing money into a new (design) or existing (rehabilitation) distribution network. Investment in network infrastructure can take many forms including laying new pipes, installing new tanks and pumps, and cleaning existing pipes. Effectiveness will typically be measured as a benefit relative to some worst case design (for example, Walters et al. (1999) , who consider benefit relative to the system performance before rehabilitation) or as a shortfall relative to a set of design ideals (for example, Simpson et al. (1994) , who consider nodal pressure shortfalls for a system).
For each of the problems considered in this paper network layouts are predefined based on the locations and elevations of water sources and demands, and pipelines are predetermined based on either engineering considerations (such as following the paths of roads) in the case of new designs or on the positions of existing pipes in the case of rehabilitations. Each system has a set of requirements such as the need to supply each node with a given demand at a given pressure. The potential investments for the system will be encoded as a set of design variables. These will include the diameters of new pipes used, the positions and sizes of new tanks, pump operation schedules, and the decision whether to clean old pipes or not.
For a given set of design variables the system will be analysed and the measure of effectiveness will be calculated.
In this paper the hydraulic solver Epanet2 (Rossman 2000) is used to analyse the system. Epanet2 uses a model in which a set of nonlinear equations is formed representing energy and mass balances within the system. Epanet2
solves these equations to find the pressures and flows within the system. The measure of effectiveness is calculated based on these pressures and flows and the total cost of the investment represented by the design variables is calculated.
The aim of the multi-objective optimisation presented here is to find the sets of design variables (solutions) which offer the best trade-off between maximising the effectiveness (minimising the shortfall) and minimising the investment cost.
OPTIMISATION ALGORITHMS
The four algorithms considered are described below. Each algorithm is designed to search for the Pareto optimal front of a problem. The Pareto optimal front is the set of all nondominated solutions in a solution space, that is, the solutions in the Pareto optimal front cannot be outperformed in all objectives by any other possible solution.
The goal of Pareto optimisation is to find a front which is both as close as possible to the Pareto optimal front, and has as much diversity as possible among its members.
In the following section solution A is said to be 
THE NON-DOMINATED SORTING GENETIC ALGORITHM-II
The Non-dominated Sorting Genetic Algorithm-II (NSGA-II) (Deb et al. 2002 ) is a multi-objective evolutionary algorithm which employs the traditional techniques of crossover and mutation in the search for the Pareto optimal front. The algorithm works as follows. In the first step, the initial population is created and sorted into fronts whereby the first front contains those solutions which are not dominated by any other solutions in the population, the second front contains those solutions which are only dominated by members of the first front, and so on. Next the solutions within each front are assigned a crowding distance which gives a measure of how dense the front is in the vicinity of that solution (see Deb et al. 2002) .
In the second algorithm step, an offspring population is created by selecting members of the current population and performing the operations of crossover and mutation to produce new solutions. When selecting solutions (using, for example, tournament or roulette wheel selection)
candidates are compared by their front number with lower numbered fronts given preference. In the event of two solutions coming from the same front the solution with the greater crowding distance is chosen.
In the third algorithm step, a new population is created by sorting solutions from both the current population and the offspring population into fronts. Once the assignment of a new front would raise the population size above the required number, solutions are added from the next front starting with the solution with the greatest crowding distance until the population is full.
The search process then involves repeating steps two and three until some termination criteria is met.
In this paper selection is achieved using tournament selection, in which a set of t individuals is chosen at random from the population, and the best solution in the set is selected. The termination criteria is that a maximum number of generations has been reached.
Each of the following algorithms operates identically to NSGA-II except in the creation of the offspring population (i.e. the second step).
THE UNIVARIATE MARGINAL DISTRIBUTION ALGORITHM
The First the set of promising solutions, the parent population, is selected from the current population. The size of this set is given by a parameter of the algorithm as a percentage of the population size. The solutions in this set can be thought of as instances of the random vector X ¼ ðX 0 ; … ; X N21 Þ, where N is the number of decision variables. In UMDA, the probability that a solution will have the vector x ¼ ðx 0 ; … ; x N21 Þ is approximated as the product of the univariate marginal probabilities that the variables X i will take the values x i :
These univariate marginal distributions are calculated from the parent population as follows:
Once the P(X i ¼ x i ) have been calculated for all instances of all decision variables, the model is sampled to create the offspring population. To create a new solution each decision variable is randomly generated based on the
Once the required number of new solutions have been assigned to the offspring population, the next generation is created as in the third step of NSGA-II described above.
THE HIERARCHICAL BAYESIAN OPTIMISATION ALGORITHM
The hierarchical Bayesian Optimisation Algorithm (Pelikan 2002) differs from UMDA in the way the probabilistic model is built and sampled. hBOA employs a Bayesian network to learn an approximation of the probability Pð
between decisions are encoded as dependences between variables.
A Bayesian network is an acyclic directed graph which approximates the probability distribution as follows:
The network consists of a set of nodes representing the variables X i and a set of directed edges representing the dependences such that an edge from X j to X i denotes that X j is a parent of X i . In hBOA the network is built by using a hill climbing algorithm to build a set of decision graphs, one for each variable, in such a way as to maximise a scoring metric. Any dependence identified in a decision graph corresponds to the addition of an edge in the Bayesian network. Any dependence which would create a cycle in the network is discarded. For details of the building of the Bayesian network see Pelikan (2002) .
Once a Bayesian network describing the set of promising solutions has been built, it can be sampled to create the offspring population. Variables are sampled using the corresponding decision graph, working in such an order that all of the parents of a variable are sampled before that variable (this will always be possible since the Bayesian network is acyclic).
hBOA has been seen to solve a number of challenging problems in low order polynomial time (Pelikan 2002) .
For the case of the least cost design and rehabilitation of water distribution systems, hBOA has been seen to offer significant improvements over simple GAs, particularly for large systems (Olsson et al. 2007a ). However, for particularly large systems hBOA's computational complexity has proven to limit its applicability (Olsson et al. 2007b ).
THE CHI-SQUARE MATRIX FOR BUILDING BLOCK IDENTIFICATION
While the two PMBGAs above build and sample a probabilistic model describing the joint distribution Given a set of promising solutions, a chi-square matrix is built. This matrix, M, is an N by N symmetric matrix in which the element m i,j is the chi-square statistic for the variables X i and X j :
The chi-square statistic is defined as follows:
where C x i ;x j ðX i ; X j Þ is the number of individuals in the set of promising solutions with X i ¼ x i and X j ¼ x j , and n is the total number of promising solutions.
If there is no dependence between X i and X j then the expected value of C x i ;x j ðX i ; X j Þ will be n/4 for each (x i ,x j ).
Thus the chi-square statistic will be close to zero. Once the chi-square matrix as been computed, a partitioning algorithm is employed to sort the variables X i into sets such that the chi-square values of variables in the same partition subset are high, and the chi-square values of variables in different subsets are low. For details of this partitioning algorithm see Aporntewan & Chongstitvatana (2004) . Each partition subset represents a building block.
Once the variables have been partitioned, parents are paired up and a crossover operator is applied in such a way that all variables in the same BB are taken from the same parent. Once the offspring population has been generated the algorithm continues as with NSGA-II.
For large systems, the chi-square method is considerably less computationally demanding than hBOA.
CASE STUDIES
The three probabilistic evolutionary algorithms outlined above are compared to NSGA-II for the multi-objective optimisation of three WDS design and rehabilitation problems, the New York tunnels problem, the Anytown network and a real-world WDS. In each case the following two performance metrics of Zitzler & Thiele (1999) are used to compare the fronts found.
For an m objective optimisation, let y ¼ ðy 0 ; … ; y m21 Þ be the vector of objective values for a solution, and let
gives the union of the spaces covered by each of the y i , where the space covered is the volume enclosed by the y i and the axes. In the case of a twoobjective optimisation this is simply the area of the rectangle formed by the two axes and the point (y 0 ,y 1 ).
In order for this metric to be meaningful it is assumed that all objective values are non-negative and that either all objectives are being maximised or all are being minimised. This metric considered alone can be deceptive as it can favour fronts with poor coverage over fronts with good coverage. For example, consider the two fronts F 1 ¼ {(2,2)} and F 2 ¼ {(3,1), (2,2),(1,3)}, in which two objectives are being minimised. The first front has the metric value S(F 1 ) ¼ 4 while the second has a metric value of S(F 2 ) ¼ 6.
Since the objectives are being minimised a better front should cover a smaller area, yet the second front is clearly better than the first.
For this reason a coverage metric is also used. For two fronts, F 1 and F 2 , the coverage of two sets metric C(F 1 ,F 2 ) gives the proportion of points in F 2 which are covered by (dominated by or equal to) points in F 1 . This gives a comparative measure of two fronts, but does not provide any information about how good either front is in its own right. For the case of the two fronts considered above, all of the points in F 1 are covered by F 1 (since the point (2,2) in F 1 covers the same point in F 1 ) so C(F 2 ,F 1 ) ¼ 1: however, only one of the three points in F 1 is covered by F 1 so C(F 1 ,F 2 ) ¼ 1/3. Thus F 2 can be seen to give better coverage than F 1 .
The New York tunnels problem
The New York tunnels system, as shown in Figure 1, consists of a single reservoir and a network of 21 pipes (see Schaake & Lai 1969 The cost in US dollars ($) of a candidate solution is given by
where D i and L i are the diameter (in inches) and length (in feet) of pipe i, and the sum is taken over all pipes.
The two objectives considered in this paper are to minimise the rehabilitation cost C and to minimise the total head deficit H. H is the sum of heads required minus heads available over all nodes for which the head available is less than the head required, where all heads are measured in feet.
For each algorithm a sensitivity analysis was performed to find the values of the key parameters which gave the best fronts after 50,000 evaluations. These parameters are the population size, the number of generations, the number of offspring produced (as a percentage of the population size) and the number of promising solutions on which the BB identification is based (as a percentage of the population size). Due to the time required to run each optimisation this sensitivity analysis is necessarily limited: however, the parameters used (see Table 1 ) are considered to give a good indication of the relative convergence speeds of the four algorithms.
Each algorithm was run 10 times with the identified parameters. In order to give a comparison of the number of fitness evaluations required for convergence, each algorithm was stopped after 200,000 evaluations, and the results after this many evaluations compared. Table 2 gives the minimum, mean and maximum S metric values for each of the algorithms. Based on this metric UMDA and CSM both appear to perform better than NSGA-II while hBOA performs worse. However, NSGA-II offers far better consistency in terms of the variation in areas enclosed by its fronts. Table 3 gives the minimum, mean and maximum C metric values for each pair of algorithms.
Considering the diagonal entries first it is clear that UMDA and NSGA-II offer a much more consistent set of fronts than hBOA and CSM. The minimum values of zero for the latter two show that a front given using one random seed can completely dominate a front given by the same algorithm using a different random seed. The nondiagonal entries show a broadly similar performance between NSGA-II and UMDA. hBOA is seen to perform poorly against NSGA-II and UMDA, and not much better against CSM. The high maximum scores for the CSM demonstrate that, with the right random seed, this algorithm can provide a good front, though the low minimum and mean scores suggest that the fronts are more often poor. The best front in each case (as determined using the C metric values) is presented in Figure 2 and the worst front is presented in Figure 3 . In the best case the algorithms UMDA and CSM agree well with NSGA-II while hBOA is seen to perform as well at specific points along the front but poorly elsewhere. In the worst case it is clear that all three building block identification methods fail to give good coverage of the front. The poor performance of these algorithms for some random seeds is thought to be caused by their concentrating on BBs which are important for solutions in some parts of the front but not for others.
For the case of hBOA, Khan et al. (1999) It is therefore clear that, as well as offering less consistent results, the three BB identification algorithms are more time-consuming. The Anytown network
The Anytown water distribution system (see et al. (1987) . The need to optimise pumping schedules, to design new tanks that fill and empty over average daily flows and to allow for emergency flows combine to make it difficult to choose between one solution and another.
For example, one solution may satisfy all pressure requirements under average daily flows, but the end-of-day tank levels may differ from the start-of-day levels. Another solution may have tanks which end the day with the same water levels as they start the day, but may fail to meet pressure requirements under instantaneous peak flows.
The main challenge of the Anytown network is to derive suitable measures for the quality of solutions. Since this paper concentrates on comparing the evolutionary algorithms used to optimise the system rather than the measure of quality itself a simple shortfall function is used as the second objective:
where w is a weighting, NPS is the total nodal pressure shortfall across all nodes under all conditions and TLD is the total tank level discrepancy across all tanks during average daily flows. This is calculated as the sum of the difference between intended and observed minimum levels, the difference between intended and observed maximum levels, and the difference between start-of-day and end-ofday levels.
While this shortfall function has the benefit of simplicity it is worth noting that the weighting is arbitrary and so the optimisation can be biased toward solutions that perform well in terms of NPS and poorly in terms of TLD, or vice versa. For this reason a number of more refined measures of quality have been developed including the benefit function of Walters et al. (1999) and the reliability (resilience) index of Farmani et al. (2005b) . More recently a three-objective cost vs. reliability vs. water quality optimisation has been proposed by Farmani et al. (2006) .
Solutions are encoded as 276-bit binary strings.
A weight of w ¼ 0.25 is used in the shortfall function (thus the optimisation is encouraged to look more favourably on solutions with low TLD than those with low NPS). As for the New York tunnels example a limited sensitivity analysis was performed to find the set of parameters which offered the best convergence after 50,000 evaluations over a selection of runs. The parameters used are given in Table 5 . Each algorithm was run five times with the identified parameters. In order to keep CPU times to a manageable level the algorithms were stopped after 200,000 fitness evaluations (where each evaluation involves 5 hydraulic simulations) and the convergence up to that point is compared here. Table 6 gives the minimum, mean and maximum S metric values for each algorithm. The difference between minimum and maximum values is significantly smaller for NSGA-II than for the three BB identification algorithms, suggesting that this algorithm is less sensitive to changes in the initial population. The S metric values for the 3 BB identification algorithms are generally smaller, though this alone does not indicate whether these fronts generally dominate those of NSGA-II or whether they cover a smaller range of solutions. Table 7 shows the minimum, mean and maximum C metric values for each pair of algorithms.
The diagonal entries suggest that NSGA-II and hBOA offer greater consistency of coverage than UMDA and CMS.
The first row shows that NSGA-II rarely produces solutions which dominate those of the BB identification methodologies. While the fronts given by CSM cover a significant portion of the solutions found by NSGA-II, they cover a fairly small percentage of solutions found by UMDA and hBOA. The best front for each algorithm is presented in Figure 5 . As before, it can be seen that NSGA-II offers the best range of solutions between high shortfall -low cost designs and high cost -low shortfall designs. The three BB identification methods concentrate on the low shortfall end of this range. However, in this area, the BB identification methods offer better results. Figure 6 shows the worst front for each algorithm. Again, it is clear that the probabilistic methods are converging better for different parts of the front. Table 8 gives three solutions from the best fronts produced by each of the algorithms (the last row will be discussed in the next paragraph). The lowest cost solutions vary considerably both in terms of cost, ranging from just over $4 million in the case of NSGA-II to $7 million in the case of UMDA, and in terms of shortfall, ranging from 7,980
for NSGA-II to only 1,460 for UMDA. These shortfalls are a weighting of the NPS (measured in psi in the original formulation of the problem) and the TLD (measured in feet in the original formulation). These measures are also The minimum, median and maximum cost solutions found by this run are presented in the last row of Table 8 . While the least shortfall solution of NSGA-II is improved with the increased run length, it is still more expensive than those given by the BB identification methods.
A real-world system
The network shown in Figure 7 is a real-world WDS consisting of 535 demand nodes fed by a single reservoir. With this many potential solutions, hBOA was found to perform poorly because the computational complexity of the algorithm prevented a suitably large population size from being used. By restricting the number of pipe diameter options to 8 the solution space was reduced to approximately 5.7 £ 10 570 . This allowed larger populations to be used within hBOA, which in turn allowed the algorithm to more accurately estimate the structure of the problem.
In this case hBOA was found to offer noticeable improvement over solutions from the literature (Keedwell & Khu 2006) .
Here the restricted set of pipe diameters is used and a multi-objective optimisation is performed to minimise both the cost and the maximum nodal head deficit. Each solution is coded as an 1896-bit binary string. Any infeasible solutions (solutions incapable of satisfying demand with any positive pressure) are penalised with a cost of e10 million. A limited sensitivity analysis is performed and the parameters shown in Table 9 selected. It is noted that, despite the use of a reduced set of pipe diameters, the population size used with hBOA is restricted by the memory requirements of building Bayesian networks for large datasets covering a large number of variables.
Each algorithm was run five times and stopped after 250,000 fitness evaluations with the exception of hBOA, which was stopped after only 100,000 evaluations due to the long computation times taken by this algorithm. Table 10 shows the S metric values for the algorithms. NSGA-II, UMDA and CSM all give relatively consistent S metric values compared to hBOA, which produces fronts enclosing areas ranging from 384 million up to 19,831 million.
Over the five runs hBOA produces fronts ranging in size from 74 solutions down to only 2. This lack of consistency may in part be due to the reduced number of fitness evaluations performed by hBOA: however, it is thought that the main cause is the limited population size leading hBOA to evolve toward a specific part of the Pareto optimal front with a high dependence on the initial population (i.e. random seed). for the parts of the front they do cover.
The best front from each algorithm is presented in Figure 8 . hBOA is seen to give only two solutions, both with significantly worse objective values than solutions offered by the other algorithms. The restriction on population size due to computer memory constraints limits the amount of data hBOA can use to build Bayesian networks, and thus the ability to use BBs to drive the evolutionary process.
For the remaining algorithms any increase in the quality of solutions is seen to be matched with a decrease in the range of solutions covered. Figure 9 shows the worst fronts for each algorithm. Here it is seen that, while hBOA offers a more diverse set of solutions, the quality of those solutions is decreased. For the other algorithms the same pattern of quality solutions being found at the expense of diversity among solutions is seen. Table 12 shows the lowest cost, median cost and highest cost solutions for each of the algorithms taken from the fronts identified as best based on the C metric values.
The NSGA-II, UMDA and CSM algorithms find solutions which fully satisfy the nodal pressure requirements of the system. NSGA-II does this with a cost of e8.8 million.
CSM reduces this cost by a quarter while UMDA halves the cost. It is noticeable that even the minimum cost solution offered by NSGA-II is more expensive than the maximum cost solutions offered by UMDA and CSM.
For this large system NSGA-II took, on average, 437 min to run, UMDA took 695 min, CSM took 5,087 min and hBOA took 6,039 min (for less than half the fitness evaluations). An additional run of NSGA-II is performed with the same population size for 15,000
generations, giving 12 times the number of fitness evaluations. This run took 4,874 min. The front for this run is included in Figure 8 . It can be seen that, although the additional generations offer noticeable improvement in solutions, NSGA-II still does not find solutions as good as those found by UMDA or CSM. This supports the conclusion that the use of building blocks to guide the search for optimal solutions can significantly improve the scalability of evolutionary algorithms to large problems.
CONCLUSIONS
In this paper three optimisation algorithms which identify and preserve building blocks by employing probabilistic analysis to link decision variables were compared to NSGA-II for the multi-objective optimisation of water distribution systems. For a number of mathematical test functions, BB identification has been seen to significantly enhance the efficiency of genetic algorithms (Pelikan 2002; Aporntewan & Chongstitvatana 2004 ) and this improvement has recently been shown to extend to single-objective WDS design and rehabilitation (Olsson et al. 2007a,b) .
For the case of multi-objective WDS optimisation it is clear that the complexity of these problems has a strong effect on the ability of the probabilistic methods to provide good Pareto fronts. This conclusion is supported by Sastry and cause significant problems in maintaining a good coverage of the Pareto optimal front. By allowing BBs to to find a good spread of solutions. By modelling the distribution of variables in a population CSM and hBOA are able to guide the evolutionary process toward better solutions, but do so at the expense of good coverage.
By ignoring interactions in this model UMDA guides the process toward a specific part of the front, and can therefore give better solutions than CSM and hBOA. However, this improvement comes at the expense of further loss of front coverage. Methods such as clustering (Khan et al. 1999) may be able to improve the coverage of probabilistic BB identification methodologies, though when Pareto optimal fronts contain a large number of solutions it is likely that a large number of clusters would be needed and that computation time would therefore be increased significantly.
Although the loss of coverage may make BB identification algorithms unsuitable for small WDS design and rehabilitation problems such as the New York tunnels problem, for larger, real-life WDS problems it is clear that the scalability gained through the identification of BBs can outweigh problems of coverage and allow multiobjective optimisations which offer serious advantages over NSGA-II.
