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BAYESIAN VARIABLE SELECTION AND ESTIMATION BASED ON
GLOBAL-LOCAL SHRINKAGE PRIORS
XUEYING TANG, XIAOFAN XU, MALAY GHOSH AND PRASENJIT GHOSH
Abstract. In this paper, we consider Bayesian variable selection problem of linear regres-
sion model with global-local shrinkage priors on the regression coefficients. We propose a
variable selection procedure that select a variable if the ratio of the posterior mean to the
ordinary least square estimate of the corresponding coefficient is greater than 1/2. Under
the assumption of orthogonal designs, we show that if the local parameters have polynomial-
tailed priors, our proposed method enjoys the oracle property in the sense that it can achieve
variable selection consistency and optimal estimation rate at the same time. However, if,
instead, an exponential-tailed prior is used for the local parameters, the proposed method
does not have the oracle property.
1. Introduction
The objective of this article is simultaneous variable selection and estimation in linear
regression models under global-local shrinkage priors and a suitable thresholding. Selection
of the best available model among a set of candidate models is extremely useful for most
statistical applications. The problem often reduces to the choice of a subset of variables
from all predictive variables in a regression setting. Linear regression models continue to
occupy a prominent place in variable selection problems due to their interpretability as well
as analytical tractability. Throughout this paper, we consider classical linear regression
models with response vector Y = (y1, . . . , yn) and a set of predictors x1, . . . ,xp. The target
is to fit a model of the form
(1) Y =
p∑
i=1
xiβi + ǫ = Xβ + ǫ,
where X = (x1, . . . ,xp), β = (β1, . . . , βp)
T , and ǫ ∼ N(0n, σ2In). The goal of variable
selection is to pick only a subset of predictors that are relevant for predicting a given response.
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Historically, penalized regression methods have been very successful for variable selection.
In its general form, the problem reduces to minimization of the objective function
(2) f(β) = ‖Y −Xβ‖2 + λ
p∑
i=1
u(βi),
where λ is the penalty parameter. The choice u(z) = z2 leads to the ridge (Marquardt and Snee,
1975) estimator, while u(z) = |z| leads to the lasso (Tibshirani, 1996) estimator of β. One
of the advantages of the lasso estimator is that it can produce exact zero estimates for some
of the regression coefficients. Despite this distinctive feature, the lasso method has some
limitations in its original form. Zou (2006) showed that lasso estimators could not achieve
consistent variable selection and optimal estimation rate at the same time. He proposed
instead the adaptive lasso which heavily penalized zero coefficients and moderately penal-
ized large coefficients using data dependent weights for different coefficients. Specifically, the
adaptive lasso estimates are found as
(3) βˆ
adap
= argmin
β
{
‖Y −Xβ‖2 + λ
p∑
i=1
|βi|/|βˆi|γ
}
for some γ > 0 where βˆi is the least squares estimator of βi. The adaptive lasso enjoys the
oracle property in the sense that it achieves simultaneously variable selection consistency and
asymptotic normality with
√
n convergence rate. One important feature, implicit in the proof
of Theorem 2 of Zou (2006), is that βˆadapi /βˆi
P→ 0 or 1 according as the true coefficient value
equals or is different from zero. This property is the main motivation for us to develop a new
thresholding method in a Bayesian context.
The history of Bayesian variable selection goes a long way back starting with Mitchell and Beauchamp
(1988), where a spike and slab prior is used for the coefficients. The spike part of their prior
placed probability mass at zero to exclude irrelevant variables, while the slab part used a
uniform distribution with a large symmetric range to include the important variables. Since
then, many priors invented for variable selection possess the spike-and-slab feature, although
they differ in the choice of the distributions for the two parts. George and McCulloch (1993)
proposed stochastic search variable selection (SSVS) which assumed βi to be a mixture of
two normal distributions with different variances. The spike part is the one with a smaller
3variance while the slab part is the one with a much larger variance. Different from the above,
Geweke (1996) used positive mass at 0 for the spike part and a normal distribution for the
slab part. Another example is Narisetty and He (2014). Xu and Ghosh (2015) also consid-
ered spike-and-slab priors, but used median thresholding to select variables in the group lasso
framework.
An alternative approach to Bayesian variable selection is to use shrinkage priors for the
regression coefficients. An early example of this approach is the Bayesian lasso introduced
by Park and Casella (2008). They performed a full Bayesian analysis analogous to lasso,
interpreting ‖Y − Xβ‖2 in (2) as the negative of a multiple of the log-likelihood and the
penalty function λ
∑p
i=1 |βi| as the negative of a double exponential prior for βi. Following a
similar idea, Li and Lin (2010) proposed Bayesian elastic net.
Unlike the spike-and-slab priors, shrinkage priors cannot naturally produce exact zero es-
timates of the regression coefficients with positive probability. Thus a critical question to
answer when using shrinkage priors for variable selection is how to actually select relevant
variables. Li and Lin (2010) presented the credible interval criterion which selects predictor
xi if the credible interval of βi does not cover 0. A criterion called scaled neighborhood cri-
terion is also considered in Li and Lin (2010). It selects predictors with posterior probability
of belonging to [−√Var(βj |Y),√Var(βj |Y)] less than a certain threshold. These authors
did not address the issue of any oracle property of their procedures. Bondell and Reich
(2012) employed the conjugate normal priors for βi and used sparse solutions within poste-
rior credible regions to perform selection. They gave a theoretical proof of variable selection
consistency of their method. Recently, Hahn and Carvalho (2015) proposed selection of vari-
ables by minimizing the “decoupled shrinkage and selection” loss function after finding the
posterior mean of β. However, a surrogate optimization problem has to be used since the
original one is intractable in the presence of moderate to large number of predictors.
In this paper, we consider the problem of variable selection and estimation using global-
local shrinkage priors. The prior of Park and Casella (2008) came as special cases. Specifi-
cally, we assume the prior distribution of βi is a scale mixture of normals:
βi | ind∼ N(0, σ2γiτ), γi ind∼ π(γi).
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These priors approximate the spike-and-slab priors, but instead are symmetric, unimodal and
absolutely continuous. They place significant probability mass around zero and have heavy
tails to signify the inclusion of relevant variables. The local parameters γi control the degree
of shrinkage of each individual βi while the global parameter causes an overall shrinkage.
We give a list of such priors in a later section. The list includes not only the now famous
horseshoe prior of Carvalho et al. (2010), but several other priors considered, for example,
in Griffin and Brown (2010, 2011), Polson and Scott (2010, 2012) and Armagan et al. (2011,
2012). We also find it convenient to classify the priors π(γi) into two subclasses: those with
exponential tails and those with polynomial tails. We propose a thresholding procedure to
select relevant variables in the model. It turns out that the theoretical properties of our
proposed method are closely related to the tails of π(γi). As we will show in the subsequent
sections, if polynomial-tailed priors are used, the proposed method attains the oracle property
for certain choice of τ in the same sense as the adaptive lasso. In contrast, the exponential-
tailed priors, while attaining variable consistency for some choice of τ , will fail to attain
asymptotic normality at the
√
n rate.
The outline of the remaining sections is as follows. The general class of shrinkage priors
and the thresholding procedure are described in Section 2. In Section 3, we present the
theoretical properties of the proposed method for orthogonal designs. Section 4 contains
some simulation results. Some final remarks are made in Section 5. The technical proofs of
the results are deferred to the Appendix.
We want to highlight some of the findings of our paper and also compare and contrast the
same with some of the other variable selection procedures. The thresholding approach used
in our paper attains simultaneous variable selection and estimation with exact zero estimates
of some of the regression coefficients similar to the original lasso. While variable selection
consistency has been addressed in a large number of papers including situations where p≫ n,
the asymptotic normality of the non-zero vector of regression coefficients, to our knowledge,
has not been considered earlier in this generality. Moreover, although the exponential-tailed
priors including those of Park and Casella (2008) have been addressed quite frequently in the
literature, their asymptotic non-optimality, as pointed by us, has not been addressed before.
Finally, despite the fact that the oracle properties are proved only for orthogonal designs,
5the proposed selection mechanism works for non-orthogonal designs as well as shown in the
simulations of Section 4.
2. Global local shrinkage priors and proposed Method
For clarity, we reiterate the model considered in this article:
Y ∼ N(Xβ, σ2In),(M1)
βi|γi ind∼ N(0, σ2γiτ), i = 1, . . . , p,(M2)
γi
ind∼ π(γi), i = 1, . . . , p.(M3)
Throughout this article, we assume p = pn ≤ n.
Many priors in Bayesian literature can be expressed in the form of scale mixture of normals,
as in (M2) and (M3). Table 1, given later in Section 3, presents a list of such priors (of βi)
and the corresponding form of π(γi). By employing two levels of parameters to express
the variances in (M2), the global-local shrinkage priors assign large probabilities around zero
while assigning non-trivial probabilities to values far from zero. The global parameter τ tends
to shrink all βi’s towards zero. At the same time, the local parameters γi control the degree
of shrinkage of each individual βi. If π(γi) is appropriately heavy tailed, the coefficients of
important variables can be left almost unshrunk.
In the same spirit as Park and Casella (2008), placing a prior on βi is closely related with
adding a penalty term of βi to the ordinary least square objective function, so the properties
of penalized regression estimators can shed light on the features of Bayesian estimator of βi.
The proof of Theorem 2 in Zou (2006) implies that under mild conditions,
βˆadapi
βˆi
p→


0, whenβ0i = 0,
1, when β0i 6= 0,
(4)
where β0i is the true value of βi and βˆi is the ordinary least square estimator of βi. This indi-
cates that the adaptive lasso estimator for the coefficient of an irrelevant variable converges
to zero faster than the least square estimator. In fact, (4) holds by replacing the adaptive
lasso estimator with any penalized regression estimator that has the oracle property as given
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in Zou (2006). Many of these estimators can also be interpreted as posterior modes of priors
specified in (M1)-(M3). Due to the asymptotic closeness of posterior means and posterior
modes under such priors, one can threshold the ratio of posterior mean and least square
estimator to obtain an oracle variable selection procedure even though the posterior mean is
not sparse. Motivated by this, we propose to select predictor xi if
(5)
∣∣∣∣∣ βˆ
PM
i
βˆi
∣∣∣∣∣ > 12 ,
where βˆPMi is the posterior mean of βi under certain shrinkage prior. We refer to this
procedure as Half Thresholding (HT) and define the HT estimator of βi as
βˆHTi = βˆ
PM
i I
(∣∣∣∣∣ βˆ
PM
i
βˆi
∣∣∣∣∣ > 12
)
.
Our proposed HT procedure is simple and easy to implement. Once the posterior mean
and the ordinary least square estimate of β are obtained, variable selection can be performed
without any extra optimization step as required for example in Bondell and Reich (2012) and
Hahn and Carvalho (2015). Besides its simplicity, as we will show in the next section, the
HT procedure enjoys oracle properties for orthogonal designs if the global parameter τ and
the prior of γi are chosen appropriately.
3. Theoretical Results
We consider two general types of priors π(γi) given by
π (γi) = γ
−a−1
i L (γi) , a > 0,(P)
π (γi) = exp (−bγi)L (γi) , b > 0,(E)
where L (·) is a nonnegative slowly varying function in Karamata’s sense (Bingham et al.,
1987, p. 6) defined on (0,∞). We will call the priors in the form of (P) and (E) polynomial-
tailed priors and exponential-tailed priors respectively. As we will show later in this section
that the theoretical performances of the HT method is closely related with the tails of the
prior of γi. Table 1 provides a list of commonly used scale mixture priors of βi and the
corresponding form of π(γi). The Class column gives which class the prior belongs to. The
7corresponding form of L is given in the last column. The half-hyperbolic and positive logistic
distribution are included in the list as examples of exponential-tailed distributions other than
the exponential distributions, although they have not been used as priors in literature.
Prior π(γi)/C Class L(γi)/C
Double-exponential exp{−bγi} E 1
Half-hyperbolic exp
{
−b
√
1 + γ2i
}
E exp
{
bγi − b
√
1 + γ2i
}
Positive Logistic exp(bγi){1 + exp(bγi)}−2 E exp(2bγi){1 + exp(bγi)}−2
Student’s T γ−a−1i exp(−a/γi) P exp(−a/γi)
Horseshoe γ
−1/2
i (1 + γi)
−1 P γi/(1 + γi)
Horseshoe+ γ
−1/2
i (γi − 1)−1 log(γi) P γi(γi − 1)−1 log(γi)
NEG (1 + γi)
−1−a P {γi/(1 + γi)}a+1
TPBN γu−1i (1 + γi)
−a−u P {γi/(1 + γi)}a+u
GDP
∫∞
0
λ2
2
exp
(
−λ2γi
2
)
λ2a−1 exp(−ηλ)dλ P ∫∞0 ta exp(−t− η
√
2t/γi)dt
HIB γu−1i (1 + γi)
−(a+u) exp
{
− s
1+γi
}{
φ2 + 1−φ
2
1+γi
}−1
P {γi/(1 + γi)}a+u exp
{
− s
1+γi
}{
φ2 + 1−φ
2
1+γi
}−1
Table 1. A list of scale mixture of normals shrinkage priors of βi. C is a
generic constant. NEG: normal exponential gamma priors(Griffin and Brown,
2005), TPBN: three parameter beta normal priors (Armagan et al., 2011),
GDP: generalized double Pareto priors (Armagan et al., 2012), HIB: hyper-
geometric inverted beta priors (Polson and Scott, 2012).
In this section, we will assume the design matrix is orthognal, that is XTX = nIp. With
this assumption,
E(βi | γi, τ,Y) = nτγi
nτγi + 1
βˆi = (1− si)βˆi,
where si = 1/(1 + nτγi), is the shrinkage factor. By law of iterated expectations,
βˆPMi = E(βi |Y) = (1− E(si |Y))βˆi.
Therefore, with the orthogonal design matrix assumption, the selection criterion (5) of the
proposed method simplifies to
(6) 1− E(si |Y) > 1/2.
A similar procedure was considered by Ghosh et al. (2016) in the multiple testing context.
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Following Fan and Li (2001) and Zou (2006), we say a variable selection procedure is
oracle if it results in both variable selection consistency and optimal estimation rate. Let
A = {j : β0j 6= 0} and An = {j : βˆHTj 6= 0}. The variable selection consistency means
lim
n→∞P (An = A) = 1, as n→∞,
while the optimal estimation rate means
√
n(βˆ
HT
A − β0A) d→ N(0, σ2Ip0), as n→∞,
where p0 is the cardinality of A and it does not depend on n.
Another thing to clarify before the presentation of our theoretical results is the treatment
of the global parameter τ . In Datta and Ghosh (2013) and part of the results of Ghosh et al.
(2016), τ was treated as a tuning parameter. Carvalho et al. (2010) considered a full Bayesian
treatment and a half-Cauchy prior for the global parameter. Ghosh et al. (2016) also provided
some results when an empirical Bayes estimate of the global parameter is used. In this article,
we treat τ as a tuning parameter or assume a hyper-prior for it. To distinguish the two
treatments, we will write τ as τn when it is a tuning parameter.
3.1. Properties of shrinkage factors. By (6), the HT procedure is closely related with
the shrinkage factor si, so we present its properties first.
Proposition 1. Suppose the prior of γi is proper. For i 6∈ A, if nτn → 0, as n → ∞, then
E(1− si | τn,Y) p→ 0 as n→∞. For i ∈ A,
(1) if γi has a polynomial-tailed prior described in (P) and nτn → 0, log(τn)/n → 0 as
n→∞, then E(1 − si | τn,Y) p→ 1, as n→∞.
(2) if γi has an exponential-tailed prior described in (E) and nτn → 0 and n2τn →∞ as
n→∞, then E(1 − si | τn,Y) p→ 1, as n→∞.
Proposition 1 shows that, regardless of the choice of the prior of γi in the given class, the HT
procedure can identify an irrelevant variable correctly if τn goes to zero at a rate faster than
n−1. On the other hand, τn should not converge to zero too fast in order to avoid overshrinkage
and to correctly identify relevant variables. The conditions log(τn)/n → 0 and n2τn → ∞
9serve this idea for polynomial-tailed priors and exponential-tailed priors respectively. Given
nτn → 0, the condition n2τn →∞ is more stringent than log(τn)/n→ 0. Intuitively, this has
to the case since exponential tails are lighter. To guarantee that the coefficients of important
variables are not overly shrunk, the global parameter should decay at a slower rate and
compensate the amount of shrinkage brought by exponential local parameters.
3.2. Polynomial-tailed priors. Before presenting the main results of the HT procedure
with polynomail-tailed priors, we would like to introduce an assumption that will be fre-
quently mentioned in the rest of the section. We say a sequence of positive real numbers
{tn}∞n=1 satisfies poly-a condition if there exists ǫ ∈ (0, a) such that
pn(ntn)
ǫ → 0 and log(tn)/
√
n→ 0, as n→∞.
Let τn = n
−1− 2
a . It satisfies the poly-a condition since pn ≤ n. If p does not vary with n, the
condition can be simplified to ntn → 0 and log(tn)/
√
n→ 0.
Theorem 1. Suppose a proper polynomial-tailed prior of the form (P) is assumed for γi, i =
1, . . . , p with 0 < a < 1. If {τn}∞n=1 satisfies the poly-a condition, then the HT procedure is
oracle.
As Theorem 1 demenstrates, if τn is chosen to decay to zero at an appropriate rate, the
HT procedure has the oracle property. This suggests if a hyperprior πτn of τ concentrates
most of its probability mass in an interval with its end points satisfying the poly-a condition,
then the HT threshold should still enjoy the oracle property. With this observation, we have
the following result.
Corollary 1. Suppose that a proper polynomial-tailed prior of the form (P) is assumed for
γi, i = 1, . . . , p with 0 < a < 1. We also place a prior π
τ
n with support (ξn, ψn) on τ . If both
{ξn}∞n=1 and {ψn}∞n=1 satisfy the poly-a condition, then the HT procedure is oracle.
3.3. Exponential-tailed priors. Now we examine the properties of HT procedure when
exponential-tailed priors are assumed for the local parameters γi.
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Theorem 2. Suppose a proper exponential-tailed prior of the form (E) is assumed for γi, i =
1, . . . , p and
∫∞
0 γiπ(γi)dγi <∞. If nτn → 0, n2τn →∞ and pnnτn√log(nτn) → 0, as n→∞, then
the HT procedure achieves variable selection consistency.
Remark. Let τn = log log n/n
2. It satisfies the conditions in Theorem 2. Similar to what we
have mentioned in Section 3.1, these conditions are more stringent than the poly-a condition
since exponential tails are lighter than polynomial ones. If p does not depend on n, the
conditions simplify to nτn → 0 and n2τn → ∞, as n → ∞. If π(γi) = exp(−γi), then
the marginal prior of βi is proportional to exp(−|βi|/√τn). Thus 1/√τn corresponds to the
penalty parameter λn in the lasso estimator. The two conditions on τn assuming fixed p
can be translated to λn/
√
n → ∞ and λn/n → 0, which is a sufficient condition for the
lasso estimator to be model selection consistent assuming the irrepresentable condition (Zou,
2006).
Theorem 3. Suppose a proper exponential-tailed prior of the form (E) and there exist 0 <
m ≤ M < ∞ such that m < L(t) < M for all t ∈ (0,∞). If nτn → 0 and n2τn → ∞, then
for i ∈ A, with probability 1,
m
M
S(i)n ≤ n
√
τn
(
βˆHTi − β0i
)
≤ M
m
S(i)n ,
where {S(i)n , n ≥ 1} are sequences of random variables and S(i)n p→ −
√
2bσ sign(β0i ).
Remark. Theorem 2 shows that, with exponential-tailed priors on local parameters, the
HT procedure can achieve variable selection consistency when τn vanishes at certain rate.
However, Theorem 3 tells us that the procedure cannot achieve optimal estimation rate with
τn decaying at this rate. The boundedness condition in Theorem 3 looks restrictive, but all
the three exponential-tailed distributions listed in Table 1 satisfy this condition. If βi has a
double exponential prior as in Park and Casella (2008), L(t) = 1, for all t > 0. In this case,
we have
n
√
τn
(
βˆHTi − β0i
)
p→ −
√
2bσ sign(β0i ).
Next we will show the HT procedure with exponential-tailed priors does not have the oracle
property either for other choice of τn.
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Proposition 2. If the prior of γi, π(γi), satisfies the condition
(7)
∫ ∞
0
γ
−1/2
i π(γi)dγi <∞, for i = 1, . . . , p,
then the HT procedure cannot achieve variable selection consistency when nτn → c ∈ (0,∞]
as n→∞.
Remark. Proposition 2 holds for both polynomial-tailed and exponential-tailed priors. The
finite integral condition is not very restrictive for exponential-tailed priors of γi. In fact, the
three exponential-tailed distributions in Table 1 satisfies the condition. However, it excludes
horseshoe priors and some other priors in the polynomial-tailed prior class.
Proposition 3. Suppose π(γi) is a proper exponential-tailed prior of the form (E) and there
exist 0 < m ≤M <∞ such that
(8) m < L(t) < M for all t ∈ (0,∞).
If nτn → 0 as n→∞, the HT procedure cannot achieve optimal estimation rate.
Remark. The proofs of Theorem 4 implies the HT procedure over-shinks the nonzero coef-
ficients and the convergence rate is slower than n1/2.
Combining the above propositions, we have the following theorem:
Theorem 4. If π(γi) is a proper exponential-tailed prior of the form (E) and it satisfies
conditions (7) and (8), then the HT procedure does not have the oracle property for any
choice of τn.
Remark. As a special case, Theorem 4 implies that the HT procedure lacks oracle if the
prior introduced in Park and Casella (2008) is used.
4. Simulation Results
In this section we apply the HT technique to the TPBN priors and the double-exponential
(DE) priors, and compare them with the lasso, the adaptive lasso, and the MLE in terms of
prediction performance and variable selection accuracy, when applicable. TPBN priors are
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used with three different sets hyper-parameters: a = 0.5, u = 0.5, which gives the horseshoe
prior; a = 0.5, u = 0.1, which places more probability mass around 0 than the horseshoe;
a = 0.5, u = 1, which results the normal-exponential-gamma (NEG) prior. We denote these 3
priors as TPBN-HS, TPBN-0.1, TPBN-NEG, respectively. We generate data fromY = Xβ+
ǫ, where ǫ ∼ Nn
(
0, σ2In
)
. To compare the prediction performance, we report the relative
prediction error (RPE) E
[(
yˆ − xTβ)2] /σ2. To measure the variable selection accuracy, we
use the misclassification error which is the proportion of variables incorrectly identified.
We use the LARS algorithm (Efron et al., 2004) to fit both the lasso and the adaptive
lasso. The penalty parameter λ is chosen by 5-fold cross validation. Parameter γ in the
adaptive lasso is fixed to be one so that the adaptive weights are the reciprocal of the least
square estimates. The Bayesian lasso and TPBN methods are fit with the Gibbs sampler
using the rstan package (Stan Development Team, 2014). The first example below was used
in Zou (2006).
Example 1 (A few large effects and a few 0s) We let
β = (3, 1.5, 0, 0, 2, 0, 0, 0) ,
the columns of X are normal vectors and the pairwise correlation between xi and xj are 0.5
for i 6= j. We let σ = 1, 3, 5 and n = 20, 50, 80 to compare the performance with varying
signal to noise ratios and sample sizes.
Example 2 (A few large effects, a few small effects, and a few 0s) We let
β = (3, 1.5, 0.1, 0.01, 2, 0, 0, 0) ,
and the rest of the set up is the same as Example 1.
For each example, we generate 50 training and corresponding testing data sets. Each model
is fit on the training set and the RPE is computed on the test set. We summarize the RPE
results in Table 2 and use the asterisk to denote the model with the smallest RPE. A couple
of observations can be made from Table 2:
• In general, the HT methods with TPBN priors are the best in prediction for both
examples, especially with u = 0.1 which gives the lowest RPE in 5 out of 9 cases.
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• A smaller u works better when the signal to noise ratio is low and the sample size is
big, while a larger u results in better prediction performance when the signal to noise
ratio is high.
• TPBN-0.1 predicts better than the adaptive lasso in almost all cases for both exam-
ples.
• The performance of the HT method with DE priors is comparable to the lasso in
terms of prediction.
The mean misclassification errors are summarized in Table 3. We also give the number
of predictors chosen for each method in each set up in Table 4. TPBN-0.1 is the best
model for variable selection in general. It has slightly lower misclassification error than
the adaptive lasso and tends to be more parsimonious. The TPBN priors with larger u
including the horseshoe prior select significantly more variables and thus result in a much
higher misclassification error due to less point mass around 0. The DE prior also tends to
select most variables and does not perform well for variable selection, which agrees with our
theoretical results. Finally, the lasso, which does not satisfy the oracle property, is not as
accurate as the adaptive lasso and the TPBN-0.1.
Table 2. Median relative prediction error (RPE) for seven methods in two
simulation examples, based on 50 replications.
n = 20 n = 50 n = 80
σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5
Example 1
LS 1.74 1.78 1.75 1.20 1.20 1.21 1.13 1.13 1.13
lasso 1.54 1.50 1.51 1.16 1.14 1.15 1.12 1.11 1.10
adap lasso 1.96 1.72 1.60 1.18 1.18 1.17 1.15 1.10 1.13
DE 1.59 1.40 1.42* 1.18 1.14 1.16 1.12 1.11 1.10
TPBN-HS 1.52 1.38* 1.46 1.14 1.12 1.13* 1.11 1.08 1.08*
TPBN-0.1 1.36* 1.48 1.58 1.10* 1.11* 1.16 1.07* 1.07* 1.09
TPBN-NEG 1.60 1.38* 1.45 1.17 1.14 1.14 1.12 1.10 1.10
Example 2
LS 1.60 1.62 1.90 1.22 1.22 1.24 1.09 1.11 1.12
lasso 1.56 1.51 1.42* 1.17 1.16 1.18 1.09 1.10 1.09*
adap lasso 1.61 1.99 1.67 1.20 1.21 1.19 1.08 1.11 1.12
DE 1.52 1.53 1.47 1.19 1.16 1.16 1.09 1.10 1.09*
TPBN-HS 1.38 1.46* 1.49 1.16 1.12 1.15* 1.08 1.08 1.09*
TPBN-0.1 1.34* 1.73 1.57 1.13* 1.11* 1.21 1.07* 1.07* 1.11
TPBN-NEG 1.47 1.50 1.42* 1.19 1.15 1.15* 1.09 1.09 1.09*
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Table 3. Mean misclassification error based on 50 replications.
n = 20 n = 50 n = 80
σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5
Example 1
lasso 0.30 0.26 0.24 0.31 0.25 0.28 0.37 0.30 0.32
adap lasso 0.16 0.19 0.28 0.19 0.16 0.17 0.17 0.18 0.16
DE 0.53 0.37 0.34 0.60 0.47 0.43 0.59 0.56 0.49
TPBN-HS 0.41 0.25 0.27 0.51 0.27 0.25 0.55 0.37 0.32
TPBN-0.1 0.12 0.19 0.28 0.12 0.09 0.18 0.10 0.08 0.16
TPBN-NEG 0.52 0.33 0.30 0.60 0.47 0.39 0.59 0.57 0.47
Example 2
lasso 0.41 0.30 0.37 0.37 0.40 0.39 0.35 0.37 0.33
adap lasso 0.26 0.27 0.33 0.28 0.27 0.29 0.25 0.24 0.26
DE 0.57 0.44 0.43 0.60 0.50 0.45 0.61 0.60 0.50
TPBN-HS 0.46 0.35 0.36 0.53 0.36 0.36 0.55 0.49 0.37
TPBN-0.1 0.24 0.29 0.35 0.24 0.19 0.28 0.22 0.25 0.27
TPBN-NEG 0.57 0.43 0.40 0.61 0.51 0.42 0.61 0.60 0.48
Table 4. Mean number of predictors selected for six methods in two exam-
ples, based on 50 replications.
n = 20 n = 50 n = 80
σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5 σ = 1 σ = 3 σ = 5
Example 1
lasso 5.40 4.94 3.72 5.48 5.00 5.02 5.94 5.36 5.52
adap lasso 3.92 3.42 2.62 4.24 3.82 3.50 4.20 4.24 3.90
DE 7.20 5.62 4.72 7.80 6.78 6.38 7.74 7.44 6.96
TPBN-HS 6.28 4.56 3.54 7.08 5.18 4.74 7.40 5.98 5.56
TPBN-0.1 3.98 3.20 2.22 4.00 3.44 3.06 3.80 3.60 3.56
TPBN-NEG 7.18 5.38 4.52 7.80 6.80 6.06 7.76 7.58 6.78
Example 2
lasso 4.67 4.00 3.79 5.10 5.13 4.70 4.85 4.58 4.14
adap lasso 2.81 2.15 2.22 3.26 3.06 3.18 3.17 2.88 2.65
DE 7.12 5.66 4.30 7.71 6.57 5.64 7.80 7.36 6.31
TPBN-HS 5.86 4.28 2.90 6.82 4.55 4.22 7.13 5.84 4.46
TPBN-0.1 3.06 2.68 1.81 2.99 2.27 2.35 2.91 2.90 2.81
TPBN-NEG 7.15 5.50 4.11 7.75 6.48 5.24 7.80 7.45 6.08
5. Discussion
In this paper, we consider Bayesian variable selection problem of linear regression model
with global-local shrinkage priors on the regression coefficients. Our proposed variable se-
lection procedure selects a variable if the ratio of the posterior mean to the ordinary least
square estimate of the corresponding coefficient is greater than 1/2. With orthogonal design
matrices, we show that if the local parameters have polynomial-tailed priors, our proposed
method is oracle in the sense that it can achieve variable selection consistency and optimal
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estimation rate at the same time. However, if, instead, an exponential-tailed prior is used for
the local parameters, the proposed method does not have the oracle property.
Although the theoretical results are obtained only under the assumption of orthogonal
designs, the simulation study shows the performance of our method is similar when applied
to design matrices with moderate correlation.
Because of the use of the ordinary least square estimate in the proposed method, we only
consider the situation when the sample size is greater than the number of predictors in the
model. In the case that p > n, the inverse of XTX does not exist. One possible way to get
around this is to use a generalized inverse, say the Moore-Penrose generalized inverse. Since
generalized inverse is not unique, it is critical to examine if different choices can produce
consistent selection results or if certain choice of the generalized inverse will outperform
others.
Appendix A. Technical proofs of results in Section 3
Lemma 1 (Properties of slowly varying functions). If L is a slowly varying function, then
(i) Lα is slowly varying for all α ∈ R.
(ii) logL(x)/log x→ 0, as x→∞.
(iii) x−αL(x)→ 0 and xαL(x)→∞, as x→∞ for all α > 0.
(iv) for α < −1, −
∫∞
x t
αL(t)dt
xα+1/(α+1) → 1, as x→∞.
(v) there exist A0 > 0 such that for α > −1,
∫ x
A0
tαL(t)dt
xα+1/(α+1)
→ 1, as x→∞.
Proof. See Propositions 1.3.6, 1.5.8 and 1.5.10 of Bingham et al. (1987). 
Lemma 2. Suppose nτn → 0, as n→∞.
(1) If γi has a proper polynomial-tailed prior described in (P) with 0 < a < 1, then there
exist A0 > 1 such that
E(1− si | τn,Y) ≤ A0(nτn)
a
a(1− a) L
(
1
nτn
)
exp
(
nβˆi
2σ2
)
(1 + o(1))
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(2) If γi has a proper exponential-tailed prior described in (E) and C =
∫∞
0 γiπ(γi)dγi <
∞, then
E(1− si | τn,Y) ≤ Cnτn exp
(
nβˆ2i
2σ2
)
(1 + o(1)).
The o(1) terms in both cases do not depend on i.
Proof. By Lebesgue dominated convergence Theorem,
E(1 − si | τn,Y) =
∫∞
0
nτnγi
1+nτnγi
(1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi∫∞
0 (1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi
≤
∫∞
0 (nτnγi) (1 + nτnγi)
− 3
2 π (γi) dγi∫∞
0 (1 + nτnγi)
− 1
2 π (γi) dγi
exp
{
nβˆ2i
2σ2
}
=
∫ ∞
0
(nτnγi) (1 + nτnγi)
− 3
2 π (γi) dγi exp
{
nβˆ2i
2σ2
}
(1 + o(1)).
We now consider the case that γi has a prior from the polynomial class. By property (v)
in Lemma 1, there exists A0 ≥ 1 such that
∫ x
A0
t−aL(t)dt
x1−aL(x) → 11−a as x→∞. Therefore,
∫ A0
nτn
A0
(nτnγi) (1 + nτnγi)
− 3
2 γ−a−1i L(γi)dγi
≤ nτn
∫ ∞
A0
γ−ai L(γi)dγi =
nτn
1− a
(
A0
nτn
)1−a
L
(
A0
nτn
)
(1 + o(1)) ≤ A0
1− a(nτn)
aL
(
1
nτn
)
(1 + o(1)).
Also,
∫ A0
0
(nτnγi) (1 + nτnγi)
− 3
2 γ−a−1i L(γi)dγi ≤ A0nτn
∫ ∞
0
γ−a−1i L(γi)dγi = A0nτn,
and
∫ ∞
A0
nτn
(nτnγi) (1 + nτnγi)
− 3
2 γ−a−1i L(γi)dγi
≤
∫ ∞
A0
nτn
γ−a−1i L(γi)dγi =
1
a
(
A0
nτn
)−a
L
(
1
nτn
)
(1 + o(1)) ≤ A0
a
(nτn)
aL
(
1
nτn
)
(1 + o(1)).
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Hence,
∫ ∞
0
(nτnγi) (1 + nτnγi)
− 3
2 γ−a−1i L(γi)dγi
≤ A0(nτn)
a
a(1− a) L
(
1
nτn
)[
(nτn)
1−aa(1− a)
L(1/(nτn))
+ a(1 + o(1)) + (1− a)(1 + o(1))
]
=
A0(nτn)
a
a(1− a) L
(
1
nτn
)
(1 + o(1)).
If γi has a prior in the exponential-tailed class and
∫∞
0 γiπ(γi)dγi <∞, then∫ ∞
0
nτnγi(1 + nτnγi)
−3/2π(γi)dγi ≤ nτn
∫ ∞
0
γiπ(γi)dγi = Cnτn.

Lemma 3. Suppose nτn → 0 as n→∞ and η, q are arbitrary constants in (0, 1).
(1) If γi has a proper polynomial-tailed prior described in (P), then
P (si > η |τn,Y) ≤
(a+ 12)(ηq)
−a− 1
2 (1− ηq)a
(nτn)aL
(
1
nτn
( 1ηq − 1)
) exp
{
−nβˆ
2
i
2σ2
η(1− q)
}
(1 + o(1)).
(2) If γi has a proper exponential prior described in (E), then for sufficient large n (not
depending on i),
P (si > η | τn,Y) ≤ 2b
(
nτn
1− ηq
) 1
2
exp
{
2b
nτn
(
1
ηq
− 1
)}
exp
{
−nβˆ
2
i
2σ2
η (1− q)
}
.
Proof. For any η, q ∈ (0, 1),
P (si > η | τn,Y) = P
(
γi <
1
nτn
(
1
η
− 1
) ∣∣∣∣ τn,Y
)
≤
∫ 1
nτn
(
1
η
−1
)
0 (1 + nτnγi)
− 1
2 exp
{
−nβˆ2i
2σ2
· 11+nτnγi
}
π (γi) dγi∫∞
1
nτn
(
1
ηq
−1
) (1 + nτnγi)−
1
2 exp
{
−nβˆ2i
2σ2
· 11+nτnγi
}
π (γi) dγi
≤
∫ 1
nτn
(
1
η
−1
)
0 (1 + nτnγi)
− 1
2 π (γi) dγi∫∞
1
nτn
(
1
ηq
−1
) (1 + nτnγi)−
1
2 π (γi) dγi
exp
{
−nβˆ
2
i
2σ2
η(1− q)
}
.(9)
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The numerator of the first factor in (9) is bounded by 1. For the denominator (denoted by
D), we discuss the two types of priors separately.
First consider the case that γi has a proper polynomial-tailed prior. By property (iv) of
Lemma 1, (
1
nτn
( 1ηq − 1)
)−a− 1
2
L
(
1
nτn
( 1ηq − 1)
)
∫∞
1
nτn
( 1
ηq
−1) γ
−a− 3
2
i L(γi)dγi
→ a+ 1
2
, as n→∞.
Hence
D ≥
(
1− ηq
nτn
) 1
2 L
(
1
nτn
( 1ηq − 1)
)
(a+ 12)
(
1
nτn
( 1ηq − 1)
)a+ 1
2
(1 + o(1))
=
(nτn)
a
a+ 1/2
(ηq)a+
1
2 (1− ηq)−aL
(
1
nτn
(
1
ηq
− 1)
)
(1 + o(1)).
If γi has a proper exponential-tailed prior,
D =
∫ ∞
1
nτn
(
1
ηq
−1
) (1 + nτnγi)−
1
2 exp {−bγi}L (γi) dγi
=
∫ ∞
1
nτn
(
1
ηq
−1
)
(
nτnγi
1 + nτnγi
) 1
2
(nτn)
− 1
2 γ
− 1
2
i exp {−bγi}L (γi) dγi
≥
∫ ∞
1
nτn
(
1
ηq
−1
) (1− ηq)
1
2 (nτn)
− 1
2 γ
− 1
2
i exp {−bγi}L (γi) dγi
=
∫ ∞
1
nτn
(
1
ηq
−1
) (1− ηq)
1
2 (nτn)
− 1
2 exp {−2bγi}
(
exp {bγi} γ−1i
) (
γ
1/2
i L (γi)
)
dγi
Since exp(bγi)γ
−1
i →∞ and γ1/2i L(γi)→∞ as γi →∞, for sufficiently large n,
D ≥
∫ ∞
1
nτn
(
1
ηq
−1
)
(
1− ηq
nτn
) 1
2
exp {−2bγi} dγi = 1
2b
(
1− ηq
nτn
) 1
2
exp
{
− 2b
nτn
(
1
ηq
− 1
)}
.

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Proof of Proposition 1. It is clear that
E (1− si|Y) =
∫∞
0
nτnγi
1+nτnγi
(1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi∫∞
0 (1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi
≤
∫∞
0 (nτnγi) (1 + nτnγi)
− 3
2 π (γi) dγi∫∞
0 (1 + nτnγi)
− 1
2 π (γi) dγi
exp
{
nβˆ2i
2σ2
}
.(10)
By Lebesgue dominated convergence Theorem, the numerator and denominator in (10) con-
verges to 0 and 1 respectively as n→∞. If i 6∈ A, nβˆ2i = Op(1). Therefore, E(1−si | τn,Y)
p→
0, as n→∞ by Slutsky’s theorem.
For any 0 < ǫ ≤ 1, E(si | τn,Y) =
∫ ǫ/2
0 si p(si | τn,Y)dsi +
∫ 1
ǫ/2 si p(si | τn,Y)dsi ≤ ǫ/2 +
P (si > ǫ/2 | τn,Y). Thus P (E(si | τn,Y) ≥ ǫ) ≤ P (P (si > ǫ/2 | τn,Y) ≥ ǫ/2) . If γi has a
polynomial-tailed prior, using the first part of Lemma 3 with η = ǫ/2, the above inequality
yields
P (E(si | τn,Y) ≥ ǫ) ≤ P

(a+ 12 )(ηq)−a− 12 (1− ηq)a
(nτn)aL
(
1
nτn
( 1ηq − 1)
) exp
{
−nβˆ
2
i
2σ2
η(1− q)
}
> ǫ/2

 (1 + o(1))
= P
(
βˆ2i <
2σ2
ηq
[
c1
n
− a log(nτn)
n
{
1 +
logL( 1nτn (
1
ηq − 1))
a log(nτn)
}])
(1 + o(1)),
where c1 is a constant that does not depend on n. By property (ii) in Lemma 1 and our
assumptions, the terms in the bracket converge to zero as n → ∞. Since βˆi p→ β0i 6= 0, we
have P (E(si | τn,Y) ≥ ǫ)→ 0, as n→∞.
If γi has an exponential-tailed prior, by the second part of Lemma 3, the assumption that
nτn → 0, n2τn → ∞ as n → ∞ implies that P (si > η | τn,Y) p→ 0 for any η > 0. Therefore
P (P (si > ǫ/2 | τn,Y) ≥ ǫ/2)→ 0 and hence P (E(si | τn,Y) ≥ ǫ)→ 0, as n→∞. 
Proof of Theorem 1. We first prove the variable selection consistency part. It is clear that
P (An 6= A) ≤
∑
i 6∈A
P
(
E(1− si | τn,Y) ≥ 1
2
)
+
∑
i∈A
P
(
E(1− si | τn,Y) < 1
2
)
.
Since p0 = |A| does not depend on n, by Proposition 1, the second term on the right hand
side of the above inequality goes to zero as n→∞. If i 6∈ A, by Lemma 2 and the fact that
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√
nβˆi has a standard normal distribution,
P
(
E(1− si | τn,Y) > 1
2
)
≤ P
(
exp
(
nβˆ2i
2
)
A0(nτ)
a
a(1− a)L
(
1
nτ
)
ξn > 1/2
)
= 2
[
1− Φ(
√
Mn)
]
,
where ξn, not depending on i, is a generic term that converges to 1 as n → ∞, and
Mn = 2 log
(
C
(nτ)aL(1/(nτ))ξn
)
with C being a generic constant. Noticing that the right
hand side of the above inequality does not depend on i,
∑
i 6∈A P
(
E(1− si | τn,Y) ≥ 12
) ≤
pnP
(
E(1− si | τn,Y) > 12
)
. Therefore, the proof of the variable selection consistency part
will be complete if we can show 2pn
[
1− Φ(√Mn)
]
converge to zero as n → ∞. In fact, by
property (iii) in Lemma 1, Mn →∞, so
2pn
[
1− Φ(
√
Mn)
]
≤ 2φ(
√
Mn)√
Mn
= Cpn(nτn)
ǫ (nτn)
a−ǫL(1/(nτn))√
log(1/(nτn))
(1 + o(1)).
Again by property (iii) in Lemma 1, (nτn)
a−ǫL(1/(nτn)) → 0 as n → ∞. Therefore
2pn
[
1− Φ(√Mn)
]→ 0 if pn(nτn)ǫ →, as n→∞.
Now we show the asymptotic normality part. For any i ∈ A, we have βˆi p→ β0i 6= 0,
√
n
(
βˆi − β0i
)
d→ N (0, σ2) and
√
n
(
βˆHTi − β0i
)
=
√
n
(
βˆi − β0i
)
−√nE(si | τn,Y)βˆi −
√
nβˆPMi I (E(1 − si | τn,Y) ≤ 1/2) .
Since the third term on the right hand side converges to zero in probability by Proposi-
tion 1, the proof of the asymptotic normality part will be complete if we can show that
√
nE(si | τn,Y) converge to zero in probability. In fact, for any ǫ > 0, by similar arguments
as in the proof of Proposition 1,
P (
√
nE(si | τn,Y) ≥ ǫ) ≤ P (P (si ≥ ǫ/(2
√
n) | τn,Y) > ǫ/(2
√
n)).
In Lemma 3, let η = ηn = ǫ/(2
√
n). Then
P
(
P
(
si ≥ ǫ
2
√
n
∣∣∣∣ τn,Y
)
>
ǫ
2
√
n
)
≤ P


(
a+ 12
) (
1− ǫq
2
√
n
)a
exp
(
−nβˆ2i ǫ(1−q)
4σ2
√
n
)
(nτn)a
(
ǫq
2
√
n
)a+ 1
2
L
(
1
nτn
(
2
√
n
ǫq − 1
)) > ǫ2√n

 (1 + o(1))
= P (βˆ2i < cn)(1 + o(1)),
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where cn = d2n
−1/2
{
log
(
d1n
3/4
)
+ a log
(
1
nτn
(
2
√
n
ǫq − 1
))[
1− logL
(
1
nτn
(
2
√
n
ǫq
−1
))
a log
(
1
nτn
(
2
√
n
ǫq
−1
))
]}
. Since
cn → 0 and βˆi p→ β0i 6= 0, we have P (E(si | τn,Y) ≥ ǫ/
√
n)→ 0. 
Proof of Corollary 1. Since si = (1 + nτγi)
−1 is a decreasing function in τ ,
E(1 − si |Y) =
∫ ψn
ξn
E(1− si | τ,Y)πτn(τ)dτ ≤ E(1− si | τ = ψn,Y).
Similarly,
P (si < η |Y) ≤ P (si < η | τ = ψn,Y),
and
P (si > η |Y) ≤ P (si > η | τ = ξn,Y).
The rest of the proof follows the proof of Theorem 1. 
Proof of Theorem 2. Similar to the proof of the variable selection consistency part of
Theorem 1, the proof will be complete if we can show
∑
i 6∈A P (E(1 − si | τn,Y) > 1/2)→ 0,
as n→∞. By Lemma 2,
P
(
E(1− si|Y) > 1
2
)
≤ P
(
C exp
(
nβˆ2i
2σ2
)
nτnξ
′
n >
1
2
)
= P
(
nβˆ2i > M
′
n
)
= 2
[
1− Φ(
√
M ′n)
]
,
where ξ′n, not depending on i, is a generic term that converges to 1 as n → ∞ and M ′n =
−2 log(2Cnτnξ′n). If nτn → 0, then M ′n →∞. Hence,
∑
i 6∈A
P (E(1− si | τn,Y) > 1/2) ≤ 2pn
[
1− Φ(
√
M ′n)
]
∼ 2pnφ(
√
M ′n)√
M ′n
=
2Cpnnτnξ
′
n√
−π log(2Cnτnξ′n)
→ 0,
if pnnτn√
log(nτn)
→ 0, as n→∞. 
Proof of Proposition 2. Notice that
E (1− si | τn,Y) =
∫∞
0
nτnγi
1+nτnγi
(1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi∫∞
0 (1 + nτnγi)
− 1
2 exp
{
nβˆ2i
2σ2
nτnγi
1+nτnγi
}
π (γi) dγi
≥
∫∞
0 γi
(
1
nτn
+ γi
)− 3
2
π (γi) dγi∫∞
0
(
1
nτn
+ γi
)− 1
2
π (γi) dγi
exp
{
−nβˆ
2
i
2σ2
}
.
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Let hn=
∫∞
0
γi
(
1
nτn
+γi
)− 32 π(γi)dγi
∫∞
0
(
1
nτn
+γi
)− 12 π(γi)dγi
. If nτn → c ∈ (0,∞] and
∫∞
0 γ
− 1
2
i π(γi)dγi < ∞, by applying
LDCTh to both the numerator and the denominator of hn, we have hn converges to some
positive constant that depends on c and π(·) as n→∞. Then, for any i /∈ A,
P (An = A) ≤ P (E(1− si | τn,Y) ≤ 1/2) ≤ P
(
hn exp
{
−nβˆ
2
i
2σ2
}
<
1
2
)
.
Note that hn exp
{
−nβˆ2i2σ2
}
converges in distribution to some distribution Z with support on
(0, 1), so
P
(
hn exp
{
−nβˆ
2
i
2σ2
}
<
1
2
)
→ P
(
Z <
1
2
)
< 1.
Thus the HT procedure does not achieve variable selection consistency. 
Proof of Proposition 3. Similar to the proof of Theorem 1,
√
n
(
βˆHTi − β0i
)
=
√
n
(
βˆi − β0i
)
−√nE(si | τn,Y)βˆi −
√
nβˆPMi I(E(1 − si | τn,Y) ≤ 1/2).
For i ∈ A, the third term in the right hand side converge to zero in probability. The first
term has a normal distribution with mean 0 and variance σ2. The posterior density function
of si is
p (si | τn,Y) ∝ s−
3
2
i exp
{
−nβˆ
2
i
2σ2
si − b
nτnsi
}
L
(
1
nτn
(
1
si
− 1
))
, 0 ≤ si ≤ 1.
It is obvious that mM S˜
(i)
n ≤ E(si | τn,Y) ≤ Mm S˜
(i)
n almost surely, where
S˜(i)n =
∫ 1
0 s
− 1
2
i exp
{
−nβˆ2i
2σ2
si − bnτnsi
}
dsi∫ 1
0 s
− 3
2
i exp
{
−nβˆ2i
2σ2
si − bnτnsi
}
dsi
.
Notice that
s
− 3
2
i exp
{
−nβˆ
2
i
2σ2
si − b
nτnsi
}
I (0 < si <∞) =
(
λD
2π
)− 1
2
exp
(
−λD
µD
)
f(si;λD, µD),
where λD = 2b/nτn, µ =
√
2bσ
|βˆi|
(
n2τn
)− 1
2 and f(x;λ, µ) =
(
λ
2πx3
) 1
2 exp
{
−λ(x−µ)2
2µ2x
}
I (0 < x <∞)
is the probability density function of an Inverse Gaussian (IG) distribution with mean µ and
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shape parameter λ. According to Shuster (1968), the cdf of IG(µ, λ) can be expressed as
F (x;λ, µ) = Φ
(√
λ
µ
(
x
µ
− 1
))
+ exp
(
2λ
µ
)
Φ
(
−
√
λ
µ
(
x
µ
+ 1
))
.
Thus the denominator of S˜
(i)
n can be written as
(
λD
2π
)− 1
2
exp
(
−λDµD
)
F (1;λD, µD). With the
transformation si = 1/ti and similar arguments for the denominator, the numerator of S˜
(i)
n can
be expressed as
(
λN
2π
)− 1
2
exp
(
−λNµN
)
F (1;λN , µN ), where λN = nβˆ
2
i /σ
2 and µN =
n
√
τn|βˆi|√
2bσ
.
By some simple calculations,
S˜(i)n =
√
2bσ {Φ(bn)− exp(cn)Φ(−dn)}
n
√
τn
∣∣∣βˆi∣∣∣ {Φ(bn) + exp(cn)Φ(−dn)} ,
where bn =
√
2b
nτn
(
n
√
τn|βˆi|√
2bσ
− 1
)
, cn =
2
√
2b|βˆi|√
τnσ
, and dn =
√
2b
nτn
(
n
√
τn|βˆi|√
2bσ
+ 1
)
.
If n2τn →∞ as n→∞, bn p→ +∞ and thus Φ(bn) p→ 1. Combining this with the fact that
Φ(bn) + exp(cn)Φ(−dn) is in [0, 1] since it equals F (1, λD , µD), we have exp(cn)Φ(−dn) p→ 0.
As a result,
√
nS˜
(i)
n
p→∞.
If n2τn → c ∈ (0,∞) as n → ∞, the limit of bn can be +∞, −∞, or some constant r.
We will discuss the three cases separately. If bn
p→ +∞, by similar arguments as in the case
n2τn →∞, we have
√
nS˜
(i)
n
p→∞. If bn p→ −∞,
exp(cn)Φ(−dn)
Φ(bn)
∼ exp(cn)φ(dn)/dn
φ(−bn)/(−bn) =
√
2bσ − n√τn
∣∣∣βˆi∣∣∣
√
2bσ + n
√
τn
∣∣∣βˆi∣∣∣
p→
√
2bσ −√c ∣∣β0i ∣∣√
2bσ +
√
c
∣∣β0i ∣∣ .
Therefore, S˜
(i)
n
p→ 1 and √nS˜(i)n p→ ∞. If bn p→ r, since cn − 12d2n + 12b2n = 0, we have
cn − 12d2n
p→ −12r2. Therefore, exp(cn)Φ(−dn) ∼ exp(cn)φ(dn)/dn
p→ 0 and √nS˜(i)n p→∞.
If n2τn → 0, bn p→ −∞. By the famous inequality x21+x2 ≤
x(1−Φ(x))
φ(x) ≤ 1,
S˜(i)n ≥
√
2bσ
n
√
τn|βˆi|
b2n
1+b2n
φ(bn)
bn
+ exp(cn)
φ(dn)
dn
φ(bn)
bn
− exp(cn)φ(dn)dn
= 1− 1
2
1 +
√
2bσ
n
√
τn|βˆi|
1 + 2bnτn
(
n
√
τn|βˆi|√
2bσ
− 1
)2 p→ 1.
In all the cases,
√
nS˜
(i)
n
p→∞, as n→∞. Thus √nE(si | τn,Y) p→∞ and
√
n(βˆPMi − βˆ0i ) 6→
N(0, σ2). 
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Proof of Theorem 3. Following the proof of Theorem 3, n
√
τnS˜
(i)
n
p→
√
2bσ/|β0i |. This
completes the proof. 
Proof of Theorem 4. Theorem 4 is a direct result of Propositions 2 and 3. 
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