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1. INTRODUCTION 
The Amoldi process can be considered as a recursive way to generate an 
orthonormal basis {pa,. . . , p, _ 1) of a Krylov subspace 
Z”(A, r) = (r, Ar ,..., A"-%-} 
for a given vector r. Starting with p, = r/l 1 r 112, the recursion can be written 
as 
hj+l,jPj+l =APj - hhijP,> 
i=O 
j=o ,...,n - 1, 
where hi,, i = l,.,.,j + 1 are chosen so that pi+ 1 is orthogonal to all the 
previous pi’s and I] pj+ 1ll2 = 1. In compact matrix form 
4 P 0,“” P&l) = (PO*.-., Pk-1PLl + w~~J&,k-lP?J~ (2) 
where Hk_l = (hij):l& is an upper Hessenberg matrix [l; 6, Section 9.3.51. 
Applications of the ‘Amoldi process to the solution of large-scale linear 
systems and eigenvalue problems can be found in [I3, 141. 
In the Amoldi process (l), the number of vectors that are needed to 
generate the next one grows linearly with the iteration step j. In practical 
computation, this growth entails large memory space when j becomes large. 
Fortunately, the Amoldi process reduces to a three-term recursion, the 
so-called symmetric Lanczos process, when A is Hermitian. It is then quite 
natural to ask if there are other classes of matrices for which the Amoldi 
process reduces to short recursions with the number of vectors needed at 
each iteration step bounded by a small constant. The answer is rather 
disappointing: Faber and Manteuffel showed that except for a few anomalies, 
the matrices must be either Hermitian or of the form A = e’“(dI + B) with 
B skew-Hermitian [3] (see also [4, 101 for some other generalizations). 
However, one may still ask if there exist other processes (i.e., methods for 
generating the orthonormal vectors { p,, . . . , p, _ ,}> for which short recur- 
sions exist for certain classes of matrices. The answer is yes, and the so-called 
isometric Amoldi process gives a coupled two-term recursion for unitary 
matrices [7-91. 
The purpose of this paper is to develop two closely related methods for 
generating the orthonormal vectors ( p,, . . . , p, _ 1) with the isometric Amoldi 
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process as a special case. ’ In Section 2, we formulate the two new methods 
and discuss their relations with the Amoldi process. Section 3 is devoted to 
characterizations of short recursions for these two new processes. The conclu- 
sion is again rather disappointing: the corresponding classes of matrices 
contains essentially unitary matrices. ’ In the last section, we relate the 
existence of short recursions to the displacement rank of the matrix 
K,( A, r)%,,( A, r>. 
NOTATION. We assume A E gNxh’ is nonsingular. We denote the 
degree of the minimal polynomial of A by d(A). The dimension of the 
largest Krylov subspace generated by T is denoted by d(r), i.e., d(r) is the 
smallest integer n for which X”( A, r) =Xn+ i( A, r>. The inner product in 
%‘N is (x, y) = C,“=,rjiji. 
2. TWO NEW RECURSIONS 
The two new recursions can be derived from scratch without referring to 
the Amoldi process. However, we believe the following derivations are more 
illuminating and they also illustrate the underlying relations among those 
different processes. For a given vector r, let j < d(r). The relation in (21 can 
be written as (with k replaced by j) 
A(po,..., Pj-1) = PO@,“, . ..) ho.,-,) + ( p,, . . . . pj)R.j, (3) 
where 
h h-1 
\ 
10 ... 
RI = 
\ 
’ These two methods can be considered as generalizations of the isometric Arnoldi process 
to general matrices, just as the Arnoldi process can be considered as the generalization of the 
symmetric Lanczos process to general matrices. 
’ However, we expect some truncated versions of these two methods might have some 
potential use for solving large-scale linear systems for certain matrices. 
172 HONGYUAN ZHA AND ZHENYUE ZHANG 
is upper triangular and nonsingular. It follows that we can write 
(P w..>p,> = [A(p,,...,pj-,) -po(h,, ,... >h,,j-,)]R,-l. 
Substituting the above formulas into (1) yields 
‘j+l,jPj+l =Apj - (APO,**., Apj-l)bj + ajpo, (4) 
where 
bj = RJyl(h,j,..., hjj)‘, uj = (ho,,..., hO,j-l)bj - hOje 
Notice that this recursion also implies that 
I+, = {po> Ap,, Ap,,..., A+}, j = O,...,d(r) - 2. 
We can write (4) for j = 0,. . . , k [k < d(r) - l] in a compact matrix form: 
A(po>...> pk) = (po>...> pdGE/? + (o,...,o,hk+l,kpk+l), 
where 
’ -a0 -a1 *.* *** -ak 
h 0 . . . . . . 10 0 
c, = * > 
0’ 0 
\ 
h k,k-1 0 
a companion matrix, and 
1 _b,, . . . . . . _bok 
1 . . . . . . -b,k 
E, = 
1 -bk-l,k 
\ 1 I 
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is unit upper triangular. Here we have used b, = (bok,. . . , b,_ ,, kIT. By 
comparison with the Arnoldi process (2) we obtain H, = C, I$ ‘. It is also 
easy to check that 
Rk = diag(h,, ,..., h,,,-,) EC?,. 
We summarize the above in the following algorithm. 
ALGORITHM I. 
Input: A E iTNXN, T E ‘8’. 
Output: An orthonormal basis {p,, . . . , prlcrj_ ,I of %&,,(A, r>. 
p, = r/II&; 
for k = 0,1,2,. . . , d(r) - 2 do 
Compute hok, . . . , h,,; Form 
ak = (ho,,..., ho+dh - ho,; 
k-l 
rk+l = Apk - c bik APi + ak PO; 
i=o 
(5) 
h k+l,k = ikk+1112; 
pk+l = rk+dhk+& 
end for 
The core of the algorithm is the following recursion: 
h k+l,kPk+l =APk - (Apw., Apk_,)bk +akp,. (6) 
Now we present some remarks and algorithmic details for Algorithm I: 
(1) Computation of b,: 
b, =Ek[diag(hl,,...,hk,k-l)]~1(h,k,...,hkk)7 
= Ek(hdhlo>...> kdb-,)r. 
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(2) uk and b, satisfy the following relation: 
4( “;) = (2). 
(3) We now show that at each iteration step the vectors needing to be 
stored are (Apa,..., Apk, po}. This requirement necessitates a different 
approach for computing 
hi, = p:Apk > i = l,...,k, 
since the vectors pi, i = 0,. . . , k, are not directly available. We proceed as 
follows: From Equation (3) (with j replaced by k) it follows that 
[A(p,,...> Pi-JIHAPk = ([Po(h,,...,h,,k-l)lH 
+@(pp.., Pj) H}APk’ 
Hence hlk, . . . , hkk can be obtained by the formula 
(hlk,..., hkk)T = diag(z&‘, . . . , &c,i_,) Et 
-(h,,..., hwdH(P~~PO)). 
Now we discuss another new recursion which can be derived under some 
generic conditions, In particular, assume Hj_ 1 is nonsingular in Equation (2) 
(with k replaced by j). Then 
Substitute the above into the following: 
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we obtain 
hj+l,jPjj+l = Apj + ajpj + (APO,..., Apj-l)Pj> 
where 
pj = -HiL’l(hoj,. . .) hj-l,j)l 
= (PO,>.*.>Pjpl,j)‘~ 
aj = -(hjj + hj,j-1 Pj-I,,). (7 
It is also easy to see that the matrices HI_, are nonsingular for j = 
2, . . . , d(r) - 1 if and only if 
for j = 2,. . . , d(r) - 1. 
We summarize the above discussion in the following algorithm for gener- 
ating the orthonormal basis { p,, . . . , pdc,._ L}. 
ALGORITHM II. 
Input: A E ‘ZNXN, r E ‘ZN. 
Output: An orthonormal basis { p,, . . . , pdcrj_ I} of Xdcr,( A, r). 
p, = r/lld2; 
for k = 0, 1, . . . , d(r) - 2 do 
Compute hok, . . . , h,,; Set 
k-l 
l-k+ 1 =APk+akpk+ CPikAp,, 
i=O 
Pik and (Yk are computed by (7); 
h k+l,k = \irk+lli2; 
pk+l = ‘k+lihk+l,k; 
end for 
The core of the above algorithm is the following recursion, 
h k+l,kpk+l = CA + “k)pk + (AP,,..., Apkp,)&. (8) 
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In the following, we list some properties of Algorithm II, and relate it to the 
Amoldi process. 
(1) ok and & satisfy the following relation: 
Hk(T) =(-cl). 
(2) For k < d(r) - 1, an analogy of the matrix form (2) for Algorithm II 
can be written as 
A( P ()a...> pk) = (p,~...,pkmJkl + (O,...,O,h,+,,kPk+l)~ 
where 
.Jk = 
1 PO1 
1 
hk,k-1 -ak I 
. . . . . . POk 
. . . . . . P lk 
1 Pk:l.k 
1 
Notice that B, is a nonsingular lower bidiagonal matrix and Jk is a unit upper 
triangular matrix. Comparing with (2) we find Hk = BkJL1, which gives an 
LU decomposition of an upper Hessenberg matrix. 
(3) Similarly to Algorithm I, we will now show that in Algorithm II the 
vectors {pa, . . . , pk} are not needed in order to compute hok, . . . , hkk. From 
(2) we have 
A(p,,..., pk-1) = (p,,..., pk-l)Hk-1 + (O,...,O,hk,k-&)> 
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which gives 
177 
H;Jl[ A( p,,..., ~k-d]~Apk - f-LHl 
0 
h 
k.k-1Pk pk HA 
Hence hok,. . . , hkk can be obtained by solving 
I hok I r 
/ 
POH ’ 
Apk. 
\PL, 
Thus we only need to store { Ap,, . . . , Ap,}. In the next section, we show that 
for certain classes of matrices, we only need to keep a constant number of 
vectors in either Algorithm I or II, in contrast with the general cases where 
the number of vectors grows linearly with the iteration steps. 
REMARK 1. Algorithms I and II are proposed as two alternative methods 
for generating the orthonormal basis of a Krylov subspace. Even though this 
paper is mainly concerned with theoretical analysis of the two new recursions, 
it is natural to be concerned with their numerical implementations. We have 
not investigated the numerical properties of the recursions. We believe 
certain lookahead strategies might prove useful in this investigation [5] should 
numerical stability problems arise. 
3. SHORT RECURSIONS 
In this section, we present characterizations for the existence of short 
recursions for Algorithms I and II. But first we introduce some more notation 
to ease the following discussions. It is easy to see that A is a nonsingular and 
normal matrix if and only if AeH = p(A) for some polynomial p(A). We 
denote the degree of the polynomial of smallest degree such that Amh = p(A) 
by m(A). We have the following characterization of m(A). 
LEMMAS. A matrix A is such that for euey r 
A-Hr E {r, Ar , . . . > A”_ 5-1 (9) 
if and only if A is a normal matrix and m(A) < s - 2. 
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Proof. The sufficient part is obvious. To prove the necessity, let A = 
URUH be the Schur decomposition of A. First set r = Ue,, the first column 
of U. Then AeHr E {r, Ar, . . . , A”-2r} implies that KHr E {el}. Hence 
R = diag(r,,, R,). Continue in this fashion with r = Uej, j = 2,. . . , N, it is 
easy to see that R is diagonal, i.e., A is a normal matrix. 
Now let A-H = p(A), d( p) = m(A) Q d(A) - 1. Denote by Ai [i = 
1 , . . . , d(A)] the distinct eigenvalues of A, and by xi the corresponding 
eigenvectors. Let r = x1 + *a* +xdcA,. Then AmHr E {r, At-, . . . . Ase2r) 
implies that there is 4(h) with d(4) G s - 2 such that AmH = 4( Ah-. 
Then it follows from p( A)r = +( A)r that p(h,) = 4(hi), i = 1,. . . , d(A). 
Hence if m(A) > s - 2, then m(A) = d( p - 4) > d(A), a contradiction. 
n 
SHORT RECURSION FOR ALGORITHM I. Assume that A satisfies (9) with 
KH = +(A), deg(+) < s - 2, and s > 3. Then 
Hence for i < k - s + 2, it follows from (6) that 
0 = p,%‘( h, +Lkpk+J = h, - %pYA-lpo, 
i.e., bik = ak ~,~A-lp,. By introducing an auxiliary vector qk _ s + 2, the recur- 
sion (6) can be written in the following coupled form: 
k-l 
h k+l,kpk+l = Apk - C bik Ap, + qk-s+22 
i=k-s+3 
(10) 
0, ak = 0, 
qk-si2 = 
qkqk,-s+2iak, - x:$,:;+.&k Api, ak # 0, 
where k, < k satisfies ak, # 0 and aj = 0 for k, <j < k. We notice that if 
ak-l f 0, then qk-k+2 = akqk-s+l/ak-l - bk-2+2.kApk-s+2’ 
To characterize the class of matrices that generate the above short 
recursion, we introduce the following definition. 
ARNOLD1 PROCESS 179 
DEFINITION 3. A matrix A is said to be in class a&s), denoted by 
A E al(s), if d(A) < s, or A is such that for any starting vector r, the vector 
pk [k = 0,. . . ) d(r) - 2],3 can be generated by the recursion (10). 
SHORT RECURSION FOR ALGORITHM II. A starting vector is said to be a 
regular vector with respect to A if the recursion (8) exists, i.e., Hj [j = 
0 , . . . , d(r) - 31 are nonsingular. In the following, whenever we refer to the 
recursion (8), we always assume that the starting vector r is a regular vector. 
Assume that A satisfies (9) with AwH = +(A), deg(+) < s - 2, and s > 3. 
Using the recursion (81, we obtain 
h k+l,/c[4(A)PiIHPk+l = [4(A)PiIH(A +ak)~k + Pi/c. 
Since 
it is easy to see that for i + s - 2 < k - 1, i.e., i < k + 1 - s, we have 
Pik = 0. Thus 
k-l 
h k+l,kpk+l = CA + “k)Pk + (11) 
Now we introduce the following definition. 
DEFINITION 4. A E +‘1I(s) if for every regular vector r the vector pk+ 1 
[k = o,... , d(r) - 21 can be generated by the recursion (11). 
The above discussion indicates that m(A) < s - 2 is a sufficient condi- 
tion for the existence of s-terms recursions for both Algorithms I and II. At 
the end of this section, we will prove that it is also a necessary condition. 
We now discuss some relations between m(A) and d(A). First we 
characterize the class of matrices for which m(A) Q 1. It turns out to be the 
class of matrices that are positive constant multiples of a unitary matrix. 
3 The component pdCrj is identically zero, so there is no need to generate it. That is the 
reason why the iteration stops at k = d(r) - 2. 
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LEMMA 5. Zf A is a normal matrix and m( A) < 1, then d(A) < 2, or 
A = aU, where U is unitary and (Y > 0. 
Proof. Let AmH = p(A), and p(z) = a.z + b. Let A be an eigenvahre 
of A. Then A-” = ah + b and 
a&h2 + (ii - a + lb12)h -b = 0. 
If the above has more than two solutions, then b = 0 and Z = a, i.e., a is 
real. Since alhI = 1, a is also positive. 1 
REMARK 6. For A E QI,(s), B, is a banded upper triangular matrix 
with bandwidth s - 1. A special case is s = 3, i.e., m(A) = 1; then we 
obtain an LU decomposition of a unitary Hessenberg matrix into the product 
of a lower bidiagonal matrix and the inverse of an upper bidiagonal matrix: 
/ -Yo 
Yl 
CO 
-- 
Yo 
H(y,,...~Yk) = 
\ 
X 
Yk-1 -- 
Yk-2 
uk 
1 
YlffO -- 
Yo 
1 *. 
Ykffk-1 
-- 
Yk-1 
1 
Yk .- 
Yk-1 
-1 
) 
where Iyi12 + ri2 = 1, and {yi)i are the so-called Schur parameters. The 
above decomposition first appeared in [12]. 
REMARK 7. In [8, 91, matrices of the form A = CIU + p were consid- 
ered in the light of the fact that 
{r, Ar ,..., A”-‘r} = {r,( A + /3)r ,..., (A + p)“-‘r} 
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for any scalar p. Similarly, s-term recursions can be applied to matrices of 
the form A = (YA + p with k” = p( A). 
REMARK 8. Besides the matrices considered in [8, 91, some more inter- 
esting classes of matrices that might be handled by the short recursions 
proposed in this paper are those matrices with a small number of clusters of 
eigenvalues. These matrices are of the form A = A, + E, where A, is a 
normal matrix and has a small number of distinct eigenvalues. 
The two numbers d(A) and m( A) h ave the following relations. Roughly 
speaking, for m( A) to be small, A must have only a few distinct eigenvalues. 
LEMMA 9. If A is a normal matrix, then m(A) < d(A) - 1. If, in 
addition, m( A) > 1, then d( A) < m( A)’ + 1. 
proof. From A-’ = p(h), we have j?(A) = A- ‘. Then it is easy to see 
p(l/p( A)) = A-’ has at most m( 4)* + 1 roots. W 
Now we prove the necessity part of the following result for the matrix 
class a,(s) (cf. the main Theorem in [3]). The general idea of the proof is 
similar to that in [3], but the details are quite different. 
THEOREM 10. Zf s 3 3, a matrix A E @r(s) ifand only ifd( A) G S, or 
A is a nonsingular normal matrix and m(A) < s - 2. 
The proof of the “if’ part is straightforward. To show the “only if’ part, 
we first need the following technical lemma.4 
LEMMA 11. Zf d(r) < d( A), then for d(r) < k < d( A), there is v such 
that d(r + tv) = k whenever t # 0. 
4 The result in this lemma was used several times in [3]. However, no proof was given. 
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Proof. Let the Jordan decomposition of A be A = TIT-l, where 
I = ~ag(ll~...,Jm), Ji = diag(j,“‘, . . . , J$)), 
Jj’i) = 
Ai 1 
1 
4 
of order I:‘), Zj”’ < Z,!?,, Ai # Aj (i z j). We conformally partition T column- 
wise: 
T = (T,,...,T,,,), Ti = diag( T,‘“), . . . , T$)). 
Denote di = I::; then Cdi = d(A). 
Let r = Ta = C?j%;i). Let p( A)r = 0 with 
p(h) = fj(* - hy, Si>O, :Si=d(r). 
i=l i=l 
Hence e;o,) = 0 for si < j < di, 
matrix with a suitable dimension. 
d(A), there are t,,...,t, such 
Z = {i ) si < ti}, and set 
v = c T,$)e,, , 
iSI 
where ej is the jth column of the identity 
Since d(r) < d(A), then for d(r) < k < 
that si < tj Q di and Cti = k. Now let 
Then deg(q) = k and q(AXr + tv> = 0 for all t. Thus d(r + tv) < k. 
Now assume t, # 0 and g(AXr + t,v) = 0. Let g(A) = g,(h)g,(h) 
with go(A) = rI(h - A$ and gr(h,) # 0. It follows from go( AXr + t,v) 
= 0 that 
Vi E I, go(Tz:)( a:: + toe,<) = 0, which implies ki > ti, 
Vi E I, go(T,‘i’)a~i’ = 0 (Vj), which implies ki > si = ti. 
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Combining the above two, we have deg( g) > Ck i > k. Therefore d(r + tu) 
= k, whenever t # 0. n 
COROLLARY 12. ht V be a d-dimensional A-invariant subspace, r E V, 
and d(r) < d. Then Vk, d(r) < k < d, there is v E V such that d(r + tu) = 
k whenever t # 0. 
Proof of necessity in Theorem 10. The proof is divided into several 
steps. 
(1) Let A E Q,(s) and d(A) z s + 1. We show that (P~_~, AeHr) = 0 
for a starting vector r with d(r) = s. 
(i) First consider a starting vector r with d(r) > s + 1. The recursion (10) 
implies that for s - 2 < k < d(r) - 2, 
qk-s+2 1 A-HI PO,. . ., Pk-S+A. 
Using qkps+2 I AeHpo and the recursion (lo), we have 
h k+l,kpk+l Pk+l> ( A-Hpo) = 0, 
and hk+l k + 0 gives ( pk+ I> AmHpo) = 0, s - 2 < k < d(r) - 2. Let k = s 
- 2; then we have Vr with d(r) z s + 1, (p,*_ 1, ApHpo) = 0. 
(ii> Now consider a starting vector r with d(r) = s. Use Lemma 11, we can 
find 0 such that d(r + tu> = s + 1 for t # 0. Let r(t) = r + to; using the 
Arnoldi process, we can generate orthonormal sequences 
{PO> P,,*.*, P,~ _,} = {r, Ar,. . . , A”-lr) 
and 
{POW> Pi(t)>..*> ps<t>} = {r(t), AT(t),..., A,‘r(t)). 
Since p,(t) has unit norm and therefore is bounded, without loss of generality 
we can assume that p&t) (j < s) converges when t + 0. Since p,(t) -+ p,, 
and d(r) = s, we have 
FTo PjCt> = Pj, j = o,...,s - 1. 
Since ( p,_,(t), AmHpo(t)) = 0. Let t -+ 0; we have ( P,~_ 1, AeHpo) = 0. 
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(2) Now we want to show that A is a normal matrix. Let r with d(r) = s 
and V, = {r, Ar, . . . . A”- ‘r}. Let Q be the orthogonal projection onto VS. 
Let V,?), be an (s - l)-dimensional A-invariant subspace of VS. Choose 
ui f 0 such that ui E V with llui112 = 1 and ui I V,?,. 
(i) For any g E V,?), with d(g) = s - 1, using Corollary 12, we can find 
2) E V, such that d(g + tu) = s whenever t # 0. Let g(t) = g + tu. Use 
Amoldi process to generate 
{go, g,,***, gs_2} = {g, Ag,. . . , A”-2g} = V:!“l 
and 
k&L g1w * * * > &l(t)} = {g(t), Ag(t),..., A”-‘&)} = Vs. 
Similarly to part (l)(i), we have gj(t) + gj, j = 0,. . . , s - 2. Also let gs_l(t) 
+ g,_,. The conclusion of part (1) says (g,_,(t), A-hg(t>> = 0. Hence 
s-2 
QAmHgCt) = J~ocj(t)gjtt). 
where cj(t> = (gj(t>, QApHg(t)) 
QA-Hg = Cc,g,. 
-+ cj, say. Therefore, taking limits, we have 
I n conclusion, for any g E V,‘k’i with d(g) = s - 1, we 
have 
(QA-‘u,, g) = (ul, QKHg) = 0. 
(ii) For any g E V,?), with d(g) < s - 1, Corollary 12 guarantees the 
existence of ~1 E VS(?i such that d(g + tw) = s - 1 whenever t # 0. Hence 
(QA-k,, g + tu) = 0. n&i ng limits gives (QA-‘u,, g) = 0. Combining with 
the conclusion of(i), we have QA-‘u, _L I’,?‘,. Therefore QA-‘u, = piu,. 
(iii) Let the columns of Vi span an orthonormal basis of V,(!‘i, and U = 
(ui, Vi). Then 
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Since QU = U and UH = U”Q, we have 
z = UHU = I 
=i 
Pl y 1 
yz 
?A-'UA-'U 
185 
Hence X, = 0 and Au, = h,u,. 
(iv) Now choose an (s - l)-dimensional A-invariant subspace A:? 1 C l7, 
that contains ur. Then there is us # 0, u2 I ur, such that Au, = A,u,. 
Continuing in this fashion, we see that V, has a complete set of orthonormal 
eigenvectors of A. Since r is arbitrary, A has a complete set of orthonormal 
eigenvectors. Therefore A is a normal matrix. 
(3) We now prove that m( A) < s - 2. Since A is a normal matrix, A I' 
can be written as a polynomial in A. The conclusion of part (1) implies that 
for any r with d(r) = s there is a p(A) with deg( p) < s - 2 such that 
AeHr = p(A)r. Now assume that A has d(A) = d distinct eigenvalues 
A . . . ) A, and that ul,...,ud 
‘:;+i = Ai, nd+i 
are the corresponding eigenvectors. Denote 
= ui, i = 1,. . . , s - 1. and let 
j+s-1 
p) = C Iii, j = 1,. . . , d. 
i=j 
Then d( p(j)) = s. We can find pj(A) with deg( pj) < s - 2 such that 
AmHp(j) = pj(A)r. Now let A-* = 9(A) with deg(9) = m(A). From 
9( A)p”’ = pj( A)p’j’ we deduce 9(A,) = pj(Ai), i =j, j + 1,. .., j + s - 1. 
Hencepj(A,)=pj+r(A,),i=j+ l,...,j+s--l.Therefore,wehave 
Pj+l(A) E Pj(A) c 6(A), j = l,...,d - 1, 
and deg( 6) < s - 2. This in turn gives 9( Ai) = pi( Ai) = $( hi), i = 1, . . . , d. 
Since m(A) < D(A) - 1 = d - 1 and deg(+)<s--2<d-1, we have 
$(A) = 9(A) and m(A) < s - 2. n 
REMARK 13. If we replace Q,(s) by @n(s), the results still holds. The 
proof is very similar and will not be repeated here. A consequence, @r(s) = 
@&). 
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4. DISPLACEMENT RANKS 
Classical results have it that S, = K,( A, r)HK,( A, r) is Hankel or 
Toeplitz when A is Hermitian or unitary, and Hankel or Toeplitz matrices 
have displacement rank equal to 2 [ll]. If a nonnegative matrix has a low 
displacement rank, then there are fast algorithms to compute its Cholesky 
decomposition-for example, the Levinson algorithm for Toeplitz matrices. 
The Cholesky decomposition of S, and the orthonormalization of the columns 
of K,( A, r) are closely related. In fact, if K,( A, r) = QR is its QR decom- 
position, then S, = RHR gives its Cholesky decomposition. Thus it comes as 
no surprise that short recursions and low displacement ranks are related to 
each other. In this section, we will explore this relation. We show that 
AH = n(A) or AmH = n(A) with deg(n) = s - 2 implies that the displace- 
ment rank of S, is s - 1. This can be done by demonstrating that S, can be 
transformed to a block Hankel or Toeplitz matrices through pre or postmulti- 
plying by a triangular matrix. 
Notice that the following is a basis of LF’,,, the set of all polynomials of 
degree at most n: 
I 1,Z )...) zs-“,r+), an(z)P..>zs-3rl(z), 
n( z)2, 2n( z)“, . . . , zs-$( g2>. . .}> 
where n(z) is a polynomial with deg(n) = s - 2. Define 
I?,( A, r) = {r, Ar ,..., AS-3r, v( A)r, Arl( A)r, . ..> A”-3++-, 
v( A)2r, Aq( A)2r,. . . , A”-3~( A)2r,. . .}. 
It is easy to see that there is an upper triangular matrix W,, such that 
I?,( A, r) = K,( A, r)W,. 
Now consider the matrix 
s:, = Zt,( A, T)~Z?,,( A, r). 
Let A-H = n(A). The (i, j(s - 2) + I> element of Sn is 
r”( AH)iA1v( A) jr = ,-HA$( A)j+r. 
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Hence S:, is a block Toeplitz matrix with each block a row vector of 
*mension s - 2. Similarly, if AH = v(A), the (i, j(s - 2) + I) element of 
S, is 
r”( AH)iA”v( A)jr = rHA”rl( A)j+‘r, 
which implies that S, is a block Hankel matrix with each block a row vector 
of dimension s - 2. Let Z, = (e2,. . . , e,, 0) E GPX” be the lower shift 
matrix with ones on its subdiagonal, and 
q-2) = 
0 
I s- -2 0 
I,:- 2 0 
\ 
E snxn, 
/ 
where s’ Q s. For AeH = n(A), we have 
= (znin - z,,~nz(~_,))wn-l 
/ \ 
so Sl s2 ‘** 
s-1 = 
s-2 0 
w,- ’ > 
\ : / 
where the si’s are the block elements of in,; and for AH = q(A), 
A IS (z,.w,z&2)K 1 n = Z” s, - s,w,z~~_,,w*-’ 
= (on - ~nz~-,,)w? 
’ 0 --SO -S] ... \ 
$0 
= 
s-1 0 
W*-? 
\ . 
In both cases, the displacement rank of S, is easily seen to be s - 1 [2]. 
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