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Abstract
This thesis is based on three essays in corporate credit risk and economic perfor-
mance analysis.
Corporate bankruptcy prediction using past financial information is well estab-
lished in the literature. Early studies of corporate bankruptcy prediction mainly
applied statistical techniques such as discriminant analysis, logit and probit. Al-
though, some of these models such as logit is still widely popular amongst the
academics and practitioners due to its simplicity, the shortcomings of such models
for bankruptcy prediction have been notified and criticised in the literature. One
of the main shortcomings is that these models as linear classification approach can
not explain the possible non-linear relationship between some accounting ratios
and the probability of default (PD). This issue has been addressed in the literature
by introducing non-linear statistical techniques such as support vector machines
(SVM).
The first essay of this thesis, presented in Chapter 2, investigates the perfor-
mance of SVM in corporate bankruptcy prediction and compares its performance
with that of logit. This essay analyses bankruptcy risk for firms in the Asian and
Pacific region using a list of financial ratios which covers different aspects of a
firm’s performance. The financial and credit event information for this analysis is
provided by the Risk Management Institute of National University of Singapore
(RMI NUS). With respect to forecasting accuracy, the findings of this analysis
reveal that on average the SVM displays a higher forecasting accuracy and a more
robust performance than the logit. Among several financial ratios suggested as
predictors of default, leverage ratios and firm size display a higher discriminating
power compared to others. Additionally, an analysis of the relationship between
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PD and financial ratios is provided.
The accounting based models in bankruptcy analysis are mostly based on a
set of measures which represents current financial position of the firms. However,
these models have no indication of the status of the technology competency of a
firm amongst its peers, which could be a more significant factor in the survival of
a firm. Therefore, a new measure about level of firm’s technological knowledge is
required for a more precise assessment of firms future financial performance.
Considering the rise in the technological competition and patenting activities
since the 1990s and also the important role of accurate credit rating modeling in
the financial stability, second essay of this thesis examined in Chapter 3 focuses on
the relationship between patent applications, as an output of a firm’s technological
development, and financial survival. Applying a survival analysis model, this
relationship is empirically tested on a longitudinal firm-level data set for the listed
firms in the US which matches the patent application data from European Patent
Office (EPO) against a set of financial variables provided by RMI NUS. The results
of this analysis reveal that patent applications are strong identifiers of low default
risk companies.
In a further analysis, third essay of this thesis presented in Chapter 4 focuses
on the impact of patent applications on firm’s economic performance. In contrast
to the studies which study the overall patent portfolio indicators as proxy for inno-
vation, on a few aspects of firm performance this essay provides a comprehensive
analysis of the effect of individual patent applications on several aspects of firm
performance including including profitability, leverage, liquidity, size, credit rating
quality and stock return. Using the matched data set of patent application data
and economic variables for the US listed firms explained earlier, this essay exam-
ines whether changing from non-patenting to patenting status when a firm files
its first and subsequent applications is associated with significant changes in its
firm’s performance and stability. The empirical findings of this essay indicates a
higher capitalisation, increased liquidity, a lower leverage and an improve in credit
quality for the patenting firms.
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Chapter 1
Introduction
In the last two decades of the 20th century the world witnessed several financial
crises namely those concerning Latin American debt and US savings and loan
in the 1980s, Asian currency in 1997 as well as the Nordic financial crisis in the
early 1990s. These financial crises, usually became apparent with a number of
defaults and bank failures which triggered further failures in the financial system.
The instability in the financial system followed by a significant disruption of the
economic activities and output eventually is seen as a major factor leading an
economy into a great recession. Therefore, it is not surprising that these distressing
events focused the minds of both researchers and financial regulators to understand
causes and remedies of the financial crisis and provide more efficient supervisory
and regulatory practices. Accordingly, risk management literature expanded to
provide higher transparency and accuracy in risk assessment approaches which
affect stability of the financial systems. The risk management literature mainly
diverged in two different directions. One line of literature focused on determinants
that undermine financial stability of firms (Becchetti and Sierra, 2003; Odders-
White and Ready, 2006). Another line of risk management literature focused
on the credibility of the statistical models applied by financial institutions and
rating agencies to quantify counterparty risk (Carey and Hrycay, 2001; Altman
and Saunders, 2001).
Recognising the importance of credit risk management in preventing financial
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crisis and mitigating their consequences, financial regulators proposed a set of
measures called Base Capital Accord. This was a response to globalisation of
financial markets and the increase of the role that financial markets played in the
world economy. The first Capital Accord was introduced by the Basel Committee
on Banking Supervision (BCBS) of the Bank for International Settlements (BIS)
in 1988 and later adopted by major central banks by 1992. Basel I required banks
to follow a more conservative approach primarily in relation to credit risk and the
capital that they need to hold as a safeguard against the credit risk. In 2004,
the BCBS introduced Basel II Capital Accord which was a further development
of Basel I on the two main sources of financial risks i.e. credit risk and market
risk. The main objectives of the Basel II were to ensure that firstly the capital
requirements are more risk sensitive, secondly, that credit risk, market risk and
operational risks are quantified appropriately and thirdly to introduce disclosure
requirements enabling market participants to assess the capital adequacy of a
financial institution.
Despite the developments in the literature and regulatory frameworks, world
witnessed the global financial crisis in the late 2000s triggered by the US subprime
mortgage crisis. Unlike the previous crises and mainly due to the notable globali-
sation of financial markets, the recent financial crisis rapidly spread amongst most
advanced economies, the effects of which still partially linger. The global financial
crisis resulted in several influential banking and corporate bankruptcies, a sharp
reduction in asset prices and large losses in economic output in many countries
around the world.
The recent financial crisis and its adverse consequences indicated a deficit in
effectiveness of credit risk management and provisions of the previous regula-
tory frameworks. Implementing the Basel III Capital Accord in 2010 underlined
an ongoing concern of the banking regulators and policy makers about adequate
understanding of credit risk management in order to insure stable financial perfor-
mance. Credit ratings in particular have gained importance because of their use
in assessing banks’ regulatory capital adequacy. Basel II allows banks to assess
their credit risk and evaluate their capital requirements through internal credit
ratings (see BCBS, 2003). Additionally, the role of an accurate credit assessment
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model has become more crucial with the rapid growth of the credit derivatives
market in the last two decades. Finally, it has been conclusively demonstrated
that the shortcomings of rating processes and models employed by rating agen-
cies substantially contributed to the severity of the financial crisis. Therefore,
addressing the issue of the accurate assessment of firms’ credit risk and financial
performance became a crucial element in safeguarding against credit risk which
also helps to understand the determinants of the economic performance of banks,
firms and economy as a whole (Hsu, 2009).
This thesis, therefore, aims to provide regulators and policy makers with more
insight and transparency in the context of corporate bankruptcy modeling and
financial performance analysis which has appeared crucial for the stability of the
banking system, company survival and country’s overall economic growth. It ad-
dresses the deficiencies in the corporates financial performance assessment both
in terms of modeling and informative factors. Firstly, this study focuses on de-
veloping a corporate default prediction model with higher accuracy performance
in various contexts compared to the commonly used models. Secondly, it bridges
the existing informational inadequacies in the firms’ credit and economic perfor-
mance assessment. In particular, it analyses the significance of innovative and
technological capabilities for firms’ financial survival and economic performance.
In our research, we have been responding to the demand from industry, gov-
ernmental organisations and the research community to provide an up-to-date
methodology and a modeling paradigm for credit risk assessment and its determi-
nants. We cooperated with and presented our conclusions and recommendations
to the European Commission (EC) and Risk Management Institute of the Na-
tional University of Singapore (RMI NUS) and received valuable input from these
institutions as well as from the Deutsche Bundesbank.
This work would not have been possible without access to two unique data
sources kindly offered to us by our partners. The first was a database complied
and maintained by the RMI NUS, containing quarterly and annual company re-
ports, default event indicators, industry information and stock prices for listed
firms in US and the Asian - Pacific region as well as the macroeconomic data
for the countries in which the firms operate. This data set was subsequently en-
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riched with company information from other regions. The second database was
built by the European Patent Office (EPO) and subsequently further enriched and
provided by the Institute of Prospective Technological Studies (IPTS) of the Eu-
ropean Commission (EC). These data contain priority patent application details
submitted to 90 patent offices worldwide, providing a 98% coverage of all patent
applications in the world. Access to global data allows tracking of all patent
applications of companies submitted both nationally and internationally.
The comprehensive data access on the firm level allowed a distinctive analysis
of firm bankruptcy and corporate performance beyond the coverage in the ex-
isting literature by (i) outlining the shortcomings of the widely used bankruptcy
prediction models in terms of the prediction accuracy and hence suggesting an al-
ternative approach; (ii) analyzing firms financial stability in the Asian and Pacific
region and allowing a comparison with other regions such as Europe; (iii) pro-
viding an understanding of the role of non-accounting measures in combination
with accounting and stock performance indicators for firms’ financial stability and
economic performance.
Details and more background to the empirical investigations presented in the
subsequent chapters are as follows:
Chapter 2 of this thesis investigates the performance of a corporate default pre-
diction model built upon the most significant accounting determinants of bankruptcy
for the companies in the Asia and Pacific region. The objective of this chapter is
to propose a rating model which overcomes shortcomings associated with the most
commonly used models in terms of their credibility and accuracy performance.
The traditional default analysis models which since the 1960s focused on the
statistical analysis of financial ratios was later augmented with the stock market
performance measures all of which displayed predominance of the traditional mod-
els and input. A vast majority of these models are based on a linear combination
of accounting performance measures, which often have insufficient granularity and
discriminatory power when applied to a large data set that can contain millions of
observations. Investigation into models displaying additional statistical features
such as non-linearity or an ability to deal with multiple input simultaneously has
not been sufficiently undertaken in the literature and this is the gap we intend to
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address in Chapter 2.
A collection of models based on statistical learning theory (Vapnik, 1998) com-
monly referred to as support vector machine (SVM) is of particular interest due
to their advantages, among others, of an ability to map non-linear multivariate
dependencies and a good generalisation ability leading to a high out-of-sample
forecasting accuracy.
Chapter 2 of this thesis extends the current literature in bankruptcy analysis
by examining performance of SVM and comparing its accuracy to that of logis-
tic regression for firms in the Asian and Pacific region. The model considers a
wide range of financial ratios which reflects firm’s profitability, leverage, liquid-
ity, activity, cost structure and dynamic position and also its size. The results of
this analysis firstly confirm a non-linear relationship between some financial ratios
such as leverage and sales with probability of default (PD) which further ques-
tions credibility of linear regression analysis for bankruptcy prediction. Secondly,
as expected, it shows that an SVM with a high generalisation ability is a promis-
ing method for distress forecasting in the Asian and Pacific region and provides
a reduction of model risk and a more robust performance compared to the Logit.
Similar findings on the advantages of SVM compared to Logit have been reported
by Lacerda and Moro (2008) and Dellepiane et al. (2015) who performed analyses
of European based firms. This validates the applicability of non-linear techniques
such as SVM in corporate distress analysis in different regions.
In Chapter 3 we further explore the topic of the determinants of corporate
distress and focus our attention on the non-tangible assets such as technological
expertise and innovation.
Relying only on accounting information in bankruptcy analysis could be ques-
tionable when for example low return firms are classified as distressed with higher
risk. These firms with low current returns display high sales growth and R&D
expenses. In the absence of an accounting policy which allows capitalising R&D
expenses, the firms, nevertheless, have to fully expense their R&D spending. This
results in lower net income and deteriorating accounting performance which is even
more evident in R&D intensive industries. Therefore, accounting based models in
distress forecasting have become less conclusive especially due to the rising signif-
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icance of R&D and an increasing likelihood of distress misclassification (Franzen
et al., 2007). This means that in order to have a more efficient assessment of firms
future financial stability, a new measurement which captures the level of techno-
logical knowledge and competition capabilities is needed especially for technology
intensive firms. In order to bridge such informational deficit in credit rating and
firm performance analysis, various proxies of R&D output and innovative activities
can be considered to facilitate detailed analysis of specific technological aspects
(Ernst, 2003).
In this regard, the explicit and implicit importance of a patent, as an out-
put of R&D activities in firms’ bankruptcy and performance analysis, is justified
for several reasons. First, patents are an indication of realised technologies in-
fluencing future operating performance and protecting higher income. Second,
patents are a measure of competition because they are exclusive to the business
(Eisdorfer and Hsu, 2011). Third, patents can generate licensing income or they
can be traded with other firms through cross-licensing. Fourth, patents can be
used to expand market power internationally and enhance the firm’s reputation
(Neuha¨usler, 2012).
Most of the existing studies examining the link between patent and bankruptcy
consider patent portfolio indicators such as patent flow and patent citations (Neuha¨usler
et al., 2011), number of patent applications and patent issues in a year (Hsu, 2009).
Chapter 3 of this thesis complements the existing literature in several ways. It
investigates the significance of so called priority patent applications on corporate
default. Where patent application processing usually takes up to three years to be
assessed, granted and often start generating income, the information about patent
application is disclosed to the public after 18 months of the priority date of the
application. Therefore, priority patent applications can be an early indicator of
future income for forward looking analysis (Ernst, 2001). We apply a Cox (1972)
proportional hazard (PH) survival model, which constitutes the current state of
the art in corporate credit rating modeling. Survival analysis takes into consider-
ation the most recent information and also provides information on the predicted
distribution of the time to default. Additionally, we include market-based vari-
ables in combination with accounting variables in the context of credit rating
6
1. INTRODUCTION
which is motivated by two previous studies by Shumway (2001) and Franzen et al.
(2007) questioning the significance and effectiveness of most of the previously used
accounting information in bankruptcy analysis. The results of our study reveal
the fact that innovation activities are strong identifiers of credit default risk.
Chapter 4 of this thesis expands the scope of the investigation of the impact
of innovation on credit default risk by comprehensively examining the effects on a
range of company performance characteristics, such as profitability, capital struc-
ture, stock market performance and growth. The majority of existing studies in
corporate finance literature are limited to analysing the impact of R&D as an in-
dicator of innovative activities of firms on just one performance indicator. Due to
the nature of of R&D projects, their outcomes are associated with a high risk of
failure and even if the R&D projects are successful, there is a long delay between
R&D investment and establishing their outcomes in the market. Also, imitation
and spill over effects to other firms traditionally associated with R&D most likely
reduce profitability.
In our study by analysing several channels of impact simultaneously we are able
to obtain a comprehensive picture of how innovation affects company performance.
To complement the previous studies which mainly consider the analysis of patent
portfolios, Chapter 4 of this thesis focuses on the impact of individual priority
patent applications on firms economic performance. This allows us to examine the
earliest recorded manifestation of innovation even if it did not result in granting
a patent. We can also answer important questions about the value of individual
patents and their effect in terms of profitability, capital appreciation, credit rating,
liquidity, stock prices and external and internal financing.
This chapter contribute to the existing literature in several ways. Firstly, it
provides a detailed analysis of economic performance of patenting versus non-
patenting firms. Secondly, it investigates whether the differences between per-
formance of patenting and non-patenting firms reflect actual changes following
patenting or if they are simply due to self-selection of larger, more profitable and
productive firms opting for patenting for various reasons. While the economic
performance of firms three years before filing a patent is controlled, the impact
of patent applications is tested on the difference between the after-patenting and
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past performance. The empirical findings of this chapter suggest higher capitali-
sation, increased liquidity, a lower leverage and higher stock return for patenting
firms.
Chapter 5 of this thesis provides a summary of the main conclusions of this
thesis along with some recommendation for policy implications. It also draws
attention to the main limitations of this thesis and makes suggestions for further
research.
8
Chapter 2
Forecasting Corporate Distress in
the Asian and Pacific Region
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2. FORECASTING CORPORATE DISTRESS IN THE ASIAN AND PACIFIC
REGION
2.1 Introduction
Although credit risk has always been a major concern for investors, in recent years
high profile insolvencies have attracted widespread attention, first, after the dot-
com bubble and then in connection with the subprime mortgage crisis. In the
Asian and Pacific region, a wave of insolvencies were caused by the crisis of 1998.
The announcement of the Basel III Capital Accord in 2010 after the adoption
of Basel II in 2004 and Basel I in 1992 indicates the concern of both banks and
regulators in terms of providing protection against credit risk and, at the same
time, inadequacy of the existing protection measures and methods for measuring
risk.
As early as the beginning of the twentieth century Winakor and Smith (1935)
proposed the use of financial ratios for separating firms into solid stable and po-
tentially bankrupt ones. Foster and Ramser (1931) and Fitzpatrick (1932) also
applied financial ratios for bankruptcy prediction. The systematic application
of statistics for bankruptcy analysis started with the work of Beaver (1966) and
Altman (1968) introducing the univariate and multivariate discriminant analysis
(DA), respectively. Altman (1968) established a formula for predicting bankruptcy
which is a linear combination of five financial ratios known also as the linear Z-
score model (Altman et al., 1977). This model remains popular for forecasting
default rates even today due to its simplicity. The drawback of the Z-score model
is the unlikely assumption of equal normal distributions for both failing and solvent
firms with the same covariance matrix.
Later the focus of research shifted towards the Logit and probit models (see for
instance Ohlson, 1980; Martin, 1977; Wiginton, 1980; Zavgren, 1983; Zmijewski,
1984). The Logit models depend upon less restrictive statistical assumptions and
also offer better performance (Zavgren, 1983). Logit model is widely used by
academic and practitioners. One of the attractive features of Logit is that its
score is calibrated as default probability, whereas in many other models such as
DA the score has to be converted to default probability.
Other statistical methods which were introduced at the same time, such as the
gambler’s ruin model (Wilcox, 1971) and option pricing theory (Merton, 1974),
10
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were based on time series data. Later, hazard or survival models (Shumway,
2001; Glennon and Nigro, 2005) and the Forward Intensity Approach (Duan et al.,
2012) used both time series and cross-sectional data. Other types of models such
as recursive partitioning (Frydman et al., 1985) and rough sets (Dimitras et al.,
1999) were mostly applied to cross-sectional data.
One of the major shortcomings of many methodologies is the fact that they
ignore the possible non-monotonic relationship between some financial ratios and
the probability of default (PD) such as the logistic regression (see for example
Falkenstein et al., 2000; Manning, 2004; Fernandes, 2005; Chen et al., 2011). For
instance, PD is non-monotonically dependent from the net income (NI) growth.
Negative or very slowly growing NI may create difficulties for company to pay
its debt obligations when they fall due. On the other hand, high NI is likely
to be non-sustainable in the long term causing high volatility. Both situations
can lead to a higher PD, which is in accordance with the existing literature (e.g.
Merton, 1974; Bharath and Shumway, 2008). The identification of the shape of
the dependence, however, still remains a problem.
Another problem is the potential error associated with identification of the
dependency between financial ratios and the default probability, even if the rela-
tionship is known to be monotonic. For example, in logit, a logistic transformation
of financial ratios is applied which might not be the correct dependency (Lacerda
and Moro, 2008).
The non-linear dependence between some financial ratios and the PD has been
addressed by applying non-linear models such as artificial intelligence (Bryant,
1997) and machine learning techniques such as recursive partitioning, also known
as classification and regression trees (Frydman et al., 1985), proximal support vec-
tor machines (PSVM) (Friedman, 2002), support vector machines (SVM) (Martens
et al., 2006; Chen et al., 2011) and artificial neural networks (ANNs) (see for in-
stance Elmer and Borowski, 1988; Markham and Ragsdale, 1995; Malhotra and
Malhotra, 2002). In particular, ANNs compared to other classifications techniques,
have been reported with higher classification accuracy in several studies (Kim and
Sohn, 2010). However, Kim and Sohn (2010) lists some shortcomings for ANN.
First, ANN involves the researchers’s experience and knowledge of data prepro-
11
2. FORECASTING CORPORATE DISTRESS IN THE ASIAN AND PACIFIC
REGION
cessing for selecting control parameters. Second, it is hard to generalise the results
of ANN due to overfitting. Third, explaining the prediction results is difficult for
ANN due to its lack of explanatory power.
In contrast, among the non-linear classification techniques, SVM which was
developed by Vapnik (1998) overcomes the above shortcomings. SVM is a classi-
fication method based on statistical learning theory (Vapnik, 1995, 1998). SVM
produces a binary classifier , so called “optimal separating hyperplanes” or “max-
imum margin hyperplane” by transforming the input vectors into the high dimen-
sional space. The maximum margin hyperplane provides the maximum separation
between the classes. SVM constructs a linear model to estimate decision function
using non-linear class boundaries based on support vectors which are the train-
ing observations closest to the maximum margin hyperplane. This is done by a
kernel function which can have different forms such as polynomial kernel and the
Gaussian radial basis function.
Shin et al. (2005) lists some advantages of using SVM: (i) only two parameters
need to be chosen, the upper bound and the kernel parameter, (ii) as the training
of SVM is done through solving a linearly constrained quadratic problem, the
solution of optimal and global is unique, (iii) SVM employs the structural risk
minimization principle that minimizes an upper boundary on the actual risk, in
contrast to empirical risk minimisation which minimises the error based on the
training data set, hence SVM is equipped with greater generalization ability.
When classifying distressed vs. solvent companies, the SVM allows adjustment
of its complexity. The complexity can be then optimised with respect to some
accuracy measure, for example the accuracy ratio (AR), for the data and predicting
variables at hand. Figure 2.1 illustrates the classical trade-off between the good
in-sample performance and the generalisation ability. In this example by changing
complexity of the classification method with respect to some accuracy criterion,
it is possible to establish an optimal boundary.
In this chapter, a bankruptcy prediction model for firms in the Asian and
Pacific region using SVM is built considering a wide range of financial ratios which
reflects firms profitability, leverage, liquidity, activity, cost structure and dynamic
position and also firm’s size. In order to evaluate the prediction power of SVM, a
12
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Figure 2.1: A classification example.
Note: The boundary between the classes of solvent and insolvent companies can be either linear
(1 or 2) or non-linear (3 and 4). A model capable of producing non-linear boundaries can have
low (linear cases 1 and 2), moderate (case 3) and high (case 4 where overfitting is evident)
complexities. By optimising the complexity with respect to some accuracy criterion, the optimal
boundary can be established (e.g. case 3).
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comparison between SVM’s prediction accuracy with that of logistic regression is
provided.
The organization of this chapter is as follows. Section 2.2 describes the data set
and the financial variables used to construct a bankruptcy prediction model with
SVM. In 2.3, the details of SVM model for bankruptcy prediction are explained.
Section 2.4 conducts an empirical data analysis. Finally, Section 2.5 concludes.
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2.2 Data Description
The data used in this chapter were collected and prepared by the Risk Manage-
ment Institute (RMI) of the National University of Singapore (NUS). The data
contain quarterly and annual company reports, default indicators and stock prices
for 25, 000 listed firms from the Asian and Pacific region as well as the macroeco-
nomic and selected financial data for the countries in which the firms operate. The
time coverage spans from 1980 to 2010. The database also indicates the relevant
industry of operation for each firm. In this analysis companies in the financial
sector, asset backed securities, funds and government owned enterprises are ex-
cluded since the nature of these businesses is different from non-governmental
manufacturing firms and service providers.
At the first stage the financial data are converted into financial ratios. These
ratios are grouped into seven categories: profitability, leverage, liquidity, activ-
ity, cost structure, dynamics and size, characterising company performance from
different sides.
Financial reports in the database are released quarterly, semi annually and
annually, however, the beginning of a financial year and, hence, reporting dates for
companies are different and spread throughout the year. To reflect this situation
each financial report is indexed by a unique time ID number according to the year
and month of the report in order to have the financial information on a regular
monthly basis for all firms. Since the reporting date almost invariably falls on the
last day of a month, this encoding gives the precise time of a default event.
After assigning the report time ID number to each observation, distressed
firms are defined based on the default information in the database. Each monthly
report of a firm receives the default indicator y = 1 if the firm files a credit event
report within a one year long period starting after one year of the date of the
financial report (distressed observations). For the rest of the observations (solvent
observations) the default indicator is y = −1. In this chapter this horizon is called
specification design 1. This horizon is considered in order to analyse the effects of
the default on the long term debt which has maturity of over one year.
Additionally, to see the effects of the short term debt on PD, distress for a
15
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Table 2.1: Distribution of distressed and solvent firms for each country.
Country
Horizon: Design 1 Horizon: Design 2
Distressed Solvent Distressed Solvent
firms firms firms firms
Australia 3 (2.01 % ) 146 6 (4.03 % ) 143
China 1088 (2.42 % ) 43784 4182 (7.22 % ) 53739
Hong Kong 10 (0.18 % ) 5514 19 (0.34 % ) 5505
India 48 (0.17 % ) 28840 148 (0.51 % ) 28775
Indonesia 26 (0.42 % ) 6131 70 (1.12 % ) 6186
Japan 124 (0.17 % ) 71489 258 (0.36 % ) 71380
Malaysia 385 (1.17 % ) 32512 1100 (3.12 % ) 34173
Philippines 113 (1.90 % ) 5839 267 (4.16 % ) 6154
Singapore 34 (0.48 % ) 7009 77 (1.08 % ) 7050
South Korea 99 (0.20 % ) 49828 232 (0.46 % ) 50153
Taiwan 260 (1.08 % ) 23906 604 (2.47 % ) 23809
Thailand 202 (1.19 % ) 16702 486 (2.77 % ) 17028
different horizon is analysed. For this purpose, the default indicator y = 1 is
assigned to those observations recording a credit event report filing within the
two year period from the date of the financial report (distressed observations) and
for the rest (solvent observations) the default indicator is y = −1. This horizon
specification is called design 2.
A broad range of credit events is applied to identify distressed firms and assign
the default indicator (y = 1), including filings under Chapter 11, Chapter 15,
Chapter 7, restructuring, liquidation, being sued by creditors and failing in coupon
and principle payments.
In the data set with the horizon under the design 2 specification, there are
311,682 observations from which 7,449 (2.39%) observations are indicated as dis-
tressed and 304,233 (97.61%) as solvent. The distribution of solvent and distressed
observations among countries varies substantially. For instance, for Australia and
Hong Kong, there are respectively only 6 (4.03%) and 19 (0.34%) of distressed
observations out of 149 and 5,524 observations whereas for China there are 4,182
(7.22%) distressed observations out of 57,921 observations (see Table 2.1).
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2.2.1 Variable Description
The components of the financial ratios which are estimated from data are explained
in Table 2.2 and the summary statistics for them for distressed and solvent firms
are provided in Tables 2.3 and 2.4.
The variables are grouped in to seven broad categories: profitability, leverage,
liquidity, activity, cost structure, dynamic and size. These variables have been
widely used in the prior literature of corporate bankruptcy. In these studies, prof-
itability ratios have been shown to be strong predictors of distress. For example
NI/TA is an indication to investors about how effectively the firm is using its as-
sets to generate profit. Higher NI/TA essentially means that the firm is generating
more income on less investments.
Leverage ratios are also important measures of financial distress. As it can
be expected, firms with higher debt leverage are more likely to face financial
difficulties when their debt falls due.
Liquidity as a common indicator in credit risk assessment, represents the firms’
ability to quickly convert its assets into cash. CASH/TA is one of the main
liquidity ratios used in the literature which has appeared with a highly significant
power in bankruptcy prediction. The larger CASH/TA the better the position of
the firm.
Activity ratios also reveal important information in credit default estimation.
For instance INV/S which is the inventory turnover indicates the number of time
that a firm’s inventory has been sold and replaced. High INV/S implies poor sale
and excess inventory which is an indication of existing investments with zero rate
of return, hence unhealthy financial position.
Among the cost structure ratios, EBIT/INT paid is one of the most predictive
variables (Falkenstein et al., 2000) which determines how easily a firm’s earning
can cover the outstanding interest payments.
Dynamic ratios, such as NI-Growth could potentially have both positive or
negative relationship with PD (e.g. Merton, 1974; Bharath and Shumway, 2008).
Negative or very steady NI-Growth may create strains for company to pay its
debt payments when they fall due. On the other hand, high NI-Growth might not
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be sustainable in the long term resulting in high volatility. Both situations can
increase PD.
Firms’s size indicators such as Log(TA) has also been considered in the litera-
ture of corporate bankruptcy which allows to consider the default risk assessment
between small, medium and large firms. Access to capital for small and medium
size firms is different which can affect the prediction power of some other financial
variables and hence the predictability power of the model (Chen et al., 2011).
The prior empirical studies have found that the probability of default is higher
if a firm is not profitable, highly leveraged and face cashflow restraints. Moreover,
larger firms are less likely to face financial distress due to their reputation and
better access to credit market (see for instance Myers, 1977; Aghion and Bolton,
1992; Shumway, 2001; Bonfim, 2009; Duan et al., 2012; Modina and Pietrovito,
2014).
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Table 2.2: Variable Description
Variable Description
Profitability
NI/TA Return on assets: net income / total assets
NI/S Net profit margin: net income / sales
OI/TA Operating return on assets: operating income / total assets
OI/S Operating profit margin: operating income / sales
EBIT/TA Earnings before interest and taxes / total assets
EBIT/S Earnings before interest and taxes / sales
Leverage
OK/TA Own capital ratio: own capital / total assets
CL/TA Current debt ratio: current liabilities / total assets
TD/TA Bank debt ratio: total bank debt / total assets
Liquidity
STD/D Fraction of debt which is short term debt
CASH/TA Cash and cash equivalents / total assets
CASH/CL Cash ratio: cash and cash equivalents / current liabilities
QA/CL Quick ratio: quick assets / current liabilities
CA/CL Current ratio: current assets / current liabilities
WC/TA Current assets - current liabilities / total assets
CL/TL Current liabilities / total liabilities
Activity
TA/S Asset turnover: total assets / sales
INV/S Inventory turnover: inventories / sales
AR/S Account receivable turnover: account receivables / sales
AP/CS Account payable turnover: account payables / cost of sales
Cost Structure
INT/D Average cost of debt: interest payments / debt
EBIT/INT paid Interest coverage ratio: earnings before interest and taxes
to interest paid
Dynamic
Sales-Growth One year growth in sales
NI-Growth One year growth in income
Size
Log(TA) Logarithm of total assets
Log(S) Logarithm of total sales
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2.2.2 Summary Statistics
In this section summary statistics of the financial ratios for distressed and solvent
companies are provided. They are reported for Design 1 (Table 2.3) and Design
2 (Table 2.4) horizons, pooled across countries and years. The first five columns
in each table summarize the estimates for distressed companies and the next five
columns report the estimates for solvent companies. q0.05 and q0.95 are 5% and 95%
quantiles. N is the number of observations for which the ratio can be computed
based on the available data and IQR represents the interquartile range for each
ratio.
As it is evident in both tables, a brief analysis confirms that on average: (i)
distressed firms are less profitable than the solvent firms, (ii) the liquidity ratios
are favorable to solvent firms, (iii) activity indices, i.e. TA/S and INV/S, indicate
higher turnover for solvent firms, (iv) the leverage ratios reveal greater solvency
for the solvent firms, (v) solvent firms have significantly higher EBIT to interest
charges, (vi) dynamic indicators exhibit an interesting behavior which is higher
Sales-Growth and lower NI-Growth for solvent firms, (vii) distressed firms are
smaller than solvent firms and show weaker sales revenue. Overall, These findings
are consistent to what has been usually documented in the literature (see for in-
stance Ohlson, 1980; Campbell et al., 2008; Bonfim, 2009; Modina and Pietrovito,
2014).
Tables 2.4 also show that the lowest number of available observations belong
to 4 variables: INT/D, EBIT/INT, AP/CS and STD/D. Table 2.5 presents the
distribution of distressed and solvent firms after removing these 4 variables with
most missing values. After removing them and cleaning missing values the total
number of distressed observations in the data set increases from 1,182 to 4,683 in
design 2.
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Table 2.3: Summary statistics for distressed and solvent firms across countries and
years. Bankruptcy horizon: Design 1.
1986-2010 Distressed Firms Solvent Firms
Variable N q0.05 Med IQR q0.95 N q0.05 Med IQR q0.95
Profitability
NI/TA 1529 -0.10 -0.00 0.01 0.04 231456 -0.05 0.01 0.02 0.05
NI/S 2062 -2.90 -0.00 0.05 0.30 281329 -0.57 0.03 0.09 0.27
OI/TA 1704 -0.06 0.00 0.01 0.03 232939 -0.03 0.01 0.02 0.05
OI/S 1723 -1.17 0.02 0.09 0.30 249187 -0.37 0.05 0.11 0.29
EBIT/TA 1523 -0.06 0.00 0.01 0.04 231084 -0.03 0.01 0.02 0.05
EBIT/S 1542 -1.41 0.02 0.10 0.31 247091 -0.37 0.05 0.11 0.29
Leverage
OK/TA 1716 -0.68 0.36 0.49 0.67 234206 0.16 0.54 0.70 0.88
CL/TA 1716 0.15 0.48 0.65 1.51 233974 0.07 0.32 0.45 0.68
TD/TA 1506 0.12 0.44 0.58 0.87 228469 0.00 0.20 0.36 0.58
Liquidity
STD/D 1497 0.12 0.80 0.97 1.00 204949 0.08 0.69 0.97 1.00
CASH/TA 1685 0.00 0.04 0.10 0.27 233234 0.00 0.09 0.17 0.38
CASH/CL 1685 0.00 0.08 0.24 0.84 232945 0.01 0.27 0.65 2.70
QA/CL 1680 0.11 0.68 1.08 2.15 231103 0.30 1.11 1.91 5.58
CA/CL 1713 0.18 1.00 1.47 2.79 233920 0.50 1.52 2.46 6.60
WC/TA 1713 -0.96 -0.00 0.17 0.42 233948 -0.22 0.17 0.34 0.58
CL/TL 1716 0.28 0.81 0.95 1.00 233921 0.32 0.78 0.92 1.00
Activity
TA/S 1697 2.29 8.67 16.61 90.13 232584 1.74 4.69 7.59 22.83
INV/S 1657 0.05 0.80 1.62 8.57 229603 0.01 0.47 0.84 2.26
AR/S 1653 0.17 0.93 1.66 4.82 230847 0.08 0.72 1.07 2.05
AP/CS 1085 0.09 0.65 1.14 4.52 174888 0.04 0.41 0.68 1.33
Cost Structure
INT/D 712 0.01 0.03 0.08 0.70 130408 0.00 0.02 0.06 0.56
EBIT/INT paid 803 -20.08 0.45 2.68 20.53 172564 -28.08 4.25 19.86 326.33
Dynamics
Sales-Growth 1617 -72.55 -2.81 27.42 119.62 226216 -48.84 5.21 23.89 97.17
NI-Growth 1744 -5.59 0.46 1.26 13.34 229415 -4.69 0.18 0.93 5.14
Size
log(TA) 1721 4.73 7.57 9.12 12.21 234284 4.95 9.31 11.02 13.51
log(S) 2249 1.80 4.94 6.45 9.83 284275 2.32 7.09 9.24 11.85
Note: The left five columns represent distressed firms and the right five columns repre-
sents solvent firms. N indicates the number of observations which contain the variable.
q0.05 and q0.95 are respectively 5% and 95% quantiles. IQR is the interquartile range.
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Table 2.4: Summary statistics for distressed and solvent firms across countries and
years. Bankruptcy horizon: Design 2.
1986-2010 Distressed Firms Solvent Firms
Variable N q0.05 Med IQR q0.95 N q0.05 Med IQR q0.95
Profitability
NI/TA 4989 -0.15 -0.00 0.00 0.03 240454 -0.06 0.01 0.02 0.05
NI/S 6657 -4.18 -0.03 0.04 0.26 292615 -0.69 0.03 0.09 0.28
OI/TA 5342 -0.09 0.00 0.01 0.03 241847 -0.04 0.01 0.02 0.05
OI/S 5397 -1.81 0.01 0.08 0.29 257567 -0.44 0.05 0.11 0.29
EBIT/TA 4967 -0.09 0.00 0.01 0.03 240011 -0.04 0.01 0.02 0.05
EBIT/S 5022 -2.12 0.00 0.09 0.30 255490 -0.43 0.05 0.11 0.29
Leverage
OK/TA 5381 -1.25 0.34 0.48 0.63 243232 0.12 0.53 0.70 0.88
CL/TA 5381 0.18 0.54 0.72 2.02 242997 0.08 0.32 0.47 0.73
TD/TA 4913 0.15 0.44 0.58 1.06 237398 0.00 0.21 0.37 0.60
Liquidity
STD/D 4890 0.17 0.89 1.00 1.00 213146 0.08 0.71 0.97 1.00
CASH/TA 5296 0.00 0.05 0.11 0.30 242186 0.00 0.08 0.17 0.38
CASH/CL 5296 0.00 0.08 0.24 0.71 241890 0.01 0.26 0.63 2.63
QA/CL 5289 0.10 0.64 1.00 1.91 239845 0.27 1.09 1.87 5.47
CA/CL 5375 0.15 0.90 1.37 2.40 242893 0.44 1.49 2.41 6.51
WC/TA 5375 -1.67 -0.04 0.16 0.37 242925 -0.29 0.16 0.33 0.58
CL/TL 5381 0.33 0.88 0.97 1.00 242941 0.32 0.79 0.93 1.00
Activity
TA/S 5294 2.53 9.79 17.62 107.11 240836 1.75 4.77 7.89 25.78
INV/S 5193 0.09 0.90 1.78 9.48 237729 0.01 0.48 0.87 2.54
AR/S 5185 0.19 1.00 1.82 6.54 238940 0.08 0.72 1.09 2.18
AP/CS 3427 0.08 0.65 1.20 4.97 178398 0.04 0.42 0.69 1.38
Cost Structure
INT/D 1802 0.01 0.04 0.12 3.02 131670 0.00 0.02 0.06 0.57
EBIT/INT paid 2095 -22.50 -0.38 1.68 12.90 174050 -28.00 4.18 19.60 322.00
Dynamics
Sales-Growth 5389 -78.25 -7.82 20.61 117.90 235485 -51.28 5.12 24.24 100.80
NI-Growth 5792 -6.71 0.48 1.43 19.97 239939 -4.77 0.19 0.94 5.31
Size
log(TA) 5393 4.70 7.31 8.32 11.49 243336 4.89 9.16 10.97 13.46
log(S) 7029 1.39 4.70 5.94 9.39 295454 2.18 6.93 9.17 11.80
Note: The left five columns represent distressed firms and the right five columns repre-
sents solvent firms. N indicates the number of observations which contain the variable.
q0.05 and q0.95 are respectively 5% and 95% quantiles. IQR is the interquartile range.
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Table 2.5: Distribution of distressed and solvent firms across countries.
Country
Horizon: Design 1 Horizon: Design 2
Distressed Solvent Distressed Solvent
firms firms firms firms
Australia 0 (0.00 % ) 48 0 (0.00 % ) 48
China 634 (1.83 % ) 34048 2639 (6.10 % ) 40627
Hong Kong 3 (0.19 % ) 1588 7 (0.44 % ) 1584
India 0 (0.00 % ) 156 0 (0.00 % ) 156
Indonesia 26 (0.45 % ) 5758 70 (1.19 % ) 5811
Japan 104 (0.16 % ) 64735 227 (0.35 % ) 64637
Malaysia 274 (1.14 % ) 23693 813 (3.21 % ) 24512
Philippines 39 (2.04 % ) 1870 102 (4.84 % ) 2007
Singapore 29 (0.53 % ) 5431 70 (1.27 % ) 5454
South Korea 77 (0.16 % ) 48115 177 (0.37 % ) 48385
Taiwan 77 (0.35 % ) 22025 226 (1.02 % ) 21947
Thailand 161 (1.07 % ) 14856 352 (2.27 % ) 15124
Note: The distribution represents the data set after removing 6 variables with most
missing values. These variables are: INT/D, EBIT/INT, AP/CS, STD/D, Sales-Growth
and NI-Growth.
2.3 Methodology
The support vector machine (SVM) applied in this chapter is a statistical method
for binary classification that is a practical implementation of the Tikhonov regu-
larisation principle (Tikhonov, 1963; Tikhonov and Arsenin, 1977). It is based on
linear classifiers that simultaneously maximise the margin or the distance between
the classes and minimise empirical risk related to misclassifications on a given data
set Vapnik (1995).
Figure 2.2 illustrates the maximum margin classification for linearly separa-
ble and non-separable data in a two-dimensional case. The separating function
generated by a linear SVM is
x>i w + b = 0 (2.3.1)
Such a classification rule makes an SVM similar to logit. xi is a d× 1 vector of
the characteristics of firm i, e.g. financial ratios described in Appendix B, whereas
d is the number of characteristics or variables used. w is a d× 1 vector of weights
23
2. FORECASTING CORPORATE DISTRESS IN THE ASIAN AND PACIFIC
REGION
Figure 2.2: The separating hyperplane x>w + b = 0 and the margin in a linearly
separable (left) and non-separable (right) case.
Note: Crosses denote solvent companies, zeros are the insolvent ones. The hyperplanes bounding
the margin zone equidistant from the separating hyperplane are represented as x>w+ b = 1 and
x>w + b = −1. The misclassification penalty in the non-separable case is proportional to the
distance ξ/ ‖w‖.
which determine the slope of the separating function. The scalar b is a location
parameter or a threshold.
The margin is the empirically estimated distance between the opposite classes
of observations. In Figure 2.2 it is shown as the distance between the margin
boundaries – the parallel lines located symmetrically on both sides of the sepa-
rating function. In a perfectly separable case such as in Figure 2.2, left panel,
no observations may lie in the margin zone and all observations must satisfy the
constraints:
x>i w + b ≥ 1 for yi = 1, (2.3.2)
x>i w + b ≤ −1 for yi = −1 (2.3.3)
The constraints ensure that the observations of the opposite classes lie on the
opposite sides from the margin gap.
Misclassifications may occur if data are linearly non-separable as in Figure 2.2,
right panel. Here the bold zero on the left-hand side of the separating line shows
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a solvent company that is classified as insolvent. SVM adjusts the weights w and
the location parameter b in such a way that the margin is maximised and the sum
of misclassification errors ξi is minimised. ξi ≥ 0 is also called a slack variable and
is introduced to (2.3.2) and (2.3.3) to ensure that these constraints are satisfied.
For any observation xi the modified constraints must hold:
x>i w + b ≥ 1− ξi for yi = 1, (2.3.4)
x>i w + b ≤ −1 + ξi for yi = −1 (2.3.5)
For the representation (2.3.2) – (2.3.5) when 1 appears on the right hand side
the margin equals 2/ ‖w‖. Here ‖w‖ is the Euclidean norm or the length of vector
w.
Only the observations lying on the margin boundaries or on the wrong side of
the margin determine the SVM solution. These observations are marked with bold
crosses and zeros. They are called support vectors, hence the name of the method.
This contrasts to logit where all observations are used to derive the solution.
The primal minimisation problem to be solved is convex and has a unique
solution:
min
w
1
2
‖w‖+
n∑
i=1
Ci
ξi
‖w‖ (2.3.6)
s.t. yi(x
>
i w + b) ≥ 1− ξi, (2.3.7)
ξi ≥ 0 (2.3.8)
Here (2.3.4) and (2.3.5) are rewritten as one constraint, where n is the number
of companies. It is easier to see that the problem is convex if the optimised
functional in (2.3.6) is rewritten as 1
2
‖w‖2 + ∑ni=1Ciξi. The first term is the
inverse margin, which equals 2/ ‖w‖. By minimising this term the margin is
maximised. The second term is a sum of weighted errors that are measured as
a distance to a misclassified observation i from the boundary of its class ξi/ ‖w‖.
The parameters Ci’s which are called capacity represent the penalty weights of
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in-sample false classifications for each company observation i. The SVM will give
priority to the correct classification of the companies with higher Ci’s. Capacity
is related to the width of the margin zone. Smaller Ci’s are associated with
bigger margins. In our case Ci are set equal for the same class. In order to
make SVMs comparable for a different number of observations and various ratios
between solvent and insolvent companies Ci’s are computed as c/2n+ for insolvent
and c/2n− for solvent companies. Here n+, and n− are the numbers of insolvent
and solvent companies in the training set, c is the coefficient that is used to
control the capacity of the SVM. In contrast to Ci it is invariant of the number of
observations in the training data set and provides a convenient basis for comparing
SVMs. This formulation implies that in a sample with mostly solvent companies,
misclassifications of insolvent companies are given a higher weight. If the number
of solvent and insolvent companies is the same, then Ci = c/n.
The primal problem (2.3.6) – (2.3.8) rewritten in a Lagrangian formulation is
min
wk,b,ξi
max
αi,µi
LP =
1
2
‖w‖2 +
n∑
i=1
Ci ξi −
n∑
i=1
αi{yi(x>i w + b)− 1 + ξi}
−
n∑
i=1
ξiµi (2.3.9)
The Karush-Kuhn-Tucker (KKT) Conditions or first order optimality condi-
tions are:
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∂LP
∂wk
= 0 ⇔ wk =
n∑
i=1
αiyixik, k = 1, ..., d (2.3.10)
∂LP
∂b
= 0 ⇔
n∑
i=1
αiyi = 0, (2.3.11)
∂LP
∂ξi
= 0 ⇔ Ci − αi − µi = 0, (2.3.12)
αi{yi(x>i w + b)− 1 + ξi} = 0,
µiξi = 0,
yi(x
>
i w + b)− 1 + ξi ≥ 0,
αi ≥ 0,
µi ≥ 0,
ξi ≥ 0
where xik is the k-th characteristic of company i and αi are the Lagrange multipli-
ers. The dual problem is equivalent to the primal one since the minimised function
is convex (Gale et al. (1951)). By substituting equations (2.3.10) – (2.3.12) into
the primal Lagrangian the dual problem is derived:
max
αi
n∑
i=1
αi −
n∑
i=1
n∑
j=1
αiαjyiyjx
>
i xj, (2.3.13)
s.t. 0 ≤ αi ≤ Ci,
n∑
i=1
αiyi = 0
The n Lagrange multipliers αi are the free parameters to be estimated. They
represent the weights with which each observation influences the solution (see
(2.3.16) and (2.3.21)). Those observations have higher weights which are harder
to classify, i.e. which lie closer to the margin zone. On the contrary, the coefficients
in the logistic regression are the weights assigned to each variable and can not be
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directly compared to Lagrange multipliers. Problem (2.3.13) can be equivalently
expressed in a matrix notation:
max
α
ι>α− α>Hα, (2.3.14)
s.t. 0 ≤ α ≤ C,
y>α = 0.
Here α is a vector of Lagrange multipliers, ι is a vector of 1’s, y is a vector of
company classes, +1 for solvent or −1 for insolvent ones and C here is a vector of
the coefficients Ci; all vectors are of size n × 1. The n components of the vector
α are obtained as the solution of the constrained maximisation problem (2.3.14).
The i, j’th element of the matrix H is
hij = yiyjx
>
i xj = yiyj
d∑
k=1
xikxjk (2.3.15)
The reader who desires to construct an SVM independently may find the prob-
lem formulation in the matrix notation (2.3.14) more convenient. The SVM prob-
lem is a classical quadratic optimisation problem (Fletcher (1987)) that can be
solved with numerous software packages such as Matlab (routines minq or min-
qdef) or using algorithms specifically developed for the SVM such as the Sequential
Minimal Optimisation (SMO) (Platt (1998)).
Equation (2.3.10) of the KKT optimality conditions determines the weights
wk, k = 1, . . . , d for the k-th characteristic of a company. By substituting (2.3.10)
into (2.3.1) the classification rule is derived:
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f(x) = x>w + b = x>
n∑
i=1
αiyixi + b =
n∑
i=1
αiyix
>xi + b (2.3.16) f(x) < 0 ⇒ x is solvent,f(x) ≥ 0 ⇒ x is insolvent.
To derive the coefficient b the fact that the separating hyperplane f(x) = 0
(see Figure 2.2) lies equidistant from the hyperplanes bounding the classes will be
used:
x>+w + b = 1 for y+ = 1, (2.3.17)
x>−w + b = −1 for y− = −1 (2.3.18)
where x+ is any support vector that lies on or ‘supports’ the hyperplane for y = 1
and x− is any support vector that lies on the hyperplane for y = −1. Both x+
and x− have dimensions d × 1. By summing (2.3.17) and (2.3.18) we obtain the
following equation:
b = −1
2
(
x>+ + x
>
−
)
w = −1
2
n∑
i=1
αiyi
(
x>+ + x
>
−
)
xi. (2.3.19)
To reduce numerical errors when training the SVM it is desirable to use aver-
ages over all x+ and x− instead of two arbitrary chosen support vectors.
Note that the classification rule (2.3.16) depends only on the scalar product
x>xi, not on the original x and xi. This makes possible a ‘kernel trick’, i.e.
an implicit mapping of low dimensional data into a highly dimensional Hilbert
feature space and performing a linear classification there, e.g. with an SVM. A
kernel transformation corresponds to (i) performing a variable transformation and
(ii) taking a scalar product of transformed variables.
In practice x>xi in the SVM formulation (2.3.13) is replaced with a kernel func-
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tion K(x, xi) which represents a scalar product in a feature space (Weyl (1928)).
Then the elements of the matrix H in (2.3.14) are hij = yiyjK(xi, xj). A kernel
function must satisfy the Mercer conditions (Mercer (1909)), i.e. be symmetric
and semi-positive definite as a scalar product. It can map data into infinitely
dimensional spaces as in the case with Gaussian kernels. The number of Lagrange
multipliers αi – parameters to be estimated – is n and can be large for large data
sets. However, by selecting a small Ci’s and, hence, a narrow interval [0, Ci] in
which α may vary overfitting and extremely high complexities of the SVM classifier
can be avoided.
Figure 2.3 shows a simple mapping example. The quadratic kernel function
K(x, xi) = (x
>xi)2 (2.3.20)
maps two dimensional data into a three-dimensional space of features. The three
features correspond to the three components of a quadratic form in two dimensions:
x˜1 = x
2
1, x˜2 =
√
2x1x2 and x˜3 = x
2
2. The transformation from a two dimensional
data space into a three dimensional feature space is Ψ(x1, x2) = (x
2
1,
√
2x1x2, x
2
2)
>.
However, there is no need to know the transformation Ψ explicitly and the kernel
K(x1, x2) = Ψ(x1, x2)
>Ψ(x1, x2) can equivalently be applied to represent quadratic
dependencies between input variables. The data separable in the data space of
x1 and x2 only with a quadratic function will be separable in the feature space of
x˜1, x˜2 and x˜3 with a linear function. Thus, a non-linear SVM in the data space
is equivalent to a linear SVM in the feature space. The number of features is
growing fast with the dimension of the data d and the degree of the polynomial
kernel making a direct data transformation not feasible and the advantages of the
data transformation via a kernel obvious.
By substituting the scalar product in (2.3.16) with a kernel function a non-
linear score function f is derived:
f(x) =
n∑
i=1
αiyiK(x, xi) + b (2.3.21)
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Figure 2.3: Mapping from a two-dimensional data space into a three-dimensional
space of features R2 7→ R3.
where, by analogy with (2.3.19):
b = −1
2
n∑
i=1
αiyi {K(x+, xi) +K(x−, xi)} (2.3.22)
The non-parametric score function (2.3.21) does not have a compact closed form
representation.
In this analysis an SVM with an anisotropic Gaussian or radial basis kernel is
applied:
K(x, xi) = exp
{−(x− xi)>r−2Σ−1(x− xi)/2} (2.3.23)
where r is a coefficient and Σ is a scaling matrix, which in our case is a variance-
covariance matrix of the training characteristics x. The k1, k2-th element of the
matrix is:
σk1,k2 =
1
n
n∑
i=1
(
xi,k1 −
1
n
n∑
j=1
xj,k1
)(
xi,k2 −
1
n
n∑
j=1
xj,k2
)
(2.3.24)
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Here σk1,k2 is the covariance between two financial ratios xk1 and xk1 , e.g. a
profitability and a leverage financial ratio. Σ is used to bring all variables to the
same scale and exclude the excessive influence of the variables with high variance.
The ability to use differently scaled data explains the term ‘anisotropic’ in the
kernel name. Before computing Σ and training an SVM the outliers should be
processed, e.g. capped. The coefficient r is related to the complexity of classifying
functions: the higher the r is, the lower is the complexity. If kernel functions allow
for sufficiently rich feature spaces, the performance of SVMs with different kernels
is comparable in terms of out-of-sample forecasting accuracy (Vapnik (1995)).
Note that only the capacity Ci and the complexity coefficient r are to be set a
priori. The Lagrange multiplies are the free parameters that are computed when
training the SVM.
The SVM has a substantial advantage in comparison to the logistic regression
with transformed variables, namely, it does not require to specify the transforma-
tion but estimates it from a broad range of possible ones defined implicitly by the
kernel function type and the SVM capacity coefficient. This advantage of the SVM
is fully revealed when data are new or the relevance of well known transformations
must be tested.
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2.4 Empirical Results
In this section, first, the univariate analysis of each financial ratio in relation with
probability of default (PD) is presented. Second, the variable selection procedure
for SVM and logit and the results are discussed. Also, a comparison between the
prediction performance of each method is provided by analysing the out of sample
accuracy ratio of each model.
2.4.1 Univariate Analysis of the Predictors of Default
The analysis of financial ratios and their individual discriminating power as pre-
dictors of default can be concisely done by estimating univariate dependence of
PD from each variable. Since the range of each ratio can change significantly,
all predictors are represented with their percentiles. Univariately estimated PDs
are presented in Figures 2.4 – 2.10. They were obtained as k nearest neighbor
estimates (k-NN) with Gaussian weights:
PD(q) =
n∑
i=1
I(yi = 1)e−
(q−qi)2
2σ2
n∑
i=1
e−
(q−qi)2
2σ2
(2.4.1)
where 0 ≤ q ≤ 1 is a percentile of a company for which PD is estimated, qi is
the percentile of company i of the data set and the smoothing parameter σ is set
to 0.08. I(yi = 1) is the distress indicator which equals 1 if yi = 1 when company
i is defined as distressed and 0 otherwise.
The variables differ substantially in their predictive power. For instance, vari-
ables EBIT/TA, CL/TA and log(S) indicate strong predictive power and also tra-
ditionally appear in the literature as strong indicators. In contrast some variables
such as STD/D, AR/S and Sales-Growth show less discriminating power.
Another important observation from the plots is that some predictors, many of
which with high discriminating power, such as OK/TA, CL/TA, CA/CL, CL/TL,
INT/D, EBIT/INT paid and log(TA) have a non-monotonic dependence with PD.
The relationship between each predictor of default with PD and their predic-
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Figure 2.4: Univariate probabilities of default for Profitability Ratios pooled over
countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
tive power is analysed on data pooled over countries and years. The results are
presented for the two horizon designs, Design 1 and Design 2.
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Figure 2.5: Univariate probabilities of default for Leverage Ratios pooled over
countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
2.4.2 Variable Selection and Rating Model Comparison
The criterion for comparing different models is a robust accuracy measure, the
median Accuracy Ratio (AR) estimated on bootstrapped subsamples. AR is the
ratio of two areas (i) between the cumulative default curves for the model being
evaluated and the model with the zero predictive power and (ii) between the cu-
mulative default curves for the ideal model and the model with the zero predictive
power (Figure 2.11). AR is used since it is not sensitive to a monotonic transfor-
mation of a score in contrast to other accuracy measures such as hit rate or α and
β errors.
The bootstrap procedure (Efron and Tibshirani, 1993) for model comparison
starts with the selection of two non-overlapping random subsamples of 1000 obser-
vations (500 non-defaulting and 500 defaulting firms) from the original data set.
One of those subsamples is used as a training set and the other one as a testing
set. A classification model (SVM or logit) is trained on the former and its AR is
estimated on the latter. The procedure is repeated 100 times creating a set of 100
estimates of AR from which the median is computed and used for the comparison
of models. The model with the highest median AR is preferred.
All data were first cleaned from outliers by capping them: if x < qinf (x) then
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Figure 2.6: Univariate probabilities of default for Liquidity Ratios pooled over
countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
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Figure 2.7: Univariate probabilities of default for Activity Ratios pooled over coun-
tries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
Figure 2.8: Univariate probabilities of default for Cost Structure Ratios pooled
over countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
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Figure 2.9: Univariate probabilities of default for Dynamic Ratios pooled over
countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
Figure 2.10: Univariate probabilities of default for Company Size pooled over
countries and years.
Note: Horizon: Design 1 (left panel), Horizon: Design 2 (right panel).
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Figure 2.11: Accuracy Ratio (AR) is the ratio of two areas A and B.
x = qinf (x) and if x > qsup(x) then x = qsup(x). Here qinf (x) = Median(x) −
1.5IQR(x) and qsup(x) = Median(x) + 1.5IQR(x). Secondly, all data were stan-
dardised as xnew = (x − median(x))/σ(x). This was done to avoid an excessive
influence of the variables with a higher dispersion. These transformations are
routinely applied to the data prior to analysis.
Variable selection was performed using the forward selection procedure which
starts with univariate models. At step one the first variable is selected that pro-
duces the most accurate univariate model as judged by its median AR which is
estimated by bootstrapping. At step two, in addition to this variable, the second
variable from the remaining is chosen which has the highest median AR among
all alternatives. At step three a trivariate model is selected, etc. The variables
selected by logit and SVM for pooled data are presented in Table 2.6. After step
four the accuracy of both the logit and SVM models does not experience any
significant improvements, which is evident from very high p-values.
The SVM was always applied with R = r
√
d/2 and C = (c/n)(2/d), where r
and c were chosen based on the values reported as performing well for company
rating (Lacerda and Moro, 2008; Chen et al., 2011). These two parameters of the
SVM used in our study were r = 2.5 and c = 1 for a low complexity SVM with
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Table 2.6: Variables selection results at each step by the forward selection proce-
dure for logit and SVM for the pooled data.
logit SVM (R = 2.5, C = 1)
Step Variable Med. AR pmax p Variable Med. AR pmax p
1 TD/TA 57.5 0 – TD/TA 57.5 0 –
2 log(S) 69.0 0 0 log(S) 69.7 0 0
3 CL/TA 71.1 0 0 CL/TA 71.7 3 5
4 log(TA) 73.2 – 0 TA/S 73.5 – 3
5 WC/TA 73.3 – 19 RV 73.4 – 75
For computing the median AR for each combination of variables and the distribu-
tions of AR required for the tests, 100 bootstrapped subsamples were used. The
confidence level pmax is reported for the test with H0: the model is not significantly
different from the four-variable model which was selected; p corresponds to the H0:
a model is not significantly different compared to a previous reduced model which
has one variable less. Median AR, pmax and p are reported in percentage points.
high generalisation ability, which is expected to perform well on a broad range of
data sets. The performance of the SVM can be potentially further increased by
optimising r and c for the studied data. The transformations for computing R
and C figuring in the SVM formulation (see Appendix B) were applied to keep
the SVM invariant of the data dimension d and the number of observations in the
training set n.
As the Table 2.6 indicates both models considered – logit and SVM – have
selected the first three variables identically: TD/TA, log(S), CL/TA. The fourth
variable selected by the SVM is TA/S, while log(TA) was selected by logit. These
variables form the basis for our model comparison.
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2.4.3 Forecasting Accuracy
Figure 2.12 represents the time series of Accuracy Ratios (AR) for pooled data
and a separate country with the highest number of distressed observations, China.
The training dataset are collected from the year indicated in the plots along the
horizontal axis. The testing set data are collected for the year T + 2, where
T is the training set year. The used default horizon specification is Design 2.
This arrangement guarantees that there are no overlapping observations in the
data sets and forecasting is made out-of-sample. The parameters of the SVM are
r = 2.5 and c = 1. The variables are the same ones selected by variable selection
procedure. For SVM these variables are: TD/TA, log(S), CL/TA and TA/S and
for logit: TD/TA, log(S), CL/TA and log(TA).
As it is evident from Figure 2.12, SVM usually outperforms logit in forecasting
corporate distress. The difference in AR can be as high as 7.5%, as it is the case
for China in 2005. On the other hand there are much fewer years when the SVM
underperformed compared to the logit. The maximum difference in this case is
only 2.4% in 2003. For the pooled data in seven years out of eight the SVM has a
higher performance than the logit, although the differences in this case are more
moderate than for China.
A similar conclusion about a higher predictive power of the SVM can be reached
from analysing Figure 2.13. It reports the distribution of the differences in AR
between the SVM and logit estimated on 100 bootstrapped subsamples of the
data pooled across countries and years. Although the average improvement is
moderate, around 0.5%, the SVM can achieve a much higher relative improvement
for extreme scenarios. This is evident from a longer right tail of the probability
density function. In other words, the SVM has a lower model misspecification risk
compared with logit, both on average and in the extreme cases.
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Figure 2.12: AR of 2 year probabilities of default estimated with SVM and logit
for pooled data and China. Horizon: Design 2.
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Figure 2.13: The distribution of differences in AR for the SVM vs. logit estimated
on 100 bootstrapped subsamples for a four-variable model on pooled data.
Note: Horizon: Design 2. A Gaussian kernel estimator was used with the bandwidth 0.191.
2.5 Conclusion
The focus of our study is the analysis of the ability of two models, SVM and logit,
to predict distress in the Asian and Pacific region in various settings.
Both models selected only four financial ratios as predictors of default, whereas
three financial ratios are the same: TD/TA, log(S) and CL/TA. They are leverage
ratios and a company size. Surprisingly, no profitability ratios were selected.
A strong U-shaped dependence of PD from the leverage and activity ratios
implies the existence of the optimal capital structure (TD/TA=15%, the figure
being in accordance with the existing literature) and inventory stock (Inv/S=38%).
Comparison of forecasting accuracy reveals that the SVM has a lower model
risk than the logit. Firstly, on average SVM is more accurate than logit. Secondly,
in the extreme cases when discrepancies between the two models are the largest,
the predictive power of the logit can fall significantly below the SVM, while the
probability that the SVM will significantly underperform relative to the logit is
much smaller.
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Overall, an SVM with a high generalisation ability appears to be a promis-
ing method for distress forecasting in the Asian and Pacific region providing a
reduction of model risk and a more robust performance compared to the logit.
This finding has also been confirmed in studies by Lacerda and Moro (2008) and
Dellepiane et al. (2015).
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3. CORPORATE DISTRESS AND INNOVATION IN THE US
3.1 Introduction
The measures employed to analyse bankruptcy risk are mostly based on a set of
accounting information represented as financial ratios which indicate current fi-
nancial position and operating performance of the firms. These financial ratios
include profitability ratios such as return on assets and profit margin, liquidity ra-
tios such as current ratio, efficiency ratios such as asset turnover, growth prospects
information such as market-to-book ratio, leverage ratios such as debt to total as-
sets and other groups of ratios indicating structure and size of the business such
as total assets. Among all introduced group of financial ratios, profitability, lever-
age and size have been found most important in many studies (see for instance
Altman, 1968; Ohlson, 1980; Carey and Hrycay, 2001; Becchetti and Sierra, 2003;
Bonfim, 2009; Duan et al., 2012). This information, however, does not reflect the
capability of the firm in the technology competition and its technology competency
among its peers. This can be a more important element in the survival of a firm,
especially for those operating in technology intensive industries. In addition, use
of income statement and balance sheet in accounting based models makes them
sensitive to accounting standards.
Prior studies which focus on ranking firms based on distress risk by measuring
probability of default (PD) fail to provide evidence on firms classified as distressed
with higher risk that benefit from higher returns. Several studies such as Dichev
(1998) find that the return of distressed firms are lower than average returns
and Griffin and Lemmon (2002) indicate that the low returns of distressed firms
are related specifically to highly distressed firms with low book to market ratio.
Although these high risk firms have low current returns, they present high sales
growth and R&D expenses. In the absence of a less conservative accounting policy
allowing capitalisation and amortization of R&D expenditures, these firms have
to fully expense the R&D spending which results in lower net income. In fact,
increasing R&D expenditures over time considerably affects the accounting based
measures of firm performance. This is the reason for increasing the number of
solvent R&D intensive firms in distress classification. Therefore, accounting based
models in distress forecasting have become less effective due to the upward trends
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seen in research and development activities and increase the likelihood of distress
misclassification (Franzen et al., 2007).
In other words, while the link between tangible assets and firm financial perfor-
mance is rather intuitive and well investigated in the literature, firms, especially
the technology-driven ones with few tangible assets and higher R&D expenditures,
are potentially exposed to a deceptive credit assessment. Essentially, this means
that new measurement and information about level of technological knowledge is
needed for a more efficient assessment of firms’ future financial performance espe-
cially for technology intensive firms. Venues to bridge such informational deficit in
credit rating assessment have been suggested in the literature (Neuha¨usler et al.,
2011). Ernst (2003) states that a large amount of technological knowledge is
disclosed in patent databases.
Patents as a measure of R&D activities are examined and granted by the patent
office and are also classified according to standardized schemes which facilitates
detailed analysis of specific technological aspects. Compared to other sources of
information for timely recognition of technological activities, patents are often con-
sidered as the best source (Ernst, 2003). Moreover, patent application processing
usually takes up to three years before they are granted, technology is commercial-
ized and income is generated. However, the information about patent application
is disclosed to the public after 18 months of the priority date of the application.
This indicates that patent data is not only relevant for firms’ financial assessment
but also it is useful for forward looking analysis (Ernst, 2001).
The relevance of patent information in the context of credit rating has been
confirmed also empirically. Pederzoli et al. (2013) show that the value of a firm’s
patent portfolio always reduces the PD. In an analysis by Wilbon (2002), firms
with stronger intellectual property right portfolio securing their products are more
likely to survive in the first five years after initial public offering (IPO). Helmers
and Rogers (2010) also find a positive relationship between both trademarks and
patents and firm survival rates.
The most common corporate credit rating model applied by academics and
practitioners is logistic regression (LR). With a specified time period, e.g. two
years, an LR model is fit to historical data for predicting the probability that a
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firm will go bankrupt within the specified time period, as a function of the firm’s
performance variables, also called predictors. In this set up a lower PD means
better creditworthiness, therefore a cut-off point is set to distinguish the risky
firms from the healthy ones.
Many other statistical methods for credit rating have also been introduced
which aim to fit more complicated models with higher degree of nonlinearity be-
tween PD and predictors such as neural networks (Lee et al., 1996), Bayesian
network (see e.g. Sarkar and Sriram, 2001) and support vector machines classi-
fiers (e.g. Chen et al., 2011). However, Hand (2006) argued that the potential
improvements in the performance of more complex models are often compromised
by other uncertainties that arise by the added complexity. Moreover, in a study
by Baesens et al. (2003), it is concluded that many such complex models generally
have similar performance to LR in terms of predicting probability of default.
Survival analysis is an alternative to LR in credit risk analysis. Survival anal-
ysis models the distribution of the time T to default as opposed to LR which
estimates probability of default within one specified period of time. The dis-
tribution of time T in survival analysis is allowed to be a function of a firm’s
performance indicators via a proportional hazard (PH) survival model. Im et al.
(2012) state several advantages of PH survival analysis over LR in terms of pre-
dicting default probability within a single period of time. First, survival analysis
conducts a mechanism that takes into consideration the most recent information.
Second, it provides more information on the predicted behavior of time to default
T via the predicted distribution. This information includes for example mean
of the predicted distribution for each firm as well as a quantitative understand-
ing of uncertainty expected in T via upper and lower quantiles of the predicted
distribution. Third, survival analysis can be modified to incorporate dynamic
macroeconomic variables which are input as time series data into the model, (see
for example Shumway, 2001; Bellotti and Crook, 2009; Im et al., 2012) that have
applied PH survival models for credit rating.
The aim of this research is to extend on previous literature on the influence of
innovation activities and more specifically patenting on corporate bankruptcy. To
do so, a panel data set of 10,646 US listed firms is used which contains accounting
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information and also a patent indicator distinguishing patenting firms from non-
patenting firms. We replicate the PH survival analysis (Cox, 1972; Im et al., 2012)
and extend the main accounting and market based predictors widely used in the
previous studies (such as Ohlson, 1980; Campbell et al., 2008; Chava and Jarrow,
2008; Lo¨ﬄer and Maurer, 2011) by a patent application indicator.
3.2 Motivation and Literature Review
The accuracy of credit ratings depends not only on qualitative but also quanti-
tative factors. However, while the ability of accounting indicators as inputs for
credit ratings is largely acknowledged, the role of non-accounting indicators re-
mains ambiguous. One of the most important indicators reflecting a firm’s status
is its innovative activities. This results from the fact that intangible assets are a
fundamental determinant of corporate’s financial status and its competitive ad-
vantage and, hence, investors view inventive activity of a firm as an asset rather
than as an expense (Hall et al., 2007).
Our motivation to investigate the relationship between innovation activities
and bankruptcy is driven by the fact that while many bankruptcy studies con-
sider a wide set of accounting data, there have not been many studies looking
at the effect of technology competition and innovation activities on bankruptcy.
Poor technological competitiveness might not be reflected in its accounting ratios,
but it could have an enormous effect on its financial performance in the future,
which could result in bankruptcy. In other words, usually none of the traditional
indicators used in bankruptcy analysis would directly incorporate the ongoing
technology developments of a firm, and particularly the level of its competence.
This is much more important for firms which operate in technological intensive
industries. Greenwood and Jovanovic (1999) and Hobijin and Jovanovic (2001)
demonstrate that new technologies are distressing for firms unable to demonstrate
technological competence in the long run.
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3.2.1 Bankruptcy and Innovation
Innovative firms operating in high technology industries are very likely enhance
their market share if they are able to develop and adopt the most recent updated
technologies; however they are also exposed to high operational risk. Similarly,
firms in technology driven competitive industries which are incapable to develop
and adopt new technologies, can easily lose their market power and suffer low
profitability and declining sales prospects, which result in financial distress and
eventually bankruptcy.
The absence of technology development indicators in bankruptcy analysis, has
been raised in several studies. For instance Franzen et al. (2007) discuss the
poorer performance and accuracy of traditional indicators of financial distress in
recent years and suggest modifications such as incorporating information about
level of technological activities. Also, Franzen et al. (2007) aim to demonstrate the
misrepresentation in accounting based indicators for bankruptcy prediction due to
expensing of R&D investments. In return, they propose an adjustment to Ohlson
(1980) bankruptcy prediction approach by capitalizing R&D investments. In fact,
a firm’s financial position and the likelihood of survival in the long term is affected
by its technological capability. Thus, firms with very limited or no technological
capabilities are expected be more financially constrained, especially in technology
intensive industries.
The relationship between technology competition and bankruptcy has become
more important as technological capability exerts a stronger effect of the patent
system on the survival of a company (Eisdorfer and Hsu, 2011). The current
patent system could be seen as a major battlefield for corporates (Eisdorfer and
Hsu, 2011). Hall (2005) states that since the establishment of a patent specialised
court (the Court of Appeals for the Federal Circuit, CAFC in the US) in 1982
and a few patent infringement cases publicised in the 1980s, patent competition
has become fiercer. Intensive patent competition and doubled number of patent
lawsuits between years 1984 and 1999 (Bessen and Meurer, 2005) is not surprising
since there is a direct relationship between more patent filings and higher number
of patent litigations. Obviously technology advances escalates patent competition,
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leading to stronger patent regulation.
Therefore, technological developments can be highly costly and distressing for
firms through patent competition and patent system. A patent applicant firm can
appeal for a preliminary order to prevent unauthorized imitation of the innova-
tion that could impose high legal expenditures on its competitors (Lanjouw and
Lerner, 2001). Also, when a patent holding firm sue another firm for unautho-
rized imitation of its patents, the litigation may postpone the defendant firm from
operating in connection to that infringement. Such enforcement can lead the de-
fendant firm into a severely constraint financial situation, if it’s granted a request
of injunction by court (Lanjouw and Lerner, 2001). Additionally, a publicising
a patent litigation dampers the defendant’s share price and reputation (Bhagat
et al., 1994; Lerner, 1995), which imposes more difficulties on the defendant firm
to survive the court order. Therefore, all explicit and implicit costs associated to
a patent litigation can seriously distress the financial situation of the firm that
loses the case (Lerner, 1995; Hall, 2005). This indicates that bankruptcies are ex-
pected to be more costly for such firms with less technological competition power
which most likely are exposed to imitating their competitor’s patent. Such imi-
tating behavior is especially more risky in industries which are more sensitive to
technological activities and competition.
3.2.2 Patents, Technological Competence and financial Per-
formance
Considering the confirmed relationship between patent and financial condition of
firms, information on companies’ patent portfolios as an indicator of level of tech-
nological competition and innovation activities of firms can be used as an input for
bankruptcy analysis. However, measuring inventive activity through patent data
is far from a straightforward task. Complexity of the patent information is firstly
related to high uncertainty and also highly skewed returns of R&D investments
(Carpenter and Petersen, 2002). Secondly, it is related to increase in strategic
patenting which is problematic for the use of patent data for valuation purposes.
Firms which are strategic patenting oriented have quite few valuable patents be-
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cause they do not patent to protect products against imitation, but rather to offset
competitive powers. Consequently, with the trend in strategic patenting, there is
an increasing number of low value patents. Hence, it has become complicated for
outsiders to evaluate and differentiate valuable patents from the low value ones
(Blind et al., 2006). Thirdly, noise in the patent data requires specific knowledge
about patent systems to make the best use of the information.
In addition, the use of patent data as a proxy of inventive output has sev-
eral shortcomings (Griliches, 1990; Smith, 2005). Firstly, not all inventions are
patented, and also not all patented inventions turn into innovations. It must be
considered that in some cases patent applications cannot account for innovations
when these, for example, occur in the production processes. Moreover, there are
other ways to protect inventions different from patenting that can be preferred
by firms. For example, firms can opt for the protection offered by secrecy instead
of exploiting their competitive advantage under the coverage of a patent right.
Differences in patenting fees and rules also affect the propensity to patent inno-
vations in different countries. The same point can be made with respect to some
technologies and differences in patenting policies among countries. For instance,
software patenting is possible in the US, whereas it is limited in Europe. This
weakens the usefulness of patent data in a cross-industry comparison.
Another major problem of using the information related to patent is repre-
sented by the lack of economic value of patents (Arora et al., 2004; Lichtenthaler,
2009). This is related to the deflation of patent value that is driven by the increas-
ingly large number of patent applications that are being filed around the world.
This problem is amplified as strategic or defensive patenting is widely applied by
companies to slow down competition in a specific market or to accumulate a patent
portfolio to use as bargaining power. For example, for each meaningful patented
innovation, there might be a number of satellite patents extending the scope of
protection. With respect to a firm strategic behavior, patents are often used by
companies for other purposes such as to disclose information about innovations
which might have been otherwise kept secret and to signal the availability of im-
portant technology available to a firm; or to prevent others from acquiring rights
to a certain technology (Guellec and de la Potterie, 2001). This kind of behav-
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ior resulted in “patent inflation” or “global patent warming”. Consequently, the
distribution of patent value is skewed to the left or, in other words, only a small
number of patents determine the value of patent portfolios (Gambardella et al.,
2008).
Despite the above mentioned drawbacks, Eisdorfer and Hsu (2011) outline four
advantages for applying patent information. First, unlike R&D expenditures that
involve uncertainty, patents are indication of realized technologies influencing fu-
ture operating performance. Second, patents are a measure of competition because
they are exclusive to the business. Third, the necessity of defensive patent filings
has been realized by many firms due to the surge of patent competition and litiga-
tion in many industries. Fourth, patents are a powerful tool in protecting higher
income for the patenting firms than the income of non-patenting firms.
Furthermore, other implicit benefits of patents are outlined in literature. The
first benefit is that patents can protect the firms technological space to be reduced
by patents of the competitors. Second, patents can generate licensing income or
they can be traded with other firms through cross-licensing. Third, patents can
be used as bargaining power to negotiate with other firms to get access to new
technologies. Fourth, patents can be used to expand market power internationally
and enhance the firm’s reputation (Neuha¨usler, 2012). Therefore, according to
literature, patenting inventions arising from R&D activities are most likely to
be protected from the possibility of exploitation by third parties and this makes
patents a robust measure of the output of inventive processes. This justifies our
proposition to use patent information in this research to assess the impact of
patent applications on firms’ financial stability.
In a study by Eisdorfer and Hsu (2011) a new bankruptcy prediction model
with a patent-based factor is presented which suggests causality between technol-
ogy competition and bankruptcy. They also indicate a strong relationship between
the information on the level of technological competitiveness of firms and the risk,
costs and pattern of bankruptcy in technology driven industries. In this study a
data set of patent applications and issues at firm-level is used and three findings
are presented. First, the competitiveness in technology intensive industries is a
better indicator for bankruptcies in short run than the typical accounting infor-
53
3. CORPORATE DISTRESS AND INNOVATION IN THE US
mation applied for example in Z-score approach. Second, bankruptcies driven in
intensive technology industries are less related to industry success and the business
cycle. Economic intuition and the empirical evidence suggest that there are less
bankruptcies in successful industries and when the economy is running produc-
tively. However, there is argument that this relationship is weaker for technology
driven bankruptcies. The argument comes from the fact that technological inno-
vations and patent activities typically improve the economy as a whole specifically
in the technology driven industries (Hsu, 2009). However, at the same time, these
innovations cause serious disadvantage for the firms that lose in the innovation
competition, which could drive them to bankruptcy (Garleanu et al., 2009). The
third finding is that, bankruptcies which are driven by patent competition are
significantly more costly. This is the result of lower demand for products of the
old technologies, quicker depreciation for inventories and equipment used for the
old technologies, the declining reputation of firms that are capable enough to com-
pete with the new and updated technologies and finally potential costs associated
to patent litigation(Eisdorfer and Hsu, 2011). This means, while bankrupt firms
typically face a steady decline in financial performance, a firm that is weak in
the technological competition and has no competitive power could quickly reach
a distressed position.
The importance of patent information for corporate bankruptcy analysis in the
literature is also shown in a study by Neuha¨usler et al. (2011). This study provides
evidence of incorporation of patent information by Credit Rating Agencies (CRA)
in their rating assessments. CRA as information intermediaries contribute to
market efficiency by gathering data from different sources and giving opinion on
creditworthiness of debt issuers. However, the question is whether CRA use patent
data in their credit assessment and so help technology driven firms by providing
clear credit assessment, including their intangible information and distinguishing
between valuable and low value patent portfolios. This question is addressed by
Neuha¨usler et al. (2011) and their findings indicate that corporate credit ratings,
similar to stock market valuations, reflect the future economic benefits associated
to patents with strong impact of patent flows improving rating, indicating that
companies which file a high number of patent applications per year receive a higher
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credit rating. The reason for the importance attached to patent flows is that CRA
perceive patents as an innovative output associated with higher probability of
future returns and also as a competitive weapon to protect the higher return.
As already observed, an increasing number of companies treat intellectual prop-
erty (IP), in general and patents, in particular, as a central business asset (WIPO,
2011a). This asset is managed with a view to generating returns through, for exam-
ple, licensing (Arora et al., 2004; Gambardellaa et al., 2007; Lichtenthaler, 2009).
Moreover, patents are used as collateral for bank loans by patent holders, and
as investment assets by financial institutions (Kamiyama et al., 2006). Research-
oriented small enterprises and start-ups depend on IP to generate income and use
IP to obtain external financing, including venture capital investments (WIPO,
2011b). This increasing trend brings more attention to the role of patenting on
firms performance in general and financial distress analysis in particular which has
been poorly identified in corporate bankruptcy literature.
In examining the link between patent information and bankruptcy analysis, the
present study extends on the past research in several ways. First, it investigates
the significance of patent applications on corporate credit default, whereas most
of the previous studies have analysed the impact of other innovation factors, such
as patent flow and patent citations (Neuha¨usler et al., 2011) or the number of
patent applications and patent issues in a year (Hsu, 2009). Second, it applies a
hazard model which is expected to analyse bankruptcy more accurately compared
to other bankruptcy models. Third, it investigates the impact of market based
variables in combination with accounting variables in the context of credit rating.
This motivation is driven by two previous studies: Shumway (2001) that argues
about half of the accounting indicators that have been previously used to model
bankruptcy are not statistically significant as bankruptcy predictors; Franzen et al.
(2007) which objects effectiveness of the accounting based models in bankruptcy
analysis due to the upward trends seen in research and development activities.
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3.3 Data Description, Data Matching
3.3.1 Accounting Data
Data used in this study are collected from two databases. The first database which
is provided by the Risk Management Institute (RMI) of the National University
of Singapore (NUS) contains quarterly and annual financial reports, sector and in-
dustry information, default events data and stock prices for 15,789 listed US firms.
The RMI database contains default information for 1,774 firms liquidating under
Chapter 7 or seeking protection under Chapter 11 of the US bankruptcy code.
This means 10.4% of the firms fall in one of these categories at least once in the
time span from 1980 to 2010. The wide coverage of the default data along with the
availability of patent information for US firms, obtained from other sources, facil-
itates the further research on the relationship between patenting and bankruptcy
prediction.
The scope of this research covers non-governmental manufacturing firms and
service providers. Therefore, companies operating in the financial sector, asset
backed securities, funds and government owned enterprises are excluded.
To process the data in the form required for bankruptcy analysis, financial
ratios are constructed using the accounting data. These ratios reflect company
performance from four different perspectives: profitability, leverage, liquidity and
size. In addition, a set of dummy variables are considered for sectors to distinguish
the sectors in which the firm operates. Then, the accounts with missing positions
are removed and the 5% and 95% percentiles are used as threshold to recap the
remaining lower and upper outliers for every financial ratio.
Financial reports in the database are released quarterly, semi-annually and
annually and reporting dates for companies are different and spread throughout
the year. In this study we use quarterly reports. We index each quarterly financial
report by a unique time stamp according to the year and month of the report in
order to arrange the financial information on a regular monthly basis for all firms.
Therefore, each quarterly report receives a time stamps unique to the month and
year of the report. The resulting monthly indexing of accounting data enables
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Table 3.1: The term structure of default.
Default Horizon Chapter 7 Chapter 11 Total
5 year 1,166 (0.40%) 11,873 (4.10%) 13,039 (4.50%)
4 year 969 (0.30%) 9,777 (3.40%) 10,746 (3.70%)
3 year 743 (0.26%) 7,458 (2.59%) 8,201 (2.85%)
2 year 478 (0.17%) 4,895 (1.70%) 5,373 (1.87%)
1 year 204 (0.7%) 2,220 (0.70%) 2,424 (0.84%)
Note: The number and percentage of accounts of companies which will file
for protection under Chapter 7 and 11 in 1, 2, 3, 4 and 5 year, i.e. with the
horizon 1, 2, 3, 4 and 5 years.
matching the monthly frequency of patent submission data described in the next
section.
After assigning the report time stamp to each account of companies, companies
that are approaching the state of bankruptcy are defined. Credit event data in the
database is reported based on the date (month and year) on which the default is
filed by a firm. Each financial account of a such firm receives the default indicator
y = 1 if the firm files for bankruptcy under Chapter 7 or 11 within the next 5
years cumulative from the date of the financial report (defaulting firms). The rest
(non-defaulting firms) receive the default indicator y = 0. This horizon design is
commonly used by credit rating agencies for assessing creditworthiness of a five
years bond. This is also popular since the majority of corporate derivatives such
as CDS are issued with the maturity of 5 years. However, in order to analyse the
term structure of PD, default indicators for other horizons of one, two, three and
four years cumulative are also constructed. It is also made sure that all insolvent
firms exit the database after defaulting.
The number of accounts for companies that filed for bankruptcy in the data
set for cumulative horizon is reported in Table 3.1 and it ranges from 0.84% for 1
year to 4.5% for 5 years.
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3.3.2 Patent Data
The second source of information is a patent database provided by the European
Patent Office (EPO) that covers around 98% of all primary patent applications in
the world. This patent allows tracking patent applications submitted by US firms
to around 90 patent offices golabally and include patent statistics from 1990 to
2008. The wide coverage of the data make it possible to track all patent filing of
US companies worldwide, not only in the US.
Despite the availability of patent information from patent offices, its efficient
use in research is considerably limited. The reason is that the names and addresses
of patent applicants, assignees and inventors are not standardized. This does
not allow for direct merging of patent data with other types of data on firms’
performance. Therefore, when merging this data with other data sources based
on the name of firms extra care should be taken. This becomes an issue since the
same firm can be registered in different patent offices with different names, for
instance a firm may appear as GM or General Motor or GM Inc.
In this study we use different forms of company names that can appear in the
patent database to merge it with the financial accounting data. After the initial
merging using the name from the financial accounts, an exhaustive manual check
is performed for different alternative spelling and naming conventions. Companies
that have successfully filed at least for one patent application in the past, receive
the patent indicator 1 otherwise 0 in the merged database. The date of the first
patent application is also recorded.
The merged database, including both patent information and the accounting
information, contains 285,481 accounts (10,646 firms) for US firms from which
1,457 (13.69%) firms have had at least one patent application. This corresponds
to 80,439 (28.17%) of accounts.
More details about distribution of patenting and defaulting firms in the data
set are provided in Table 3.2. The last row in each table indicates the distribution
of patenting firms among defaulting and non-defaulting firms and corresponding
accounts. What is striking is that only 3.91% of the firms are defaulted from those
who filed at least one patent application by the time of default.
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Table 3.2: The distribution of patent applications among defaulted and non-
defaulted companies. Patent indicator is “1” if at least one patent application
had been filed prior to the reporting date, otherwise 0.
Number of accounts
Patent Non-defaulting Defaulting
0 194,715 (68.20%) 10,327 (3.62%)
(94.96%) (5.04%)
1 77,727 (27.23%) 2,712 (0.95%)
(96.63%) (3.37%)
Number of firms
Patent Non-defaulting Defaulting
0 8,823 (82.88%) 366 (3.44%)
(90.25%) (9.75%)
1 1,400 (13.15%) 57 (0.54%)
(96.09%) (3.91%)
3.3.3 Variable Description
This section provides detailed information about the explanatory variables used
for the bankruptcy analysis in this study. In the literature, various accounting
ratios have been introduced as main predictors of the credit risk of firm. These
accounting ratios are mostly proxies for either profitability, liquidity, leverage,
size or coverage as different aspects of firm performance. In this study, we use a
range of accounting ratios that according to the existing literature are the best
proxies compared to alternatives for each aspects of firm performance (Ohlson,
1980; Campbell et al., 2008; Duan et al., 2012). Table 3.3 contains a list of the
variables along with their classification and definition.
In addition to the accounting ratios, we also investigate stock returns and stock
price volatility as market driven forward looking predictors of risk. In our analysis
the stock return variable (Exc Return) is calculated as the return over the average
price one month before and after the date of the financial report. This return is
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then benchmarked against the market return. Stock price volatility (Stock Vol)
is calculated as volatility of the price over one month before and after the date of
the financial report.
These market variables have been suggested in previous studies as being strongly
related to probability of bankruptcy (Shumway, 2001; Campbell et al., 2008; Lo¨ﬄer
and Maurer, 2011).
In order to account for the impact of each variable on bankruptcy in different
sectors, a set of dummy variables for each sector in which each firm operates is
defined. The sectors are defined according to the Bloomberg industry classification
system, provided in the RMI database. Altogether we distinguish between nine
sectors, described in Table 3.3.
In order to investigate the impact of innovation and patenting on the proba-
bility of bankruptcy we introduced a dummy variable for a patent application in
our analysis. To create the patent indicator dummy, date of the patent applica-
tion is compared with date of the financial report. If a company has filed at least
one patent application prior to the financial report date patent dummy receives 1
(Patent = 1) if not patent dummy receives 0 (Patent = 0).
3.3.4 Summary Statistics
A summary statistics of the variables for the firms who filed at least one patent
and those who did not is provided in Table 3.4. As it is evident from the table, the
performance of firms with patent is generally better than those without patent.
The analysis of the summary statistics suggests that: (i) patenting firms have a
higher profitability based on different metrics. For example, the median of NI/TA
for patenting firms is higher than the median of NI/TA for non-patenting firms. (ii)
the leverage is lower for patenting firms which presumably reveals their lower credit
risk. Also, as the mean for OENEG is higher for the non-patenting firms, this
suggests that a larger number of non-patenting firms suffer their total liabilities
exceeding total assets, which technically constitutes distress. (iii) liquidity ratios,
in particular the median of CASH/TA and WC/TA, are higher for patenting firms.
(iv) larger firms in terms of their total assets seem more likely to apply for a patent.
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Table 3.3: Variable Description
Variable Description
Profitability
NI/TA Return on assets: net income / total assets
INTWO 1 if net income was negative for the last two years, 0 otherwise
CHIN Measure of change in net income: (NIt −NIt−1)/(|NIt|) + (|NIt−1|)
FU/TL Fund from operations / total liabilities
Leverage
TD/TA Bank debt ratio: total bank debt / total assets
OENEG 1 if total liabilities exceed total assets, 0 otherwise
Liquidity
CASH/TA Cash and cash equivalents / total assets
WC/TA Working capital ratio: (current assets - current liabilities)/ total
assets
CL/CA Current ratio: current liabilities / current assets
Size
Log TA Company size: Logarithm of total assets
Market
Exc Return Excess returns: monthly stock returns - monthly S&P returns
Stock Vol Monthly stock price volatility
Patent Indicator
Patent 1 if a firm files at least one patent application prior to the date of
financial report, 0 otherwise
Sector Indicators
D1, D2, D3, Basic Materials, Communications, Consumer Cyclical,
D4, D5, D6, Consumer Non-cyclical, Diversified, Energy,
D7, D8, D9. Industrial, Technology, Utilities.
1 for the respective sector, otherwise 0
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(v) interestingly, excess returns are also higher for the patenting firms than non-
patenting firms, though, stock price volatility is higher for patenting firms. (vi)
the standard deviation of all predictors, except for INTWO, FU/TL, CASH/TA
and Stock Vol, are larger for non-patenting firms compared to patenting firms.
Table 3.5 provides a comparison of the summary statistics for non-defaulting
and defaulting firms (companies that will default within five years) and also for
patenting and non-patenting firms. As the table shows majority of the ratios
deteriorate when moving from patenting to non-patenting group and also when
moving from non-defaulting to defaulting firms.
Similar differences between patenting and non-patenting firms have been iden-
tifiable between non-defaulting and defaulting firms. For example, patenting firms
are less leveraged than the non-patenting firms and a similar difference is shown
between the non-defaulting and defaulting firms. In other words, both patenting
and non-defaulting firms, on average, indicate higher profitability, liquidity and
lower leverage ratios compared to the non-patenting and defaulting firms.
Also, in order to analyse the differences between the patenting and non-patenting
firms as well as the differences between the non-defaulting and defaulting firms,
a mean comparison for each variable between each two groups are provided in
the last column of each section of the Table 3.5. As the results indicate mean
values of all variables for patenting firms are significantly different from those for
non-patenting firms. Similar results are obtained between the non-defaulting and
defaulting firms. As expected in the majority of ratios, the non-patenting firms
have lower profitability and liquidity as well as higher leverage ratios compared to
the patenting firms. The similar pattern is observed between non-defaulting and
defaulting firms. Overall, the results from the mean comparison analysis suggest
that the set of explanatory variables applied in this study might help to explain
why some firms default.
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Table 3.4: Summary statistics of accounting and market variables used for bankruptcy analysis for US firms
that had applied for a patent and those that had not.
Non-Patenting Firms Patenting Firms
Variable Min q0.05 Mean Med q0.95 Max SD Min q0.05 Mean Med q0.95 Max SD
Profitability
NI/TA -0.462 -0.276 -0.028 0.006 0.050 0.094 0.106 -0.462 -0.216 -0.023 0.007 0.048 0.094 0.094
INTWO 0.000 0.000 0.105 0.000 1.000 1.000 0.307 0.000 0.000 0.153 0.000 1.000 1.000 0.360
CHIN -1.000 -1.000 -0.014 0.000 1.000 1.000 0.595 -1.000 -1.000 0.001 0.000 1.000 1.000 0.554
FU/TL -0.685 -0.475 -0.010 0.017 0.284 0.461 0.205 -0.685 -0.599 -0.014 0.023 0.318 0.461 0.227
Leverage
TD/TA 0.000 0.000 0.262 0.223 0.790 0.790 0.235 0.000 0.000 0.193 0.137 0.634 0.790 0.206
OENEG 0.000 0.000 0.093 0.000 1.000 1.000 0.291 0.000 0.000 0.058 0.000 1.000 1.000 0.234
Liquidity
CASH/TA 0.002 0.002 0.112 0.049 0.498 0.521 0.142 0.002 0.004 0.149 0.090 0.521 0.521 0.155
WC/TA -0.390 -0.390 0.196 0.184 0.704 0.729 0.284 -0.390 -0.103 0.316 0.312 0.729 0.729 0.263
CL/CA 0.119 0.129 0.783 0.576 2.639 2.639 0.658 0.119 0.119 0.541 0.423 1.381 2.639 0.464
Size
Log TA 0.884 0.884 4.587 4.536 8.538 8.802 2.195 0.884 1.705 5.285 5.219 8.802 8.802 2.102
Market
Exc Return -1.015 -0.351 0.003 -0.029 0.368 69.795 0.523 -0.958 -0.318 0.005 -0.018 0.344 59.240 0.430
Stock Vol 0.000 0.001 0.728 0.164 3.757 5.832 1.259 0.000 0.003 1.107 0.370 5.002 5.832 1.559
Note: q0.05, q0.95, Med and SD are respectively 5% quantiles, 95% quantiles, median and standard deviation.
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Table 3.5: Comparison of summary statistics of financial and market variables, for patenting and non-
patenting companies, and also for non-defaulting and defaulting companies.
Patenting Defaulting
Patent=1 Patent=0 t statistics y=0 y=1 t statistics
Variable Mean SD Mean SD Mean diff. test Mean SD Mean SD Mean diff. test
Profitability
NI/TA -0.023 0.094 -0.028 0.106 -10.24*** -0.024 0.101 -0.066 0.124 47.44***
INTWO 0.153 0.360 0.105 0.307 -35.46*** 0.114 0.318 0.211 0.408 -32.06***
CHIN 0.001 0.554 -0.014 0.595 -5.88*** -0.011 0.583 0.033 0.606 -7.58***
FU/TL -0.014 0.227 -0.010 0.205 3.68*** -0.009 0.212 -0.063 0.188 31.64***
Leverage
TD/TA 0.193 0.206 0.223 0.235 72.65*** 0.236 0.226 0.375 0.262 -73.97***
OENEG 0.058 0.234 0.093 0.291 30.75*** 0.078 0.268 0.229 0.421 -47.63***
Liquidity
CASH/TA 0.149 0.155 0.112 0.142 -61.61*** 0.124 0.147 0.093 0.132 23.68***
WC/TA 0.316 0.263 0.196 0.284 -103.65*** 0.236 0.282 0.102 0.291 51.23***
CL/CA 0.541 0.464 0.783 0.658 95.82*** 0.703 0.609 0.982 0.754 -49.74***
Size
Log TA 5.285 2.102 4.587 2.195 -77.58*** 4.787 2.201 4.820 2.062 4.00***
Market
Exc Return 0.005 0.430 0.003 0.523 -0.86 0.006 0.487 -0.037 0.672 10.47***
Stock Vol 1.107 1.559 0.728 1.259 -65.92*** 0.852 1.371 0.516 1.131 24.82***
Note: A t-test for mean comparison is performed which examines the null hypothesis that the means of
the two groups are equal. The mean comparison is a t-test using the Cochran and Cox approximation
to account for possible unequal variances between the two groups. The last column in each group
reports the results of this test for the patent and non-patenting firms and for the defaulting and
non-defaulting firms. ***, ** and * represent 1%, 5% and 10% significance level respectively.
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3.3.5 Pairwise Correlation
For the purpose of variable diagnostics we perform a pairwise correlation analysis
among the covariates used in the study for which the results are reported in
Table 3.6. The degree of correlation varies significantly between the variables.
The highest relationship is the negative correlation observed between WC/TA
and CL/CA (ρ = −0.75) and the smallest is between excess return and TL/TA
(ρ = 0.00).
Generally, excess returns display the lowest degree of correlation with other
variables, not exceeding |ρ| = 0.03, which indirectly confirms the hypothesis of
market inefficiency.
According to Kennedy (2008), the OLS estimators suffer from multicollinearity
if the correlation is equal to or greater than 0.8. Despite the large variation
among the correlations reported in Table 3.6, all coefficients are below 0.8 and
multicollinearity is not an issue here.
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Table 3.6: Pearson correlation coefficients between accounting and market variables.
Variable NI/TA TD/TA CL/CA CASH/TA Log TA WC/TA FU/TL chin Excess-Return Stock Vol
NI/TA 1
TD/TA -0.31 1
CL/CA -0.35 0.65 1
CASH/TA -0.19 -0.28 -0.28 1
Log TA 0.41 -0.01 -0.14 -0.27 1
WC/TA 0.24 -0.68 -0.75 0.45 -0.04 1
FU/TL 0.46 0.01 0.00 -0.20 0.27 -0.09 1
chin 0.04 0.07 0.07 0.05 -0.09 -0.05 -0.05 1
Excess-Return 0.03 0.00 -0.01 0.02 -0.02 0.01 0.01 0.03 1
Stock Vol 0.19 -0.14 -0.15 0.03 0.40 -0.11 0.14 -0.05 0.01 1
Note: The low correlation between excess returns and other vatiables below |ρ| = 0.03 confirms the hypothesis
of market inefficiency.
66
3. CORPORATE DISTRESS AND INNOVATION IN THE US
3.4 Methodology
Logistic models are commonly applied by researchers and practitioners to evaluate
the impact of various credit risk factors on the probability of default (PD). The
corporate finance literature features two popular approaches to measure the PD
based on logistic estimators: the first approach uses a pooled logistic estimator
over a period of time (see e.g. Carey and Hrycay, 2001; Campbell et al., 2008;
Modina and Pietrovito, 2014), while the second approach considers a specific point
in time to apply a static logistic estimator (Ohlson, 1980). Both approaches can
estimate the PD based on a combination of accounting and market indicators. In
addition, to investigate if the impact of the PD determinants on the PD varies
over time, it is a common practice to calibrate logistic models at different horizons
before bankruptcy (Campbell et al., 2008). Nonetheless, this approach may not
be very useful when the span of data is long. The main shortcoming of the logistic
models is that they take no account of time in modeling corporate bankruptcy.
Furthermore, another shortcoming of logistic models is that they take no account
of firms that exit the sample for reasons other than bankruptcy, while this is a
common phenomenon in corporate finance.
A popular approach to resolve these issues is to apply hazard models, which
account for time. Hazard models are commonly used to model the time it takes for
a firm to go bankrupt. In this context, financial strength of a firm changes through
time, and it is a function of its latest financial information. Hazard models are also
able to account for firms that leave the data set for reasons other than bankruptcy
such as delisting or merger and acquisition. Such firms are treated as censored
observations in the hazard models. Another advantage of the hazard models is
that they capture the time variation of explanatory variables. If financial health
of a firm deteriorates before bankruptcy, it is important to allow its financial
information to unfold this deterioration (Shumway, 2001). Therefore, it is not
surprising that the number of studies that use various forms of hazard models in
bankruptcy analysis has increased substantially over the last few decades. In this
study, following Bellotti and Crook (2009) and Im et al. (2012), we apply a Cox
(1972) proportional hazard model, with time varying covariates, to investigate the
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impact of technological activities as well as accounting and market indicators on
the timing of bankruptcy of US publicly listed firms over the period 1980 to 2010.
In this section, we briefly present the Cox proportional hazard model.
Let Ti be the time until firm i defaults, implying that firm i operates at Ji
distinct quarters under the risk of default: ti1 < ti2 < ... < tiJi < Ti. Note that in
this study firm default is defined as firm exit due to filing for bankruptcy under
Chapter 7 or 11 of the US bankruptcy law. Since Ti is a random variable, its
cumulative distribution function (CDF) is defined as
Pi(t) = Pr(Ti ≤ t) (3.4.1)
The CDF of Ti represents the probability that the ith firm defaults before a
specific time t, meaning that Ti ≤ t. Similarly, the probability density function
(pdf) of Ti is given by
pi(t) = dPi(t)/dt (3.4.2)
In survival analysis, however, the object of primary interest is the survivor
function, Si(t), which is the complement of the CDF. The survivor function is
defined as
Si(t) = Pr(Ti > t) = 1− Pi(t) (3.4.3)
For its estimation, it is a common practice to use a related terminology known
as a hazard function, h(t), which is defined as
h(t) = lim
dt→0
Pr(t ≤ Ti < t+ dt|Ti ≥ t)
dt
=
pi(t)
Si(t)
(3.4.4)
In other words, the hazard function is the instantaneous risk of a firm defaulting
at time t, conditional upon not having defaulted up to time t. Cox (1972) proposes
the following specification for the hazard function.
hi(t|xi(t)) = ho(t)exp(xi(t)β) (3.4.5)
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In the above equation xi(t) is a 1 ×m vector of time varying covariates, β is
an m× 1 vector of coefficients, and ho(t) is the baseline hazard function. If a dis-
tributional assumption, e.g. of an exponential or Weibull distribution, is made for
the baseline hazard function, this model becomes fully parametric. However, one
advantage of the Cox model is that the baseline hazard function is unspecified. In
this context, the Cox model is a semi-parametric model consisting of a parametric
term, exp(xi(t)β), and a non-parametric term, ho(t). Furthermore, the Cox model
is a proportional hazard model, meaning that ho(t) is analogous for all firms at
time t. Therefore, the relative hazard of two firms j and i at time t is given by
ho(t)exp(xi(t)β)
ho(t)exp(xj(t)β)
=
exp(xi(t)β)
exp(xj(t)β)
(3.4.6)
Cox (1972) proposes the method of partial likelihood to estimate equation
(3.4.5). Let Tj, j = 1, . . . , D denote the ordered distinct default times, and let Rj
be the set of all firms that are at risk of default at a time just before Tj. Accord-
ingly, the partial maximum likelihood estimates are obtained by maximizing the
Cox likelihood function1
L(β) = L1(β)L2(β)...LD(β) =
D∏
j=1
exp(xj(Tj)β)∑
i∈Rj exp(xi(Tj)β)
(3.4.7)
or, its corresponding log likelihood function
l(β) =
D∑
j=1
lj(β) =
D∑
j=1
xj(Tj)β − log
∑
i∈Rj
exp(xi(Tj)β)
 (3.4.8)
Accordingly, βˆ is obtained by solving the following equation
∂l(β)
∂β
=
D∑
j=1
[
xj(Tj)−
∑
i∈Rj exp(xi(Tj)β)xi(Tj)∑
i∈Rj exp(xi(Tj)β)
]
= 0 (3.4.9)
1The Cox likelihood function is a partial likelihood function because it eliminates the quarters
when no default is observed. However, a partial likelihood function can be treated as a complete
likelihood function when making inference.
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One critical assumption in the Cox model is that there are no tied 2 defaults in
the data set, which is often violated in the empirical works. To resolve this issue,
Breslow (1974) proposes the following approximation of the Cox partial likelihood
function
L(β) =
D∏
j=1
exp(xi(Tj)β)∑
i∈Rj exp(xi(Tj)β)
≈
D∏
j=1
exp(
∑
i∈Dj xi(Tj)β)[∑
i∈Rj exp(xi(Tj)β)
]dj (3.4.10)
In this function, dj represents the total number of tied defaults and Dj is the
number of tied defaults at time Tj. This approximation performs very well if the
number of defaults is relatively small compared to the number of survived firms
at each quarter.
Another challenge in the survival analysis is to account for the correlation in
the performance of firms operating within a specific sector. The correlation may
be attributed to some overall industry characteristics that remain unobserved. In
this context, a further generalization of the Cox model exits which is known as a
shared frailty Cox model. Let n denote the total number of firms and nk represent
the number of firms operating in the kth sector. The Cox hazard model with
shared frailty is specified as
hik(t|xik(t), αk) = αkho(t)exp(xik(t)β) (3.4.11)
Where a shared frailty αk is assumed to follow a gamma distribution g(αk)
with mean one and variance θ, specified as follows
g(αk) =
α
1/θ−1
k exp(−αk/θ)
Γ(1/θ)θ1/θ
(3.4.12)
In fact, the shared frailty models are analogous to random-effects regression
models as αk affects the hazard multiplicatively. Furthermore, the frailties are
shared across groups of firms operating in the same sectors rather than being firm
2Tied default means that there are more than one default at the time Tj .
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specific. In other words, using the shared frailty models, it is assumed that each
firm shares the same frailty with other firms operating in the same sector.
Overall, the main advantage of applying the partial likelihood for estimating
a hazard function is that it accounts for potential endogeneity of time varying
covariates with respect to default times. Additionally, the Cox proportional haz-
ard model, unlike parametric models, makes no arbitrary and possibly incorrect
assumption about the form of the baseline hazard function. Nonetheless, the es-
timates of β are more efficient if the shape of the baseline hazard is accurately
specified. More specifically, there is a trade-off between efficiency and making an
assumption for the baseline hazard.
3.5 Empirical Results
In this section we present the empirical results of estimating the Cox proportional
hazard regressions with time-varying covariates for modeling the factors affecting
the survival time of the US firms with the main focus on the impact of patent
application.
In this study, the estimated coefficient are reported instead of the hazard ra-
tios. However, the hazard ratio of a covariate can be computed by exponentiating
its estimated coefficient. The exponentiated coefficient indicates the respective
change in failure hazard due to a one unit change in the covariate, keeping all
other covariates constant. A negative coefficient means that an increase of the
corresponding covariate reduces the failure hazard and increases the likelihood
of survival, while a positive coefficient indicates that an increase in the relevant
covariate increases the failure hazard. Also, for each regression, the likelihood χ2
statistic, Wald test and pseudo R-squared statistics are reported to evaluate its
goodness of fit and the overall statistical significance.
3.5.1 Credit Default and Time Structure of Default
Table 3.7 presents the estimated results for the time-to-failure hazard model as
specified in (3.4.5) (see also equation 3.4.9), with l=5 referring to bankruptcy
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within the next 5 years. In this table, five models as various alternative specifica-
tions are presented with the variable “patent” as the main variable in all of them.
Model 1, contains only the accounting indicators mainly applied by (Ohlson, 1980;
Becchetti and Sierra, 2003) as well as the patent indicator. Model 2 involves the
same variables from model 1 whilst adding sector dummies. Model 3 includes
accounting and also market variables mainly from (Campbell et al., 2008) which
are also applied in other studies (such as Shumway, 2001; Lo¨ﬄer and Maurer,
2011; Duan et al., 2012), as well as the patent indicator. Also, within this setting,
model 4 adds sector dummies to the accounting and market indicators from model
3. Model 5 includes a combination of the accounting indicators from model 1 and
3 in such a way that one indicator from each main group of accounting indicators
is included in the model. Model 5 also considers the patent indicator, which is
the main variable, as well as the market indicators and the sector dummies. The
forementioned model specifications are the basis of the analysis in the rest of the
chapter, unless otherwise specified.
In general, the empirical results reported in Table 3.7 indicate that all ac-
counting ratios except WC/TA, Log TA and INTWO have significant impact on
survival likelihood of firms. These results are robust in terms of the sign across
all the models, however, the magnitude of significance varies slightly for some
covariates.
Profitability seems to be an important contributor in explaining why some
firms might default, exhibiting negative and statistically significant coefficients
for NI/TA and FU/TL across all models. As expected, more profitable firms
have a better financial position, hence lower probability to default. Many other
studies (for instance Shumway, 2001; Pederzoli et al., 2013) also confirm the
same results for profitability. Positive sign obtained for CHIN contrary to the
results in Franzen et al. (2007) can have the only possible explanation proposed
by Ohlson (1980). This is that firms with a positive change in earnings may be
particularly tempted to raise external financing and this will then imply that they
become higher risk firms at a subsequent point. Similar to the results obtained by
Ohlson (1980), INTWO is not a significant factor in explaining default probability,
however, Franzen et al. (2007) report a positive correlation between INTWO and
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higher probability of default.
The main leverage indicator, which is defined as the ratio of total debt to total
assets, TD/TA, also suggests that firms with healthier financial position are more
likely to survive longer than the firms with a higher weight of debt.
Moreover, the liquidity ratios also have a negative impact on the survival of
firms, implying that firms facing more constrained liquidity positions may have
more difficulties in meeting their debt commitments. The expected impact of
CASH/TA reducing bankruptcy hazard in models 3, 4 and 5 is consistent with
the results reported by Carey and Hrycay (2001), Becchetti and Sierra (2003),
Bonfim (2009) and Duan et al. (2012).
In this study, firm size, which is defined as a logarithm of total assets, has
no significant impact on firm survival. However, the exception is the first model,
where the firm size impact is significant at 10% significance level with a positive
sign, which is contrary to the expected negative sign. It can be argued that
other models do not support this finding, and also it is significant only marginally
with a p-value of 0.098. Campbell et al. (2008) also find a positive relationship
between size and probability of default which is not also robust in all of their
models. Simiarly, market variables, i.e. excess returns and return volatility, are
not significant predictors of default for five year horizon, which is consistent with
the results obtaind by Lo¨ﬄer and Maurer (2011).
Furthermore, results from Table 3.7 show that compared to the firms in the
basic materials industry, firms operating in consumer cyclical industry (D3) face
higher probability of default and those operating in consumer non-cyclical (D4),
energy (D6), technology (D8) and utilities (D9) are less likely to default.
Patenting as an output indicator of R&D investments and technology focused
innovations can explain the reduction in the future financial distress rates and the
likelihood of bankruptcy. The negative coefficients, as expected and consistent
across all models, and the low p–values confirm that patent provides additional
information over typical bankruptcy prediction measures for bankruptcy predic-
tion. In fact, firms with a superior position in technological development and
technology competition survive longer in terms of financial stability.
The results are consistent with the intuition obtained from the literature. Con-
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sidering the fast growing technological environment, firms with no patenting activ-
ities experience harsher technology completion and are more likely to face financial
distress because of extreme market competition and potential costly patent litiga-
tions. Consistent with the findings by Eisdorfer and Hsu (2011), firms are more
likely to default if they are incapable of catching up with their rivals in patenting
competition.
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Table 3.7: Bankruptcy hazard model coefficients for US firms.
1 2 3 4 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.105 (0.324) -0.109 (0.326) -0.838*** (0.271) -0.898*** (0.273) -1.137*** (0.316)
TD/TA 2.031*** (0.176) 1.913*** (0.175) 0.635*** (0.111) 0.602*** (0.111) 0.808*** (0.144)
CL/CA -0.278** (0.114) -0.303*** (0.113) . . . . . .
WC/TA -0.170 (0.246) -0.307 (0.247) . . . . . .
Log TA 0.027* (0.016) 0.018 (0.016) . . . . 0.009 (0.019)
CASH/TA . . . . -0.574** (0.239) -0.449* (0.247) -0.653** (0.264)
OENEG -0.865*** (0.160) -0.842*** (0.157) . . . . . .
FU/TL -1.705*** (0.166) -1.702*** (0.166) . . . . . .
INTWO -0.165 (0.115) -0.139 (0.115) . . . . . .
CHIN 0.134*** (0.052) 0.145*** (0.051) . . . . . .
Patent -0.241*** (0.083) -0.166** (0.084) -0.203** (0.091) -0.154* (0.092) -0.178* (0.093)
D2 . . 0.267* (0.162) . . 0.079 (0.174) 0.091 (0.173)
D3 . . 0.336** (0.160) . . 0.278* (0.167) 0.264 (0.167)
D4 . . -0.399** (0.165) . . -0.394** (0.171) -0.397** (0.170)
D5 . . -0.049 (0.481) . . -0.381 (0.525) -0.354 (0.526)
D6 . . -0.390* (0.209) . . -0.435** (0.211) -0.384* (0.210)
D7 . . -0.194 (0.167) . . -0.245 (0.173) -0.258 (0.173)
D8 . . -0.524*** (0.185) . . -0.553*** (0.194) -0.548*** (0.194)
D9 . . -1.565*** (0.438) . . -2.352*** (0.600) -2.319*** (0.603)
Exc Return . . . . 0.032 (0.022) 0.028 (0.023) 0.030 (0.022)
Stock Vol . . . . -0.031 (0.031) -0.042 (0.031) -0.048 (0.034)
No. observations 269,868 269,868 256,644 256,644 256,644
No. fail 1043 1043 913 913 913
No. firms 10468 10468 10216 10216 10216
Wald test 353.4 488.1 158.5 259.7 266.1
Pseudo-R2 0.164 0.236 0.0675 0.138 0.142
LogL -9025 -8958 -7899 -7843 -7840
Note: All coefficients are estimated for the Cox proportional hazard model with time varying covariates. The
dependent variable is a bankruptcy dummy, that is 1 if a firm files for bankruptcy under Chapter 7 or 11
within 5 years and 0 otherwise. The pseudo R2 is a measure of goodness of fit comparing the log-likelihood
of the estimated model with the log-likelihood of a constant-only model. The Wald test analyses the overall
significance of the estimated coefficients. SE represents robust standard errors which accounts for the possible
presence of heteroscedasticity. ∗∗∗, ∗∗ and ∗ indicate 1%, 5%, 10% significance levels, respectively.
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Figure 3.1 represents the estimated survival function based on the Cox pro-
portional hazard model. This describes the probability of surviving after a certain
amount of time. The estimated survival functions are produced for all covariates
at their average values. The figure shows the survival function based on the en-
tire data set and the survival functions for the patenting and non-patenting firms
separately. The fact that the probability of surviving over longer periods declines
is consistent with the intuitive assumption of the Poisson distribution of survival
times. Patenting firms have a higher probability of surviving compared to the
non-patenting firms for the same time period. This supports the view given by
the initial argument that patent applications have a positive impact on firms’ fi-
nancial performance and reduce the probability of experiencing financial distress
for all periods.
Additionally, Figure 3.2 reports the estimated hazard function based on the
Cox proportional hazard model. This describes the relative likelihood of bankruptcy
occurring at a certain time, conditional on the survival up to that time. The haz-
ard rate, therefore, describes the instantaneous rate of default at a certain time.
Similar to the survival function, the hazard functions are produced for all covari-
ates at their average values. The hazard rate, similarly to the survival function, is
declining over time as well as being lower for patenting compared to non-patenting
firms for the same period.
Next, we investigate and compare the impact of the covariates on time-to-
failure within the horizons of 1, 2, 3, 4 and 5 years. Table 3.8 reports the estimation
results for model 5 from Table 3.7 as the basis which contains at least one variable
from each financial group and market indicators, as well the patent and sector
dummies.
As expected, with an increase in the horizon, the coefficients and significance
level of the accounting variables and the general fit of the models decline. However,
most of the variables remain statistically significant with the expected sign, except
for Log TA which shows a positive relationship with default probability. Excess
return exhibits a negative relationship with default, significant only for a 1 year
horizon. This suggests that the excess return variable is a primarily short-term
financial distress predictor, which has also been confirmed by Campbell et al.
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Figure 3.1: the survival function based on the Cox proportional hazard regression
for the whole data set, patenting and non-patenting firms separately.
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Note: The survival rate declines over the time. Moreover, survival rate is higher for the patenting
firms. The survival rate is 94% (after 20 quarters or 5 years) and 91% (after 40 quarters or 10
years) for patenting firms, whereas the survival rate is 93% and 88% for non-patenting firms for
the same period, respectively.
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Figure 3.2: Smoothed hazard function based on the Cox proportional hazard
regression for the whole data set, patenting and non-patenting firms separately.
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Note: The hazard rate declines over time. Moreover, hazard is lower for the patenting firms. The
hazard rate is 0.20% (20 quarters or 5 years) and 0.16% (40 quarters or 10 years) for patenting
firms, whereas it is 0.23% and 0.18% for non-patenting firms for the same periods, respectively.
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(2008).
The impact of the sectors on default prediction is diverse. The communication
and consumer cyclical sector dummies (D2 and D3) have a significantly higher
PD for the 1 and 2 year horizon. This significance goes down as the horizon
increases until the effect becomes insignificant for a 5 year horizon. However, the
technology sector (D8) has a negative and significantly lower PD for longer term
bankruptcy prediction and utilities (D9) display a lower PD across all horizons.
For all specifications the basic materials sector was used as a reference.
The most revealing results are related to the patent indicator. Patent appli-
cations have a negative correlation with bankruptcy which becomes significant
for 2, 3, 4 and 5 years horizon. In addition, the highest significance of patent
applications for bankruptcy prediction is observed for the prediction within 3 or
4 year horizon. Both results are consistent with the time lag between the date
of the priority application and disclosure of a patent. Since a patent application
is disclosed to public 18 months after the priority date, implicit benefits of the
application are expected to become revealed and priced in after these 18 months.
This is also evident from the highest coefficient reducing PD for horizons 3 and 4
year.
In cases that the patent application is successful and patent is granted, the
above argument becomes stronger as it usually takes about 3 or 4 years for an
application to be examined, processed and the patent granted. Therefore, the 3
or 4 years expected period which is needed for a patent to be realized, supports
this argument. The longer time of 5 years to incorporate the impact of patent
application into financial performance of a firm, can be due to the technologi-
cal complexity of the innovation, greater initial market confrontation or longer
required administrative processes.
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Table 3.8: Bankruptcy hazard model coefficients for US firms for 1 - 5 years prediction horizon which uses
the variables from model 5 in Table 3.7.
Bankruptcy horizon (1 year) (2 years) (3 years) (4 years) (5 years)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -2.596*** (0.358) -2.109*** (0.309) -1.562*** (0.322) -1.158*** (0.307) -1.137*** (0.316)
TD/TA 1.489*** (0.163) 1.360*** (0.152) 1.002*** (0.152) 0.829*** (0.145) 0.808*** (0.144)
Log TA 0.257*** (0.019) 0.114*** (0.018) 0.050*** (0.018) 0.037** (0.018) 0.009 (0.019)
CASH/TA -1.478*** (0.331) -0.770*** (0.273) -0.554** (0.266) -0.135 (0.256) -0.653** (0.264)
Exc Return -1.627** (0.776) -0.106 (0.219) -0.181 (0.195) -0.046 (0.074) 0.030 (0.022)
Stock Vol -0.596*** (0.089) -0.121*** (0.038) -0.013 (0.031) -0.065* (0.033) -0.048 (0.034)
Patent -0.106 (0.089) -0.162* (0.085) -0.208** (0.088) -0.209** (0.090) -0.178* (0.093)
D2 0.455*** (0.176) 0.479*** (0.171) 0.297* (0.170) 0.194 (0.171) 0.091 (0.173)
D3 0.426** (0.171) 0.396** (0.169) 0.317* (0.167) 0.296* (0.166) 0.264 (0.167)
D4 -0.118 (0.174) -0.168 (0.171) -0.297* (0.170) -0.358** (0.170) -0.397** (0.170)
D5 -0.890 (0.715) -0.210 (0.531) -0.578 (0.598) -0.631 (0.599) -0.354 (0.526)
D6 -0.160 (0.212) -0.115 (0.207) -0.279 (0.208) -0.394* (0.211) -0.384* (0.210)
D7 -0.076 (0.178) -0.134 (0.175) -0.210 (0.174) -0.262 (0.173) -0.258 (0.173)
D8 -0.244 (0.203) -0.250 (0.193) -0.413** (0.192) -0.492** (0.191) -0.548*** (0.194)
D9 -2.313*** (0.481) -2.004*** (0.480) -2.433*** (0.601) -2.411*** (0.602) -2.319*** (0.603)
No. observations 266,318 263,595 260,997 258,699 256,644
No. fail 906 986 967 939 913
No. firms 10399 10369 10314 10258 10216
Wald test 1356 816.8 464.4 326.1 266.1
Pseudo-R2 0.0854 0.0334 0.0201 0.0161 0.142
LogL -7143 -8254 -8221 -8032 -7840
All coefficients are estimated for the Cox proportional hazard model with time varying covariates. The dependent
variable is a bankruptcy dummy, that is 1 if a firm files for bankruptcy under Chapter 7 or 11 within 1 - 5 years
respectively and 0 otherwise. The pseudo R2 is a measure of goodness of fit comparing the log-likelihood of the
estimated model with the log-likelihood of a constant-only model. The Wald test analyses the overall significance
of the estimated coefficients. SE represents robust standard errors which accounts for the possible presence of
heteroscedasticity. ∗∗∗, ∗∗ and ∗ indicate 1%, 5%, 10% significance levels, respectively.
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3.5.2 Robustness Check
In this section, we conduct robustness checks of the results reported in the previ-
ous sections. For this purpose, the same model specifications from Table 3.7 are
estimated for three sub samples that are based on the size of the firms. The data
set has been split into three sub-samples of small, medium and large firms, based
on the quartiles of total assets. The small firms are from the first quartile of the
distribution, the medium firms are from the second and third quartiles and the
large firms are from the fourth quartile. The results of the analysis of different
firm size groups are reported in Tables 3.9, 3.10 and 3.11.
The results indicate that the profitability and leverage indicators perform sim-
ilarly for small, medium and large firms across the models. The only difference is
that the leverage is a significant predictor for bankruptcy for small firms only for
the the shorter horizons of 1, 2 and 3 years and liquidity, defined by CASH/TA,
is a poor predictor of bankruptcy of small firms. WC/TA is significant and shows
the expected negative sign for the medium size firms. Size, Log TA, is significant
only for large firms with the expected negative sign as also reported by Ohlson
(1980), Becchetti and Sierra (2003) and Lo¨ﬄer and Maurer (2011). Additionally,
the INTWO variable only for the large firms, unlike the previous discussed results,
has a positive and significant impact on the default probability, suggesting that
the financial distress can be reflected in the deteriorating net income two years
prior to bankruptcy.
Tables 3.9-3.11 indicate that the stock return volatility, Stock Vol, is an im-
portant indicator with positive and significant impact on bankruptcy only for
small firms, indicating that smaller firms’s bankruptcy is more sensitive to the
market perceptions, rather than the medium or large firms. Also, excess stock
returns variable, Exc Return, show a positive, though weak, significant effect on
bankruptcy for medium size firms.
The expected positive impact of return volatility and the negative impact of
stock return on bankruptcy is also confirmed by Campbell et al. (2008) and Lo¨ﬄer
and Maurer (2011).
Differences across sectors do not seem to have effect on PD among small firms,
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however, the impact of all variables becomes more significant when shifting to
medium and large firms.
As far as the results for patent application are concerned, filing for patent has
no significant effect on PD for small firms, whereas it becomes significant when
the firm size increases. As it can be seen from the Tables 3.9, 3.10 and 3.11, the
patent dummy becomes a significant predictor of bankruptcy with the expected
negative sign for medium and large firms. This can be due to the fact that small
firms file fewer international patent applications than the large and multinational
firms and also that patents filed by small firms are withdrawn more frequently
(due to for example the relative high costs associated with processing the patent)
compared to the patents filed by large firms (Frietsch et al., 2013). This is also
evident in the data set used in this analysis. The patenting accounts of companies
represent only 18% of all small firms accounts, compared to the 29.5% and 35.3%
for the medium and large firms, respectively.
A major related point to take into account is that small firms, compared to
their large counterparts, are more financially constrained and have less resources
and market power to enforce their rights (Neuha¨usler, 2012).
This result reveals that small firms, and to some extent medium ones, face
more severe technological competition. The recent and rapid increase in the tech-
nological competition and the globalization of market power require more focus
on patenting by firms internationally. One implication of this finding is that large
firms with more profound technological capabilities often act more effectively for
their technological developments, whereas small firms have potential for further
developments (Frietsch et al., 2013).
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Table 3.9: Bankruptcy hazard model coefficients for US small firms.
1 2 3 4 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -1.326*** (0.393) -1.311*** (0.395) -0.970*** (0.312) -0.937*** (0.314) -1.612*** (0.347)
TD/TA 0.898*** (0.291) 0.909*** (0.290) 0.231* (0.133) 0.209 (0.135) 0.273 (0.215)
CL/CA -0.129 (0.155) -0.145 (0.153) . . . . . .
WC/TA -0.591 (0.389) -0.553 (0.389) . . . . . .
Log TA 0.506*** (0.075) 0.504*** (0.076) . . . . 0.568*** (0.075)
CASH/TA . . . . -0.213 (0.291) -0.165 (0.296) 0.264 (0.321)
OENEG -0.456** (0.228) -0.446** (0.227) . . . . . .
FU/TL -0.726*** (0.235) -0.740*** (0.235) . . . . . .
INTWO -0.049 (0.135) -0.036 (0.136) . . . . . .
CHIN 0.188** (0.086) 0.198** (0.086) . . . . . .
Patent -0.119 (0.131) -0.054 (0.132) 0.146 (0.135) 0.185 (0.136) 0.043 (0.137)
D2 . . 0.584 (0.408) . . 0.705* (0.422) 0.608 (0.419)
D3 . . 0.602 (0.415) . . 0.588 (0.430) 0.508 (0.426)
D4 . . 0.114 (0.407) . . 0.320 (0.417) 0.251 (0.414)
D5 . . 0.571 (0.629) . . 0.205 (0.702) 0.286 (0.685)
D6 . . 0.258 (0.460) . . 0.370 (0.459) 0.327 (0.458)
D7 . . 0.325 (0.413) . . 0.456 (0.421) 0.463 (0.418)
D8 . . -0.087 (0.420) . . 0.167 (0.433) 0.061 (0.430)
D9 . . 0.763 (1.036) . . 0.762 (1.086) 0.598 (1.052)
Exc Return . . . . 0.023 (0.023) 0.021 (0.023) 0.026 (0.021)
Stock Vol . . . . 0.164** (0.073) 0.154** (0.073) 0.118 (0.075)
No. observations 66,976 66,976 60,602 60,602 60,602
No. fail 402 402 375 375 375
No. firms 4965 4965 4558 4558 4558
Wald test 119.9 157.0 36.26 53.17 114.0
Pseudo-R2 0.169 0.207 0.0453 0.0667 0.167
LogL -3095 -3083 -2887 -2881 -2852
Small firms are the firms with total assets in the first quartile of the distribution. All coefficients are estimated
for the Cox proportional hazard model with time varying covariates. The dependent variable in all models is
bankruptcy dummy, that is 1 if a firm files for bankruptcy under Chapter 7 or 11 within 5 years and 0 otherwise.
The pseudo R2 is a measure of goodness of fit comparing the log-likelihood of the estimated model with the log-
likelihood of a constant-only model. The Wald test analyses the overall significance of the estimated coefficients.
SE represents robust standard errors which accounts for the possible presence of heteroscedasticity. ∗∗∗, ∗∗ and
∗ indicate 1%, 5%, 10% significance levels, respectively.
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Table 3.10: Bankruptcy hazard model coefficients for US medium firms.
1 2 3 4 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -1.734*** (0.363) -1.653*** (0.377) -3.458*** (0.312) -3.362*** (0.328) -3.231*** (0.327)
TD/TA 1.830*** (0.198) 1.770*** (0.200) 1.138*** (0.126) 1.083*** (0.126) 0.943*** (0.151)
CL/CA -0.077 (0.116) -0.111 (0.115) . . . . . .
WC/TA -0.737*** (0.271) -0.806*** (0.274) . . . . . .
Log TA 0.072** (0.036) 0.036 (0.036) . . . . -0.085** (0.039)
CASH/TA . . . . -1.251*** (0.303) -1.177*** (0.321) -0.934*** (0.341)
OENEG -0.790*** (0.166) -0.789*** (0.169) . . . . . .
FU/TL -2.026*** (0.189) -2.002*** (0.189) . . . . . .
INTWO -0.134 (0.122) -0.090 (0.122) . . . . . .
CHIN 0.190*** (0.057) 0.190*** (0.057) . . . . . .
Patent -0.281*** (0.096) -0.195** (0.097) -0.262** (0.103) -0.174* (0.105) -0.139 (0.106)
D2 . . 0.209 (0.203) . . 0.279 (0.224) 0.245 (0.226)
D3 . . 0.203 (0.202) . . 0.260 (0.218) 0.257 (0.221)
D4 . . -0.442** (0.206) . . -0.359 (0.224) -0.393* (0.226)
D5 . . 0.297 (0.575) . . 0.455 (0.608) 0.390 (0.605)
D6 . . -0.165 (0.242) . . -0.059 (0.258) -0.154 (0.259)
D7 . . -0.156 (0.207) . . -0.227 (0.225) -0.235 (0.228)
D8 . . -0.548** (0.227) . . -0.398 (0.244) -0.437* (0.246)
D9 . . -1.811** (0.740) . . -2.522** (1.026) -2.572** (1.027)
Exc Return . . . . 0.059* (0.035) 0.055* (0.032) 0.052 (0.033)
Stock Vol . . . . 0.032 (0.033) 0.019 (0.032) 0.040 (0.032)
No. observations 135,134 135,134 130,751 130,751 130,751
No fail 769 769 670 670 670
No firms 7158 7158 6905 6905 6905
Wald test 464.4 552.1 407.9 466.2 468.9
Pseudo-R2 0.280 0.338 0.198 0.260 0.270
LogL -6274 -6237 -5448 -5414 -5408
Medium firms are the firms with total assets in the second and the third quartiles of the distribution. All
coefficients are estimated for the Cox proportional hazard model with time varying covariates. The dependent
variable in all models is bankruptcy dummy, that is 1 if a firm files for bankruptcy under Chapter 7 or 11
within 5 years and 0 otherwise. The pseudo R2 is a measure of goodness of fit comparing the log-likelihood
of the estimated model with the log-likelihood of a constant-only model. The Wald test analyses the overall
significance of the estimated coefficients. SE represents robust standard errors which accounts for the possible
presence of heteroscedasticity. ∗∗∗, ∗∗ and ∗ indicate 1%, 5%, 10% significance levels, respectively.
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Table 3.11: Bankruptcy hazard model coefficients for US large firms.
1 2 3 4 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -5.744*** (0.745) -5.659*** (0.777) -6.154*** (0.786) -6.233*** (0.809) -6.124*** (0.807)
TD/TA 2.713*** (0.363) 2.600*** (0.344) 2.342*** (0.264) 2.203*** (0.254) 2.356*** (0.261)
CL/CA -0.455* (0.258) -0.456* (0.254) . . . . . .
WC/TA -0.226 (0.547) -0.449 (0.558) . . . . . .
Log TA -0.315*** (0.088) -0.312*** (0.086) . . . . -0.270*** (0.091)
CASH/TA . . . . 1.789*** (0.570) 1.589*** (0.594) 0.804 (0.669)
OENEG -0.514* (0.296) -0.496* (0.284) . . . . . .
FU/TL -3.610*** (0.497) -3.054*** (0.521) . . . . . .
INTWO 0.480** (0.244) 0.364 (0.252) . . . . . .
CHIN -0.023 (0.113) -0.044 (0.112) . . . . . .
Patent -0.431*** (0.163) -0.346** (0.165) -0.482*** (0.177) -0.453** (0.179) -0.463** (0.182)
D2 . . -0.003 (0.236) . . -0.280 (0.237) -0.231 (0.239)
D3 . . 0.076 (0.229) . . -0.066 (0.223) -0.101 (0.224)
D4 . . -0.868*** (0.261) . . -1.239*** (0.280) -1.246*** (0.281)
D5 . . -43.702 (0.000) . . -29.446*** (0.496) -36.282*** (0.522)
D6 . . -0.840** (0.337) . . -1.134*** (0.342) -1.059*** (0.344)
D7 . . -0.532** (0.251) . . -0.623** (0.253) -0.667*** (0.253)
D8 . . -0.838** (0.379) . . -1.099*** (0.400) -1.118*** (0.399)
D9 . . -1.289*** (0.488) . . -2.267*** (0.614) -2.064*** (0.621)
Exc Return . . . . -0.638 (0.453) -0.543 (0.416) -0.532 (0.405)
Stock Vol . . . . -0.020 (0.043) -0.029 (0.043) -0.017 (0.043)
No observations 68,270 68,270 65,762 65,762 65,762
No fail 268 268 232 232 232
No firms 2919 2919 2827 2827 2827
Wald test 300.6 362.8 268.9 4284 5791
Pseudo-R2 0.0471 0.0581 0.0383 0.0568 0.0599
LogL -1951 -1928 -1693 -1661 -1655
Large firms are the firms with total assets in the fourth quartile of the distribution. All coefficients are estimated
for the Cox proportional hazard model with time varying covariates. The dependent variable in all models is
bankruptcy dummy, that is 1 if a firm files for bankruptcy under Chapter 7 or 11 within 5 years and 0 otherwise.
The pseudo R2 is a measure of goodness of fit comparing the log-likelihood of the estimated model with the log-
likelihood of a constant-only model. The Wald test analyses the overall significance of the estimated coefficients.
SE represents robust standard errors which accounts for the possible presence of heteroscedasticity. ∗∗∗, ∗∗ and ∗
indicate 1%, 5%, 10% significance levels, respectively.
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3.5.3 Frailty Analysis
In order to take into consideration the possible heterogeneity arising from the
common characteristics related to the same sectors, the Cox proportional hazard
regressions are estimated using shared frailty models (equation 3.4.11). As dis-
cussed before, in a shared frailty model, frailties are shared across groups of firms
operating in the same sector. In fact, using this model allows us to investigate
whether default probabilities of firms in the same sector are correlated.
The shared frailties within each group are assumed to follow a gamma distri-
bution in this study (equation 3.4.12). The frailty variance (θ), in the equation
3.4.12, which is estimated from the data, measures the variability of the frailty
across groups. The log-likelihood ratio (LR) test, reported in Table 3.12, tests
the null hypotheses that there are no sector specific factors or shared frailties
(H0 : θ = 0) affecting the survival likelihood of firms.
In this regards, three models 1, 3 and model 5 excluding sector dummies, from
the initially introduced models in Table 3.7, are estimated taking into account the
shared frailties related to the sectors. The results of this analysis are reported in
Table 3.12.
It can be noticed from the regression results for all models that the LR test
supports the existence of the individual sector frailty effect across the sectors at
1% significance level, i.e. the nul hypothesis that θ = 0 is confidently rejected. It
can also be seen that the impact of the accounting and market ratios and their
significance remain unchanged compared to the intial analysis of the bankruptcy.
Also, the patent dummy remains significant at a 5% and 10% level and enters with
a negative sign in all models. This analysis can also be considered as an additional
robustness check for the previously observed impact of patent application on PD
taking into account common characteristics of the same sector.
3.6 Conclusion
This chapter investigates the relationship between technology competition and
corporate credit risk.
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Table 3.12: Gamma Shared Frailty estimation results for US firms.
1(model 1 earlier) 2(model 3 earlier) 3(model 5 earlier)
Variable Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.111 (0.339) -0.905*** (0.287) -1.135*** (0.325)
TD/TA 1.918*** (0.173) 0.601*** (0.113) 0.815*** (0.140)
CL/CA -0.307*** (0.105) . . . .
WC/TA -0.298 (0.242) . . . .
Log TA 0.017 (0.018) . . 0.007 (0.020)
OENEG -0.839*** (0.148) . . . .
FU/TL -1.699*** (0.183) . . . .
INTWO -0.138 (0.114) . . . .
CHIN 0.146*** (0.051) . . . .
Patent -0.165** (0.083) -0.152* (0.089) -0.176* (0.090)
CASH/TA . . -0.442* (0.252) -0.661** (0.274)
Exc Return . . 0.028 (0.028) 0.030 (0.028)
Stock Vol . . -0.041 (0.029) -0.045 (0.032)
No. observations 269,868 256,644 256,644
No. sectors 10 10 10
No. fail 1043 913 913
No. firms 10468 10216 10216
LR test (θ = 0)) 101.4*** 78.08*** 73.29***
theta (θ) 0.175 0.242 0.230
Wald test 261.7 106.7 113.5
LogL -8974 -7860 -7857
All models are estimated by the Cox proportional hazard model with time
varying covariates. The dependent variable in all models is bankruptcy
dummy, that equals 1 if a firm files for bankruptcy chapter 7 or 11 within
5 years and 0 otherwise. The pseudo R2 analyses the goodness of fit
by comparing the log-likelihood of the estimated model with the log-
likelihood of a constant-only model. The Wald test analyses the overall
significance of the estimated coefficients. The likelihood ratio (LR) tests
the null hypotheses that there are sector specific factors or shared frailties
(H0 : θ = 0) affecting the survival likelihood of firms. “SE” column
represents robust standard errors. ∗∗∗, ∗∗ and ∗ indicate 1%, 5%, 10%
significanc levels, respectively.
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Analysis of the primary patent application data at firm level reveals empirical
evidence to support the intuition found in the literature that in a high techno-
logical competition environment, firms which fall behind in technological develop-
ments are more likely to experience default. Furthermore, the ability of patenting
information as a measure of technology based innovative activities to forecast
bankruptcy is significant in the presence of the typical bankruptcy predictors,
which is consistent with the previous studies.
The results of this study indirectly support the findings in the existing litera-
ture that a patent application as an indication of a realized technology can guar-
antee higher revenue as well as benefiting the patenting firms through licensing
income, enhancing competition and negotiation power. Such power is achieved by
blocking competitors to have access to the new technology, gaining access to other
new technologies by trading the patents with the competitors and also expanding
marker power at international level.
This study, therefore, contributes both to the technology competition as well
as to the corporate bankruptcy analysis literature. It has direct implications for
the financial industry and indicates that lenders should use technology innovation
indicators besides financial statements. Models that include non-financial informa-
tion such as patenting activity, will help banks to gauge the level of risk that firms
are exposed to more accurately, especially with regard to firms operating in tech-
nology driven industries. Measuring corporate default risk more accurately will
be also helpful in reducing both asymmetric information and financial constraints
faced by firms in the credit market.
Additionally, the importance of patenting for firms credit rating suggests more
governmental and regulatory assistance, especially for small size firms. Such help,
such as R&D investments and legal and financial support during the patenting
process, will have a positive effect of reducing PD. Small and medium size firms,
can be subject for further policy support in the area of technological innovation,
since they make up a large share of firms in economies (Frietsch et al., 2013) and
are an important source of innovation and employment growth in the economy,
The empirical findings of this research, suggest a crucial role of technologi-
cal innovation evidenced by patent primary applications on improving financial
88
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performance and stability of companies.
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Chapter 4
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4.1 Introduction
Innovation is the introduction of a new product, process or service that by apply-
ing different technology provides higher utility for the consumers than the existing
products, process or service. Innovation is considered as an important contribu-
tor to economic growth and along with human capital is one of major sources
of the wealth of the developed countries (Czarnitzki and Kraft, 2010). Enhanc-
ing technological capabilities also has a significant contribution in the economic
performance of countries (Frietsch et al., 2014).
Although, majority of the investment in innovative activities is undertaken by
governmental bodies such as research institutions and universities, a significant
share can be attributed to private firms. However, firm’s strategy to invest in
innovative activities such as research and development (R&D) is to maximise their
individual profitability not necessarily economic welfare (Czarnitzki and Kraft,
2010). There is a large strand of literature that studies various aspects of the
impact of innovative activities on economic performance of firms which widely
acknowledges the role of innovation and technological change as the main driver of
firms economic growth, especially in the contemporary competitive environment.
Within this literature, a wide range of studies are conducted on the impact
of R&D as an indicator of innovative activities of firms on the productivity and
market valuation (Hall, 1993; Toivanen et al., 2002; Hsu et al., 2013; Sridhar et al.,
2014) and financial stability (Franzen et al., 2007). Some features of R&D projects
make their outcomes intrinsically uncertain. First, R&D is concerned with priori
unknown outcomes that are associated with a high risk of failure. Second, even if
the R&D projects are successful, there are long lags between the investment and
introduction of the new product or process. This issue has been reflected less in
the literature. Third, R&D has been traditionally subject to imitation and spill
over effects to other firms, which clearly reduces profitability of successful projects.
Therefore, despite the belief that R&D and innovative activities are beneficial for
economy as a whole, it is not clear whether they are beneficial to any individual
firms (Czarnitzki and Kraft, 2010).
As an alternative to R&D investments, many research studies use patenting
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activity indicators as a proxy of technological efficiency (Cincera, 1997). Eisdorfer
and Hsu (2009) highlights several advantages for implementing patent data such
as (i) compared to R&D expenditures and their associated uncertainty, patents
are indication of competitive advantage and realized technologies exclusive to the
business; (ii) the importance of patent filings has been appreciated by many firms
due to the surge of patent competition and litigation in many industries; (iii)
patents are a powerful tool in protecting higher income.
In the corporate finance literature patent activity has been identified as a
significant covariate of various firm performance metrics such as market value
(Blundell et al., 1999; Hall et al., 2005; Chen and Chang, 2010), productivity
(Bloom and Reenen, 2002; Cainelli et al., 2006), access to capital (Mann and
Sager, 2007) and firm growth (Deng et al., 1999; Andries and Faems, 2013). Patent
indicators analysed in these studies are mainly the number of granted patents and
patent citations, the patent family and overall number of patent applications.
However, there has been a lack of comprehensive studies examining the impact
of patent applications as an early sign of innovative activity on different aspects
of firm performance. Focusing on patent applications instead of granted patent
information in firm performance analysis has the important advantage of allowing
an analysis of timely data, considering that three years typically elapse between
filing and granting of a patent. According to the prevailing laws, an application
is made public only eighteen months after filing Ernst (2001). This determines
the minimum time lag between the innovation and issue of a patent. Moreover,
innovations often result in patent applications that are subsequently rejected by
patent offices and fail to be patented due to failure of meeting the requirements
set by patent law (Ernst, 1995).
In this study we provide a new and detailed analysis of economic performance of
patenting versus non-patenting US firms. Overall, this analysis indicates a higher
capitalisation, increased liquidity and a lower leverage for patenting firms. Given
these evidences, an interesting question to answer is whether these differences
reflect actual changes following patenting or they are simply due to self-selection
of larger, more profitable and productive firms opting for patenting for various
reasons.
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This study extends previous research by addressing this question and explores
the link between patent application and firms’ economic performance. Using a
longitudinal data for US publicly listed firms between 1986 to 2011, we test the
hypothesis that individual patent application leads to improvements in firm’s fi-
nancial performance. This hypothesis is tested for different aspects of firm per-
formance including profitability, leverage, liquidity, size, credit rating quality and
stock price. In contrast to the studies which considered the overall number of
granted patents as a proxy for innovation, we study the effect of individual ap-
plications. This has an advantage of avoiding counting the so called strategic
patenting on a mass scale as innovation.
While, the economic performance of firms three years before filing a patent is
controlled, the impact of patent applications is tested on the difference between
the after-patenting performance and past performance.
This chapter is structured as follows. Section 4.2 provides a summary of the
existing literature of the connection between innovation and firm performance.
Section 4.3 describes the data sources, data preparation techniques and the vari-
ables used in the analysis. The empirical strategy is explained in Section 4.6.
Section 4.7 presents the empirical results and their interpretation. Finally Section
4.8 draws conclusion.
4.2 Motivation and Literature Review
4.2.1 Innovation and Economic Performance
The key role of innovation in explaining the performance of firms, industries and
economic growth has been confirmed since the origin of economic thought (Cainelli
et al., 2006). The early concept of innovation in economic development and en-
trepreneurship was introduced by Joseph Schumpeter, a German economist, in
the Theory of Economic Development (Schumpeter, 1934). Schumpeter’s theory
centers around entrepreneurial innovations and their economic dimension as the
key driver of economic growth. It can be argued that innovation is an essential
for economic development of a country and competitiveness of an industry Beaver
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(2002) .
In Schumpeter’s theory, innovation, entrepreneurial activities and market power
are defined as three essential elements for economic change. According to Schum-
peter, innovation consists of creativity, research and development (R&D), new
processes, new products or services and advances in technology (Lumpkin and
Dess, 2001). Innovation as a process of idea creation and development of an in-
vention leads to the introduction of a new product, process or service to the market
(Aboulnasr et al., 2008).
In Schumpeter’s view technological innovation leads to temporary monopolies
with abnormal profits which would soon be competed away by imitators and rivals.
He states that these transitory monopolies provide the incentive for firms to pay
attention to innovation and develop new products and processes. Kim and Huarng
(2011) also states that innovations can be accomplished through development of
fresh knowledge or new products in the market that upturns a firm’s leverage
through increased profits and consumer satisfaction. As customer preferences
change over the time, continuous assessment of market demands through constant
innovations is required to maintain competitiveness in the market.
The importance of innovation as one of the prominent factors leading to a
competitive advantage and superior profitability has been acknowledged by many
authors (see for instance Roberts and Amit, 2003; Sandvik and Sandvik, 2003;
Baker and Ahmad, 2010). The literature also confirms the positive relationship
between innovation and general firm performance (Capon et al., 1990; Zahra and
Das, 1993; Calantone et al., 1995; Han et al., 1998).
The existing literature stresses more about the positive impact of product,
process and market innovation on firm performance (Bayus et al., 2003; Espallardo
and Ballester, 2009; Alegre et al., 2006; Varis and Littunen, 2010). Improvement
in the product quality through innovation could enhance firm performance and
ultimately contribute to firm’s competitive strengths (Garvin, 1987; Forker et al.,
1996; Camison and Lopez, 2010). In other words, innovative firms, especially those
operating in high technology industries, are very likely to become market leaders
if they are able to develop the most recent updated and well-adopted technologies;
however they are also exposed to high operational risk.
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4.2.2 Firm Performance Indicators
Firm performance in general reflects outcomes achieved in delivering internal and
external objectives of a firm (Lin et al., 2008). Performance is also termed growth
(Dobbs and Hamilton, 2006; Wolff and Pett, 2006), survival, success and com-
petitiveness (Rosli and Sidek, 2013). Firm’s growth in the neo-classical economic
theory is identified as a process of profit optimization that minimises the average
cost of production (Trau, 1996). Additionally, Wernerfelt (1984), Peteraf (1993)
and Mahoney (1995) related the business performance to the capabilities and re-
sources that a business has as a source of sustainable competitive strengths in the
market.
Depending on the organizational goals and strategies, firms apply different
methods and indicators to measure their performance. These performance indi-
cators are based on both financial and non-financial factors. However, most firms
tend to prefer financial information to assess their performance (Grant et al., 1988).
The most used financial information to measure performance is average annual oc-
cupancy rate, net profit after tax and return on investment (ROI) (Tavitiyaman
et al., 2012) and return on assets (ROA) (Zahra, 2008). Other commonly applied
accounting measures are profitability, productivity and growth (Garrigos-Simon
and Marques, 2004; Garrigos-Simon et al., 2005; Bagorogoza and Waal, 2010).
However, business performance can not be judged solely by financial metrics.
The leading indicators such as market position, customer satisfaction and inno-
vation also often reflect company’s economic performance, growth prospects and
survival chances better than its reported earnings and other financial indicators
(Becchetti and Sierra, 2003; Grunert et al., 2005). Krager and Parnell (1996) also
argue that financial and non-financial information need to be combined in order
to reflect the developments in internal and external environments.
It is the introduction of innovation that allows firms to prevail the pre-existing
market conditions and to expand, build up monopolistic power and to enlarge
their market share at the expense of non-innovating firms (Cainelli et al., 2006;
Qui and Wan, 2015).
A typical proxy of innovation for studying its effect on firms’ performance is
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patent stocks or the number of patents. However patent information is difficult
to assess without detailed knowledge about the innovation. Complexity of the
patent information is firstly related to high uncertainty and also high skewness
of returns on R&D investments (Carpenter and Petersen, 2002). Secondly, the
increase in strategic patenting makes the bulk use of patent data for valuation
purposes problematic. Firms which are strategically patenting can have very few
valuable patents because they do not patent to protect products against imitation,
but rather to offset competitive powers. Consequently, with an established trend
in strategic patenting, we can expect an increasing number of low value patents.
Hence, it has become complicated for outsiders to evaluate and differentiate valu-
able patents from the low value ones (Blind et al., 2006, 2009). Thirdly, patent
systems and laws can significantly affect the patenting process and the possibility
of obtaining a patent.
(Griliches, 1990; Smith, 2005) list several shortcomings for the use of patent
data as a proxy of inventive output. On the one hand, not all inventions are
patented, and on the other, not all patented inventions represent true innovations.
Moreover, other ways to protect inventions different from patenting can be pre-
ferred by firms, for example protection offered by secrecy instead of a patent right.
Differences in patenting fees and rules also affect the propensity to patent inno-
vations in different countries. The same point can be made with respect to some
technologies and differences in patenting policies among countries. For example,
whereas software patenting is possible in the US, it is limited in Europe. This con-
siderably weakens the usefulness of patent data in a cross-industry comparisons.
Another major problem of using the information related to patents is represented
by the economic value of patents or, even more so, lack thereof (Arora et al.,
2004; Lichtenthaler, 2009). This is related to the deflation of patent value that is
driven by an increasingly large number of patent applications that are being filed
around the world. This problem is amplified as strategic or defensive patenting is
widely applied by companies to slow down competition in a specific market or to
accumulate a patent portfolio to be used as bargaining power. For example, for
each meaningful patented innovation, there might be a number of satellite patents
extending the scope of protection.
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With respect to a firm strategic behaviour, patents are often used by companies
for, among others, such purposes as: to disclose information about innovations
which might have been otherwise kept secret and to signal the availability of
important technology available to a firm; or to prevent others from acquiring rights
to a certain technology (Guellec and de la Potterie, 2001). This kind of behaviour
resulted in “patent inflation” or “global patent warming”. Consequently, the
distribution of patent value is skewed to the left or, in other words, only a small
number of patents determine the value of patent portfolios (Gambardella et al.,
2008).
Despite the above discussed drawbacks, Eisdorfer and Hsu (2009) outlines
four advantages for applying patent information. First, unlike R&D expendi-
tures which involve uncertainty, patents are indication of realized technologies of
business value. Second, patents are a measure of competitive advantage because
they are exclusive to the business. Third, the necessity of patent filings has been
realized by many firms due to the surge of patent competition and litigation in
many industries. Fourth, patents are a powerful tool in protecting higher income.
It can be assumed that inventions arising from R&D activity are likely to
be protected from the possibility of exploitation by third parties by patenting
them. This makes patents a robust measure of the output of inventive processes.
Czarnitzki and Kraft (2010) studied the impact of innovation on firms’ profits
by applying innovation measured as the patent stock being the depreciated sum
of all past patent applications at the individual firm level. Lerner (1994) used
“the number of subclasses into which the US Patent Office (USPTO) assigns the
patent” as a proxy for patent scope to study its effect on firm value. Other patent
indicators such as the number of patents granted (Scherer, 1965), patent citations
and patent citations per patent granted (Narin et al., 1987), number of patent
applications, share of patents granted, share of valid patents, share of foreign
patent applications and patent value (Pederzoli et al., 2013) have been used to
assess the impact of innovation on firms’ performance.
Despite a wide range of available metrics, little attention has been paid to
analysing the impact of patent application on firm performance. Patent applica-
tions compared to other innovation indicators such as granted patents can be seen
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as early indicators since it can potentially take up to three years for a patent to
be granted (Ernst, 2001). A patent application reserves the right for applicant
against any other application on the same content throughout the assessment pro-
cess. Meanwhile the applicant has the option to start utilizing the invention and
negotiating for financing based upon the pending application. This can have a
positive impact on firm’s reputation and hence on its stock price. It can also
boosts firm’s profitability should the firm decide to implement the invention in its
production, processes or services depending on the type of the innovation. This
would be an advantage for the firm, especially in a highly competitive market.
Patent application as an indicator of innovative capability of a firm is expected to
positively affect the firm’s financial position and its likelihood of survival in the
long term. Thus, firms with poor or no innovative capability are expected to be
more financially constrained, especially in technology driven industries.
4.2.3 Contribution
While, the existing literature on patenting and firm performance provide a good
insight into the differences between patenting and non-patenting firms, they do
not provide a meaningful conclusion of whether any part of these differences is
due to applying for patents. In other words, it is possible that patenting firms are
more efficient, productive or bigger even before patenting in which case patenting
would be simply an indicator of the initial differences. It also could be the case that
patenting firms were similar to the non-patenting firms before they start patenting
and became more efficient, productive or bigger afterwards. This study focuses
on analysing these differences and aims to examine whether changing from non-
patenting to patenting status when a firm files its first and subsequent applications
on the record is associated with significant changes in the firm’s performance
and stability. We provide a comprehensive analysis of the impact of individual
patent applications on different aspects of firm performance including profitability,
leverage, liquidity, activity, size, credit quality and stock performance. To the best
of our knowledge, this is the first comprehensive empirical study of this kind in
the patent and firm performance literature.
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4.3 Data Description
4.3.1 Accounting Data
The data used in this study represents (i) accounting performance, (ii) stock re-
turns, (iii) all patent applications that have been filed by a company worldwide
and (iv) all distress and default events. These four types of data have been merged
and augmented with credit scores prior to their use in our analysis.
We perform our analysis and test hypotheses for US listed companies with data
covering period 1980–2011. Accounting data are collected as they are reported
by Bloomberg and aggregated by the Risk Management Institute of the National
University of Singapore (RMI NUS). Altogether we analysed quarterly accounts of
more than 15,000 companies from various sectors along with industry classification
codes. As it is common in the literature we exclude financial companies, asset
backed securities, funds and government owned enterprises since the nature of
these businesses is different from privately listed manufacturing firms, retailers,
service providers, etc.
All accounting information is converted into financial ratios, the main purpose
of which is to enable comparability across firms of different sizes and to avoid
heteroscedasticity in the data. The ratios are grouped into five categories: prof-
itability, leverage, liquidity, activity and size characterising company performance
from different sides. In addition, industry sector are encoded with dummy vari-
ables.
4.3.2 Credit Default Data
In order to identify the status of a firm we consider credit default events: liquida-
tion under Chapter 7 of the US Bankruptcy Code, restructuring under Chapter
11 of the US Bankruptcy Code and default on coupon or principle payments and
covenant. For our analysis we used the credit event database of the RMI NUS.
Our sample covers US listed companies for the same period as the quarterly ac-
counting data. From the whole sample 1,339 companies (11.8%) experienced a
credit event default at least once. On average 70 companies (0.6%) report default
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annually.
4.3.3 Patent Application Data
As a proxy of innovation we use primary patent applications submitted to 90
patent offices worldwide, which provides us with the 98% coverage of all patent
applications in the world, or around 60 million patent applications worldwide and
964,358 applications by the US companies. Access to global data allows us to
track all patents of US companies, not just the ones filed in the US. 58,654 patent
applications were filed by the US companies overseas. The data were collected by
the European Patent Office (EPO) and subsequently further enriched and provided
to us by the Institute of Prospective Technological Studies (IPTS) of the European
Commission (EC).
The patent application data contain information about the filing organisations
and their address, country where the application was filed, the month and year
of filing. Although patent information is publicly available from patent offices, its
efficient use in research is considerably limited. The reason for this is the format
in which row data are typically stored. The information regarding the names
and addresses of patent applicants, assignees and inventors is not standardised.
This does not allow for a direct matching with other types of information about
company activities and needs to be specifically addressed.
4.3.4 Stock Price Data
Our study is based on the analysis of US listed companies for which stock price data
are available. We use daily close stock prices as they are reported by Bloomberg.
The data were aggregated and provided to us by the RMI NUS. In our analysis
the stock return variable (Exc Return) is calculated as the return over the average
price one month before and after the date of the financial report. This return is
then annualized and benchmarked against the market return.
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4.4 Data Aggregation and Merging
To sum up, we use four different types of data, which gives an in-depth and
multifaceted picture of company operation:
1. quarterly accounts
2. default events
3. stock price data
4. primary patent applications
Aggregation of these data for the purpose of our study was not a trivial task
and we would like to describe it in more detail here.
4.4.1 Merging Company
Every company in the quarterly accounts, default event and stock price databases
was identified with its unique ticker and ID number. This allowed merging all
records related to the same company from these three databases. What concerns
the patent application data, company identification was much more tricky since
company names were not standardised and could appear differently across different
patent offices and even when reported by the same patent office. For example,
General Electric can appear as GE, Inc. , General Electric, Inc. , GE, etc.
This made automatic identification of company names and merging of records
unreliable, a problem acknowledged in patent literature (Neuha¨usler et al., 2011).
As a result, manual identification of company names in the patent application
data became necessary for the tickers that could not be found automatically. It was
an exhaustive process due to sheer size of the patent application data, substantial
differences in spelling and the fact that not all companies filed applications. It
required several search iterations reflecting different possible naming schemes.
Financial reports in the database are released quarterly, semi-annually and
annually and reporting dates for companies are different and spread throughout
the year. In this study we use quarterly reports. We index each quarterly financial
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Table 4.1: The distribution of the number of primary patent applications across
US listed companies matching accounting data.
Number of Patent Applications Number of Firms
1 780 (29.06%)
2 251 (9.35%)
3 205 (7.64%)
4 180 (6.71%)
5 150 (5.59%)
> 5 1,118 (41.65%)
report by a unique time stamp according to the year and month of the report in
order to arrange the financial information on a regular monthly basis for all firms.
Therefore, each quarterly report receives a time stamps unique to the month and
year of the report. The resulting monthly indexing of accounting data enables
matching the monthly frequency of patent submission and credit event data.
Upon aggregating data of four different types we obtained a comprehensive
data set containing 250,500 quarterly accounts for 8,977 US listed companies.
From there, 2,684 companies filed at least one patent. the distribution of the
number of the primary applications is reported in Table 4.1.
4.5 Variable Description and Summary Statis-
tics
This section sums up the information about the data derived from the four sources
and merged for the analysis in this study. Most analysis are used in the form of
ratios, such as NI/TA= Net Income / Total Assets.
In order to exclude the effects of a potential year to another, of potential
macroeconomic fluctuations from one year to another, we demean all financial
ratios by subtracting their average for the same year. For the purposes of simplicity
we do not use any special notations denoting demeaning. Thus, for example,
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NI/TA will correspond to a demeaned ratio. Similarly, annual excess returns are
estimated as annual returns demeaned with the annual S&P returns.
Company ratings are estimated using a separate model following the moody’s
specification, which are subsequently mapped into the 1 to 19 scale with 1 for the
least stable companies (C) and 19 for the safest ones (Aaa) (see (see Appendix
C). These resulting ratings are also demeaned with the average of rating for each
year to control for the economic conditions.
For controlling the effects of financial crises on company performance we intro-
duce three dummies Cr, CrB and crA. Cr equals to 1 during the crisis. CrB and
CrA during a 3 year period proceeding and following a crisis respectively. For all
other periods they equal to 0. A summary of variables is reported in Table 4.2.
A small fraction of accounts contains ratios atypical for an operating company,
even in distress, i.e. outliers. To deal with this issue we winsorise or cap all
all variables at 5% and 95% quantiles. The summary statistics for all variables
including the 5% and 95% quantiles is respresented in Table 4.3 separately for the
companies that submitted at least one patent application and those who did not.
As the table indicates, the performance of firms with patent application is
generally better than those without patent application. The analysis of the sum-
mary statistics reveals that: (i) patenting firms have a higher profitability. For
instance, the median of NI/TA for patenting firms is higher than the median of
NI/TA for non-patenting firms. (ii) the leverage is lower for patenting firms which
presumably reveals their lower credit risk hence higher rating. (iii) liquidity ratios
are higher for patenting firms, for example for the median of CASH/TA is higher
for patenting firms then the median of CASH/TA for non-patenting firms. (iv)
larger firms in terms of their total assets seem more likely to submit a patent ap-
plication. (v) interestingly, excess returns are also higher for the patenting firms
than the excess returns for the non-patenting firms. (vi) the standard deviation of
all predictors, except for CASH/TA and Rating, are larger for the non-patenting
firms compared to the patenting ones.
Table 4.4 reports pairwise correlation of all variables which vary significantly
but do not exceed in absolute magnitude 0.7 which is the correlation between the
leverage (TD/TA) and the rating class. According to Kennedy (2008), the OLS
103
4. FIRM PERFORMANCE AND INNOVATION IN THE US
estimators suffer from multicollinearity if the correlation is equal to or greater
than 0.8. Despite the large variation among the correlations reported in Table
4.4, all coefficients are below 0.8 and multicollinearity is not an issue here.
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Table 4.2: Variable description. All ratios are demeaned with respect to the
average for the same year.
Variable Description
Profitability
NI/TA Return on assets: net income / total assets
∆ NI/TA Average NI/TA over 3 years after a patent application - NI/TA 3 years before the application
Leverage
TD/TA Bank debt ratio: total bank debt / total assets
∆ TD/TA Average TD/TA over 3 years after a patent application - TD/TA 3 years before the application
Liquidity
CASH/TA Cash and cash equivalents / total assets
∆ CASH/TA Average CASH/TA over 3 years after a patent application - CASH/TA 3 years before
the application
Size
Log TA Company size: logarithm of total assets
∆ Log TA Average Log TA over 3 years after a patent application - Log TA 3 years before the application
Activity
INV/S Inventory turnover: inventories / sales
∆ INV/S Average INV/S over 3 years after a patent application - INV/S 3 years before the application
Rating Quality∗
Rating Estimated rating classes mapped into Moody’s rating classes (see Appendix C) represented
on a scale from 1 for the worst (C) to 19 for the best (Aaa)
∆ Rating Average Rating over 3 years after a patent application - Rating 3 years before the application
Market∗∗
Exc Return Annualized Stock Return - Annualized S&P 500 Return
MS Market Share; Sales to total Sales in the same industry
Patent Dummy
Patent 1 if a firm has at least one patent application filed at the time or before date of financial
information, otherwise 0
Crisis Dummies∗∗∗
Cr 1 during the financial crises, otherwise 0
CrB 1 during 3 years before the financial crises, otherwise 0
CrA 1 during 3 years after the financial crises, otherwise 0
Industry Dummies
D1, D2, D3 Basic Materials, Communications, Consumer Cyclical
D4, D5, D6 Consumer Non-cyclical, Diversified, Energy
D7, D8, D9 Industrial, Technology, Utilities
1 for the respective industry otherwise 0
∗ More details about PD estimation and rating classes are provided in Appendix C.
∗∗ Stock volatility was investigated as a potential explanatory variable in all our regressions
specifications and was always found to be insignificant. For this reason we exclude it from the
subsequent analysis.
∗∗∗ Two most recent financial crises that affected US market are considered to define the crisis
dummies. First, is the dotcom crisis that started late February, 2000 and ended beginning June,
2000. Second, is the recent financial crisis that started late July, 2007 with recovery starting
late April, 2010 (Fry et al., 2010).
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Table 4.3: Summary statistics for non-patenting firms and patenting firms. q0.05 and q0.95 are respectively 5%
and 95% quantiles.
Non-patenting firms Patenting firms
Variable Min q0.05 Mean Med q0.95 Max SD Min q0.05 Mean Med q0.95 Max SD
Profitability
NI/TA -32.438 -0.243 -0.038 0.006 0.048 1.493 0.268 -8.825 -0.180 -0.021 0.008 0.048 1.358 0.147
Leverage
TD/TA 0.000 0.000 0.297 0.251 0.788 2.989 0.305 0.000 0.000 0.214 0.165 0.601 2.971 0.247
Liquidity
CASH/TA 0.000 0.001 0.083 0.044 0.296 0.400 0.094 0.000 0.003 0.0105 0.068 0.324 0.400 0.102
Size
Log TA -5.521 1.188 4.854 4.827 8.713 13.086 2.307 -2.919 1.971 5.516 5.539 9.513 13.649 2.295
Activity
INV/S 0.000 0.000 0.475 0.182 1.479 49.953 1.406 0.000 0.000 0.627 0.479 1.545 49.260 1.234
Credit Quality
Rating 1.000 7.000 7.767 9.000 11.000 19.000 1.609 1.000 7.000 9.407 9.000 12.000 19.000 1.651
Market
Exc Return -1.119 -0.538 -0.082 -0.088 0.385 4.516 0.303 -0.530 -0.312 -0.068 -0.047 0.168 0.407 0.145
MS 0.000 0.000 0.000 0.000 0.000 0.036 0.000 0.000 0.000 0.000 0.000 0.000 0.027 0.000
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Table 4.4: Pearson correlation coefficients between demeaned variables.
Variable NI/TA TD/TA CASH/TA INV/S Log TA Rating MS Exc Return
NI/TA 1
TD/TA -0.12 1
CASH/TA -0.09 -0.30 1
INV/S -0.11 0.003 -0.02 1
Log TA 0.28 0.11 -0.26 -0.11 1
Rating 0.18 -0.67 0.41 0.02 -0.09 1
MS 0.01 0.06 -0.04 -0.01 0.14 -0.06 1
Exc Return 0.11 0.04 -0.11 -0.08 -0.003 -0.06 -0.01 1
4.6 Methodology
The data design applied for our analysis follows basic outlines of an event study.
The purpose of the study is to analyse how an innovation, which is proxied by
a priority patent application submitted at time t affects company performance
compared to the performance prior to the innovation. This approach is rela-
tively unexplored in the literature which mostly focuses on the overall volume
of innovation proxied by patent portfolio (for example Lerner, 1994; Ernst, 2001;
Neuha¨usler, 2012; Frietsch et al., 2014). In contrast, we explore the impact of
individual innovation and show that their effect quickly disappears and becomes
undiscernible after a company has accumulated several patent applications. This
allows us to to answer a critical question, namely what is the value of a typical
innovation leading to a patent application in terms of its impact on the company
profitability, capital structure (leverage), liquidity, size, credit quality and stock
performance.
For every priority patent application at time t we collect two types of in-
formation. Firstly, accounting and market performance characteristics such as
profitability, leverage, liquidity, size, activity, credit quality, excess returns and
market share over the 3 years (12 quarters) following the application. For these
characteristics we estimate the average over the whole 3 year period in order to
reduce the variability related to the fact that it can take different time for various
types of innovation to affect the company performance. Secondly, the post-patent
application performance is benchmarked against the performance of the company
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three years prior to the application. The three years period is deemed to be suffi-
ciently long for measuring the reference performance not affected by innovation.
In order to exclude the effect of potential macroeconomic fluctuations from one
year to another we demeaned all financial ratios and ratings from every year by
subtracting their average for the same year. Annual excess returns are demeaned
with respect to the annual S&P returns.
The control group are the companies without patent application in our data.
In order to control for the differences in the distribution across years for innovating
and non-innovating companies we randomly select for each year the same number
of records for non-innovating companies as the number of patent applications made
by innovating companies.
We focus our analysis on the estimation of the impact of the first primary
patent applications. We have no evidence that companies had been applying for
patent prior to them, so they are expected to have the maximum significance.
Our measure of change for every company performance characteristic is its dif-
ference between the post-patent application period and the latest available record
at least three years prior to the application. For example, for NI/TA we will de-
note this difference as ∆NI/TAt. The index t refers to the month of submitting
the application. For non-innovating companies which do not apply for patent, it
is a random date.
In order to quantify the effects of a patent application on company performance
we apply the following regression specification.
∆(Xit −Xt) = β0 + β1(Xit −Xt) (4.6.1)
+ β2Patentit
+ β3(MSit −MSt)
+ β4Crisisit + β5Dit + it
Here, Xit = (NI/TA, TD/TA, CASH/TA, INV/S, Log TA, Rating, Exc Return)it
is a vector of performance characteristics for company i registered at the end of
the month t.
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Crisisit = (Cr, CrB, CrA)
>
it is a vector of the crisis, pre-crisis and post-crisis
dummies.
Dit = (D2, D3, . . . , D9)
>
it is a vector of industry dummies.
β0, β2 and β3 are 7× 1 dimensional vectors and β1, β4 and β5 are 7× 7, 7× 3,
and 7×8 dimensional matrices of coefficients, respectively, it is a 7×1 dimensional
vector of residuals.
4.7 Empirical Results
Following the model specification (Equation 4.6.1) and the data described in Sec-
tion 4.5, this section provides empirical evidence of the impact of patent applica-
tions on firm performance.
Firstly, controlling for a wide range of financial measures, we analyse the ef-
fects of the first ever priority patent application registered for the company in our
data on firm performance followed by the analysis of the subsequent priority ap-
plications, if they are available, filed by the same companies. This will allow us to
isolate the effects of individual patents and focus on the patents that are associated
with innovation in contrast to the portfolio of patents filed for strategic defensive
purposes. We investigate a comprehensive set of performance measure: profitabil-
ity, leverage, liquidity, credit quality, stock market performance and company size.
Secondly, we check the robustness of our results by analysing the combined effects
of the first on record patent applications on performance using several alternative
specifications. Although the main purpose of this study is to uncover the relation-
ship between innovation and company performance, we also can identify effects
related to other performance drivers.
4.7.1 Profitability
Table 4.5 reports the effects of a priority patent application on profitability mea-
sured by ∆ NI/TA following the specification in Section 4.6, controlled by the
benchmark accounting and market performance, credit rating, crisis conditions
and industry. It is evident that patent applications do not have a significant effect
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on profitability. This is also confirmed by the results reported in Table 4.11. Our
result confirms previously reported results of no effect of patents on profitability
(Comanor and Scherer, 1969; Ernst, 2001).
The traditional explanation offered in the literature attributes the no effect of
patent on profitability (NI/TA) to the expanding R&D investment that increases
operating costs and depresses operating income (Hsu et al., 2013). We find that
an alternative explanation is more plausible. Innovation leading to a patent appli-
cation might boost productivity and contribute to the increase of the net income.
However, at the same time the value of innovation expressed as discounted value
of future cash flows associated with it enhances the company valuation (see Tables
4.16 and 4.10). Both effects combine to leave the profitability (NI/TA) unchanged.
4.7.2 Leverage
We find a negative impact of priority patent applications on leverage (see Tables
4.6 and 4.12). The impact is large and in most cases statistically significant, spe-
cially for first priority application on record. The significance is declining from
the first to the fifth patent application due to a smaller sample size. One priority
application reduces the leverage by around 3%. This result consistent with the
literature (Vincente-Lorente, 2001; O’Brien, 2003) confirms the view that corpo-
rate capital structure does not only depend on tax regulatory, product market and
exogenous industry factors, but is also related to firm’s technological strategy and
competitive capabilities. The significant negative effect of an individual patent
application, combined with the fact that innovation is conductive to company
growth means that the capital increase is achieved more through the appreciation
of own capital rather than through borrowing.
4.7.3 Liquidity
Tables 4.7 and 4.13 reveals a predominantly positive but sometimes insignificant
effects of patent applications on liquidity. This result confirms, although not
conclusively, the expectations that patents provide their owners with multiple
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channels of obtaining more cash flows. These channels are, for example, com-
mercialisation of the technology introduced by the patent and licensing or selling
that technology. Additionally effective liquidity management is essential to firm’s
success, especially in research intensive industries characterised by higher risks.
Therefore, the level of firm’s technology intensity proxied by patent application is
positively related to the cash position of a firm.
The internal mechanism explaining higher liquidity after filing a patent ap-
plication is likely to be the reduction of knowledge asymmetries associated with
R&D. As soon as the patent application is submitted and after the period of 18
months the content of the patent is made public, the information about patent
can be assessed by external capital providers and lead to the reduction of external
financing costs and improvement of liquidity.
4.7.4 Credit Quality
The relationship between firm’s credit quality on one side and its patenting activity
on the other has been insufficiently investigated in the literature. As anticipated,
our empirical results presented in Tables 4.8 and 4.14 suggest that patenting as an
output of R&D and a signal to outsiders, reduces the likelihood of financial distress
and the probability of bankruptcy. The literature confirms the relevance of patents
for improving credit quality and associates with the patents a higher probability of
positive returns in the future and views them as a competitive weapon to protect
higher returns (Neuha¨usler et al., 2011; Pederzoli et al., 2013). We identify an
additional channel of improving credit ratings through the reduction of the need
for external financing manifested in lower leverage and higher liquidity. We do
not find a confirmation of the mechanism that patenting improves due to higher
profitability, although profitability as well as leverage and liquidity are widely
acknowledged determinants of the credit rating.
4.7.5 Stock Performance
A significant aspect of overall performance for listed companies in our sample is
stock market performance. The results in Tables 4.9 and 4.15 confirm that ap-
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plying for a patent boosts company market valuation. This conclusion is largely
confirmed in the existing literature (Belenzon and Patacconi, 2013). Two mecha-
nisms are cited to explain the positive effect of patent applications. Firstly, R&D,
on which the application is based, provides a company with a competitive advan-
tage over its peers in the industry, creates new sources of income and protects
from competition. Secondly, it is argued that a patent application signals to the
market the quality of invention and overall corporate technological strength. The
stock market reacts by pricing in the expected discounted value of increased future
cash flows and evaluates the benefits of the invention immediately (Pakes, 1985).
An interesting contribution of this study is the observation that it is only the first
primary patent application on record that has a significant impact.
4.7.6 Total Assets
The results reported in Tables 4.10 and 4.16 provide a strong confirmation that
patenting activities are closely and positively associated with firm’s growth. Firm’s
size is usually measured in terms of sales, capital, employment or value added. Our
analysis utilising capital or total assets as a measure of firm’s size contributes to the
existing literature by examining the impact of patenting on firm size and presents
a similar conclusion (Comanor and Scherer, 1969; Ernst, 2001). For example Ernst
(2001) also confirms a positive correlation between a patent application and firm
turnover, another measure of firm size, with a time lag of 2 to 3 years after the
priority application.
Although the relationship between patenting activities and growth is strong,
it is hard to distinguish which part of the growth can be directly attributed to an
innovation culminating in a patent application and which to underlying transfor-
mational process of which innovation in only a part. In any case we have string
evidence to confirm the hypothesis that innovation significantly contributes to
firm growth, even when we could not find any evidence that it contributes to the
profitability of its assets.
These results confirm effectiveness of patent application information in study-
ing companies productivity and growth compared to other public information on
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firms’ innovative efforts such as R&D. R&D expenditures as the only innovation
related measure which appear periodically on firms’ financial statements, provide
no adequate and timely information about their nature, quality and potential as-
sociated benefits. Furthermore, investors can not distinguish from the R&D costs
innovation competence amongst companies. It becomes even more difficult for
investors to assess the innovation capabilities of small firms which generally do
not classify some of their innovative activities as R&D investments (Deng et al.,
1999).
Moreover, our analysis corresponds to the recent reforms in patenting system
in terms of strengthening patent protection since 1980s. Some examples of such
reforms are (i) creation of a specialised “pro-patent” Court of Appeal in the US in
1982 with the objective of providing consistency in patent litigations; (ii) adopting
a set of harmonised standards of intellectual property protection via international
agreements, (iii) broadening definition of patentable subject matters to biotech-
nology and software, all of which give firms strong incentive to apply for patent
protection (Belenzon and Patacconi, 2013). These reforms could have most likely
affected the monopoly and quality signaling power of patents, the impact of which
has been confirmed by our empirical findings.
4.7.7 Results Overview
Overall, the results of this study confirms both direct and indirect benefits asso-
ciated with innovation on corporate performance stated in corporate literature:
(i) the direct benefits which mainly reflect the transitory effect of innovation on
revenue and potentially profitability, (ii) the indirect benefits such as less sensi-
tivity to adverse macroeconomic factors and more ability to take advantage of
spillovers (Geroski et al., 1993). Furthermore, the empirical findings of this study
is theoretically consistent with the Schumpeters view on competition, indicating
that generating technological capabilities and knowledge via R&D is a key issue
for future economic progress.
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Table 4.5: Individual impact of the first five patent applications on profitability (∆ NI/TA)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.740∗∗∗ (0.008) -0.816∗∗∗ (0.008) -0.859∗∗∗ (0.009) -0.870∗∗∗ (0.010) -0.872∗∗∗ (0.009)
TD/TA -0.004 (0.004) -0.012∗∗∗ (0.005) -0.012∗∗ (0.005) -0.010 (0.006) 0.007 (0.005)
CASH/TA -0.015∗ (0.009) -0.033∗∗∗ (0.011) -0.009 (0.012) 0.007 (0.013) -0.037∗∗∗ (0.012)
INV/S -0.002∗∗ (0.001) -0.003∗∗∗ (0.001) 0.002∗∗ (0.001) -0.003∗∗∗ (0.001) -0.013∗∗∗ (0.001)
Log TA 0.008∗∗∗ (0.000) 0.008∗∗∗ (0.000) 0.009∗∗∗ (0.001) 0.010∗∗∗ (0.001) 0.008∗∗∗ (0.001)
Patent -0.001 (0.002) -0.004 (0.003) -0.007∗ (0.004) -0.007 (0.005) -0.006 (0.006)
Rating 0.001 (0.001) 0.001∗ (0.001) 0.000 (0.001) 0.000 (0.001) 0.003∗∗∗ (0.001)
MS -11.925∗∗∗ (3.678) -30.134∗∗∗ (9.149) -13.278∗∗ (5.965) -14.764∗∗∗ (6.300) -3.202 (3.735)
Exc Return 0.602∗∗∗ (0.002) 0.072∗∗∗ (0.003) 0.076∗∗∗ (0.004) 0.067∗∗∗ (0.004) 0.073∗∗∗ (0.004)
CrD 0.016∗∗∗ (0.002) 0.017∗∗∗ (0.003) 0.014∗∗∗ (0.003) 0.004 (0.003) 0.015∗∗∗ (0.003)
CrB 0.011∗∗∗ (0.002) 0.013∗∗∗ (0.002) 0.014∗∗∗ (0.002) 0.010∗∗∗ (0.003) 0.014∗∗∗ (0.003)
CrA 0.018∗∗∗ (0.002) 0.023∗∗∗ (0.003) 0.019∗ (0.003) 0.019∗∗∗ (0.003) 0.024∗∗∗ (0.003)
D2 -0.022∗∗∗ (0.004) -0.020∗∗∗ (0.005) -0.019∗∗∗ (0.006) -0.018∗∗∗ (0.006) -0.030∗∗∗ (0.006)
D3 0.007∗ (0.004) 0.006 (0.005) 0.005 (0.005) 0.011∗ (0.006) 0.001 (0.006)
D4 -0.003 (0.004) -0.005 (0.004) -0.003 (0.005) -0.002 (0.006) 0.000 (0.006)
D5 0.030∗∗ (0.014) -0.021 (0.016) 0.009 (0.018) 0.002 (0.025) 0.053∗∗∗ (0.017
D6 0.001 (0.004) -0.008∗ (0.005) 0.002∗ (0.006) 0.004 (0.006) -0.009 (0.006)
D7 0.005 (0.004) 0.001 (0.004) 0.008 (0.005) 0.010∗ (0.006) 0.001 (0.006)
D8 -0.003 (0.004) -0.003 (0.005) -0.010∗ (0.006) -0.008 (0.006) -0.007 (0.006)
D9 -0.010∗∗ (0.005) -0.008 (0.005) -0.005 (0.006) -0.002 (0.007) -0.012∗ (0.007)
R2 0.272 0.355 0.452 0.327 0.395
AdjR2 0.271 0.354 0.451 0.326 0.395
FStatistics 402.70∗∗∗ 474.03∗∗∗ 677.49∗∗∗ 373.72∗∗∗ 508.03∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.6: Individual impact of the first five patent applications on leverage (∆ TD/TA)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.160 ∗∗∗ (0.017) -0.266 ∗∗∗ (0.017) -0.141 ∗∗∗ (0.016) 0.024 (0.017) -0.178 ∗∗∗ (0.017)
TD/TA -0.490 ∗∗∗ (0.008) -0.448 ∗∗∗ (0.010) -0.538 ∗∗∗ (0.010) -0.537 ∗∗∗ (0.010) -0.537 ∗∗∗ (0.010)
CASH/TA 0.003 (0.018) -0.104 ∗∗∗ (0.022) 0.022 (0.022) -0.040 ∗ (0.022) 0.014 (0.024)
INV/S 0.004 ∗∗∗ (0.001) 0.000 (0.001) -0.007 ∗∗∗ (0.001) 0.006 ∗∗∗ (0.002) 0.011 ∗∗∗ (0.002)
Log TA 0.000 (0.001) 0.000 (0.001) -0.001 (0.001) 0.000 (0.001) -0.002 (0.001)
Patent -0.027 ∗∗∗ (0.003) -0.030 ∗∗∗ (0.005) -0.024 ∗∗∗ (0.007) -0.018 ∗∗ (0.008) -0.021 ∗ (0.012)
Rating -0.013 ∗∗∗ (0.001) -0.009 ∗∗∗ (0.002) -0.012 ∗∗∗ (0.001) -0.014 ∗∗∗ (0.002) -0.022 ∗∗∗ (0.002)
MS -15.556 ∗∗ (7.611) -22.127 (18.523) -2.351 (11.210) -4.792 (10.618) 13.368 ∗ (7.219)
Exc Return -0.185 ∗∗∗ (0.005) -0.234 ∗∗∗ (0.006) -0.201 ∗∗∗ (0.007) -0.196 ∗∗∗ (0.007) -0.225 ∗∗∗ (0.007)
CrD -0.022 ∗∗∗ (0.005) -0.007 (0.006) -0.002 (0.006) -0.002 (0.006) -0.001 (0.006)
CrB -0.011 ∗∗∗ (0.004) -0.012 ∗∗∗ (0.004) -0.009 ∗∗ (0.005) -0.006 (0.005) -0.007 (0.005)
CrA -0.018 ∗∗∗ (0.005) -0.005 (0.005) 0.014 ∗∗ (0.005) -0.014 ∗∗ (0.006) 0.002 (0.006)
D2 0.023 ∗∗∗ (0.008) 0.007 (0.010) 0.056 ∗∗∗ (0.010) 0.048 ∗∗∗ (0.010) 0.048 ∗∗∗ (0.011)
D3 0.016 ∗∗ (0.008) -0.025 ∗∗∗ (0.009) 0.030 ∗∗∗ (0.010) 0.046 ∗∗∗ (0.010) -0.007 (0.011)
D4 0.019 ∗∗∗ (0.007) -0.036 ∗∗∗ (0.009) 0.035 ∗∗∗ (0.010) 0.009 (0.009) -0.014 (0.011)
D5 0.041 (0.030 ) 0.141 ∗∗∗ (0.032) 0.109 ∗∗∗ (0.034) -0.003 (0.042) -0.033 (0.033)
D6 0.035 ∗∗∗ (0.008) 0.008 (0.010) 0.034 ∗∗∗ (0.011) 0.037 ∗∗∗ (0.011) 0.058 ∗∗∗ (0.012)
D7 -0.001 (0.007) -0.043 ∗∗∗ (0.009) 0.015 (0.010) 0.017 ∗ (0.010) -0.027 ∗∗∗ (0.011)
D8 -0.037 ∗∗∗ (0.008) -0.080 ∗∗∗ (0.010) -0.035 ∗∗∗ (0.011) -0.018 ∗ (0.011) -0.057 ∗∗∗ (0.012)
D9 0.034 ∗∗∗ (0.009) -0.012 (0.011) 0.052 ∗∗∗ (0.011) 0.035 ∗∗∗ (0.011) 0.007 (0.013)
R2 0.224 0.205 0.232 0.245 0.236
AdjR2 0.223 0.204 0.231 0.244 0.235
FStatistics 310.780∗∗∗ 222.260∗∗∗ 247.710∗∗∗ 249.360∗∗∗ 241.260∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.7: Individual impact of the first five patent applications on liquidity (∆ CASH/TA)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.027∗∗∗ (0.006) -0.039∗∗∗ (0.005) -0.010 ∗∗ (0.005) -0.012 ∗∗ (0.006) -0.006 (0.005)
TD/TA -0.034∗∗∗ (0.003) -0.022∗∗∗ (0.003) -0.030 ∗∗∗ (0.003) -0.008 ∗∗ (0.003) -0.025 ∗∗∗ (0.003)
CASH/TA -0.734 ∗∗∗ (0.006) 0.257 ∗∗∗ (0.007) 0.251 ∗∗∗ (0.007) 0.248 ∗∗∗ (0.007) 0.246 ∗∗∗ (0.007)
INV/S 0.000 (0.000) 0.001 ∗ (0.000) 0.001 ∗∗∗ (0.000) 0.001 (0.001) 0.000 (0.001)
Log TA -0.003 ∗∗∗ (0.000) -0.003 ∗∗∗ (0.000) -0.003 ∗∗∗ (0.000) -0.003 ∗∗∗ (0.000) -0.005 ∗∗∗ (0.000)
Patent 0.001 (0.001) 0.008 ∗∗∗ (0.002) 0.009 ∗∗∗ (0.002) 0.005 ∗ (0.003) 0.010 ∗∗∗ (0.004)
Rating 0.003 ∗∗∗ (0.000) 0.004 ∗∗∗ (0.001) 0.002 ∗∗∗ (0.000) 0.006 ∗∗∗ (0.001) 0.003 ∗∗∗ (0.001)
MS -3.243 (2.547) 11.276 ∗ (5.942) -3.147 (3.591) -2.683 (3.503) 1.150 (2.222)
Exc Return 0.032 ∗∗∗ (0.002) 0.029 ∗∗∗ (0.002) 0.038 ∗∗∗ (0.002) 0.035 ∗∗∗ (0.002) 0.037 ∗∗∗ (0.002)
CrD -0.001 (0.002) 0.001 (0.002) 0.001 (0.002) 0.002 (0.002) 0.005 ∗∗ (0.002)
CrB -0.003 ∗∗ (0.001) 0.000 (0.001) 0.001 (0.001) 0.000 (0.002) 0.002 (0.002)
CrA -0.001 (0.002) 0.000 (0.002) -0.004 ∗∗ (0.002) -0.002 (0.002) -0.003 (0.002)
D2 0.024 ∗∗∗ (0.003) 0.018 ∗∗∗ (0.003) 0.026 ∗∗∗ (0.003) 0.015 ∗∗∗ (0.003) 0.026 ∗∗∗ (0.004)
D3 0.004 (0.003) 0.008 ∗∗∗ (0.003) 0.003 (0.003) -0.006 ∗ (0.003) 0.011 ∗∗∗ (0.003)
D4 0.014 ∗∗∗ (0.002) 0.016 ∗∗∗ (0.003) 0.013 ∗∗∗ (0.003) 0.008 ∗∗ (0.003) 0.017 ∗∗∗ (0.003)
D5 0.031 ∗∗∗ (0.010) 0.037 ∗∗∗ (0.010) 0.034 ∗∗∗ (0.011) 0.028 ∗∗ (0.014) 0.035 ∗∗∗ (0.010)
D6 -0.008 ∗∗∗ (0.003) -0.004 (0.003) -0.011 ∗∗∗ (0.003) -0.017 ∗∗∗ (0.004) -0.013 ∗∗∗ (0.004)
D7 0.004 (0.002) 0.001 (0.003) -0.002 (0.003) -0.008 ∗∗ (0.003) 0.002 (0.003)
D8 0.047 ∗∗∗ (0.003) 0.051 ∗∗∗ (0.003) 0.049 ∗∗∗ (0.003) 0.050 ∗∗∗ (0.004) 0.051 ∗∗∗ (0.004)
D9 -0.016 ∗∗∗ (0.003) -0.012 ∗∗∗ (0.003) -0.019 ∗∗∗ (0.004) -0.022 ∗∗∗ (0.004) -0.015 ∗∗∗ (0.004)
R2 0.410 0.237 0.228 0.236 0.225
AdjR2 0.409 0.236 0.227 0.235 0.224
FStatistics 747.930∗∗∗ 266.780∗∗∗ 242.270∗∗∗ 237.140∗∗∗ 266.500∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.8: Individual impact of the first five patent applications on credit quality (∆ Rating)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA 0.889∗∗∗ (0.094) 0.772∗∗∗ (0.087) 0.893∗∗∗ (0.084) -0.184∗∗ (0.088) 0.242∗∗∗ (0.083)
TD/TA -0.940∗∗∗ (0.045) -1.053∗∗∗ (0.053) -1.029∗∗∗ (0.051) -0.722∗∗∗ (0.053) -0.646∗∗∗ (0.051)
CASH/TA 0.019 (0.100) 0.682∗∗∗ (0.114) 0.444∗∗∗ (0.012) 0.207∗ (0.115) -0.379∗∗∗ (0.118)
INV/S 0.040∗∗∗ (0.008) 0.026∗∗∗ (0.006) 0.097∗∗∗ (0.007) 0.017∗∗ (0.008) 0.027∗∗∗ (0.009)
Log TA -0.005 (0.004) 0.009∗ (0.005) 0.006 (0.005) 0.014∗∗∗ (0.005) 0.001 (0.005)
Patent 0.156∗∗∗ (0.018) 0.131∗∗∗ (0.027) 0.151∗∗∗ (0.035) 0.077∗ (0.044) 0.072∗ (0.059)
Rating -0.664∗∗∗ (0.007) -0.689∗∗∗ (0.008) -0.744∗∗∗ (0.008) -0.682∗∗∗ (0.009) -0.601∗∗∗ (0.009)
MS -83.399∗∗ (41.439) -80.386∗∗∗ (43.157) -74.500 (57.636) -91.428∗∗∗ (40.055) -96.270∗∗∗ (35.427)
Exc Return 0.965∗∗∗ (0.027) 1.196∗∗∗ (0.033) 1.066∗∗∗ (0.036) 1.052∗∗∗ (0.034) 1.083∗∗∗ (0.033)
CrD 0.179∗∗∗ (0.027) 0.137∗∗∗ (0.029) 0.048 (0.031) 0.033 (0.031) 0.087∗∗∗ (0.031)
CrB 0.077∗∗∗ (0.020) 0.093∗∗∗ (0.023) 0.067∗∗∗ (0.023) 0.030 (0.024) 0.070∗∗∗ (0.025)
CrA 0.146∗∗∗ (0.025) 0.081∗∗∗ (0.027) -0.032 (0.028) 0.047 (0.030) 0.040 (0.031)
D2 -0.254∗∗∗ (0.044) -0.319∗∗∗ (0.050) -0.339∗∗∗ (0.054) -0.358∗∗∗ (0.054) -0.257∗∗∗ (0.056)
D3 -0.178∗∗∗ (0.042) -0.178∗∗∗ (0.048) -0.290∗∗∗ (0.051) -0.344∗∗∗ (0.051) -0.046 (0.054)
D4 -0.131∗∗∗ (0.040) -0.022 (0.046) -0.225∗∗∗ (0.050) -0.179∗∗∗ (0.050) 0.006 (0.052)
D5 -0.349∗∗ (0.162) -0.391∗∗ (0.164) -0.960∗∗∗ (0.174) -0.279 (0.222) 0.349∗∗ (0.159)
D6 -0.368∗∗∗ (0.046) -0.442∗∗∗ (0.052) -0.512∗∗∗ (0.056) -0.500∗∗∗ (0.057) -0.514∗∗∗ (0.059)
D7 -0.106∗∗∗ (0.040) -0.035 (0.046) -0.165∗∗∗ (0.050) -0.196∗∗∗ (0.051) 0.010 (0.053)
D8 -0.008 (0.045) 0.090∗ (0.051) -0.050 (0.055) -0.016 (0.057) 0.0118∗∗ (0.059)
D9 -0.533∗∗∗ (0.005) -0.436∗∗∗ (0.055) -0.657∗∗∗ (0.059) -0.613∗∗∗ (0.059) -0.385∗∗∗ (0.062)
R2 0.389 0.375 0.445 0.379 0.342
AdjR2 0.389 0.374 0.445 0.378 0.341
FStatistics 686.44∗∗∗ 517.04∗∗∗ 658.69∗∗∗ 468.23∗∗∗ 404.17∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.9: Individual impact of the first five patent applications on stock performance (Exc Return)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA 0.256 ∗∗∗ ( 0.022 ) 0.213 ∗∗∗ (0.019) 0.256 ∗∗∗ (0.017) 0.234 ∗∗∗ (0.020) 0.259 ∗∗∗ (0.019)
TD/TA 0.099 ∗∗∗ (0.011) 0.055 ∗∗∗ (0.012) 0.043 ∗∗∗ (0.011) 0.042 ∗∗∗ (0.012) 0.029 ∗∗ (0.012)
CASH/TA -0.194 ∗∗∗ (0.024) -0.267 ∗∗∗ (0.025) -0.091 ∗∗∗ (0.023) -0.188 ∗∗∗ (0.026) -0.273 ∗∗∗ (0.027)
INV/S -0.008 ∗∗∗ (0.002) -0.002 (0.001) 0.002 (0.001) -0.006 ∗∗∗ (0.002) -0.018 ∗∗∗ (0.002)
Log TA -0.008 ∗∗∗ (0.001) -0.009 ∗∗∗ (0.001) -0.011 ∗∗∗ (0.001) -0.010 ∗∗∗ (0.001) -0.010 ∗∗∗ (0.001)
Patent 0.011 ∗∗∗ (0.004) -0.014 (0.009) 0.002 (0.011) -0.003 (0.015) 0.008 (0.019)
Rating -0.006 ∗∗∗ (0.002) -0.007 ∗∗∗ (0.002) -0.009 ∗∗∗ (0.002) -0.002 (0.002) -0.004 ∗∗ (0.002)
MS 0.061 ∗∗∗ (0.002) 0.068 ∗∗∗ (0.003) 0.072 ∗∗∗ (0.004) 0.065 ∗∗∗ (0.004) 0.070 ∗∗∗ (0.003)
Exc Return 26.348 ∗∗∗ (9.864) 68.838 ∗∗∗ (21.113) 20.974 ∗ (12.021) 63.510 ∗∗∗ (12.515) -3.017 (8.143)
CrD -0.013 ∗∗∗ (0.006) -0.065 ∗∗∗ (0.007) -0.033 ∗∗∗ (0.007) -0.031 ∗∗∗ (0.007) -0.023 ∗∗∗ (0.007)
CrB -0.041 ∗∗∗ (0.005) -0.050 ∗∗∗ (0.006) -0.043 ∗∗∗ (0.005) -0.036 ∗∗∗ (0.006) -0.047 ∗∗∗ (0.006)
CrA -0.095 ∗∗∗ (0.006) -0.134 ∗∗∗ (0.006) -0.138 ∗∗∗ (0.006) -0.114 ∗∗∗ (0.007) -0.144 ∗∗∗ (0.007)
D2 0.057 ∗∗∗ (0.011) 0.029 ∗∗∗ (0.011) -0.005 (0.011) -0.027 ∗∗ (0.012) 0.040 ∗∗∗ (0.013)
D3 0.037 ∗∗∗ (0.010) 0.020 ∗ (0.010) -0.009 (0.011) 0.004 (0.012) 0.050 ∗∗∗ (0.013)
D4 0.077 ∗∗∗ (0.010) 0.065 ∗∗∗ (0.010) 0.019 ∗ (0.010) 0.015 (0.011) 0.052 ∗∗∗ (0.012)
D5 -0.144 ∗∗∗ (0.039) -0.024 (0.036) -0.149 ∗∗∗ (0.036) -0.341 ∗∗∗ (0.050) 0.078 ∗∗ (0.037)
D6 0.111 ∗∗∗ (0.011) 0.099 ∗∗∗ (0.012) 0.111 ∗∗∗ (0.012) 0.055 ∗∗∗ (0.013) 0.123 ∗∗∗ (0.013)
D7 0.049 ∗∗∗ (0.010) 0.057 ∗∗∗ (0.010) 0.006 (0.010) 0.020 ∗ (0.011) 0.058 ∗∗∗ (0.012)
D8 0.041 ∗∗∗ (0.011) 0.028 ∗∗ (0.011) 0.000 (0.012) -0.054 ∗∗∗ (0.013) 0.026 ∗ (0.013)
D9 0.039 ∗∗∗ (0.012) 0.029 ∗∗ (0.012) 0.017 (0.012) -0.027 ∗∗ (0.013) 0.034 ∗∗ (0.014)
R2 0.048 0.061 0.071 0.056 0.069
AdjR2 0.047 0.060 0.070 0.054 0.068
FStatistics 57.80∗∗∗ 51.36∗∗∗ 57.69∗∗∗ 41.53∗∗∗ 52.79∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.10: Individual impact of the first five patent applications on firm size (∆ Log TA)
Patent 1 Patent 2 Patent 3 Patent 4 Patent 5
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.071 (0.067) -0.354 ∗∗∗ (0.061) 0.318 ∗∗∗ (0.057) -0.226 ∗∗∗ (0.061) -0.067 (0.058)
TD/TA -0.042 (0.032) -0.140 ∗∗∗ (0.037) -0.093 ∗∗∗ (0.035) -0.010 (0.036) -0.119 ∗∗∗ (0.035)
CASH/TA 0.687 ∗∗∗ (0.071) 1.032 ∗∗∗ (0.080) 1.077 ∗∗∗ (0.077) 1.092 ∗∗∗ (0.079) 1.166 ∗∗∗ (0.083)
INV/S -0.046 ∗∗∗ (0.006) -0.032 ∗∗∗ (0.004) -0.009 ∗ (0.005) -0.033 ∗∗∗ (0.006) -0.040 ∗∗∗ (0.006)
Log TA -0.062 ∗∗∗ (0.003) -0.045 ∗∗∗ (0.004) -0.060 ∗∗∗ (0.003) -0.054 ∗∗∗ (0.003) -0.045 ∗∗∗ (0.004)
Patent 0.219 ∗∗∗ (0.013) 0.222 ∗∗∗ (0.019) 0.220 ∗∗∗ (0.024) 0.337 ∗∗∗ (0.030) 0.257 ∗∗∗ (0.041)
Rating -0.003 (0.005) -0.030 ∗∗∗ (0.006) -0.002 (0.005) 0.000 (0.006) -0.016 ∗∗ (0.006)
MS 28.577 (29.473) -88.790 (67.648) 5.230 (39.305) 12.704 (38.348) -30.490 (24.767)
Exc Return 0.584 ∗∗∗ (0.019) 0.740 ∗∗∗ (0.023) 0.733 ∗∗∗ (0.024) 0.642 ∗∗∗ (0.024) 0.612 ∗∗∗ (0.023)
CrD -0.248 ∗∗∗ (0.019) -0.258 ∗∗∗ (0.020) -0.238 ∗∗∗ (0.021) -0.233 ∗∗∗ (0.021) -0.278 ∗∗∗ (0.021)
CrB -0.085 ∗∗∗ (0.014) -0.031 ∗∗ (0.016) -0.077 ∗∗∗ (0.016) -0.069 ∗∗∗ (0.017) -0.116 ∗∗∗ (0.018)
CrA -0.129 ∗∗∗ (0.018) -0.163 ∗∗∗ (0.019) -0.173 ∗∗∗ (0.019) -0.119 ∗∗∗ (0.021) -0.168 ∗∗∗ (0.022)
D2 -0.029 (0.032) 0.048 (0.035) 0.066 ∗ (0.037) -0.121 ∗∗∗ (0.037) 0.006 (0.039)
D3 0.018 (0.030) 0.053 (0.033) 0.073 ∗∗ (0.035) -0.135 ∗∗∗ (0.035) 0.043 (0.038)
D4 -0.037 (0.029) -0.025 (0.032) 0.045 (0.034) -0.147 ∗∗∗ (0.034) 0.076 ∗∗ (0.037)
D5 0.308 ∗∗∗ (0.116) 0.154 (0.115) -0.078 (0.119) -0.319 (0.152) 0.107 (0.111)
D6 0.231 ∗∗∗ (0.033) 0.216 ∗∗∗ (0.037) 0.249 ∗∗∗ (0.038) 0.209 ∗∗∗ (0.039) 0.499 ∗∗∗ (0.041)
D7 -0.122 ∗∗∗ (0.029) -0.090 ∗∗∗ (0.033) -0.018 (0.034) -0.161 ∗∗∗ (0.035) 0.063 ∗ (0.037)
D8 -0.091 ∗∗∗ (0.032) 0.006 (0.036) -0.205 ∗∗∗ (0.038) -0.412 ∗∗∗ (0.039) -0.188 ∗∗∗ (0.041)
D9 0.151 ∗∗∗ (0.036) 0.167 ∗∗∗ (0.039) 0.206 ∗∗∗ (0.040) 0.092 ∗∗ (0.041) 0.208 ∗∗∗ (0.044)
R2 0.114 0.125 0.130 0.135 0.124
AdjR2 0.113 0.124 0.129 0.134 0.123
FStatistics 136.630∗∗∗ 123.520∗∗∗ 122.320∗∗∗ 119.700∗∗∗ 110.290∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.11: Impact of first patent application and past performance on profitability (∆ NI/TA)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.707∗∗∗ (0.008) -0.708∗∗∗ (0.008) -0.734∗∗∗ (0.008) -0.714∗∗∗ (0.008) -0.740∗∗∗ (0.008)
TD/TA 0.001 (0.003) 0.005 (0.004) -0.004 (0.004) 0.004 (0.004) -0.004 (0.004)
CASH/TA -0.044∗∗∗ (0.008) -0.047∗∗∗ (0.009) -0.028∗∗∗ (0.009) -0.036∗∗∗ (0.009) -0.015∗ (0.009)
INV/S -0.002∗∗∗ (0.001) -0.002∗∗∗ (0.001) -0.001 (0.001) -0.003∗∗∗ (0.001) -0.002∗∗ (0.001)
Log TA 0.007∗∗∗ (0.000) 0.007∗∗∗ (0.000) 0.008∗∗∗ (0.000) 0.007∗∗∗ (0.000) 0.008∗∗∗ (0.000)
Patent -0.001 (0.002) -0.001 (0.002) 0.000 (0.002) -0.001 (0.002) -0.001 (0.002)
Rating . . 0.001∗ (0.001) 0.001 (0.001) 0.001 (0.001) 0.001 (0.001)
MS . . . . -10.264∗∗∗ (3.486) . . -11.925∗∗∗ (3.678)
ExcReturn . . . . 0.062∗∗∗ (0.002) . . 0.062∗∗∗ (0.002)
CrD . . . . 0.016∗∗∗ (0.002) . . 0.016∗∗∗ (0.003)
CrB . . . . 0.011∗∗∗ (0.002) . . 0.011∗∗∗ (0.002)
CrA . . . . 0.018∗∗∗ (0.002) . . 0.018∗∗∗ (0.002)
D2 . . . . . . -0.017∗∗∗ (0.004) -0.022∗∗∗ (0.004)
D3 . . . . . . 0.011∗∗∗ (0.004) 0.007∗ (0.004)
D4 . . . . . . 0.003 (0.004) -0.003 (0.004)
D5 . . . . . . 0.010 (0.014) 0.030∗∗ (0.014)
D6 . . . . . . 0.009∗∗ (0.004) 0.001 (0.004)
D7 . . . . . . 0.009∗∗ (0.004) 0.005 (0.004)
D8 . . . . . . 0.002 (0.004) -0.003 (0.004)
D9 . . . . . . -0.007 (0.005) -0.010∗∗ (0.005)
R2 0.240 0.239 0.268 0.243 0.272
AdjR2 0.239 0.238 0.267 0.242 0.271
FStatistics 1134.47∗∗∗ 993.08∗∗∗ 619.93∗∗∗ 507.00∗∗∗ 402.70∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.12: Impact of first patent application and past performance on leverage (∆ TD/TA)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.224∗∗∗ (0.017) -0.204∗∗∗ (0.017) -0.159∗∗∗ (0.017) -0.206∗∗∗ (0.017) -0.160∗∗∗ (0.017)
TD/TA -0.466∗∗∗ (0.007) -0.509∗∗∗ (0.008) -0.485∗∗∗ (0.008) -0.514∗∗∗ (0.008) -0.490∗∗∗ (0.008)
CASH/TA -0.028 (0.017) 0.015 (0.018) -0.017 (0.018) 0.038∗∗ (0.018) 0.003 (0.018)
INV/S 0.002∗ (0.001) 0.005∗∗∗ (0.001) 0.003∗∗ (0.001) 0.005∗∗∗ (0.001) 0.004∗∗∗ (0.001)
Log TA 0.003∗∗∗ (0.001) 0.003∗∗∗ (0.001) 0.001∗ (0.001) 0.001 (0.001) 0.000 (0.000)
Patent -0.036∗∗∗ (0.003) -0.034∗∗∗ (0.003) -0.033∗∗∗ (0.003) -0.029∗∗∗ (0.003) -0.027∗∗∗ (0.003)
Rating . . -0.012∗∗∗ (0.001) -0.013∗∗∗ (0.001) -0.012∗∗∗ (0.001) -0.013∗∗∗ (0.001)
MS . . . . -14.300∗∗ (7.219) . . -15.556∗∗ (7.611)
Exc Return . . . . -0.183∗∗∗ (0.005) . . -0.185∗∗∗ (0.005)
CrD . . . . -0.023∗∗∗ (0.005) . . -0.022∗∗∗ (0.005)
CrB . . . . -0.012∗∗∗ (0.004) . . -0.011∗∗∗ (0.004)
CrA . . . . -0.020∗∗∗ (0.005) . . -0.018∗∗∗ (0.005)
D2 . . . . . . 0.014∗ (0.008) 0.023∗∗∗ (0.008)
D3 . . . . . . 0.010 (0.008) 0.016∗∗ (0.008)
D4 . . . . . . 0.006 (0.007) 0.019∗∗∗ (0.007)
D5 . . . . . . 0.049∗ (0.029) 0.041 (0.030)
D6 . . . . . . 0.016∗∗ (0.008) 0.035∗∗∗ (0.008)
D7 . . . . . . -0.007 (0.007) -0.001 (0.007)
D8 . . . . . . -0.044∗∗∗ (0.008) -0.037∗∗∗ (0.008)
D9 . . . . . . 0.027∗∗∗ (0.009) 0.034∗∗∗ (0.009)
R2 0.173 0.176 0.218 0.181 0.224
AdjR2 0.172 0.175 0.217 0.180 0.223
FStatistics 756.20∗∗∗ 674.46∗∗∗ 473.10∗∗∗ 347.67∗∗∗ 310.78∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.13: Impact of first patent application and past performance on liquidity (∆ CASH/TA)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA -0.019∗∗∗ (0.006) -0.240∗∗∗ (0.006) -0.034∗∗∗ (0.006) -0.017∗∗∗ (0.006) -0.739∗∗∗ (0.008)
TD/TA -0.045∗∗∗ (0.002) -0.034∗∗∗ (0.003) -0.038∗∗∗ (0.003) -0.030∗∗∗ (0.003) -0.004 (0.004)
CASH/TA -0.691∗∗∗ (0.006) -0.703∗∗∗ (0.006) -0.696∗∗∗ (0.006) -0.742∗∗∗ (0.006) -0.015∗ (0.009)
INV/S 0.000 (0.000) -0.001∗∗ (0.000) 0.000 (0.000) 0.000 (0.000) -0.002∗∗ (0.001)
Log TA -0.005∗∗∗ (0.000) -0.005∗∗∗ (0.000) -0.004∗∗∗ (0.000) -0.003∗∗∗ (0.000) 0.008∗∗∗ (0.000)
Patent 0.005∗∗∗ (0.001) 0.004∗∗∗ (0.001) 0.004∗∗∗ (0.002) 0.002∗∗ (0.001) -0.001 (0.001)
Rating . . 0.003∗∗∗ (0.000) 0.003∗∗∗ (0.001) 0.003∗∗∗ (0.000) 0.001 (0.001)
MS . . . . -1.040 (2.452) . . -11.925∗∗∗ (3.678)
Exc Return . . . . 0.031∗∗∗ (0.001) . . 0.062∗∗∗ (0.002)
CrD . . . . 0.002 (0.002) . . 0.016∗∗∗ (0.003)
CrB . . . . 0.000 (0.001) . . 0.011∗∗∗ (0.002)
CrA . . . . 0.002 (0.002) . . 0.017∗∗∗ (0.002)
D2 . . . . . . 0.026∗∗∗ (0.003) -0.022∗∗∗ (0.004)
D3 . . . . . . 0.005∗ (0.003) 0.007∗ (0.004)
D4 . . . . . . 0.016∗∗∗ (0.002) -0.003 (0.004)
D5 . . . . . . 0.026∗∗∗ (0.009) 0.030∗∗ (0.014)
D6 . . . . . . -0.005∗ (0.003) 0.001 (0.004)
D7 . . . . . . 0.005∗∗ (0.002) 0.005 (0.004)
D8 . . . . . . 0.049∗∗∗ (0.003) -0.003 (0.004)
D9 . . . . . . -0.015∗∗∗ (0.003) -0.010∗∗ (0.005)
R2 0.379 0.381 0.388 0.403 0.410
AdjR2 0.378 0.380 0.387 0.402 0.409
FStatistics 2199.80∗∗∗ 1936.24∗∗∗ 1072.16∗∗∗ 1064.18∗∗∗ 747.93∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
122
4.
F
IR
M
P
E
R
F
O
R
M
A
N
C
E
A
N
D
IN
N
O
V
A
T
IO
N
IN
T
H
E
U
S
Table 4.14: Impact of first patent application and past performance on credit quality (∆ Rating)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA 0.044 (0.107) 1.177∗∗∗ (0.092) 0.922∗∗∗ (0.094) 1.151∗∗∗ (0.092) 0.889∗∗∗ (0.094)
TD/TA 1.623∗∗∗ (0.043) -0.824∗∗∗ (0.045) -0.944∗∗∗ (0.045) -0.819∗∗∗ (0.045) -0.940∗∗∗ (0.045)
CASH/TA -2.600∗∗∗ (0.109) -0.118 (0.097) 0.105 (0.097) -0.229∗∗ (0.099) 0.019 (0.100)
INV/S -0.107∗∗∗ (0.009) 0.035∗∗∗ (0.008) 0.048∗∗∗ (0.008) 0.030∗∗∗ (0.008) 0.040∗∗∗ (0.008)
Log TA -0.024∗∗∗ (0.005) -0.030∗∗∗ (0.004) -0.019∗∗∗ (0.004) -0.016∗∗∗ (0.004) -0.005 (0.004)
Patent 0.081∗∗∗ (0.021) 0.195∗∗∗ (0.018) 0.198∗∗∗ (0.018) 0.155∗∗∗ (0.018) 0.156∗∗∗ (0.018)
Rating . . -0.662∗∗∗ (0.007) -0.658∗∗∗ (0.007) -0.669∗∗∗ (0.007) -0.664∗∗∗ (0.007)
MS . . . . -87.611∗∗ (39.355) . . -83.399∗∗ (41.439)
Exc Return . . . . 0.953∗∗∗ (0.027) . . 0.965∗∗∗ (0.027)
CrD . . . . 0.189∗∗∗ (0.027) . . 0.179∗∗∗ (0.027)
CrB . . . . 0.087∗∗∗ (0.020) . . 0.077∗∗∗ (0.020)
CrA . . . . 0.161∗∗∗ (0.025) . . 0.146∗∗∗ (0.025)
D2 . . . . . . -0.179∗∗∗ (0.044) -0.254∗∗∗ (0.044)
D3 . . . . . . -0.129∗∗∗ (0.042) -0.178∗∗∗ (0.042)
D4 . . . . . . -0.045 (0.040) -0.131∗∗∗ (0.040)
D5 . . . . . . -0.591∗∗∗ (0.156) -0.349∗∗ (0.162)
D6 . . . . . . -0.248∗∗∗ (0.046) -0.368∗∗∗ (0.046)
D7 . . . . . . -0.049 (0.040) -0.106∗∗∗ (0.040)
D8 . . . . . . 0.055 (0.045) -0.008 (0.045)
D9 . . . . . . -0.487∗∗∗ (0.051) -0.533∗∗∗ (0.051)
R2 0.108 0.351 0.383 0.356 0.389
AdjR2 0.107 0.350 0.382 0.355 0.388
FStatistics 436.46∗∗∗ 1706.29∗∗∗ 1052.65∗∗∗ 837.38∗∗∗ 686.44∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.15: Impact of first patent application and past performance on stock performance (Exc Return)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA 0.233∗∗∗ (0.022) 0.224∗∗∗ (0.022) 0.249∗∗∗ (0.022) 0.248∗∗∗ (0.022) 0.256∗∗∗ (0.022)
TD/TA 0.121∗∗∗ (0.009) 0.098∗∗∗ (0.011) 0.099∗∗∗ (0.011) 0.096∗∗∗ (0.011) 0.099∗∗∗ (0.011)
CASH/TA -0.228∗∗∗ (0.022) -0.206∗∗∗ (0.023) -0.187∗∗∗ (0.023) -0.202∗∗∗ (0.024) -0.194∗∗∗ (0.024)
INV/S -0.012∗∗∗ (0.002) -0.011∗∗∗ (0.002) -0.010∗∗∗ (0.002) -0.009∗∗∗ (0.002) -0.008∗∗∗ (0.002)
Log TA -0.008∗∗∗ (0.001) -0.008∗∗∗ (0.001) -0.008∗∗∗ (0.001) -0.008∗∗∗ (0.001) -0.008∗∗∗ (0.001)
Patent 0.009∗∗ (0.004) 0.010∗∗ (0.004) 0.008∗ (0.004) 0.014∗∗∗ (0.004) 0.011∗∗∗ (0.004)
Rating . . -0.006∗∗∗ (0.002) -0.006∗∗∗ (0.002) -0.006∗∗∗ (0.002) -0.006∗∗∗ (0.002)
MS . . . . 5.443 (9.363) . . 26.348∗∗∗ (9.864)
CrD . . . . -0.012∗ (0.006) . . -0.013∗∗ (0.006)
CrB . . . . -0.039∗∗∗ (0.005) . . -0.041∗∗∗ (0.005)
CrA . . . . -0.094∗∗∗ (0.006) . . -0.095∗∗∗ (0.006)
D2 . . . . . . 0.050∗∗∗ (0.011) 0.057∗∗∗ (0.011)
D3 . . . . . . 0.033∗∗∗ (0.010) 0.037∗∗∗ (0.010)
D4 . . . . . . 0.070∗∗∗ (0.010) 0.077∗∗∗ (0.010)
D5 . . . . . . -0.111∗∗∗ (0.037) -0.144∗∗∗ (0.039)
D6 . . . . . . 0.107∗∗∗ (0.011) 0.111∗∗∗ (0.011)
D7 . . . . . . 0.048∗∗∗ (0.010) 0.049∗∗∗ (0.010)
D8 . . . . . . 0.027∗∗ (0.011) 0.041∗∗∗ (0.011)
D9 . . . . . . 0.044∗∗∗ (0.012) 0.039∗∗∗ (0.012)
R2 0.023 0.023 0.040 0.030 0.048
AdjR2 0.022 0.022 0.039 0.029 0.047
FStatistics 77.69∗∗∗ 69.73∗∗∗ 76.73∗∗∗ 46.26∗∗∗ 57.08∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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Table 4.16: Impact of first patent application and past performance on firm size (∆ Log TA)
(1) (2) (3) (4) (5)
Variable Coeff. SE Coeff. SE Coeff. SE Coeff. SE Coeff. SE
NI/TA 0.057 (0.065) 0.074 (0.065) -0.087 (0.067) 0.092 (0.065) -0.071 (0.067)
TD/TA 0.058∗∗ (0.026) 0.022 (0.032) -0.046 (0.026) 0.026 (0.032) -0.042 (0.032)
CASH/TA 0.467∗∗∗ (0.066) 0.503∗∗∗ (0.069) 0.633∗∗∗ (0.069) 0.580∗∗∗ (0.070) 0.687∗∗∗ (0.071)
INV/S -0.062∗∗∗ (0.005) -0.060∗∗∗ (0.005) -0.052∗∗∗ (0.006) -0.052∗∗∗ (0.005) -0.046∗∗∗ (0.006)
Log TA -0.057∗∗∗ (0.003) -0.058∗∗∗ (0.003) -0.053∗∗∗ (0.003) -0.068∗∗∗ (0.003) -0.062∗∗∗ (0.003)
Patent 0.209∗∗∗ (0.013) 0.211∗∗∗ (0.013) 0.189∗∗∗ (0.006) 0.244∗∗∗ (0.013) 0.219∗∗∗ (0.013)
Rating . . -0.010∗∗ (0.005) -0.007 (0.005) -0.006 (0.005) -0.003 (0.005)
MS . . . . 56.937∗∗ (28.024) . . 28.577 (29.473)
Exc Return . . . . 0.594∗∗∗ (0.019) . . 0.584∗∗∗ (0.019)
CrD . . . . -0.252∗∗∗ (0.019) . . -0.248∗∗∗ (0.019)
CrB . . . . -0.809∗∗∗ (0.014) . . -0.085∗∗∗ (0.014)
CrA . . . . -0.137∗∗∗ (0.018) . . -0.129∗∗∗ (0.018)
D2 . . . . . . -0.006 (0.031) -0.029 (0.032)
D3 . . . . . . 0.031 (0.030) 0.018 (0.030)
D4 . . . . . . -0.007 (0.029) -0.037 (0.029)
D5 . . . . . . 0.272∗∗ (0.111) 0.308∗∗∗ (0.116)
D6 . . . . . . 0.300∗∗∗ (0.032) 0.231∗∗∗ (0.033)
D7 . . . . . . -0.092∗∗∗ (0.029) -0.122∗∗∗ (0.029)
D8 . . . . . . -0.093∗∗∗ (0.032) -0.091∗∗∗ (0.032)
D9 . . . . . . 0.192∗∗∗ (0.036) 0.151∗∗∗ (0.036)
R2 0.058 0.058 0.103 0.071 0.114
AdjR2 0.057 0.057 0.102 0.070 0.113
FStatistics 221.21∗∗∗ 194.08∗∗∗ 195.25∗∗∗ 120.27∗∗∗ 138.63∗∗∗
∗∗∗, ∗∗, ∗: 1%, 5%, 10% significance.
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4.8 Conclusion
In the current environment of the increasing number of patent applications, series
of attempts to reform patenting litigation and a general acknowledgment of innova-
tion as a driver of growth, it has become crucial to assess and quantify the impact
of innovation on the performance and productivity of companies. In contrast to
majority of previous studies that focused on the analyses of the overall volume
proxied most notably by R&D expenditure and the size of patent portfolios, we
depart from the mainstream literature in three important features. Firstly, we
consider priority patent applications which are among the first manifestations of
the innovation. Secondly our study covers 98% of all patent applications world-
wide, which makes it well adopted to the realities of globalised economy. Thirdly,
we isolate and analyse the impact of the first patent associated with a company
in our data. This allows to mitigate the effects of so called strategic patenting
and also to quantify the effects (or a “value”) of a patentable innovation in terms
of profitability, capital structure, liquidity, credit rating quality, growth and stock
performance. Some of these relationships such as between credit rating quality
and innovation remain largely unexplored in the literature for which our analysis
provides significant insights.
By comparing post and pre-patent performance for patenting companies against
the control matched sample of non-patenting ones, we can eliminate the effects
attributable to the differences in their distributions across years. Similarly, the
results are controlled for different phases of business cycles and industries.
We do not find any significant impact of patentable innovation activities on
profitability (NI/TA) which is consistent with the literature. However, in contrast
to the literature explaining this phenomenon through the increase of R&D ex-
penses which have a depressing effect on net income (NI), we argue that it might
be rather the simultaneousness of growth of net income and total assets (TA) that
leaves profitability unchanged.
In terms of capital structure, we confirm a significant negative effect of in-
novation on leverage, which in our case reaches -3% for one patent application.
Combined with another result that innovation prpomotes growth we come to a
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conclusion that capital increase is achieved through the appreciation of own capital
due to innovative patent activities rather than through borrowing.
Liquidity is positively affected by innovation which according to the literature
can be the fact that patents generate additional cash flows. It is also speculated
that patents reduce information asymmetries associated with R&D and lower the
cost of financing. The relationship between credit quality and innovation is par-
ticularly interesting and is rarely addressed in the literature. As anticipated, the
innovation that had already taken place and revealed with a priority patent ap-
plication reduces the probability of default and boosts credit quality. Existing
literature attributes this effect to higher returns associated with patents. We
identify an additional channel improving the credit rating. It is a lower reliance
on external investment due to lower leverage and higher liquidity.
Additionally, we analysed the effect of patentable innovation on stock perfor-
mance which is usually the subject of a separate stream of literature but is an
integral element of performance for listed companies. Markets price in revealed
innovation which boosts annual stock returns compared to non-patenting compa-
nies by around 1%. This effect is confirmed in the literaure. A new result, which
to our best knowledge has been reported, is that it is the only the effect of the
first patent application that are significant. In other words, a priority application
of a company that had not filed for a patent has the maximum positive factor and
causes the strongest price reaction.
Patentable innovation is confirmed to be a significant factor of growth, increas-
ing the growth rate of total assets by additional 5% annually on average.
Overall, we document a substantial and comprehensive impact of innovation
on company performance, with our results contributing to the existing body of
literature and providing new explanations.
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Conclusion
The main focus of this thesis is twofold. First, it examines the performance of
two models, support vector machines (SVM) and logit, in bankruptcy forecasting
modeling. Second, it examines the effect of technological activities information
embedded in patent applications on firms’ survival and financial stability. In a
more detailed analysis, it also provides evidences of the impact of patent applica-
tion on different aspects of the firm performance including profitability, liquidity,
capital structure, size, credit quality and stock performance.
The analysis of this thesis is mainly motivated by the recent global financial
crisis and its wide spread adverse impact on the world economy, which indicates the
necessity of a more accurate credit rating and corporate performance assessment.
This thesis aims to provide more insight into the context of corporate bankruptcy
and financial performance analysis as a crucial element for the stability of the finan-
cial markets, company survival and country’s overall economic stability. Firstly,
this thesis focuses on developing a corporate default prediction model with higher
prediction performance compared to the commonly used models such as loigt. Sec-
ondly, against the background of a rapid rise in firms’ technological activities and
R&D expenditures it provides a comprehensive analysis of the impact of patent
applications, as an output of R&D investments, in addition to a set of accounting
measures, on firms’ financial survival and economic performance.
In more details, the analysis provided in Chapter 2 of this thesis complements
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the existing literature by developing a bankruptcy prediction model for the listed
firms in the Asian and Pacific region applying a non-linear statistical approach
namely support vector machine (SVM) and compares its prediction performance
with that of logit. Employing a wide range of financial ratios reflecting profitabil-
ity, leverage, liquidity, efficiency, activity, size and firm’s structure, the findings of
this study reveal that firstly, both models select leverage and firm size indicators
as the most significant predictors of default. Secondly, leverage and activity ratios
present a U-shaped dependence of PD, indicating the existence of the optimal
capital structure and inventory stock. Thirdly, on average SVM provides a more
robust performance than logit and has a lower model risk, the results which are
consistent with the previous studies (Shin et al., 2005; Kim and Sohn, 2010; Chen
et al., 2011).
Chapter 3 examines the relationship between a patent application, as an output
of the level of technological competence, and the corporate credit risk. Analysis
of the primary patent application data allows timely use of patent data in fore-
casting distress and survival of firms. While it might take up to three years by
a patent office for a patent application to be assessed and patent to be granted,
the technological information in the application is disclosed to public only eigh-
teen months after the the primary date of submission. Chapter 3 investigates the
intuition found in the literature that a patent application can guarantee higher
income by blocking competitors to have access to the new technology. Empirical
analysis at firm level reveals the ability of patenting information as a measure of
innovative activities in forecasting future bankruptcy is significant in the presence
of the typical bankruptcy predictors, which is consistent with the previous stud-
ies (Pederzoli et al., 2013). Therefore, it provides evidences that suggest firms
which are not capable in technological developments are more likely to experience
financial distress.
Chapter 3, therefore, makes contribution to the innovation as well to the cor-
porate bankruptcy literature and recommends that lenders should use technology
innovation indicators such as patent application data in addition to the account-
ing information to assess firms’ credit quality. Measuring corporate risk risk more
accurately will also help to reduce both asymmetric information and financial
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constraints faced by firms in the external capital market.
Chapter 4 provides a further and comprehensive investigation of the impact
of innovation on firms’ economic performance by examining the effect of patent
applications on a range of company performance characteristics, such as profitabil-
ity, capital structure, stock market performance and growth. While the previous
studies mainly consider the analysis of patent portfolios, Chapter 4 extends the ex-
isting literature by studying the impact of individual priority patent applications
on firms’ economic performance. The empirical results of this study indicate that
patent applications reflecting the companies’ R&D investment and subsequent
innovations are reliably correlated with the future performance of firms. The em-
pirical findings of this chapter suggest higher capitalisation, increased liquidity, a
lower leverage and higher stock return for patenting firms. The explanation on
the positive effect of patenting activities on firm performance is related to the
direct and indirect benefits of patents, such as (i) an increase in cash flow due
to utilisation of the new technology which is exclusive to the firm; (ii) additional
income generated through licensing or trading the patent with other firms via
cross-licensing; (iii) using patents as bargaining power to negotiate with other
firms to get access to new technologies; (iv) expanding market power internation-
ally and enhancing the firm’s reputation.
Furthermore, this study indirectly confirms some findings in the previous stud-
ies in terms of impact of patent on county’s economic performance. Patents as
an output indicator of innovation and technological activities, drive a country’s
export. Some empirical studies find significant correlation between the patenting
activities of countries and their economic success in both national and interna-
tional markets. Therefore, developing technological competence contributes to
economic performance of the country as a whole (Frietsch et al., 2014).
With regards to policy implication, the empirical findings of this thesis on the
importance of patenting on overall firms financial survival and economic perfor-
mance supported by the evidences from the literature, suggest more governmental
and regulatory assistance such as financial help for R&D investments and legal and
financial support during the patenting process, especially for small and medium
size firms (SMEs). Compared to the international and larger firms which file more
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patents then their small and medium size counterparts (Neuha¨usler, 2012), SMEs
have less financial resources (Frietsch et al., 2013) to finance their innovative ac-
tivities. At the same time, SMEs are seen as an important source of innovation
and employment growth in the economy.
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Logit Model
The econometric model of conditional logit analysis in bankruptcy forecasting was
first introduced to avoid well-known problems associated with Discriminant Anal-
ysis (DA) using vector of predictors. Some of these problems are the assumptions
of the distributional properties of the vectors, such as normally distributed pre-
dictors and the same variance-covariance matrices of the predictors for both failed
and non-failed groups. Conditional logit analysis estimates the probability a firm
defaults within a specified time horizon, using a set of indicators and given that
the firm belongs to a pre-specified group (Ohlson, 1980). Therefore, the probabil-
ity of default depends conditionally on the predictors. Another advantage of logit
is that the output is probability of default (PD) and therefore no score needs to
be converted to a probabilistic measure.
Let Xi represent a vector of predictors for the ith observation, β a set of
coefficients to be estimated and P (Xi, β) probability of default for a given Xi
and β. P is a probability function with with the output 0 ≤ P ≤ 1 reflected by
the binary sample of defaulting and non-defaulting firms. In order to estimate
the coefficients in the β vector the following form of log-likelihood function is
maximised.
L(β) ≡
∑
i∈SD
logP (Xi, β) +
∑
i∈SND
log(1− P (Xi, β))
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The index SD represents the defaulting group and SND non-defaulting group.
The probability function P is the logistic distribution indicated below;
P = (1 + exp(−yi))−1
Where,
yi ≡
∑
i
βjXij = β
′
Xi
Which implies firstly, as y increases P increases and secondly, y equals to
log[P/(1− P )]. Therefore, the model is fairly easy to implement and interpret.
134
Appendix B
Conversion of Scores into
Probability of Default (PD)
The conversion of rating scores into PDs provides us with a link to the existing
rating classes reported by rating agencies such as Moody’s and S&P. In the Lo-
gistic model a sigmoid function is applied to estimate PD assuming the logistic
distribution of the latent variable. However, such an assumption is often not com-
patible with reality. In general the company score, as it is computed by the SVM
or logit, defines the distance between companies in terms of PD: the lower the
difference in scores, the closer are companies. If a company has a higher score,
it lies farther from successful companies and, therefore, its PD should be higher.
This means that the dependence between scores and PDs is assumed to be mono-
tonic. No further assumptions about the form of this dependence will be made
in contrast to the already mentioned logit model with a prespecified functional
transformation from the score to PD.
The conversion procedure consists of the estimation of PDs for the observations
of the training set with a subsequent monotonisation (step one and two) and the
computation of a PD for a new company (step three).
Step one is the estimation of PDs for the companies of the training set. This is
done using standard smoothing techniques in order to preliminary evaluate PDs
for all i = 1, 2, . . . , n observations of the training set:
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P˜D(z) =
∑n
i=1w(z − zi)I(yi = 1)∑n
i=1w(z − zi)
, (B.0.1)
where w(z − zi) = exp {(z − zi)2/2h2}. The rank of the i-th company zi =
Rank{f(xi)} can be 1, 2, 3, . . . up to n depending on its score f(xi); the higher
the score is, the higher is the rank. h is a bandwidth, in our case h = 0.09n. The
smaller is the bandwidth, the smoother is P˜D(z). When h → 0 no smoothing is
performed and all P˜D(zi), i = 1, 2, . . . , n, will be either 1 or 0; when h →∞, all
P˜D(zi) will have the same value equal to the average probability of default for
the training set.
Using the company rank z instead of the score f(x) a k-NN smoother is ob-
tained with Gaussian weights w(z−zi)∑n
j=1 w(z−zj) which decay gradually as |z− zi| grows.
This differs from the most commonly used k-NN smoother that relies on the uni-
form weights 1
k
I(|z − zi| < k2 + 1).
The preliminary PDs evaluated at step one are not necessarily a monotonic
function of the score. This is due to the fact that companies with close scores
may have for different reasons a non-concordant binary survival indicator y. The
monotonisation of P˜D(zi), i = 1, 2, . . . , n is achieved at step two using the Pool
Adjacent Violator (PAV) algorithm (Barlow et al., 1972). Figure B.1 illustrates
the workings of the algorithm. The companies are ordered according to their rank
and have here the indicator y = 1 for insolvent and y = 0 for solvent companies.
The thin line denotes the PDs estimated using the k-NN method with uniform
weights and k = 3. At the interval between the observations with rank 1 and 2
monotonicity is violated and is corrected with the PAV algorithm. The bold line
shows PDs after monotonisation.
The PAV algorithm solves the following optimisation problem: given data
{zi, yi}ni=1 with z1 ≤ z2 ≤ . . . ≤ zn find the monotonic increasing function m(zi),
i.e. m(z1) ≤ m(z2) ≤ . . . ≤ m(zn) that minimises
∑n
i=1 {yi −m(zi)}2. The
solution to this problem is pooling (averaging) the adjacent observations that are
violating monotonicity. The PAV acronym comes from this property. Mammen
(1991) has shown that one can equivalently start with the PAV step and then
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Figure B.1: Monotonisation of PDs with the pool adjacent violator algorithm.
Note: The thin line denotes PDs estimated with the k-NN method with uniform weights and
k = 3 before monotonisation and the bold line after monotonisation. Here y = 1 for insolvencies,
y = 0 for solvent companies.
smooth with a Nadaraya-Watson kernel estimator (Nadaraya (1964)).
As a result monotonised probabilities of default PD(xi) is obtained for the
observations of the training set. A PD for any observation x of the testing set is
computed by interpolating PDs for two adjacent, in terms of the score, observa-
tions from the training set. If the score for x lies beyond the range of the scores
of the training set, then PD(x) is set equal to the score of the first neighbouring
observation of the training set.
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Estimating Rating Applying logit
Model
In order to assign a rating class to each firms, first we estimate the probability
of default (PD) for each firm using a logit regression. For details of the logit
regression see Appendix A.
In our analysis, defaulting group SD represents the firms which filed at least
one credit event within two years period from the date of the financial report.
Credit event means: liquidation under Chapter 7 of the US Bankruptcy Code,
restructuring under Chapter 11 of the US Bankruptcy Code, default on coupon or
principle payments and covenant. SND represents the firms with no credit event
record. In our data set from 444,392 observations with financial information 11,424
(2.57%) observations are labelled as distressed and 432,968 (97.43%) as solvent.
We specify Xi a vector of 10 accounting ratios which were identified by a for-
ward variable selection approach as the most significant factors amongst a wide
range of indicators. These 10 indicators are: Total Debt/Total Assets, Current As-
sets/Current Liabilities, Operating Income/Total Assets, Working Capita/Total
Assets, CASH/Total Assets, CASH/Current Liabilities, Current Liabilities/Total
Liabilities, Account Receivables/Sales, Inventory/Sales and Net Income/Total As-
sets.
After estimating PD for each firm, we map each PD to a Moody’s rating class
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Table C.1: Rating classes mapped to Moody’s historical Average Cumulative De-
fault Rates (ACDR)
Moody’s Rating Classes Moody’s ACDR PD intervals Rating Classes
Aaa 0.000% 0.000% ≤ PD < 0.019% 17, 18 19
Aa 0.019% 0.019% ≤ PD < 0.095% 14, 15, 16
A 0.095% 0.095% ≤ PD < 0.506% 11, 12, 13
Baa 0.506% 0.506% ≤ PD < 3.222% 8, 9, 10
Ba 3.222% 3.222% ≤ PD < 11.298% 5, 6, 7
B 11.298% 11.298% ≤ PD < 30.509% 2, 3, 4
Caa–C 30.509% PD ≥ 30.509% 1
1. Moody’s historical Average Cumulative Default Rates (ACDR) are derived from
Monthly Cohorts: 1970–2006 for 2 year time horizon and represent mean of the boot-
strapped samples for each class.
2. In order to have higher granularity of the rating classes, the ACDR between each rating
class is divided into three intervals and each interval is assigned to a rating scale. Then
we mapped estimated PD for each firm to the relevant interval to derive its representative
rating scale, i.e. 1 for the least stable companies (C) and 19 for the safest ones (Aaa).
which have been defined based on Moody’s historical average cumulative default
rates. In order to have higher granularity of the rating classes, we have divided
each Moody’s rating class into three classes. As a result we have defined 19
rating scales with 1 for the least stable companies (C) and 19 for the safest ones
(Aaa). Details of our rating class variable mapped against Moody’s rating classes
is provided in Table C.1.
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