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Abstract 
 This paper considers the problem of prediction in a panel data regression model 
with spatial autocorrelation in the context of a simple demand equation for liquor. This is 
based on a panel of 43 states over the period 1965-1994. The spatial autocorrelation due 
to neighboring states and the individual heterogeneity across states is taken explicitly into 
account. We compare the performance of several predictors of the states demand for 
liquor for one year and five years ahead. The estimators whose predictions are compared 
include OLS, fixed effects ignoring spatial correlation, fixed effects with spatial 
correlation, random effects GLS estimator ignoring spatial correlation and random effects 
estimator accounting for the spatial correlation. Based on RMSE forecast performance, 
estimators that take into account spatial correlation and heterogeneity 
across the states perform the best for one year ahead forecasts. However, for two to five 
years ahead forecasts, estimators that take into account the heterogeneity across the states 
yield the best forecasts. 
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1 Introduction
This paper focuses on prediction in a simple demand equation for liquor based on a panel
of 43 states over the period 1965-1994. The spatial autocorrelation due to neighboring
states and the individual heterogeneity across states is taken explicitly into account. In
order to explain how spatial autocorrelation may arise in the demand for liquor, we note
that liquor prices vary among states primarily due to variation in state taxes on liquor.
For example, in 1983, state excise taxes ranged from $1.50 per gallon in a low state tax
like Maryland to $6.50 per gallon in Florida. In 1984, apparent per capita consumption
of alcohol for persons 14 years and older in New Hampshire was 4.91 gallons, a little less
than twice the national median of 2.64 gallons per capita. This does not imply that New
Hampshire residents are heavy drinkers. Carlson (1985, p.31) reports that “about 55% of
New Hampshire’s $155 million in annual liquor sales is to out of state tipplers.” Border
effect purchases not explained in the demand equation can cause spatial autocorrelation
among the disturbances. 1At the county level, liquor is not available in dry counties and
consumers are forced to buy it from adjacent wet counties. The availability and pricing
of liquor also varies as we move from private licensed states to monopoly states. Private
licensed states are states with privately owned liquor stores that are licensed by the state.
Monopoly states have a legal monopoly on the wholesale or retail of liquor. For more
on the effects of the two governmental systems on prices, revenues and consumption of
liquor, see Simon (1966) and Zardkoohi and Sheer (1984).
This paper models the demand for liquor as follows:
yit = x
′
itβ + εit i = 1, ..., N ; t = 1, ..., T (1)
where yit denotes the real per capita consumption of liquor measured in gallons of distilled
spirits by persons of drinking age (16 years and older). The explanatory variables include
the average retail price of a 750 ml of Seagram 7 expressed in real terms, and the real per
capita disposable income of each state and a time trend. All variables, except the time
trend, are expressed in logarithms and the estimated coefficients represent elasticities.
Per capita consumption of liquor is obtained from the Distilled Spirits Institute, the price
series is obtained from various issues of The Liquor Handbook and updated using the
1In fact, Baltagi and Griffin (1995) used the minimum price in neighboring states to capture border
effects purchases.
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price of alcoholic beverages from the inter city cost of living index published quarterly
by the American Chamber of Commerce Researchers Associates. Per capita disposable
income data on a state basis are published in various issues of the Survey of Current
Business. Population data are obtained from various issues of the Current Population
Reports. Price deflators are obtained from the Bureau of Labor Statistics. N = 43 states
and T = 30 years. We only use the first 25 years for estimation and reserve the last 5
years for out of sample forecasts. For data sources, see Baltagi and Griffin (1995). Here,
we update the data 12 years from 1983 to 1994. The disturbance term follows an error
component model with spatially autocorrelated residuals, see Anselin (1988, p 152). The
disturbance vector for time t is given by
εt = µ+ φt (2)
where εt = (ε1t, ..., εNt)
′, µ = (µ1, ..., µN)′ denotes the vector of state effects and φt =
(φ1t, ..., φNt)
′ are the remainder disturbances which are independent of µ. The φt’s follow
the spatial error dependence model
φt = λWφt + νt (3)
where W is the matrix of known spatial weights of dimension N ×N and λ is the spatial
autoregressive coefficient. νt = (ν1t, ..., νNt)
′ is iid(0, σ2ν) and is independent of φt and
µ. The spatial matrix W is constructed as follows: a neighboring state takes the value
1, otherwise it is zero. The rows of this matrix are normalized so that they sum to one.
The µi’s are the unobserved state specific effects which can be fixed or random, see Hsiao
(1986). State specific effects include but are not limited to the following: (i) States like
Montana, New Mexico and Arizona with Indian reservations sell tax-exempt liquor. (ii)
States like Florida, Texas, Washington and Georgia with tax exempt military bases. (iii)
Utah, a state with a high percentage of Mormons (a religion which forbids drinking)
had an adult per capita consumption of liquor in 1994 of 1.2 gallons. This is much less
than the national average of 1.82 gallons per adult. (iv) Nevada, a highly touristic state,
has per capita consumption of liquor in 1994 of 4.68 gallons which is more than twice
the national average. Not accounting for these state specific effects may lead to biased
estimates. There are also numerous government interventions and restrictions as well as
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health warnings and Surgeon General’s reports. These include the Alcohol Traffic Safety
Act of 1983 which provided states with the financial incentives to enforce stringent drunk
driving laws. Also the Federal Uniform Drinking Age Act of 1984 passed by Congress
to pressure all states into raising the drinking age to 21. Numerous warning labels on
all alcoholic beverages warning pregnant women about the dangers of drinking and the
public about the dangers of drinking and driving. Kenkel (1993) reports that between
1981 and 1986, 729 state laws were enacted pertaining to drunk driving.
2 Estimation
Table 1 reports the estimates of a simple, albeit naive demand model for liquor using
pooled OLS.2 These estimates ignore the states heterogeneity and the spatial autocorre-
lation. The price elasticity estimate is -0.77, while the income elasticity estimate is 1.47
and both are statistically significant. Next, we take into account the spatial autocorre-
lation, and estimate the model using maximum likelihood method described in Anselin
(1988). This assumes normality of the disturbances but ignores the heterogeneity across
states. The resulting estimates are reported as pooled spatial in Table 1. This yields a
slightly higher price (-0.82) and income elasticities (1.61) than OLS ignoring the spatial
correlation. Both elasticities are significant. The estimate of λ is 0.34.3 In addition, we
conducted a grid search procedure over λ to ensure a global maximum. The likelihood
ratio test for λ = 0 yields a value of 102.9 which is asymptotically distributed as χ21 under
the null hypothesis. The null is rejected justifying concern over spatial autocorrelation.
Table 2 allows for different parameter (heterogeneous) estimates for each year. The
first set of estimates give the cross-sectional demand equation estimates using OLS for
each year. The price elasticity estimates varied between -1.41 in 1989 to 0.09 in 1977,
while the income elasticity estimates varied between 0.97 in 1989 to a high of 1.75 in 1971.
Pesaran and Smith (1995) suggested averaging these heterogeneous estimates to obtain a
pooled estimator. This yields a price elasticity estimate of -0.58 and an income elasticity
estimate of 1.45, both of which are significant. These are reported as average heteroge-
neous OLS in Table 1. These individual cross-section regressions and their average do
not take the spatial autocorrelation into account. Using the normality assumption, we
2For a dynamic demand model of liquor, see Baltagi and Griffin (1995).
3This was obtained using the Constrained Optimum (CO) module with GAUSS version 4.0.28.
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re-estimate these cross-sectional demand equations using the maximum likelihood esti-
mates (MLE) described in Anselin (1988) which account for spatial autocorrelation in the
disturbances. These heterogeneous spatial estimates are reported in Table 2 along with
the corresponding estimate of λ. We also report for each year the Lagrange Multiplier
test for λ = 0, given in Anselin and Bera (1998). The spatial coefficients estimates are
insignificant at the 5% level in 15 out of the 25 years used for estimation. They are signifi-
cant in 1975, 1979, 1981, 1982, 1984, 1985, 1986, 1987, 1988 and 1989. The heterogeneous
MLE estimates accounting for spatial autocorrelation do not differ much from the het-
erogeneous OLS estimates ignoring spatial autocorrelation. The price elasticity estimates
varied from a low of -0.16 in 1983 to a high of -1.56 in 1989, while the income elasticity
estimates varied from a low of 0.97 in 1989 to a high of 1.88 in 1971. The average pooled
spatial heterogeneous MLE estimator yields a price elasticity estimate of -0.77 and an
income elasticity estimate of 1.59 with a spatial autocorrelation parameter estimate of λ
of 0.31, all of which are significant. These are reported in Table 1 as the average spatial
maximum likelihood estimates. Note that these estimates are slightly higher than the
average heterogeneous OLS estimates ignoring spatial autocorrelation.
Next, we account for heterogeneity across states by using the fixed effects (FE) es-
timator. This model assumes that the µi’s are fixed parameters to be estimated. The
F -statistic for testing the significance of the state dummies yields a value of 165.79 which is
statistically significant. Note that if these state effects are ignored, the OLS estimates and
their standard errors in Table 1 would be biased and inconsistent, see Moulton (1986).4
Ignoring the spatial effects, the FE estimator can be obtained by running the regression
with state dummy variables or by performing the within transformation and then running
OLS, see Hsiao (1986). Denote these estimates by βˆFE. These are reported in Table 1 as
FE. Compared to the OLS estimates, the price elasticity estimate drops to -0.68 and the
income elasticity estimate to 0.94 and both are significant.
This FE estimator does not take into account the spatial autocorrelation. This pa-
per estimates the fixed effects with spatial autocorrelation using MLE.5 In addition, we
checked this global maximum using a grid search procedure over λ. 6 The estimates
4Note that prices vary across states mainly due to tax changes across states. To the extent that
endogeneity in prices is due to its correlation with the state effects makes the fixed effects estimator a
viable estimator which controls for endogeneity by wiping out the state effects.
5This was obtained using the Constrained Optimum (CO) module with GAUSS version 4.0.28.
6In fact, Figure 1 shows that the maximum likelihood function is well behaved for values of λ around
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are reported in Table 1 as FE-Spatial. These results yield a much lower price elasticity
estimate of -0.31 and a lower income elasticity estimate of 0.61 than the FE estimator.
Both estimates are statistically significant. The λ estimate is 0.62. The likelihood ratio
test for λ = 0, yields a χ21 test statistic of 445.4. This is statistically significant and rejects
the null of λ = 0 in the FE model.
For the random effects model, the µi’s are iid(0, σ
2
µ) and are independent of the φit’s,
see Anselin (1988). For this model, we need to derive the variance-covariance matrix.
Let B = IN − λW , then the disturbances in equation (3) can be written as follows:
φt = (IN − λW )−1νt = B−1νt. Substituting φt in (2), we get
ε = (ιT ⊗ IN)µ+ (IT ⊗B−1)ν (4)
where ιT is a vector of ones of dimension T and IN is an identity matrix of dimension N .
The variance covariance matrix is
Ω = E(εε′) = σ2µ(ιT ι
′
T ⊗ IN) + σ2ν(IT ⊗ (B′B)−1) (5)
In this case, GLS on (1) using Ω−1 derived by Anselin (1988, p.154) yields βˆGLS.
If λ = 0, so that there is no spatial autocorrelation, then B = IN and Ω from (5)
becomes the usual error component variance-covariance matrix
ΩRE = E(εε
′) = σ2µ(ιT ι
′
T ⊗ IN) + σ2ν(IT ⊗ IN) (6)
Applying GLS using this ΩRE yields the random effects (RE) estimator which we will
denote by βˆRE. The one-sided Breusch and Pagan (1980) test for σ
2
µ = 0 yields a N(0, 1)
test statistic of 97.3 which is statistically significant. Feasible GLS is based on Amemiya’s
(1971) method of estimating the variance components. This is an analysis of variance
method that uses FE residuals in place of the true disturbances. The results are reported
as RE in Table 1. In fact, the price elasticity estimate is -0.68 and the income elasticity
estimate is 0.96 and both are significant. These RE estimates are close to those of the
FE estimator. In fact, a Hausman (1978) test statistic for misspecification based on the
difference between the FE and RE estimators of β yield a χ23 test statistic of 3.36 which
is statistically insignificant. The null hypothesis is not rejected and we conclude that the
the global maximum.
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RE estimator is consistent.
If λ 6= 0, MLE under normality of the disturbances using this error component model
with spatial autocorrelation is derived in Anselin (1988). Here we apply this MLE using
the CO module of GAUSS version 4.0.28. In addition, we checked the global maximum
by running a grid search procedure over λ and ρ = σ2µ/(σ
2
µ + σ
2
ν). The latter is a positive
fraction allowing a grid search over values of ρ between zero and one. 7 The results
are reported in Table 1 as RE-Spatial. These results yield a much lower price elasticity
estimate of -0.32 and a lower income elasticity estimate of 0.65 than the RE estimator.
Both estimates are statistically significant. The λ estimate is 0.61 which is close to that
of the FE-spatial model. The likelihood ratio test for λ = 0, yields a χ21 test statistic of
423.1. This is statistically significant and rejects that λ = 0 in the RE model.
We now turn to comparing these various estimators using five years ahead forecasts.
These are out of sample predictions for 1990, 1991, .., and 1994.
3 Prediction
Goldberger (1962) showed that, for a given Ω, the best linear unbiased predictor (BLUP)
for the ith state at a future period T + S is given by
ŷi,T+S = x
′
i,T+SβˆGLS + ω
′Ω−1εˆGLS (7)
where ω = E(εi,T+Sε) is the covariance between the future disturbance εi,T+S and the
sample disturbances ε. βˆGLS is the GLS estimator of β from (1) based on Ω, and εˆGLS
denotes the corresponding GLS residual vector.
For the error component model without spatial autocorrelation (λ = 0), Taub (1979)
derived this BLUP and showed that it reduces to
ŷi,T+S = x
′
i,T+SβˆGLS +
σ2µ
σ21
(ι′T ⊗ l′i)εˆGLS (8)
where σ21 = Tσ
2
µ+ σ
2
ν and li is the ith column of IN . The typical element of the last term
of (8) is
Tσ2µ
σ21
ε¯i.,GLS where ε¯i.,GLS =
∑T
t=1 εˆti,GLS/T. Therefore, the BLUP of yi,T+S for the
7Figure 2 shows that the maximum likelihood function is well behaved for values of λ and ρ around
the global maximum.
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RE model modifies the usual GLS forecasts by adding a fraction of the mean of the GLS
residuals corresponding to the ith state. In order to make this forecast operational, βˆGLS is
replaced by its feasible GLS estimate βˆRE reported in Table 1 and the variance components
are replaced by their feasible estimates. The corresponding predictor is labeled the RE
predictor in Table 3.
Baltagi and Li (1999) derived the BLUP correction term when both error components
and spatial autocorrelation are present. In this case the predictor reduces to
ŷi,T+S = x
′
i,T+SβˆGLS + Tθ
N∑
j=1
δj ε¯j.,GLS (9)
where θ =
σ2µ
σ2ν
, δj is the jth element of the ith row of V
−1 with V = TθIN + (B′B)−1and
ε¯j.,GLS =
∑T
t=1 εˆtj,GLS/T. In other words, the BLUP of yi,T+S adds to x
′
i,T+SβˆGLS a
weighted average of the GLS residuals for the N regions averaged over time. The weights
depend upon the spatial matrixW and the spatial autocorrelation coefficient λ. To make
this predictor operational, we replace βˆGLS, θ and λ by their estimates from the RE-
spatial MLE reported in Table 1. The corresponding predictor is labeled RE-spatial in
Table 3.
When there is no spatial autocorrelation, i.e., λ = 0, the BLUP correction term given
in (9) reduces to the RE predictor term given in (8). Also, when there are no random
state effects, so that σ2µ = 0, then θ = 0 and the BLUP prediction term in (9) drops out
completely from equation (7). In this case, Ω in (5) reduces to σ2ν(IT ⊗ (B′B)−1) and
GLS on this model, based on the MLE of λ, yields the pooled spatial estimator reported
in Table 1. The corresponding predictor is labeled the pooled spatial predictor in Table
3.
If the fixed effects model without spatial autocorrelation is the true model, then the
BLUP is given by
y˜i,T+S = x
′
i,T+Sβ˜FE + µ˜i (10)
see Baillie and Baltagi (1998), with µi estimated as µ˜i = y¯i.− x¯′i.βˆFE and y¯i. =
∑T
t=1 yit/T
and x¯i. similarly defined. Note that in this case, λ = 0, so that φit in (3) reduces to νit
and the latter are not serially correlated over time. Therefore, ω = E(νi,T+Sν) = 0, and
the last term of (7) for the FE model is zero. However, the µ˜i appear in the predictions
as shown in (10). The corresponding predictor is labeled the FE predictor in Table 3.
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If the fixed effects model with spatial autocorrelation is the true model, then the
problem is to predict
yi,T+S = x
′
i,T+Sβ + µi + φi,T+s (11)
with φT+S = λWφT+S + vT+s obtained from (3). Unlike the previous case, λ 6= 0 and
the µi’s and β have to be estimated from MLE, i.e., using the FE-spatial estimates. The
disturbance vector from (3) can be written as φ = (IT⊗B−1)v, so that ω = E(φi,T+Sφ) =
0 since the υ’s are not serially correlated over time. So the BLUP for this model looks like
that for the FE model without spatial correlation given in (10) except that the µi’s and
β are estimated assuming λ 6= 0. The corresponding predictor is labeled the FE-spatial
predictor in Table 3.
Table 3 gives the RMSE for the one year, two year,.., and five year ahead forecasts along
with the RMSE for all 5 years. These are out of sample forecasts from 1990 to 1994. Each
year’s RMSE is obtained from 43 state by state predictions. We compare the forecasts
for all 5 years. The pooled OLS predictor in Table 3 is computed as ŷi,T+S = x
′
i,T+SβˆOLS.
Pooled OLS, which ignores spatial autocorrelation and heterogeneity across the states
gives a RMSE over the 5 years of 0.2590. Accounting for spatial autocorrelation using
the pooled spatial estimator increases this RMSE to 0.2678. This predictor replaces the
OLS estimator of β by that of pooled spatial MLE reported in Table 1. Substituting the
average heterogeneous OLS estimator (which ignores spatial autocorrelation but allows for
parameter heterogeneity across time) more than triples the RMSE of pooled OLS yielding
a RMSE to 0.8781. This forecast performance is not improved by accounting for spatial
autocorrelation. Substituting the average heterogeneous spatial MLE yields a RMSE of
0.9678. Parameter heterogeneity is costly in terms of RMSE forecast performance and
is beaten by estimators that rely on parameter homogeneity. A substantial improvement
in RMSE forecast performance occurs when one uses a simple FE or RE estimators. In
fact, the simple FE estimator without spatial autocorrelation yields a RMSE of 0.1360
followed closely by the RE estimator without spatial autocorrelation with a RMSE of
0.1367. These predictors were described in (10) and (8), respectively. Taking into account
both heterogeneity and spatial autocorrelation, the best forecast performance for one
year ahead is obtained by the RE estimator with spatial autocorrelation which yields a
RMSE of 0.1207, followed closely by the FE with spatial autocorrelation estimator with a
RMSE of 0.1213. The FE-spatial predictor is obtained as in (10) but with the FE-spatial
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estimates from Table 1 replacing the FE estimates. The RE-spatial predictor is obtained
from (9) by substituting the RE-spatial estimates from Table 1. For two or more years
ahead forecasts, the FE estimator without spatial correlation performs the best followed
by the RE estimator.
In sum, for the simple liquor demand model chosen to illustrate our forecasts, taking
into account the heterogeneity across states by a FE or RE estimators yields the best
out of sample RMSE forecast performance. The FE estimator gives the lowest RMSE for
1991, 1992, 1993 and 1994 and is only surpassed by the RE-spatial estimator in the first
year, 1990. Overall, both the FE and RE estimators perform well in predicting liquor
demand. Adding the spatial correlation in the model does not improve prediction except
for the first year. However, as we show next, the difference in forecast accuracy between
FE and FE-spatial or RE-spatial is not significant.
To compare the out-of-sample forecast performance, we conduct the Diebold and Mar-
iano (1995) test on the eight forecasts considered in this paper. The null hypothesis is
that there is no difference in forecast accuracy of the two competing forecasts. Briefly, this
test considers two forecast errors series, {êt} and {e˜t}, based on two competing methods.
Suppose the loss function is g(·). In our case, g(et) = e2t . Diebold and Mariano (1995)
proposed an asymptotic test
S =
d¯√
Var(d¯)
(12)
where d¯ = 1
T
∑T
t=1[g(êt) − g(e˜t)] and Var(d¯) is the Hubert/White robust variance of the
numerator. The test statistic S ∼ N(0, 1). See Diebold and Mariano (1995) and West
(2005) for more details. We conduct this test for pair-wise comparisons based on the
eight forecasts. The results for the five year forecast averaged over the 43 states are
reported in Table 4. For example, the FE model is significantly better than the pooled
OLS, the pooled spatial, the average heterogeneous OLS, the average spatial MLE, and
the RE models in terms of out-of-sample forecast performance. However, the difference in
forecast accuracy between FE and FE-spatial or RE-spatial is insignificant. These results
are in agreement with the findings in the last column of Table 3. We also conduct the
Diebold-Mariano test on a year by year basis. The results are consistent with the first
five columns in Table 3 and are available upon request from the authors. We add the
caveat that comparisons of forecast accuracy is but one of many diagnostics that should
be considered, and that the superiority of a particular forecast does not necessarily mean
9
that other forecasts contain no additional information, see Diebold and Mariano (1995).
Some of the limitations of our study is that we used a simple static model of liquor
demand when a dynamic liquor demand may be more appropriate. However, the latter
model introduce additional econometric complications for our forecasting illustrations
and these are beyond the scope of this paper. Despite these limitations, this paper
lays out a simple methodology for forecasting with panel data models that are spatially
autocorrelated.
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Table 1: Estimates of Liquor Demand
(Based on 25 years, standard errors in parentheses)
Price Income Year
Pooled OLS −0.774(0.088)
1.468
(0.065)
−0.062
(0.004)
Pooled Spatial −0.819(0.093)
1.605
(0.070)
−0.067
(0.004)
Average Heterogeneous OLS
−0.584
(0.064)
1.451
(0.041)
Average Spatial MLE
−0.766
(0.062)
1.589
(0.044)
FE
−0.679
(0.044)
0.938
(0.063)
−0.049
(0.002)
FE-Spatial −0.314(0.044)
0.612
(0.075)
−0.029
(0.002)
RE −0.682(0.044)
0.959
(0.062)
−0.049
(0.002)
RE-Spatial
−0.317
(0.045)
0.654
(0.075)
−0.030
(0.002)
† The numbers in parentheses are standard errors.
∗ The F test for H0;µ = 0 in FE model is F (42, 1029) = 165.79 with p = 0.000.
∗∗ The Breusch-Pagan test for H0;σ2µ = 0 in RE model is 97.30 with p = 0.000.
∗∗∗ The Hausman test based on FE and RE yields χ23 of 3.36 with p = 0.339.
Table 2: Heterogeneous Estimates of Liquor Demand
Heterogeneous OLS Heterogeneous Spatial LM∗
Price Income Price Income λ
1965 −0.354(0.524)
1.454
(0.286)
−0.371
(0.496)
1.559
(0.324)
0.238
(0.195)
1.437
(0.231)
1966 −0.299(0.523)
1.447
(0.291)
−0.393
(0.499)
1.551
(0.325)
0.260
(0.189)
1.893
(0.169)
1967
−0.405
(0.506)
1.543
(0.294)
−0.487
(0.480)
1.642
(0.325)
0.251
(0.192)
1.679
(0.195)
1968
−0.489
(0.507)
1.633
(0.291)
−0.657
(0.484)
1.749
(0.320)
0.314
(0.185)
2.724
(0.099)
1969
−0.367
(0.533)
1.640
(0.312)
−0.443
(0.505)
1.740
(0.340)
0.244
(0.189)
1.681
(0.195)
1970 −0.992(0.569)
1.664
(0.319)
−1.084
(0.553)
1.752
(0.342)
0.245
(0.183)
1.889
(0.169)
1971 −1.306(0.584)
1.749
(0.331)
−1.424
(0.577)
1.884
(0.364)
0.264
(0.182)
2.297
(0.130)
1972
−1.230
(0.596)
1.693
(0.380)
−1.434
(0.613)
1.854
(0.413)
0.298
(0.177)
3.111
(0.078)
1973
−0.933
(0.590)
1.419
(0.390)
−1.171
(0.578)
1.578
(0.417)
0.308
(0.169)
3.730
(0.053)
1974 −1.054(0.571)
1.576
(0.400)
−1.263
(0.570)
1.723
(0.423)
0.304
(0.172)
3.419
(0.064)
1975 −1.098(0.605)
1.528
(0.418)
−1.556
(0.599)
1.843
(0.454)
0.392
(0.169)
5.006
(0.025)
1976 −0.081(0.704)
1.401
(0.459)
−0.459
(0.731)
1.640
(0.504)
0.267
(0.178)
2.314
(0.128)
1977
0.091
(0.680)
1.329
(0.443)
−0.313
(0.706)
1.603
(0.499)
0.280
(0.181)
2.347
(0.126)
1978
0.047
(0.622)
1.305
(0.437)
−0.244
(0.604)
1.587
(0.488)
0.281
(0.179)
2.417
(0.120)
1979 −0.424(0.605)
1.374
(0.397)
−0.718
(0.531)
1.650
(0.426)
0.364
(0.162)
5.132
(0.023)
1980 −0.313(0.614)
1.225
(0.372)
−0.498
(0.564)
1.392
(0.390)
0.287
(0.170)
3.042
(0.081)
1981
−0.271
(0.515)
1.383
(0.362)
−0.442
(0.456)
1.528
(0.364)
0.336
(0.163)
4.435
(0.035)
1982
−0.294
(0.476)
1.415
(0.355)
−0.377
(0.424)
1.553
(0.355)
0.334
(0.162)
4.660
(0.031)
1983
−0.161
(0.504)
1.471
(0.351)
−0.157
(0.468)
1.586
(0.353)
0.302
(0.169)
3.542
(0.060)
1984 −0.617(0.531)
1.463
(0.361)
−0.713
(0.493)
1.548
(0.355)
0.354
(0.157)
5.593
(0.018)
1985 −0.698(0.540)
1.443
(0.341)
−0.884
(0.511)
1.497
(0.338)
0.337
(0.160)
4.764
(0.029)
1986
−0.273
(0.522)
1.476
(0.314)
−0.526
(0.508)
1.517
(0.311)
0.366
(0.158)
5.214
(0.022)
1987
−0.478
(0.487)
1.557
(0.278)
−0.711
(0.469)
1.621
(0.279)
0.358
(0.162)
4.744
(0.029)
1988
−1.178
(0.446
1.127
(0.255
−1.255
(0.424
1.153
(0.266
0.344
(0.165)
4.487
(0.034)
1989 −1.409(0.367)
0.966
(0.253)
−1.564
(0.320)
0.967
(0.258)
0.477
(0.145)
9.732
(0.002)
∗This gives the LM statistic for H0;λ = 0 and the corresponding p-value in parenthesis.
Table 3: RMSE Performance of Out-of-Sample Forecasts
(Estimation sample of 25 years. Prediction sample of 5 years)
1990 1991 1992 1993 1994 5 Years
Pooled OLS 0.2485 0.2520 0.2553 0.2705 0.2678 0.2590
Pooled Spatial 0.2548 0.2594 0.2638 0.2816 0.2783 0.2678
Average Heterogeneous OLS 0.7701 0.8368 0.8797 0.9210 0.9680 0.8781
Average Spatial MLE 0.8516 0.9237 0.9715 1.0142 1.0640 0.9678
FE 0.1232 0.1351 0.1362 0.1486 0.1359 0.1360
FE-Spatial 0.1213 0.1532 0.1529 0.1655 0.1605 0.1515
RE 0.1239 0.1356 0.1368 0.1493 0.1366 0.1367
RE-Spatial 0.1207 0.1517 0.1513 0.1633 0.1581 0.1497
Table 4: Diebold-Mariano Test
1 2 3 4 5 6 7 8
(1) Pooled OLS
(2) Pooled Spatial 2.667
(3) Average Heterogeneous OLS 10.209 10.009
(4) Average Spatial MLE 11.170 10.978 15.176
(5) FE -2.741 -2.984 -12.651 -13.490
(6) FE-Spatial -2.535 -2.766 -12.751 -13.626 1.076
(7) RE -2.729 -2.972 -12.645 -13.484 2.606 -1.004
(8) RE-Spatial -2.562 -2.792 -12.765 -13.638 0.971 -2.629 0.899
The test statistic follows a standard normal distribution asymptotically.


