In this paper, the effect of spatial smoothing (Forward smoothing and Forward-Backward smoothing) on the performance of subspace methods in the presence of Array Model errors for Direction-Of-Arrival (DOA) estimation is studied. Theoretical expressions for the Mean Squared Error (MSE) in DOA are obtained, based on a common framework of analysis. Simulations are carried out to substantiate the theory developed. For the cases considered, smoothing improves the performance of ESPRIT and Minimum-Norm method while it is not so for MUSIC.
INTRODUCTION
Estimation of the Direction Of Arrival (DOA) of highly correlated/coherent sources impinging upon a Uniform Linear Array(ULA) of sensors by the subspace methods (MUSIC,Min-Norm method,ESPRIT), is done by using a spatially smoothed covariance matrix (Forward Smoothed(FS) and Forward-Backward smoothed(FBS)). In practice, the sensor characteristics (gain and phase responses, positions etc.) are not ideal leading to Array Model Errors. These errors contribute to a perturbation in the covariance matrix resulting in a perturbation of the subspaces and therefore an error in the estimated DOA. The performance study in the case of a Forward covariance matrix (RI) (no spatial smoothing) due to Array Model Errors has been carried out in [I, 2, 3, 4, 51. In this paper, we study the effect of spatial smoothing on the asymplotic performance of the subspace methods in the presence of Array Model Errors. The performance measure chosen is the Mecm Squared Error (MSE) in the DOA. Theoretical expressions for the MSE in DOA are obtained for each of the subspace methods, which can be used to analyze any type of array model error given the statistics of the model error substantiated by numerical experiments. The above expressions are general and are applicable to any type of perturbation in the covariance matrix.
BACKGROUND
(1)
PERFORMANCE ANALYSIS
The perturbed asymptotic covariance matrix considered in this paper is given by [2]
The effect of finite data i s not considered in this paper.
The steps involved in the analysis can be outlined as follows 1. Perturb the array model and obtain the expression for AR and subsequently for a?ARPi, for the type of R (FS,FBS) chosen for analysis. 2. Obtain the general expressions for rUiuipipi, ruipip;pi in terms of the statistics of AA; to study the performance of a method, use the a p propriate ai in the MSE expressions.
The general MSE expressions for each of the smoothed covariance matrices are given below. These expressions stated in Theorems 1, 2 are used to obtain the general expressions for the MSE in DOA for the FS and FBS cases.
TYPICAL ARRAY MODEL ERRORS
Various Array Model Errors are presented in [2] . In this paper, we shall consider only two typical array model errors for studying the performance of the subspace methods to serve as an illustration of the theoretical framework presented above. These are (i) Random errors and (ii) Gain and phase errors. Random errors: Assume that the columns of AA are independent, zero-mean, circularly Gaussian random vectors with a known covariance matrix .,"I. Alternately, for i, j = 1,2, e . ., L, Aa,(ui)Aaf(wj) = U~I&j&t, A~( w ; ) AaT(wj) = 0.
(5) Gain and Phase Errors: The gain and phase responses of the sensors are assumed to deviate from the nominal response and can be expressed as [2, 31 where AGi is assumed to be a diagonal matrix. If the effect of mutual coupling is considered, AG; has off-diagonal elements too. Consider the perturbations in the gain and phase response to be small enough, independent of the DOA, and modelled as zero-mean, uncorrelated random variables with variances U:, U : respectively [2, 31, then the statistics of the Angle Independent Errors are given as where 0 denotes the Hadamard (or Schur) product of matrices and ui = ui + up' , ui = -up'. In the case of Angle dependent errors (as in the case of sensor 3. FBS improves the performance of the methods compared to FS (for K > 1) for correlated sources, and is most significant for p = 1 (also seen in Figs. position errors), the variances are assumed to be DOA 3, 4). dependent.
Using the statistics of the errors given above and the expressions given in Theorems 1 and 2, the performance of the methods is studied in this paper. Due to 4. In a one source example, all methods are insensitive to gain errors with smoothing. A similar result was shown for no smoothing case in [3].
lack of space, the simplified expressions are given only
Similar expressions can be easily obtained for ESPRIT and Minimum-Norm methods [8]. 2. Two typical cases of error models, random errors and angle independent gain and phase errors have been studied in detail. For these error models, it is shown [8] that for the Forward case, (K = l), the MSE for all methods is independent of the correlation between sources ( p ) for p < 1 (also seen in Figs. 3 ,4) . 
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