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Introduction 39 40
A common but ad hoc approach in analyzing the relationship between firm size and 41 efficiency is to split the sample of firms into sub-group based on some measures that related to 42 the size of the firms (see for example, Mbaga et al. 2003 ). However, some decision must be 43 made concerning what is the appropriate threshold (i.e., how big must a firm be to be categorized 44 as "large") at which to split the sample. When this value is unknown, some method must be 45 employed in its selection. This type of problem can be rectified by employing threshold 46 stochastic frontier regression. 47 The stochastic frontier regression can also be useful in examining the heterogeneity in 48 production across sectors of a given industry or across countries. For instant, capital stock of 49 different age / quality / productivity and / or human capital of different quality is often used (in 50 an aggregate manner) in production functions (see, for example, Limam and Miller 2004; Koop, 51 Osiewaski and Steel 1999). This, effectively, creates differences in the technological possibilities 52 and gives, in that way, rise to heterogeneity in production. Moreover, in any given sector of an 53 industry, or more so in different countries, different technologies are used because the costs of 54 adopting new technology (or at least better technology) differ across countries or sectors and the 55 rates of innovation also differ substantially. 56 In this paper, we propose a general class of threshold stochastic frontier models that 57 allow for sample splitting or transition, adoption and implementation of new technologies based 58 on the class of threshold models. In particular, we model the transition to the different 59 technology using another perspective. We allow the transition to depend on certain exogenous 60 variables such as human capital and the age of capital stock that represent input quality, and the 61 time trend that allows modeling structural change, i.e., the models proposed here allow for single 62 or multiple covariates in the transition process. In other words, the paper considers a set of 63 threshold SF models. These are essentially switching regression models in which the switching 64 mechanism is a Probit model, and in which the regimes can differ in their coefficients, or in the 65 variance of statistical noise, or in the variance of inefficiency. 66 To estimate the parameters of the proposed models, we use Bayesian inference 67 procedures that organized around Gibbs sampling with data augmentations. The new techniques 68 are then applied to a panel of world production functions using as switching or transition 69 2 variables, human capital, the age of the capital stock (representing input quality), and a time 70 trend to capture structural switching or structural transition. 71 The paper is organized as follows. Section 2 briefly reviews the standard stochastic 72 frontier model. Section 3 proposes a general threshold stochastic frontier models and discusses 73 various special cases via parameter restrictions. Bayesian inferences for the proposed model and 74 its special cases are detailed in Section 4. Section 5 discusses model comparisons. Section 6 75 extends the models discussed in Section 3 to the multiple threshold case. An The parameter is not different in principle from the other parameters. Asymptotic variances come from the information matrix, estimated using first or second derivatives, and these derivatives are well-defined regardless of the mechanism by which the likelihood was maximized. Hence, the asymptotic variances for the other parameters, conditional on the value of , are not correct. Finally, it has to be noted that we maximized over . related to N , we get a sum of squares which is Q . 
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The conditional posterior distribution of the one-sided error variance is Gibbs sampling has been implemented using 60,000 iterations, the first 20,000 of which are 520 discarded to mitigate the impact of startup effects. Convergence is monitored using Geweke's 521 (1992) convergence diagnostic and is reported in Table 1 for a single threshold only.
522
Convergence results for zero and double thresholds are similar and hence omitted here. Note that 523 all t-statistics from Geweke's diagnostics were less than 1.7, and the smallest relative numerical 524 efficiency was 0.4 (which is relatively low). Moreover, we take 110,000 draws after an initial 525 500,000 from different initial conditions have been computed. The results were not sensitive to 526 the initial conditions, which were drawn at random (10 sets in total). We have obtained 527 convergence in all models, except Model 1-age. Focusing on the results reported in the third column of Table 3 , we see that the first regime- . This is Zellner's g-prior distribution (Zellner, 1986 We can extend the model in Section 6 as follows: 
