Reflexivity of the commutant and local commutants of an algebraic operator  by Bračič, Janko
Linear Algebra and its Applications 420 (2007) 20–28
www.elsevier.com/locate/laa
Reflexivity of the commutant and local commutants
of an algebraic operator
Janko Bracˇicˇ
University of Ljubljana, IMFM, Jadranska ul. 19, SI-1000 Ljubljana, Slovenia
Received 8 February 2006; accepted 5 May 2006
Available online 5 October 2006
Submitted by R.A. Brualdi
Abstract
We show that an algebraic operator on a complex Banach space has reflexive commutant if and only if
each zero of the minimal polynomial of the operator is simple. Further, for any operator, the local commutant
at an eigenvector is reflexive. On the other hand, for an algebraic operator whose minimal polynomial has at
least one zero that is not simple, the local commutant of the operator at a given vector is reflexive precisely
when the vector is an eigenvector.
© 2006 Elsevier Inc. All rights reserved.
AMS classification: Primary 47L05; 47B99
Keywords: Algebraic operator; Commutant; Local commutant; Reflexivity
1. Introduction
Let X be a complex Banach space and letS be a nonempty subset of B(X), the Banach algebra
of all bounded linear operators on X. The reflexive cover ofS is the set
RefS := {T ∈ B(X); T x ∈ [Sx] for all x ∈ X},
where Sx = {Sx; S ∈S} and [Sx] is the closed linear span of Sx. It is not hard to see that
RefS is a linear subspace of B(X) and that it is closed in the weak operator topology. A weak
closed linear subspaceS ⊆ B(X) is said to be reflexive ifS = RefS. This definition goes back
to [10] and is related to the theory of invariant subspaces in the following sense. Let U ⊆ B(X)
be a nonempty set. The lattice of invariant subspaces of U is
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LatU = {M; M is a closed linear subspace of X such that TM ⊆ M for all T ∈ U}.
IfL is a collection of closed subspaces of X, define
AlgL = {T ∈ B(X); TM ⊆ M for all M ∈L}.
Assume thatA is a subalgebra of B(X) containing I , the identity operator on X. Then it is easily
seen that RefA = Alg LatA. IfS ⊆ B(X) is not an algebra, then it may happen that RefS is
a proper subset of Alg LatS.
Let n ∈ N be a positive integer and let X(n) denote the direct sum of n copies of X. A space
S ⊆ B(X) is n-reflexive if the space S(n) := {S ⊕ · · · ⊕ S ∈ B(X(n)); S ∈S} is reflexive in
B(X(n)). It is not hard to check thatS is n-reflexive if and only if an operator T ∈ B(X) is inS
whenever, for an arbitrary n-tuple (x1, . . . , xn) of vectors in X and an arbitrary ε > 0, there exists
S ∈S (depending on (x1, . . . , xn) and ε) such that ‖T xi − Sxi‖ < ε for all i = 1, . . . , n. Of
course, ifS is n-reflexive, then it is m-reflexive, for each m  n. Larson proved in [8, Corollary
11] that every commutant is 2-reflexive if X is a separable Hilbert space. However, a slightly
more general assertion holds true. Let (A1, . . . , An) and (B1, . . . , Bn) be two arbitrary n-tuples
of operators on X and let  : B(X) → B(X) be elementary operator given by
(S) = A1SB1 + · · · + AnSBn (S ∈ B(X)).
Proposition 1.1. The kernel of  is n-reflexive.
Proof. Assume that T ∈ B(X) has the property that, for any n-tuple of vectors (x1, . . . , xn)
and any ε > 0, there exists S ∈ ker such that ‖T xi − Sxi‖ < ε, for all i ∈ {1, . . . , k}. Choose
arbitrary e and ε > 0. Then there exists S ∈ ker such that ‖T Bie − SBie‖ < ε, for all i ∈
{1, . . . , k}. It follows that:
‖(T )e‖ = ‖(T − S)e‖  ‖A1‖‖(T − S)B1e‖ + · · · + ‖An‖‖(T − S)Bne‖
< ε(‖A1‖ + · · · + ‖An‖),
which gives T ∈ ker. 
It is easy to see now that each commutant is 2-reflexive. Namely, let U ⊆ B(X). For each
A ∈ U, let δA be the inner derivation on B(X) that is induced by A. Thus, ker δA is 2-reflexive.
Since the intersection of an arbitrary family of n-reflexive spaces is n-reflexive we conclude that
U′ = ∩A∈Uker δA is 2-reflexive. On the other hand, it is not hard to find an example of an operator
whose commutant is not reflexive (every nonzero nilpotent operator will do, see Proposition 2.3).
Thus, a question is, which operators have a reflexive commutant. In Section 2, we are concerned
with the reflexivity of the commutant of an algebraic operator. For a given algebraic operator
T ∈ B(X), the lattice Lat{T }′ (called also the hyperlattice of T ) is difficult to describe (cf. [7]),
however it is possible to characterise those algebraic operators whose commutant is a reflexive
algebra, see Theorem 2.4. Our approach is different from that in [5], where the characterisation
of algebraic operators with reflexive commutant for finite dimensional spaces and for separable
Hilbert spaces is given, and we get the characterisation for a general complex Banach space. The
reader is referred to [2,6] for characterisations of some other classes of operators with reflexive
commutant.
In Section 3, we discuss the reflexivity of the local commutants of an algebraic operator. If
each zero of the minimal polynomial is simple, then the local commutant of the operator at any
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vector is reflexive. On the other hand, if at least one zero of the minimal polynomial is not simple,
only the local commutants at eigenvectors are reflexive.
2. Reflexivity of the commutant of an algebraic operator
For a closed subalgebra A ⊆ B(X) with I ∈A, let MA :=⋂x /=0[Ax]. It is obvious that
MA is a closed subspaces of X.
Lemma 2.1. The subspaceMA ⊆ X is in LatA and it is contained in each nontrivialY ∈ LatA.
Thus, if MA /= {0}, then it is the smallest nontrivial subspace in LatA. On the other hand, if
there exists the smallest nontrivial subspace in LatA, say M, then MA /= {0} and consequently
MA = M.
Proof. Since
AMA ⊆
⋂
x /=0
A[Ax] ⊆
⋂
x /=0
[AAx] ⊆
⋂
x /=0
[Ax] = MA (A ∈A)
we conclude thatMA ∈ LatA. LetY ∈ LatAbe nontrivial and 0 /= y ∈ Y. ThenMA ⊆ [Ay] ⊆
Y.
Assume that there exists the smallest nontrivial subspace in LatA, say M. Since, for each
nonzero x ∈ X, the space [Ax] is a nontrivial element of LatA we have M ⊆ [Ax]. It follows
that {0} /= M ⊆ MA and consequently M = MA, by the first part of the proof. 
Lemma 2.2. LetA ⊆ B(X) be a closed subalgebra with I ∈A such thatA′ /= CI. If MA is
nontrivial, thenA is not reflexive.
Proof. Let 0 /= e ∈ MA. Then there exists ξ ∈ X∗ such that the rank-one operator e ⊗ ξ , which
is given by (e ⊗ ξ)x = 〈ξ, x〉e (x ∈ X), is not in the algebraA. Namely, ifU = {e ⊗ ξ ; ξ ∈ X∗}
was a subset ofA, then we would haveA′ ⊆ U′ = CI (the last equality is easily seen). Let x /= 0
be arbitrary. Then (e ⊗ ξ)x = 〈ξ, x〉e ∈ MA ⊆ [Ax]. Since, for x = 0, (e ⊗ ξ)0 = 0 ∈ [A0] we
conclude that e ⊗ ξ ∈ RefA. 
Note that MA is not necessarily nontrivial ifA′ /= CI . Indeed, let T ∈ B(X) be an operator
with two distinct eigenvalues λ and μ, let y and z be corresponding eigenvectors, i.e. Ty = λy and
T z = μz, and letA ⊂ B(X) be the closed subalgebra generated by T and I . Then T ∈A′ /= CI
and MA = {0} since [Ay] = Cy, [Az] = Cz, and therefore MA ⊆ [Ay] ∩ [Az] = {0}.
Proposition 2.3. Let N ∈ B(X) be a nilpotent operator of order n  2. Then {0} /= [im Nn−1] =
M{N}′ and therefore the commutant {N}′ is not reflexive.
Proof. Of course, the commutant {N}′ is a closed subalgebra of B(X) that contains I . By [1,
Remarque on p. 317], the subspace [im Nn−1] is the smallest nontrivial subspace in Lat{N}′. Thus,
by Lemma 2.1, {0} /= [im Nn−1] = M{N}′ . Since {N}′′ /= CI the commutant is not reflexive, by
Lemma 2.2. 
By [11,16] there are examples of quasinilpotent operators on a separable Hilbert space with
reflexive commutant. Thus, Proposition 2.3 does not hold for this wider class of operators, in
general.
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An operator T ∈ B(X) is algebraic if there exists a nonzero polynomial p such that p(T ) = 0.
It is not hard to see that for an algebraic operator T there exists a unique monic polynomial qT
of the minimal degree, called the minimal polynomial of T , such that qT (T ) = 0. Let qT (z) =
(z − λ1)n1 · · · (z − λk)nk with λ1, . . . , λk distinct. For each index i = 1, . . . , k, denote by Yi the
kernel of (T − λi)ni . Then
X = Y1 ⊕ · · · ⊕ Yk. (1)
Let Zi be the sum of all Yj except Yi and let Pi be the projection on Yi along Zi . Denote
Ni = (T − λi)Pi . Then Ni is a nilpotent of order ni ; if ni = 1, then Ni = 0. Projections Pi and
nilpotents Ni are in the double commutant {T }′′. Operator T can be written as T = λ1P1 +
N1 + · · · + λkPk + Nk and therefore as T = (λ1IY1 + M1) ⊕ · · · ⊕ (λkIYk + Mk), where IYi is
the identity operator on Yi and Mi is the restriction of Ni to Yi (thus, Mi is a nilpotent operator of
order ni on Yi). The reader is referred to [14, Section 5.9], for details about algebraic operators
on a complex Banach space, and to [12, Theorem 1], for the cannonical decomposition of an
algebraic operator on a vector space over a general field.
Theorem 2.4. Let T ∈ B(X) be an algebraic operator. The commutant {T }′ is a reflexive algebra
if and only if each zero of the minimal polynomial qT is simple.
Proof. Assume that the minimal polynomial qT has only simple zeroes. Thus, T = λ1P1 + · · · +
λkPk . Let B ∈ Alg Lat{T }′ be arbitrary. Since the projections Pi (i = 1, . . . , k) are in the double
commutant {T }′′ the subspaces Yi and Zi are in Lat{T }′. Thus, BPi = PiBPi and B(I − Pi) =
(I − Pi)B(I − Pi), which means that BPi = PiB for each i ∈ {1, . . . , k}. We conclude that
BT = T B.
Assume now that at least one of the zeroes of qT is not simple, say λ1. Then N1 is a nilpotent
operator on X of order n1  2 and consequently M1 = N1|Y1 is a nilpotent operator on Y1 of
the same order. According to the decomposition X = Y1 ⊕ Z1 operator T is of the form T =
(λ1IY1 + M1) ⊕ S, where S = T |Z1. By the previous lemmas there exist 0 /= e ∈ im Mn1−11 and
ξ ∈ Y∗1 such that the operator e ⊗ ξ does not commute with M1 however it is in the reflexive cover
of {M1}′. Let f := e ⊕ 0 (according to the decomposition X = Y1 ⊕ Z1) and let η ∈ X∗ be an
extension of ξ to X such that η ∈ Z⊥1 , that is 〈η, y ⊕ z〉 = 〈ξ, y〉 for each y ⊕ z ∈ Y1 ⊕ Z1. (Here
Z⊥1 denotes the annihilator of Z1, i.e. the subspace of X∗ of all those functionals that annihilate
Z1.) It is not hard to see that f ⊗ η = (e ⊗ ξ) ⊕ 0 with respect to decomposition X = Y1 ⊕ Z1.
Let x = y ⊕ z be an arbitrary vector in X = Y1 ⊕ Z1. Since e ⊗ ξ ∈ Ref {M1}′, for every
ε > 0, there exists an operator Aε ∈ {M1}′ such that ‖(e ⊗ ξ)y − Aεy‖ < ε. Let Bε := Aε ⊕ 0 ∈
B(X). ThenBε commutes withT and‖(f ⊗ η)x − Bεx‖ = ‖(e ⊗ ξ)y − Aεy‖ < ε. We conclude
that the operator f ⊗ η is in the reflexive cover Ref {T }′. However f ⊗ η and T do not commute
since their restrictions to Y1 do not commute. 
Remark 2.5. In Theorem 2.4, the characterisation of those algebraic operators T that satisfy
the condition Alg Lat{T }′ = {T }′ is given. Note, however, that the description of Lat{T }′ is a
much harder issue. For instance, only for the most simple case of a nilpotent operator N of order
2 it is known that Lat{N}′ has the form {0} ⊂ im N ⊂ ker N ⊂ X. A proof of this assertion,
for a separable Hilbert space, is given in the preprint H. Bercovici, C. Foias¸, C. Pearcy, On the
hyperinvariant subspace problem. IV (Theorem 5.7). However, the following simple proof works
for an arbitary complex Banach space.
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Proof. By [1, Remarque on p. 317], the kernel ker N is the largest spaces in Lat{N}′ which is
different from X, and im N is the smallest nontrivial space in Lat{N}′. Thus, if M ∈ Lat{N}′
and {0} /= M /= X, then im N ⊆ M ⊆ ker N . Assume that im N /= M. Then there exists x ∈ M
which is not in im N . Choose an arbitrary e ∈ ker N and let ξ ∈ im N⊥ be such that 〈ξ, x〉 = 1.
It is easily seen that e ⊗ ξ commutes with N . Thus, since M is hyperinvariant for N , we have
e = (e ⊗ ξ)x ∈ M. We conclude M = ker N . 
If N ∈ B(X) is a nilpotent operator of order n  2 and im Nk is a closed space for all k =
1, . . . , n − 1, then Lat{N}′ is generated by ker Nk and im Nk (see [1]). On the other hand, the
complete description of Lat{N}′, where N is an arbitrary nilpotent operator of order 3 on a
separable infinite dimensional Hilbert space, is not known.
Remark 2.6. For an operator T , letAT be the weakly closed subalgebra of B(X) that is generated
by T and I . It is said that T is reflexive ifAT is a reflexive algebra. Let T ∈ B(X) be an algebraic
operator. Then AT = {T }′′, by [13]. Assume that {T }′ is reflexive. By Theorem 2.4, we have
T = λ1IY1 ⊕ · · · ⊕ λkIYk with respect to the decomposition (1) (we use the same notation as
above). It is not hard to see that {T }′′ = Alg Lat{T }. Thus,AT = Alg Lat{T }, which means that
T is reflexive. So, any algebraic operator with a reflexive commutant is reflexive. The converse
does not hold since, by [4], there exist reflexive nilpotent operators.
Remark 2.7. Theorem 2.4 does not hold true for real Banach spaces. Namely, if A is the operator
on the real vector space R2 that is represented by the matrix
[
0 1
−1 0
]
with respect to the stan-
dard basis, then an operator B ∈ B(R2) is in the commutant of A if and only if it has a matrix[
a b
−b a
]
(a, b ∈ R). On the other hand, Ref{A}′ = B(R2).
3. Reflexivity of local commutants of an algebraic operator
Let T ∈ B(X) and e ∈ X be arbitrary. The local commutant of T at e is
C(T , e) = {S ∈ B(X); (ST − T S)e = 0}.
The notion of local commutant has been introduced by Larson in [9]; see also [3, Chapter 1], for
details. It is clear that C(T , e) is a weakly closed subspace of B(X) which contains the commutant
{T }′. Moreover,
{T }′ =
⋂
e∈N
C(T , e),
where N ⊆ X is an arbitrary set such that [N] = X. A local commutant is not an algebra, in
general.
In this section we shall discuss about the reflexivity of local commutants. Note that Ref C(T , e)
can be a proper subset of Alg Lat C(T , e) if C(T , e) is not an algebra.
With similar arguments as are those in the proof of Proposition 1.1 it is easily seen that each
local commutant is 2-reflexive.
Proposition 3.1. Let T ∈ B(X) be an arbitrary operator. If e ∈ X is an eigenvector for T , then
C(T , e) is reflexive.
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Proof. Letλ be the eigenvalue that corresponds to e, that is e ∈ ker(T − λ). It is easily seen that an
operator S ∈ B(X) is in C(T , e) if and only if Se ∈ ker(T − λ). Let A ∈ Ref C(T , e) be arbitrary.
Then, by the definition, for each ε > 0, there exists Sε ∈ C(T , e) such that ‖Ae − Sεe‖ < ε. Thus,
‖TAe − λAe‖  ‖TAe − T Sεe‖ + ‖λSεe − λAe‖ < ε(‖T ‖ + |λ|).
Since ε > 0 is arbitrary we conclude Ae ∈ ker(T − λ), which means A ∈ C(T , e). 
It follows from Proposition 3.1 that the commutant of an operator T ∈ B(X) is reflexive
whenever X is spanned by the set of eigenvectors of T (cf. [6, Theorem 5], and [15, Lemma 1]).
In particular, if T is an algebraic operator whose minimal polynomial has only simple zeroes, then
X is spanned by the eigenvectors of T , which means that the simplest direction of Theorem 2.4
follows from Proposition 3.1 and the fact that the intersection of an arbitrary family of reflexive
spaces is a reflexive space.
Now we shall show that for an algebraic operator T whose minimal polynomial has only
simple zeroes local commutant C(T , e) is reflexive for every e ∈ X. We need the following
characterisation of local commutants of an algebraic operator whose minimal polynomial has
only simple zeroes.
Lemma 3.2. Let T be a nonzero algebraic operator whose minimal polynomial has only simple
zeroes λ1, . . . , λk and let e = e1 ⊕ · · · ⊕ ek ∈ Y1 ⊕ · · · ⊕ Yk be an arbitrary vector (we use de-
composition (1)).Assume that an operatorS ∈ B(X)has the block matrix representation [Sij ]ki,j=1
with respect to the decomposition (1). Then S is in the local commutant C(T , e) if and only
if
k∑
j=1
(λj − λi)Sij ej = 0, for all i = 1, . . . , k.
Proof. With respect to decomposition (1), the operator T can be written as T = λ1IY1 ⊕ · · · ⊕
λkIYk . Thus, T S = [λiSij ]ki,j=1 and ST = [λjSij ]ki,j=1, which gives
T Se =
(
k∑
j=1
λ1S1j ej
)
⊕ · · · ⊕
(
k∑
j=1
λkSkj ej
)
and
ST e =
(
k∑
j=1
λjS1j ej
)
⊕ · · · ⊕
(
k∑
j=1
λjSkj ej
)
.
We conclude that T Se = ST e if and only if∑kj=1(λj − λi)Sij ej = 0, for all i = 1, . . . , k. 
Proposition 3.3. Let T be a nonzero algebraic operator whose minimal polynomial has only
simple zeroes. Then the local commutant C(T , e) is reflexive for every e ∈ X.
Proof. Let λ1, . . . , λk be the distinct zeroes of the minimal polynomial and let e = e1 ⊕ · · · ⊕ ek
with ei ∈ Yi . Denote K = max{‖P1‖, . . . , ‖Pk‖}, where Pi is the projection on Yi along Zi . Let
A ∈ Ref C(T , e) be an arbitrary operator and let [Aij ]ki,j=1 be its block matrix representation
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with respect to the decomposition (1). By the definition, for each x ∈ X and each ε > 0, there is
an operator Sx,ε ∈ C(T , e) such that
‖Ax − Sx,εx‖ < ε.
For i ∈ {1, . . . , k}, let fi = (λ1 − λi)e1 ⊕ · · · ⊕ (λk − λi)ek . Fix i ∈ {1, . . . , k}. Choose an arbi-
trary ε > 0 and let S = Sfi,ε ∈ C(T , e) be such that ‖Afi − Sfi‖ < ε. (The block matrix repre-
sentation of S with respect to the decomposition (1) is [Sij ]ki,j=1.) Since
Afi − Sfi =
(
k∑
j=1
(λj − λ1)(A1j − S1j )ej
)
⊕ · · · ⊕
(
k∑
j=1
(λj − λk)(Akj − Skj )ej
)
and since
∑k
j=1(λj − λi)Sij ej = 0 we conclude∥∥∥∥∥
k∑
j=1
(λj − λi)Aij ej
∥∥∥∥∥ =
∥∥∥∥∥
k∑
j=1
(λj − λi)(Aij − Sij )ej
∥∥∥∥∥  K‖Afi − Sfi‖ < Kε.
It follows that
∑k
j=1(λj − λi)Aij ej = 0, for all i ∈ {1, . . . , k}, which means that A ∈ C(T , e).

The situation is quite different for an algebraic operator whose minimal polynomial has at least
one zero that is not simple.
Proposition 3.4. Let T be an algebraic operator such that at least one zero of the minimal
polynomial is not simple. Then, for 0 /= e ∈ X, the local commutant C(T , e) is reflexive if and
only if e is an eigenvector for T .
Proof. With respect to the decomposition (1), the operator T is of the form T = (λ1IY1 + M1) ⊕· · · ⊕ (λkIYk + Mk) and at least one of the nilpotents Mi (i = 1, . . . , k) is not zero. If 0 /= e ∈ X
is an eigenvector for T , then C(T , e) is reflexive, by Proposition 3.1. Assume therefore that e /= 0
is not an eigenvector for T . We shall see that C(T , e) is not reflexive. Let e = e1 ⊕ · · · ⊕ ek ,
where ei ∈ Yi (i = 1, . . . , k).
Let us consider the case Miei = 0 for all i = 1, . . . , k, first. Since e is not an eigenvector this
case may occur only when k  2. There is no loss of generality if we assume that M1 /= 0. Denote
S = T − λ1I and μi = λi − λ1 (i = 1, . . . , k). Then μ1 = 0 and μi /= 0 for 2  i  k. Thus,
with respect to the decomposition (1), the operator S is of the form
S = M1 ⊕ (μ2IY2 + M2) ⊕ · · · ⊕ (μkIYk + Mk)
and therefore Se = μ2e2 ⊕ · · · ⊕ μkek . Since C(S, e) = C(T , e) it is enough to see that C(S, e)
is not reflexive. The vector e is not an eigenvector for T hence Se /= 0. It follows that at least
one vector ei (i = 2, . . . , k) is not zero. We may assume that e2 /= 0. Let v ∈ Y1 be such that
u := M1v /= 0 and M1u = M21v = 0 (such v exists because of M1 /= 0). Let η ∈ Z⊥2 be such that〈η, e2〉 = 1. We claim that the operator A := u ⊗ η of rank one is not in the local commutant
C(S, e) however it is in Ref C(S, e). The first assertion follows from:
SAe = 〈η, e〉Su = 〈η, e2〉M1u = 0
and
ASe = 〈η, Se〉u = 〈η,μ2e2〉u = μ2u /= 0.
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Let us check the second assertion. Choose an x ∈ X. Of course, if x = 0, then Ax = 0 = Bx
for all B ∈ C(S, e). Assume therefore that x /= 0. We distinguish two cases: (i) x and Se are
linearly independent; (ii) x = λSe, for some λ ∈ C.
(i) If x and Se are linearly independent, then there exists ψx ∈ X∗ such that 〈ψx, x〉 = 1 and
〈ψx, Se〉 = 0. Let Bx = 〈η, x〉(u ⊗ ψx). Then
SBxe = 〈η, x〉〈ψx, e〉Su = 〈η, x〉〈ψx, e〉M1u = 0 = 〈η, x〉〈ψx, Se〉u = BxSe,
which shows that Bx ∈ C(S, e). We also have
Ax = 〈η, x〉u = 〈η, x〉〈ψx, x〉u = Bxx.
(ii) Now, x is a scalar multiple of Se, i.e. x = λSe, for some λ ∈ C. Since e and Se are lin-
early independent there exists ψ ∈ X∗ such that 〈ψ, e〉 = μ2 /= 0 and 〈ψ, Se〉 = 0. Let
B = u ⊗ η + v ⊗ ψ . Then
SBe = 〈η, e〉M1u + μ2M1v = μ2u = 〈η, Se〉u + 〈ψ, Se〉v = BSe,
which means B ∈ C(S, e). Since
Bx = λBSe = λμ2u = λASe = Ax
we proved that A ∈ Ref C(S, e). Thus, C(T , e) is not reflexive.
Let us consider the second case: Miei /= 0 for at least one i ∈ {1, . . . , k}. (This case may occur
also when k = 1.) Again there is no loss of generality if we assume that M1e1 /= 0. As in the first
case, we replace T by S = T − λ1I . We have S = M1 ⊕ (μ2IY2 + M2) ⊕ · · · ⊕ (μkIYk + Mk)
with μ1 = 0 and μi /= 0, for i /= 1. Again, let A = u ⊗ η, where u = M1v /= 0 and M1u = 0, for
some v ∈ Y1, and η ∈ Z⊥1 is such that 〈η, e1〉 = 〈η, e〉 = 0 and 〈η,M1e1〉 = 〈η,Ae〉 = 1 (such a
functional η exists since e1 and M1e1 are linearly independent). Replacing in the previous part of
the proof vector e2 by e1 it is not hard to check that A ∈ Ref C(S, e)\C(S, e). 
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