Abstract. This paper focuses on the recent drone and gesture recognition technology, and we try to apply the gesture recognition technology to a drone platform. Thus, a drone system capable of gesture-controlled navigation is implemented. The major components comprising the system are Parrot AR. Drone [1], Kinect [2] and PC, while LabVIEW [3, 4] is chosen as the programming language and Kinect is utilized as the gesture recognition device. Besides, specific methods are discussed about how to properly design gestures easy for manipulating the AR. Drone, and how to generate the control signals from these gestures. As a result, the response of gesture-based flight control system is accurate and prompt, according to its decent performance in the video [5] .
I. Introduction
Nowadays, Unmanned Aerial Vehicle (UAV), also referred to as Drone, has become a notable tool in lots of civilian applications, such as 3D building digitalization [6] , area surveillance, and delivery service. Among all kinds of UAVs, quadcopter is currently one of the most popular UAVs, due to its low cost, and excellent stability.
At the same time, many researches on how to elevate the efficiency of interaction between human and machine [7, 8] have been made. In contrast to the conventional Human-Computer Interaction (HCI) method, such as mouse and keyboard, there is a trend that gesture-based interaction methods [9, 10, 11] are replacing the conventional methods in certain fields, like Virtual Reality (VR), Robotic, mobile devices.
Thus, it can be envisioned that gesture recognition technology could be incorporated into aerial vehicles to enable the user to control them more naturally and perform even more complicated operations than before.
In this paper the idea is realized by implementing the system in Fig. 1 which consists of Kinect, AR. Drone, and PC. 
II. Method of Gesture Control
Gesture Design: The AR. Drone has four directions of movement (cf. Fig. 2 (a) ). The gestures captured by Kinect are represented as skeletons as in Fig. 2 (b, c, d ), and the building blocks of the skeletons are joints, such as head joint and wrist joint, which has its own coordinate position and orientation. Inspired by the joystick, we design the flight control gestures as in Fig. 2 (b) . Pointing the arms to different directions will result in various projections on the blue dashed axes which can be used as signals for the control of each of the directions of drone. For example, you can order the drone to move up by bending your right arm upward. Generating Control Signal: As is mentioned above, the projection of arm vector on the body frame (blue dashed axes in Fig. 3 (b) ) is used as the control signal. As opposed to the inertial frame (Fig. 3 (c) ) fixed on Kinect itself, the body frame is fixed on the operator himself as in Fig. 3 (a) . Both the skeletons and body frame are represented under the inertial frame. The data of the skeletons is provided by Kinect whereas the body frame is not initially given. Thus, the quaternion [12] is introduced to perform rotations of inertial frame in order to obtain the body frame as in Fig.  4 (a) . Because the body frame is fixed on the operator's body, the Z axis of the body frame always points to the front of operator's body with X axis always pointing left and Y axis pointing right, no matter which direction the operator is facing. Similarly, arm vector can also be obtained by rotation as in Fig. 4 (b) .
According to [13] , each quaternion represented as Eq. ( 1 ) corresponds to a particular rotation matrix as in Eq. ( 2 ) with which the rotation of vectors can be performed as Eq. ( 3 ) where represents the vector being rotated and represents the vector obtained after rotation. Quaternion:
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Now with the body frame obtained, we can calculate the projection by multiplying unit vectors of arm and body frame as Fig. 3 (b) . With each arm contributing two variables, the control signal consists of 4 variables in total with each of them ∈ (-1, 1), and the negative value denotes the opposite direction. Finally, the whole process of producing the control signal can be summarized as Fig. 5 . 
III. Summary
In this paper, we introduce a method to apply the gesture recognition technology to the flight control system of AR. Drone.
To implement the gesture control system, proper gestures (Fig. 2) are designed for the user to easily control the four directions of drone at same time. Kinect is used as the gesture recognition device and LabVIEW is chosen as the programming language.
As a result, the response of the gesture-based flight control system is accurate, and prompt, according to its decent performance in the video [5] . 
