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PREFACE 
Hgi-fjAsFf, was the first of several systems found in the early seventies whose 
structures arc characterized by linear chains of mercurv atoms The earlv work reported 
on them was mainly experimental and at the time when our project began not much 
theoretical work existed in the literature concerning their electronic properties There 
are two aspects of these systems which make the numerical determination of the 
electronic levels difficult first their low dimensional character and second their 
incommensurability In particular this last property prohibits the direct use of standard 
band structure formalisms These difficulties possibly discouraged people from making 
any detailed study of the electronic structure There was considerable controversy 
about the influence of the incommensurability and of the chain structure on the 
conduction electrons However experiments on Hgi ^AsFf, mamlv in Canada and the 
USA suggested a rather simple physical picture and with this in mind we felt that it 
should be possible to tackle the problem for this case Nevertheless we found right 
from the start that the difficulties were not at all trivial Incommensurability 
especially is a yet largely unexplored field m band theory In the main we were able 
to find only rather abstract mathematical models in the literature which provided us 
with concepts like the devil s staircase and criteria on localization whose direct 
application to a real crystal seemed obscure As a first approach we decided therefore 
to make the crystal commensurate, so that standard band structure techniques could be 
applied This is described in Chapter II Remarkably this commensurate model had 
very good agreement with experimental data indicating the modest effects of the 
incommensurability on the conducting states With this knowledge we became 
convinced that a low order perturbation trcalment of the incommensurability should be 
possible Developing this line (see Chapter HI) we studied the way incommensurability 
affects the states at the Fermi level and we were able to predict certain anomalies in 
the de Haas van Alphen effect when measured in high magnetic fields By that time we 
had received some single crystals of Hg5_ftAsF6 and in collaboration with the 
experimental department we were able to do some measurements with one of the high 
magnetic field facilities here in Nijmegen The results reported in Chapter IV were in 
agreement with our expectations but also raised some new questions More accurate 
calculations were needed The new problems were not associated with the 
incommensurability, so we decided to do a self consistent calculation for the 
commensurate crystal This is found in Chapter V С hapter VI gives an answer to the 
question why certain transition matrix elements calculated in Chapter III had vanishing 
values It is is shown that this is a consequence of selection rules due to symmetries 
that can be expressed in terms of a new group theory approach developed to treat 
incommensurate svstems The last (hapter presents a study of a set of localized 
orbitals which forms a convenient representation for the electronic states I he 
peculiarity of the method is that we found that the localized orbitals could be placed at 
positions which do not coincide with the atomic sites but rather with peaks in the 
charge density leading to a minimal basis set This approach is not restricted to the 
mercurv chain materials but has general implications 
The work presented in this thesis is the pioduct of a collaboration between 
scientists from three distinct areas of condensed matter research computational 
physics experimental physics and mathematical physics 1 noted that although all the 
physicists involved study the solid state their language and methodological techniques 
could be rather different The discussions resulting from this interplay created an 
enormouslv stimulating atmosphere and I wish to thank all my colleagues and 
collaborators for making this time so pleasant and unforgettable 
The realization of a thesis has besides the necessary scientific research an equally 
important aspect called editing of manuscripts" It is always a good idea in both of 
these activities not to try to do everything on your own but to find people who want to 
collaborate The scientific co workers are named m the author lists but the people 
taking care of the manuscript are not I would like to mention these people here 
explicitly 
My warm thanks arc due to those who did the typing correcting and retyping 
Maria van Leeuwen Carcn Theloosen and Maria Straatman Fspccially 1 want to 
thank Maria Straatman for spending the weekends in front of a terminal screen, editing 
and re editing drafts at all stages of composition tier enthusiasm and talent in working 
with text editing software made it possible in particular, to get the formulas and tables 
in the almost perfect form they arc now 
I would also like to acknowledge the help I have received from many people in 
different departments of the Faculty of Science of the University of Nijmegen 
In particular I want to express my gratitude to the IVV department for the 
opportunity of using the text editing facilities and especially I would like to thank Julie 
Weihe for her readiness to help with any problems that arose 
M\ thanks are due to Cor O roos Marcel Kuppens Theo Oor John Slippens and Wim 
Verdijk of the illustration department for the many excellent drawings they have made 
for me over the last years Mere I would like to include Gerard Dekkers and Muub 
Spruijt of the photographv department 
In all stages of mv research 1 frequently used the ESA data-bank infoimation retrieval 
service of the Centrale Faculteitsbibliotheek I would particularly like to thank Ine 
Polman for all her assistance in library matters 
Band structure work is unthinkable without access to and extensive use of a well 
organized computer facility I want therefore to acknowledge the facilities provided by 
the Universitair Reken Centrum of the University of Nijmegen 
The work of this thesis was performed as part of the research program of the 
Stichting f undamentccl Onderzoek der Materie with financial support from the 
Nederlandse Organisatie voor Zuiver Wetenschappelijk Onderzoek 
Ik ben mijn vader en moeder veel dank verschuldigd voor alle steun die zij mij gegeven 
hebben 
Jose wil ik bedanken voor het scheppen van een levenssituatie waarin het mogelijk was 
zeer intensief met de natuurkunde bezig te zijn 
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I Introduction 
1.1 The Philosopher's Stone 
The chemistry based on mercury and sulphur has a long and turbulent 
history Theoretical models of philosophers like Empcdocles, Kanada and 
Confucius proposed the possibility of transforming elemental materials into each 
other Inspired by these thoughts alchemists searched for the "philosopher's 
stone", which could convert non-noble metals into gold or silver 
In the 4,h century AD the center of alchemy was Alexandria Here the 
belief arose that the philosopher's stone should be based on "quicksilver" and 
sulphur In the 12th century this knowledge reached Europe, where great minds 
like Albert Magnus, Thomas of Aquino and Roger Bacon practised the "noble 
art of alchemy" In this period alchemy was still filled with religious and 
mystical elements as can be seen in a rhymed account by a 14th century scientist 
named John Gower, which reappeared in 1654, in a book by the English 
alchemist Elias Ashmole [1] Gower's narrative on the philosopher's stone 
reports how to combine quicksilver, sulphur, arsenic and then "For as the 
philosopher tolde, of gold and sylver thei ben holde" 
As we all know, this is not the way to obtain gold, but it is amazing to see 
how long the idea of the philosopher's stone stayed alive in man's fantasy Even 
in the early nineteenth century serious scientists still believed in the theoretical 
possibility of metal conversion 
1.2 The Synthesis of Hg3 -bAsF6 
Chemists of today are still interested in the chemistry of mercury and 
sulphur, although they finally have given up trying to make gold out of it 
Experiments similar to those done in the early days are still being performed, 
but now with the aim of satisfying the scientist s curiousity rather than of 
covering oneself with gold 
The strong tendency of mercury to dimense leads sometimes to peculiar 
structural effects The compounds Hg^AsF^ and Hg^AsF^ [11,12] contain 
almost-linear polymercury cations These compounds are obtained by reaction 
of liquid mercury with AsF6 dissolved in SCb Quite accidentally Brown et al in 
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1973 [6] discovered that the liquid mercury was converted into a "golden 
crystalline mass" The connection with the philosopher's stone was immediately 
made and they called it "alchemist's gold" The chemical formula appeared to be 
Hg3_6AsF6, where 0=0 14 at room temperature 
From the chemical point of view it is not difficult to produce Hg-^jAsF^, 
although for an inexperienced crystal grower, working with liquid SO2 is not 
without its risks Up to now there are two known ways for producing 
Hg3_äAsF6 [6,25] The first is the reaction of liquid mercury with a solution of 
AsFj in liquid SO2, the other technique is to use Hg3(AsF6)2 in place of AsF6 
3AsF6 + 6Hg - - > 2Hg3_òAsF6 + AsFj (1) 
or 
Hg3(AsF6)2 + 3Hg — > 2Hg3 6AsF6 (2) 
The resulting golden substrate is insoluble and stable in liquid SO2 
Using antimony instead of arsenic appeared to lead to the same type of 
structure, with a smaller value for ò (~0 11), however Recently the group of 
Gillespie (private communication) discovered that mercury chains were also 
formed when using niobium and tantalum instead of arsenic or antimony But 
while Hg3_6AsF6 and Hg^SbF^ are stable in liquid SO2 the compounds 
Hg1_6NbF6 and Hg3_5TaF6 transform to the commensurate structure Hg3NbF6 
and Hg3TaF6 These last two compounds have again a remarkable structure 
they consist of perfect planes of mercury atoms, in a hexagonal arrangement, 
well separated (~ 7Â) by Nb-F or Ta-F complexes 
1.3 The Structure 
The structure determination at room temperature by X-ray diffraction [6] 
and neutron scattering [25] came up with the surprising conclusion that the 
system consists of straight, non-intersecting mercury "wires' in the two 
crystallographic a- and b-directions, held together by a body centered 
configuration of AsF6-complexes Both experiments indicated that the spacing 
between the mercury atoms inside a chain (d=2 67 Λ) is incommensurate with 
the spacing between the anions, which is 7 64 Ä ( =a=(3-ô)d where δ=0 14) 
Besides this interesting feature, there was no evidence of any phase ordering 
between the mercury chains 
A neutron scattering experiment, aimed at investigating the chain ordering, 
was performed by Pouget et al [21] They did their measurements from room 
temperature down to 4K What they observed were two phase-transitions one 
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characterized by broad intensity peaks starting at 150K, which indicates a phase 
locking between parallel chains, and another very clear one at 120K indicating a 
long range ordering between all chains, both parallel and perpendicular 
For all temperatures below the solidification temperature one can speak of 
three disjoint systems the host lattice formed by the anions, and the two 
mercury chain systems The term "lattice" for the anion subsystem is justified 
The anions form already at high temperatures a highly ordered state, having a 
body centered tetragonal structure Also, within each mercury chain 
individually, the ordenng is already considerable at room temperature, so that it 
forms a 1-dimensional lattice Indeed neutron diffraction experiments at 300K 
[25,21] show planes of diffuse scattering that indicate 1-dimensional ordering 
The "thickness" of these planes is a measure of the degree of ordering inside the 
chains, and is expressed in a correlation length which is of the order of 400Â at 
300K Compared with the Hg Hg distance ( ~2 7À) this is quite large At 
these temperatures there is, however, no phase-locking between the chains, and 
in the context of the crystal as a whole one can speak more or less of fluid 
mercury contained in straight tubes pointing in the crystallographic a- and b-
directions In this sense it is even better to speak of one anion "host lattice" and 
an infinite number of uncorrelated 1-dimensional mercury sublattices 
This situation remains stable when descending the temperature scale The 
only change is the gradual variation of the lattice parameters of all sublattices 
Then at 150K a 3-dimensional ordenng occurs, although one can not speak of 
total long range order This phase-transition is characterized by ordering 
between parallel chains and the absence of order between perpendicular chains 
Each family of chains forms a monoclinic lattice, so that one has now three 
sublattices the host lattice formed by the anions, the mercury chains in the a-
direction and the mercury chains in the b-direction If the temperature is 
lowered even more, a long range order sets in which is characterized by a 
simultaneous ordering between parallel and perpendicular chains The final 
structure is an incommensurate composite, composed of three sublattices, which 
have many reciprocal points in common (see chapters IV and VI) 
It should be emphasized that the incommensurability in all these mercury 
chain compounds is not the result of a phase transition, the structure is 
incommensurate at high temperatures as well The discommensuration is simply 
due to the fact that the closeness of the Hg atoms inside the chains (=2 67À) 
results in a very high compressibility The coupling between the mercury atoms 
and the AsF6 lattice is rather weak compared with the interchain mercury-
mercury repulsion The consequence is, that there is hardly any correlation 
between the contraction or expansion of the anion lattice and that of the 
mercury lattices 
1.4 Some physical properties 
From the preceding section it is clear that the peculiar character of the 
structure will affect properties like conductivity, magnetism and phonon 
dispersion. Measurements on the resistivity [9,10,12.13] show a high anisotropy 
between the resistivity in the a.b-plane Q
ab and the resistivity in the 
perpendicular c-dircction QC. The value for ρ Λ at room temperature is about 
ICKVQ-cm and the ratio QJQ^ vanes between 100 [10] and 200 [9]. This ratio 
remains about the same as the temperature is lowered. The temperature 
dependence of both p
a b and QC follows a simple power law: ρ~Τμ. The value for 
μ has not yet been accurately determined, and measured values vary between 
1.5 and 3.0. There is a similar disagreement concerning the temperature 
dependence of the resistivity among the different theoretical models [4,16,20]. 
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Hg-î_f,AsF6 is a superconductor, but the superconducting transition is of an 
unusual nature. Indeed, Chiang et al. [9] observed that on lowering the 
temperature below 4.IK, ρ,, dropped abruptly, whereas the variation of Q
ab 
remained continuous. Although later resistivity measurements by Batalla and 
Dalars [4] did not confirm this behaviour, the results of Spai et al. [27] were 
consistent with the earlier observations. They found a flux-expulsion (Meissner 
effect) with a strong dependence on the orientation of the external magnetic 
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field ( Xjb/y.c~10 between IK and 4K ) Besides this, they observed that the 
susceptibility does not exhibit a step function at the T t = 4K transition but, 
rather rises smoothly with decreasing Τ below T
c
 Moses, Denenstein and 
Weger [18] repeated the measurements of magnetic susceptibility, observing its 
dependence on pressure and temperature The results are shown in Figure 1 (by 
courtesy of the authors) The measurements were carried out on a powder 
sample for several hydrostatic pressures What is striking is the presence of two 
transition temperatures Tj = 4 IK which is the same one as reported in the 
earlier work [9,27] and discussed above, and a second one, T
c
" = 0 4K, leading 
to the full Meissner effect (i e 4πχ = -1) As in the measurements of Spai et 
al [27] the temperature dependence below Tj is continuous 1 he curve in 
Figure 1, however, rises steeply at Tj' indicating the onset of bulk 
superconductivity The lower transition at 0 4K is an intrinsic property of the 
crystal The reasons for the transition at 4 IK, however, are not clear at all 
Datars et al [13] suggested that a thin film on the sample surfaces, 
perpendicular to the mercury chains, could be the cause of the anisotropic 
superconductivity But detailed analysis [24] indicated that only 0 001% of the 
mercury atoms are dispersed on the surface when the sample is cooled carefully 
This is not enough to explain the effect More satisfactory is the explanation of 
Spai et al [27] and Moses et al [18] They propose that the superconductivity 
results from mercury inclusions inside the crystals (probably in the many AsFf,-
vacancies), forming a distribution through the crystal in such a way that a 
percolation threshold is established only along the c-axis 
Another interesting phenomenon is the cross-over from ^dimensional to 1-
dimensional behaviour observed in specific heat measurements Neutron 
diffraction experiments [14,15] indicated that the excitation spectrum of the 
phonons and thus the lattice specific heat separates into two contributions, one 
due to the phase-coupling between mercury chains and the other due to the rest 
of the lattice (The electronic contribution to the low-tempcraturc specific heat 
can be neglected, because of the low value of the density of states at the Fermi 
level (see chapter V) ) Later Moses et al [19] found that the temperature 
variation of the first contribution changed from a I 1 dependence below IK to a 
Τ dependence above 2K As discussed in the preceding section, the phase 
locking between the mercury chains is weak This means that moving a chain 
over half an Hg-Hg distance costs very little energy Therefore, the restoring 
force for this relative phase motion is also weak, and the energy gap in the 
transverse phason dispersion curve is consequently small I he size of this phason 
gap is about 1 5K [14] and is responsible for the appearance of the anomaly in 
the specific heat 
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The intracham Hg-Hg distance is small compared with the Hg-Hg distance 
in elemental mercury (= 3Â) The mercury chains are therefore very stiff The 
Debye temperature for these 1-dimensional structures is about 700K, which is 
high in comparison with the (3-dimensional) Debye temperature (=70K) for the 
AsF6-lattice This explains why there is no Peierls transition for the mercury 
chains the longitudinal deformation of the chains costs too much energy 
Recent calculations by Slot et al [26], show that the energy gap at the Fermi 
level opened by a Peierls transition is small (« 1 mRy) In combination with the 
high Debye temperature this leads to a small λ-factor (= 0 02) and thus to an 
extremely low Peierls transition temperature 
Hg3_6AsF6 contains approximately 6% vacancies in the anion lattice This 
large concentration of vacancies may be expected to produce an appreciable 
residual resistance For example, Zn impurities in Cu give nse to a residual 
resistivity of approximately 0 3 μΩ-cm per percent impurity Since the density of 
vacancies in Hg3_4AsF6 is about 2% of the density of the mercury atoms, we 
might expect (at first sight) a residual resistivity of about 0 6 μΩ—cm In a small 
magnetic field the superconductivity is suppressed and the resistivity can be 
measured down to very low temperatures However, none of the resistivity 
experiments performed under these circumstances showed a measurable residual 
resistivity, except that of Batalla et al [4], who reported a residual term of 
0 2 μΩ—cm, but they imputed this to defects in their samples The vacancies are 
a long-range perturbation suppressing backward scattering in favour of forward 
scattering Therefore, only the relaxation times at the parts of the Fermi surface 
of greatest curvature will be strongly affected Because the Fermi surface of 
Hg3_t,AsF6 is mostly flat, however, the effect of vacancies on the residual 
resistance will be very much diminished 
All the phenomena described above, give an impression of the unusual 
properties and behaviour of the mercury chain compounds like Hg3_t,AsF6 The 
remaining chapters contain detailed discussions and analyses of some properties 
of Hg3_jAsF6 which have been the subject of recent investigations 
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II Interchain Coupling 
The electronic structure of Hgj^AsFü has been a subject of hot debate and 
even controversy Primarily this has involved two points first, whether any 
easily understandable electronic structure exists for an incommensurate crystal, 
and second, whether the mercury chains have such a dominating influence that 
the electronic structure (commensurate or not) is fundamentally one-
dimensional It is easy to see that these two points involve - in a sense - ratios 
In the latter case the ratios are those of mtrachain to interchain coupling, in the 
former, the ratio of the commensurate potential to the incommensurate 
potential Since these two questions are individually complex, we focus here 
entirely on the second question which is conceptually a bit simpler 
It is clear that the question of the ratio of mtrachain to interchain coupling 
can be satisfactorily examined by studying the commensurate case alone From 
physical considerations incommensurateness, by itsell, will not influence this 
ratio Thus, in a first approximation, we decided to stretch the structure in both 
the crystallographic a- and b-directions by about 7%, in order to obtain the 
commensurate crystal Hg3AsF6, ι e 6=0 Standard band structure techniques 
can then be used We chose the pseudo-potential method, which is easy to apply 
to this system 
Earlier models had assumed conduction electrons moving freely along the 
chains with vanishing probability of 'hopping" to perpendicular chains This 
leads to planar sheets of constant energy perpendicular to the chain-directions, 
with a square-tube-shaped Fermi surface along the c-direction We found, 
however, as is seen in the following sections, that the interchain coupling is 
rather strong and that this leads to a rounding-off of the corners of the Fermi 
surface 
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INTERCHAIN COUPLING IN Hgg.gAsFg 
J M Buitlng* M Weger+ F M Mueller* 
* Research Institute for Materials, Faculty of Science 
Toernooiveld, Nijmegen, 6525 ED, The Netherlands 
+ Hacah Institute of Physics, Hebrew University, Jerusalem, Israel 
(Received 11th April 1983 by P.M. Dedenûhs) 
An electronic bandstructure of the incommensurate linear chain compound 
Hg-.AsF, has been calculated by considering various commensurate compounds ap-
proximating the real compound From these calculatiuns a Fermi surface has been 
determined in qualitative and even close quantitative agreement with exper-
iment The interchain coupling is found to be strung ('60 mRy) but some corners 
of the Fermi surface are infinitely sharp because of the screw axis symmetry el-
ement of the space group with a concommitant vanishing of the structure con-
stant This work solves a previously posed dilemma 
INTRODUCTION 
The compound Hg-.AaF, has attracted consider-
able interest recently ' ' ' , because of its In-
commensurate nature and its linear chain structure 
There are two families of mercury chains in the x-
and in the y-direction The electrical conductivi-
ty is very anisotropic , being much smaller in the 
z-direction This linear chain structure gives rise 
to intersecting planar Fermi surfaces ' De 
Haas-van Alphen data suggest that the Fermi sur-
face is in form of squares, with sharp corners 
Heasuremcnt of the magnecoresistance shows a 
divergence of Δρ(Η)/ρ0Η proportional to ln(l/H), 
confirming thp existence of extremely sharp corners 
at the intersection of the planar Fermi surfaces 
-4 
The radius of curvature is about 10 k_ at this 
point On the other hand, estimates of the inter­
chain coupling indicate that it is strong, the 
transfer integral between neighbors on perpendic­
ular chains being about 0 75 cV Such a strong cou­
pling should give rise to considerable interaction 
or a Fermi surface with rounded-off corners 
Therefore the existence of square Fermi surfaces, 
and singular sharp corners, poses a dilemma In 
this paper we report a calculation of the electron­
ic structure and Fermi surface with a view toward 
this dilemma We find that sharp corners exist de­
spite the large transfer integrals Primarily this 
is because of the symmetry or crystalline space 
group and the vanishing of critical structure con­
stants 
APROXIMATION BY A COMMESSLRATF. STRLCTLRE 
Hg- PASF, is a very compi ox maLenal We 
have therefore made a number of simplifications 
In order to be able to иье "stHndard' melhods for 
the calculation of the band structure, the incom­
mensurate structure Hg, »AsF,, 6=0 2, was approxi­
mated by a commensurate structure δ=0, with the 
lattice constant a
c
=3d, where d=2 64 Angstrom is 
the interatomic separation Thus, the unit coll had 
12 mercury atoms, belonging to 4 interpenetrating 
separate chains Since wc were interested In un­
derstanding the effects of symmetry and atomic po­
sitions on the electronic structure we did not 
expect that the results would be sensitive to the 
exact details of the atomic potential Again for 
simpHcity we have focusscd on the Hg structure and 
because they would not be important near Ep, ig­
nored the anions The potential for Hg was approxi­
mated by a Heine-Abarenkov pseudo-potential The 
screening length, a variable in this potential, was 
adjusted to reproduce the hybridisation gap between 
the top of the ь-band and the botttom of the p-band 
at the edge of the zone in the (1,1,0) direction for 
pure mercury When summed over all atomic posi-
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tions this potential forms the effective crystal 
potpntia1 which has striking features A narrow 
trough along the chains of depth 1 б Rydberg with 
an undulating bottom where the oscillations are of 
amplitude 0 2 Kydbcrg So the model of Razavi and 
Berlinsky, prubented in Rozaν ι ъ thesis , which 
presumed strurturelpss tubes along the chains gives 
a good qualitative description of the physics, but 
therp are some significant differences when the os­
ci 1 lating structure is included 
About 20 stars were necessary to simulate the 
crystal po-cntial to better than 1% convergence 
Tins is equivalent to 160 plane waves The calcu­
lation was carrii-ti out for tuo riystnl structures 
In one the р я т а П И mercury chains are registered, 
ι L for chains in the χ direction the atoms are 
at coord nates 0, 1/3, 2/3, etc for all chains 
This structure has the space group P4m2 In the 
second structure the mercury atoms on parallel 
chains are staggered ι e on one dmin they are on 
coordinates 1/6, 1/2, 5/6 etc This structure has 
the space group I4,md The host (anion) lattice has 
a higher symmetry, namely lA.amd However it is not 
possible to form a structure with this high symrne-
12 
try with discrete mercury atoms In reality , par­
allel chains are displaced by about 0 2 d (rather 
than zero or 0 5 d) Thus the real structure (which 
is incommensurate) can be considered to be Interne* 
diate between these two commensurate structures 
The anion (host lattice) potential was not In­
cluded in the present calculation, sine« it does 
not have a large effect on the shape of the Fermi 
surfaces Ve estimate that the bands due to the an­
ions uould be at least several electron volts away 
from the termi level 
THE ELECTRONIC BANDSTRUITLRF AND FERMI SURFACE 
The bandstructure was obtained by pscudopoten-
tial calculations using a basis set of 20 stari; of 
OPV states The secular matrix was 160x160 com­
plex The results of these ralculations along se­
lected high symmetry direct ions are shown in 
fig (1) 
Tests showed that all the presented levels were 
converged to a better than 1/2 mRy scale Although 
the results are somewhat complex, they yield to a 
straightforward analysis All the states repres­
ented by the bands in fig (1) can bo understood as 
having free-elect ron like character along the 
chains and strongly tight-binding like character 
perpendicular to the chains This is a natural con­
sequence of the trough-like form of the effective 
pseudo potential The 6s mercury band is in effect 
The Electronic Bandstructure of Hg-AsF, The insert shows the Brillouln 
zone of the body centered tetragonal unit cell t^ (=60 mRy) is the in­
terchain coupling The bands in the circles do not intersect but are 
split by about ImRy 
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folded over three limes because there are Ì atoms 
per chain per unit cell in this structure Th&re is 
a gap of about 50 mRy from the top of the 6s to the 
bottom of the 6p band The energy lévele are split 
by interchain coupling The coupling between per-
pendicular chains is found to be t±=60 mRy in close 
agreement with the value determined by the 
tight-binding approximation» using tabulated atom-
ic 6s wavefunctions and potentials tx Is defined 
from the energy dispersion 
Е ( к
х
Л ,k8)«E(kx,ky)-ticos(kzc/2) and is related 
to the atomic two-center integral t^Catomic) by 
tx=2t1CatOfnic)/C3-e) The coupling between paral­
lel chains is found to be negligible (less than 1 
mRy) 
The most interesting symmetry operation in 
this non-symmorphιс space group is the screw-axis 
operation which transforms one family of chains in­
to the perpendicular family The eigenfunctions at 
Г,for example,split into even and odd co-sets with 
respect to these screw axis operations At Г the 
singlet states Г. are even and Г, are odd under 
these operations, i e forming bonding and anti-
bond in£ states between the perpendicular chains We 
only need to consider in detail therefore the ef­
fect of one chain at a time remembering of course 
the symmetry relations between the chains We see 
that at the point Ζ all the energy levels are two­
fold degenerate This is a normal result in 
non-symmorphic crystals and arises because of the 
screw axis operation Z. and Z„ are conjugate one 
dimensional representations Therefore the ener­
gies are degenarate The states in the vincinity 
of the Z-point have linear dispersion relations in 
contrast to the more usual quadratic dispersion 
relations Similarly the same result is exhibited 
by the bands in the vicinity of X However here the 
representation X. is two-dimensional Inside the 
circles (fig 1) the bands do not intersect, but 
are split by about 1 mRy This small splitting of 
states possessing the same symmetry is due to the 
fact that they belong to different chains Our po­
tential model and bandstructure calculations has 
lead to a material which has the property of exhib­
iting metallic behavior in the x- and y-dlrections 
but semi-metallic behavior in the z-direction 
This model considered In reciprocal space is con­
sistent with the real space model of 
one-dimensional conducting states in chains, organ­
ized along x- and y-directions 
Because it had been discussed in the exper­
imental literature we now consider if our calcu­
lations can lead to any understanding of the phase 
ordering between the parallel chains We examined 
the electronic structure utilizing α primitive tet­
ragonal cell, P6m2 Several calculations were 
done, representing phase shifts or displacement of 
the atoms on the second chain of 0, 30, 60 and 90 
degrees relative to the first parallel rham tor 0 
degrees the electronic structure was identical to 
that of the b e t albeit with a folding of the 
bandstructure of fig (1), because of the loss of 
the (a/2,a/2tc/2) translation 
Surprisingly enough (or perhaps disappointing) 
all other cases showed structure winch was identl 
cal on a 2 mRy scale, illustrating the systems' m -
sensitivity to phase order of the parallel chains 
Since all such effects were small we have not in-
§ 12 
eluded them here The observed ordering between 
parallel chains occurs at a higher temperature than 
that of the perpendicular chains although the elec­
tronic interaction of the paral lei chains is much 
weaker than those of the perpendicular rhainb, thus 
the ordering is η lattice (rather than conduction 
electronic) effect 
We have made an approv mat ion in our calcu­
lations. in bhicli we hâve focussed on the effects of 
the Hg- cha ins and have ignored the rost of the 
structure It is reasonable to assume that one 
electron is transferred from the Hg-гha ins lo the 
AsF,-complex This means that each llg-ntom donates 
two electrons to the chain for a total of 6, 1 is 
transferred leaving a net of 5 electrons per chain 
or 10 electrons per 2 chain unit cell Hence S bands 
on the average will be fil led in our model of 
Hg 3AsF 6 
The Fermi level was determined by finding that 
energy which contained 10 electrons per cell The 
level we obtained was 0 296 Ry from the bottom of 
the lowest band Interestingly enough this model 
has excel lent qualitative and even quantitative 
agreement with the de Haas-von Alphen measurements 
of Raza vi et al The Fermi surface is ¡»hown in 
fig (2) 
Here, ρ is the value of momentum for which the Four­
ier component of the Bloch function is largest in 
analogy to a Harrison construction Thus, it is ap­
proximately the real momentum (rather than crystal 
momentum) for motion along the chains, for which 
the nearly-free-electron approximation applies 
For motion perpendicular to the chains the 
tight-binding approximation applies, thus k^ is the 
crystal momentum, defined modulo Zw/a In order to 
make the situation clearer, some states arc dou­
ble-counted, drawn both at 1л.± and at k^+Zti/a 
These are indicated by a dotted line m Fig 2 
§ Available on request 
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fig 2 Harrison Construction of the Fermi Surface Symmetry prohibits a gap at 
the (110) plûnes causing inf.netely sharp corners of the electron and 
hole Fermi surface sheets The sections marked with black dots are 
doubly counted 
Thus, uo find approximately closed, nearly square, 
Fermi surface sheets, similar to previous models, 
although we have substantially increased the com-
plexity of the interactions 
The sal lent fofltiire of the construction is a 
rather large gap where the (220) planes of the 
Brillloun /one intersect the Fermi surface, while 
there is no gap at the (110) planes The absence of 
a gap there is the result oí a selection rule, name-
ly (hhO) requires an even value of h, for the space 
group 14,md Tins selection rule is due to the 4. 
screw axis (A centered Bravais lattice does not 
have this selection rule) For the primitive space 
group ?ZmZ, this selection rule does not hold, how-
ever, the gap at the (110) planes was found to be 
very small, only about 0 5 mRy Thus it is too small 
to be visible in Fig (2) Also, this small gap 
would be immediately overcome by magnetic breakdown 
in any de Haas-van Alphen type experiment For 
k '0, a gap at the (110) planes opens up 
Based on this construction, the termi surface 
is schematicaly draun in fig (3) It is seen that 
there are t^o types of electron orbits, one sur-
rounding point Г, with rounded corners, and one 
Г «I-IVC 
-^re/e 
fig 3 Three dimensional illustration of the 
Fermi surface. The cross section of 
the hole surface centered around X has 
only 2-fold symmetry. In spite of the 
strong interchain coupling some corners 
are infinitely sharp 
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surrounding point Ζ, with infinitely sharp cor­
ners Point Ζ has the coordinates (O.O.Zn/c) and is 
for a primitive lattice degenerate with point Γ 
The hole surface is centered around point X 
(и/а.тг/а.О) and possesses only 2-fold symmetry 
(rather than tetragonal synunetry) Two of its cor­
ners are rounded off (those near the electron pock­
ets around Г) and two are infinitely sharp (those 
near electron pockets around Z) As к '0, the in­
finitely sharp corners round up 
At к =0 S (2ï/c), the hole surface has tetrag-
onal symmetry, with equal rounding off of all cor-
ners , since the electron surfaces surrounding the 
к =0, к =0 axis going up from point Г, and going 
down from point Z, become degenerate Л interest­
ing property of the Fermi surface is the open con­
nectivity in the к -direction 
In the k_=0 plane an interesting feature is 
the difference between the rather large gap exhib­
ited along the Г-Х direction between the electron 
and hole sheets whereas this gap is vani shingly 
small in Z-X direction The degeneracy exhibited in 
the Fermi surface on the line Z-X is a necessary 
consequence of the screw-axis operations of the 
space group this degeneracy іч caused by the usual 
mechanism of the vanishing of the structure con­
stant in the It =2Î/C face Sinre no similar "ex-
traordinary" vanishing of the structure constant 
happens on the Г-Х line, the rather large gap seen 
in fig (3) between the electron and hole sheets 
arises as a consequence of interchain coupling 
Without Interchain coupling the states cross­
ing the Fermi level on the Δ-line would be degener­
ate Imposing this coupling forms bonding and 
antibonding states This lifts ••he degeneracy and 
opens a gap between the electron and hole sheet In 
areas of k-space tthprc the states, belonging to the 
different families of chains, arc far apart in en­
ergy, the interchain coupling will not cause any 
such hybridisation so that those states will moie 
strictly maintain their x- or y-one dimonsional 
character Such effects cause the flat parts of the 
Fermi surface, underscoring the one-dimensional 
like character of Kg, »AsF, 
DISCUSSION 
From the^e figures ue can undprstand uhy 
square sections of the Fermi surface are observed 
in spite of the strong interchain coupling at 
к
 =2π/ο This was already pointed out in a previous 
publication7 For this value of к , the phase of 
the wave f unction reverses itself be tu. een parallel 
chains a distance c/2 apart, thus the coupling of a 
chain in the y-direction at zfU with chains in the 
x-direction at /=0 and z=c/2 яге equal in magnitude 
and opposite in sign, thus the overall coupling 
vanishes This elimination of interchain coupling 
by destructive interference occurs also in the 
A-IS's and accounts for the 11near-chain states 
and the -sharp peaks in the density of states in 
these materials As for the divergence of the mag-
netoresistanco, this cancellation was already taken 
Into account there (see fig 5 there) The curva­
ture of the corners here decreases too fast (as к 
deviates from 2ii/c) to account for the observed 
singularity Such singularities may, however, be 
due to the incommensurability, giving rise to addi­
li !4 
tional Fermi surfaces ' at k_±2ii/d, and the in­
tersection of these may give rise to the observed 
sharp rorners Although we have greatly simplified 
our model of the electronic stru(Lure in that ue 
have focusscd on those electrons associated with 
the one-dimens ion al Hg-cha ins we bt. 1 ir-ve that we 
have kept the essential sal lent features No ad­
justments were rradc to force the observed topology 
or connectivity of the derived Fermi surface which 
is in qualitative and quii LaL.vi. .igreemnL wibh the 
experimental de Hois-\in Alphen dita of Ka?avi et 
al Our model leads in τ naturi] dnd corrp'etely 
transparent way to the observed ar isotropic ronduc-
2 
tivity tensor Vie plan to examine the effects of 
incommensurabi1ity 
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Il l The Influence of Incommensurability on the Fermi Surface 
The actual structure is incommensurate The unit cell is, therefore, in 
principle as big as the whole crystal and the first Bnllouin zone infinitely small 
The electronic levels may be described as a band structure, fragmented by an 
infinite number of Bragg planes The same will be true for the Fermi surface 
From a formal point of view, an infinite number of "nesting" possibilities 
exists for the Fermi surface sheets, giving rise to an equal number of 
theoretically possible de Haas-Van Alphen orbits From the practical point of 
view this problem devolves into the question of whether all nesting possibilities 
are significant 
The answer will again be given by a ratio the ratio between the energy-gap 
at a Bragg plane and the Landau level spacing Taking this into account it is 
easily seen that even for modest field strengths, Bragg plane gaps which are 
smaller than 0 1 mRy are completely ignored by the electrons 
Besides these considerations, we have seen from the calculations presented 
in the preceding chapter, that important electronic properties, such as the 
conductivity and Fermi surface topology, are practically independent of the 
incommensurability parameter 
All the above facts gave us a guide-line for developing a perturbation 
method which deals with the incommensurability by selecting the significant 
Bragg planes The results and predictions for the De Haas-Van Alphen 
experiments are presented in the following sections 
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Electronic structure of the incommensurate metal Hg3_iAsF6 
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Abstract. The electronic structure of Hg3_¿AsF6 has been considered in a model which 
takes the incommensurability of the Hg linear chains with the AsF6 anion lattice into 
account Despite the strength of the potential, we find that symmetry properties and selection 
rules play a dominant role in causing some matrix elements connecting states on the Fermi 
surface to vanish, in analogy with the conservation of crystal momentum ín commensurate 
systems By considering the efTects of incommensurability, very good agreement is found 
with experimental de Haas-van Alphen data. We find that, paradoxically, some orbits in 
these material1; exist in the absence of long range order only. 
1. Introduction 
Hgj ¿AsF6 is an incommensurate compound. The lattice constants we take are those at 
10 Κ: α = ί> = 7.45 À and c = 12.25 À. The Hg atoms form a network of linear chains. The 
distance between the Hg atoms on a chain is d =2.67 Â. This interatomic spacing is 
incommensurate with the вст lattice, i.e. a = (3 — S)d where δ (=0.21) is the 
incommensurability parameter (Brown et al 1974. Schultz et al 1978). This system 
undergoes two phase transitions (Pouget et al 1978, Heilmann et al 1979), one at 130 К 
leading .to phase ordering between the parallel mercury chains and one at 120 К leading to 
long-range order between parallel and perpendicular mercury chains simultaneously. The 
long-range order can only be obtained by very slow cooling and must be regarded as an 
ideal situation under typical experimental circumstances. This paper treats the system at 
0 К and wc assume a perfectly ordered crystal. Approximating each Hg linear chain by a 
tube, the resultant lattice of tubes plus anions forms а вст lattice with space group 
14, /arm/. As a result of the incommensurability, any vector к with A:, = 0 modulo 2л/с is a 
vector of the reciprocal lattice, and crystal momentum is not conserved at all. Moreover, 
the incommensurate potential is strong: its strength is about 100 mRyd, while the Fermi 
energy is about 300 mRyd (Suiting et al 1983). Several theories indicate electron 
localisation in incommensurate systems due to this factor (Azbel 1979, Mandelbrot 1977, 
SokolofT 1981 a, b, de Lange and Janssen 1983). 
However, experimentally Hg3_áAsF6 is a very good metal at low temperatures. The 
electronic mean free path (determined from ^he electrical resistivity) is very long, about 
10//m (Chakraborty et al 1978). Very sharp de Haas-van Alphen (DHVA) oscillations 
have been observed corresponding to intersecting planar Fermi-surface sheets resulting 
from chains in the a and b directions (Razavi et al 1979, Batalla et al 1982). Some corners 
of the intersecting Fermi-surface sheets are very sharp; logarithmic divergence of the 
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magnetoresistance indicates a sharpness of Δ £ Α
Ρ
 ~ 10" 4 , proving that the crystal 
momentum к is defined to this accuracy (Weger et al 1981) This extremely well defined 
value of к is present in spite of the large incommensurate potential, and in spite of a large 
number—about 6%—of vacancies in the AsF 6 lattice In this work we try to understand 
why this compound is such a well defined metal in spite of the strong incommensurate 
potential. We will further study the influence of incommensurability on the electrons at the 
Fermi level 
The plan of this paper is as follows In § 2 we give a method of splitting the total 
potential into a commensurate part, allowing standard band-structure techniques, and an 
incommensurate part causing perturbations. In § 3 we present the energy levels and Fermi 
surface resulting from the commensurate part of the potential In § 4 we introduce the 
matrix elements (and their strengths) induced by incommensurability In § 5 we present 
resulting DHVA orbits and try to relate them to experiments The last section contains our 
conclusions. 
2. The structure and the Ham'iltonian 
In describing the structure of this material we use the notation of Janner and Janssen 
(1980, hereafter referred to as JJ) The structure consists of three subsystems as follows 
(1) The AsFj subsystem (»/= 1) with a body centred tetragonal lattice, Λ,, and space 
group 14, /amd. 
(2) The mercury subsystem with chains in the a direction (г = 2) with an A-centred 
monoclinic lattice, Aj, and space group A2/m 
(3) The mercury subsystem with chains in the b direction (i'=3) with a B-centred 
monoclinic lattice, Л3, and space group B2/m. 
The site positions of subsystem и can be expressed m terms of its basis vectors a
w
 (/ = 1,2,3) 
and the position of its origin r
r
 (i>= 1, 2, 3) The values of these vectors for each subsystem 
are as follows 
л,. ·ι,=(-1.Μ) •« =<!,-!. i) «i)=<M.-D 
originati·, =(i, J, ¡), (la) 
Л 2 o 2, = ( 1/(3- <5), 0,0) a 2 2 = ( ( l + < 5 ) / 2 ( 3 - < 5 ) , U ) 
а
и
=((1+<5)/2(3-<5).і.-1) origin at г 2 = (0,0,0). (lé) 
Л3 аз,=(0, l/(3-<5),0) a„ =(i ,( l + <5)/2(3-<5), 1) 
«j3=(i,(l+<5)/2(3-<5),-l) origin atr,=(0, 1/2(3-<5U). (1c) 
The basis vectors, a*, for the reciprocal lattices AJ (v, /= 1, 2. 3) are given in equations 
(54), (56) and (59) of«. For convenience we use different basis vectors which can easily be 
obtained from the ones given by JJ 
ЛГ β· = (0,0,2) ** = (0, 1,-1) c* = ( l , 0 , - l ) ; (2a) 
AJ a* h* d* = ( 3 - 5 , 3 - <5,0), (2A) 
AJ a* e* d* (2c) 
From these vectors it can be seen that all three lattices have many reciprocal points in 
common 
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The crystal pseudopotential employed consists of local atomic pseudopotentials 
centred on the mercury atoms. The influence of the ionic anion potential on the electronic 
properties of the conduction electrons is of minor importance and we neglect it in this 
work For the atomic mercury pseduopotential we use a screened Heine-Abarenkov 
pseudopotential (Heme and Abarenkov 1964, Abarenkov and Heine 1965). The screening 
is given by exp(-2/fcFr), where kF is the effective radius of the Fermi sphere in elemental 
mercury, assuming free electron states. The inverse screening length 2<c
r
 is an adjustable 
parameter, adjusted to give the nght gap between the mercury 6s and 6p states (Jones and 
Datars 1972) In this work we neglect spin-orbit coupling 
The total crystal pseudopotential, I/, which we employ can be written as U= и
г
 + f/j 
.vhere I/2 and U} are the pseudopotentials of the two mercury subsystems. The operation 
which transforms U2 and U} into each other is |/?И whereß = (y, χ, г) is a mirror and υ is 
the vector determining the phase between the two mercury subsystems, 1 e v = r} -r1 = 
(0, 1/2(3 - J), i) This phase vector gives the systematic extinctions at m(3 - δ. 3 - δ. 0) 
when m is odd (JJ, Pouget et al 1978) The relation is then 
UAr)= ißW)-1 UjirMv) = {/,(/&• + υ) (3) 
Each mercury subsystem is strictly periodic and we can make the usual Founer 
expansion of its (pseudo) potential. 
ÍUr)= Σ І/ДОехрОСг) (^ = 2,3) 
Сел; 
(4) 
The Fourier component can be expressed as 
l/„(G) = S,(G)KG)/n„ (^=2,3) (5) 
where Ω„ is the volume of the primitive (tnclimc) unit cell of the mercury subsystem (ííj = 
Ω3 =а2с/4(3-(5)). V(G) is the Fourier transform of the mercury atomic pseudopotential 
and S„(G) is the structure constant defined as 
5 , ( 0 - exp(—iGv) WO-J 1 , f C e A ? 
, l
 ' 10 otherwise ~"" \Q 
As mentioned before, ν gives the relative phase between the two subsystems 
if G e Λ? 
otherwise. 
(6) 
Perpendicular to Ibe chain Along the chain 
Figure 1. The real space form of the commensurate ('tube') part and the incommensurate 
part of the pseudopotential given by a mercury subsystem (lattice v) The full circles are the 
mercury atomic positions on a chain 
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From equations (2) it is easy to see that for every element G„ of A¿ we can write 
G„ =G + md* where G is an element of Λ* (and Λ£). We now make the decomposition 
ί^ί/,.η,ΐκ + ^,υ«: where 
^ t * . W = Σ í/„(G)exp(iGr) U^m(r)= Σ 1/ЛОехр(ІСг). (7) 
сел;плі сел; 
CíAI 
The total potential can then be expressed in the form U= и
ыЫ
 + U^ with и
ыЫ
 = 
^'.ute + ^3.tub. and U^ = t / b n c + £ /з і т с . 
The actual form of the different terms is illustrated in figure 1. U,,^^, as defined, has 
no structure along.the chain direction resulting in potential troughs 1.5 Ryd deep along the 
chains. All the structure imposed by the discrete nature of the mercury atoms is, as seen in 
figure 1, contained in C/„iinc, which has a wave-like behaviour along the chain with 
periodicity d= a/O — δ) and an amplitude of approximately 0.1 Ryd. 
This 'incommensurate' part is much weaker than the tube part and can be treated in a 
perturbative way. 
Э. Band structure and Fermi surface of the tube potential 
The crystal represented by the pseudopotential Utabt is shown schematically in figure 2. 
The unit cell is seen to be body-centred tetragonal. The first Brillouin zone is also shown. 
This structure has the same symmetry as the host lattice formed by the AsF6 complexes 
(A, ). The space group is 14,/amrf and its elements are generated by the operators 
14,1(0, U)» ΚΚΙ,Ο,Ο» {/τ,,ΙΟ). (8) 
Figure 2. Schematic view of the 'tube' crystal. The lubes reflect a lack of structure along the 
chains. The crystal is body-centred tetragonal, as can also be seen from the first Brillouin 
zone. The structure has the ΙΑχ/ατηά symmetry. 
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As in the case of the commensurate approximation (5 = 0 (Suiting et al 1983), a secular 
matrix of rank 160 yields a convergence better than 0.5 mRyd. 
In figure 3 we plot the energy levels along the main symmetry lines. When we compare 
this band structure with the one obtained from the commensurate calculation of Suiting el 
al (1983) we see great resemblance, in topology and connectivity. Again we can conclude 
that electrons in this trough-like potential behave like nearly free electrons along the chains 
and like tightly bound electrons perpendicular to them. Because of the loss of the 
'd periodicity' in υ^ we do not see here the hybridisation gap of approximately 0.1 Ryd 
between bands 6 and 7 (see figure 1 of Suiting et al (1983)). Along the symmetry lines S 
and G we see only doubly degenerate states, caused by the screw axis and glide planes of 
the space group. The splitting between the lowest states at Γ of about 120 mRyd is a 
measure of the interaction between the perpendicular chains and is the same as in the 
commensurate caiculation. However, as we saw above, this large interaction does not 
affect the one-dimensional character of this system strongly because the interaction 
between perpendicular chains is less effective in destroying the one-dimensionality than 
the (in this system, very weak) interaction between parallel chains (Weger 1970). 
The Fermi level (at 0.321 Ryd from the bottom of the lowest band) was obtained by 
filling up the bands until 9.16 (=4(3 —J)-2) electrons were contained within the Fermi 
surface. The cross section of the Fermi surface with the planes k, = 0 and π/c is shown in 
figure 4. The three-dimensional shape of the Fermi surface is also illustrated schematically. 
The small undulation of the Fermi surface along the k, axis accounts for the anisotropic 
behaviour of the resistivity (Chakraborty et al 1978). As in the commensurate 
approximation (Suiting et al 1983), we see that the large interchain coupling ( ^ 120 mRyd) 
causes a large gap between the electron and hole sheets along the line Γ-Χ. However, due 
to the non-symmorphic symmetry elements of the space group 14, /amd the gap vanishes 
along the line Z-X. The mechanism which could lift this degeneracy is spin-orbit splitting. 
Although this effect is said to be small in this system (Mukhin 1982), recent self-consistent 
calculations predict a splitting along the line Ζ—X of a few mRyd. 
The near-degeneracy between the Z, and Zy levels at 0.275 Ryd is accidental. Small 
changes of the potential split these levels by about 30 mRyd. However, the shape of the 
Fermi surface is not very sensitive to small changes of the potential. 
Figure 3. The electronic energy bands of the 'tube' crystal. No bands cross the Fermi level in 
the Λ direction, i.e. there is a very low conductivity in the с direction. All states in the Z-X 
direction are doubly degenerate. 
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Figure 4. (α) Cross section οΓ the Fermi surface in the kt = 0 and л/с planes. There is a large 
gap between the electron sheet at Г and the hole sheet surrounding X The gap vanishes 
along the line Z-X. (4) Three dimensional illustration of the Fermi surface (schematic) 
4. Incommensurate transitions 
The presence of the incommensurate part of the potential (l/
mc
) can cause transitions from 
one state |л, к) on the Fermi surface to another In', * ' ) . We treat this phenomenon within a 
first-order perturbation of the 'incommensurate potential'. This means that we have to 
calculate the matrix elements <rt', к'\и
ж
\п, к) where both final and initial states are Bloch 
states of the commensurate lattice, and have the same energy, i.e. the Fermi energy. Each 
of the components U„
 1Ilc(f = 2, 3) of Umc is strictly periodic (see equation (7)). Therefore 
only for certain values of к and k' can the matrix element have a non-zero value. This 
condition can be expressed as follows. Two states at the Fermi level, |n. A) and |n', к — g), 
can couple between each other when the vector q belongs to Л* or Л* bul not to Л*. The 
vector q can be expressed in terms of the vectors in equations (2) and can be written as 
q = ms + G¡ (m= ± 1, ±2, . . . ) (9) 
where 
ι=(<5, <5,0) C, = ha* + kb* + le* - m(3, 3, 0). 
Note that G, e Л^. Because \n, k) and \n', k-q) are Bloch states we can write 
<W ',*-C | i/,„ c |n,*> = <n',*-mj|C/ lnc |n,*>. (10) 
It should be mentioned that every vector (a, a, 0), where a is irrational, can be written in 
the form of equation (9). The irrationality of δ makes it possible to find m and JV, both 
integers, such that a = mô — N. However most values of α involve high values ofm, which 
can be ignored as we will see below. 
We have found that the convergence in m is very rapid. For m= ± 1 the absolute 
values of the matrix elements were of the order of a few mRyd. For |m| > 2 this value was 
smaller than 0.001 mRyd. The reason is that for the ra= ± 1 transitions the biggest 
Fourier components involved are those which are equivalent to ^(З — δ, — δ, 1), which is 
of order 7 mRyd. The biggest components involved in a m = ± 2 transition can be 
represented by f/2 (6 — 2(5,-25,0), which is of order 0.Ò01 mRyd. This very rapid 
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convergence indicates that we have itinerant states and do not have to consider 
localisation, as in many analytical theories of incommensurate systems. 
The conclusion is that it is reasonable to consider only transitions of the form 
(я', k±s\U
mc
\n, k). Figure 5 shows, in the periodic zone scheme, all the possible m = ± l 
transitions between states on the Fermi surface in the k, = 0 and π/c planes. In the k, =0 
plane only five and in the kt = π/c plane only two inequivalent transitions are possible. 
(Two transitions, \nl, A, ) to \n\, k¡) and Inj.ftj) to Ιπ ,^Α^)- are said to be equivalent when 
^ 2 = ^ 1 and k{ = ak[ and ari=+i where a is the homogeneous part of a symmetry 
element {a\l
a
 I of the space group of the tube crystal. The matrix elements are then related 
by a phase factor.) 
The electrons are nearly free along the chains (free electrons in one dimension). The 
largest plane-wave components of the Bloch function then correspond to momenta of size 
K
r
 directed along the chains. The value of K
r
 is determined by putting [2— 1/(3 — <5)] 
conduction electrons per mercury atom in the one-dimensional-like and free-electron-like 
states along a chain direction (from — K? to +Kf). Then the result is 
KT = i [ 2 - Ι/(3-<5)|2π/ί/~ 1.145 χ Ιπ/α ( И ) 
where we assume that 1/(3 — δ) electrons per mercury atom are needed for the bonding 
between the chains and the fluorine atoms (Batalla et al 1982). We can also determine KT 
from figure 3 by unfolding the bands along the chain direction. However, this will yield the 
same result. By characterising the Bloch states at the Fermi level by the momenta 
(±Kf>ky,kl) or (кх. ±Kr,k,), which are outside the first Brillouin zone, we get an 
extended zone picture. In figure 6 we show, in analogy with figure 5, the Fermi surface and 
transitions in this 'real p-space' representation. The square shape of the cross section 
emphasises the free-electron-like behaviour in the a or b direction, but not in both 
directions simultaneously. The sides of this square are of length 2KF. 
To determine which orbits can occur we have to calculate the seven w = 1 matrix 
elements in the k, = 0 and к
г
 = π/c planes. This can be done by evaluating the sum 
(n',k-s\U
nK\n,k)= Σ <4' , f t - i |*- i-C') t / ,„c(- ï + C-G')<*-C|«,A> 
С. С' fc Af 
(12) 
1 
χ 
i. 
3 
χ 
J 
3 
, 5 
3 
*, = 0 
,Θ ,сглэ_^р. 
' -Λ. J ^ -Λ. ¿J * 
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Figure 5. The m = ± I iransilions caused by ihe incommensurate pari ol the potential which 
are allowed by conservation of crystal momentum Five inequivalent groups of transitions 
exist in the kj = 0 plane and two in the /t, = π/c plane. 
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Figure 6. Illustration of the Fermi surface cross section and the incommensurate transitions 
in the extended zone 
where \k — s — G') and \k — G) are plane wave states. Table I shows the results of these 
calculations for two different 'lockings' between the two families of chains, i.e. r = 
(0, 1/2(3-á), i)for the'in phase'ordenng as seen by Pouget et α/(1978) and ι> = (0, 0, ¿) 
for a hypothetical 'anti phase' ordering. In figure 8 these two possibilities are visualised by 
showing the projections onto the ζ = 0 plane of the atomic positions in the ζ = 0 and ζ = c/4 
planes. 
The values of the matrix elements are, via U
m
, very sensitive to the degree of screening 
of the atomic potential The close distance between the mercury atoms (in comparison with 
elemental mercury) will cause a reduction of the strength of U„
 i n c , ι e. a smaller amplitude 
for C/„ ,
nc
 in figure I. This may reduce the values of the matrix elements below the values 
given here. An ab initio self consistent calculation would be needed to determine how 
rigorous this reduction will be. 
In spite of this inaccuracy there is a very obvious result. From table I we see that for 
the perfectly ordered state (η= 1/2(3 — δ)) most of the matrix elements vanish, i.e 1, 2, 4 
and 5 in the к
г
 = 0 plane and 2 in the к, =л/с plane By changing the phase between the 
two mercury subsystems some of the transitions stay forbidden (1 and 2 in the к
г
 = 0 
plane), while others become allowed. This behaviour is inherent in the symmetry relations 
Table 1. Calculated matrix elements (in mRyd) for the transitions caused by the 
incommensurate potential A vanishing matrix element indicates a selection rule The fìrst 
column applies to the naturally ordered crystal and the second column to a hypothetical 
structure (see text) in which some of the selection rules do not hold 
i7=l/2(3-($) 4 = 0 
*,=() 1 0 0 
2 0 0 
3 - 2 7 i - 2 4 i 
4 0 5 h 
5 0 - 0 2i 
к.^ж/с 1 14i 12i 
2 0 3 3i 
of both (У,
иЬе
 and UiK and thus in the total potential U The vanishing of the matrix 
elements independent of the phase vector results from the centred nature of the mercury 
sublattices (space groups A2/m and B2/m) The others follow from the symmetry 
operation transforming these lattices into each other (equation (3)) These properties can be 
understood on the basis of a four-dimensional 'supergroup' describing the symmetry of 
the real (incommensurate) structure (JJ). These group-theoretical justifications and 
consequences are profound and very interesting, but are beyond the scope of this paper 
and will be given elsewhere. 
5. De Haas-van Alphen orbits 
Allowed incommensurate transitions can cause DHVA orbits which are different from those 
resulting from the Fermi surface presented in figure 4 Because the matrix elements 
involved are small (^ 1 mRyd) and the external fields strong (> 10 kOe), the presence or 
absence of orbits will be dominated by 'breakdown effects' 
An external field H induces tunnelling between electron states slightly separated in 
к space. This small separation, a result of a weak interaction, can be represented by a 
matrix element t. The probability Q that magnetic breakdown will occur in fields larger 
than the 'breakdown field' Я
м
 is then given by 
е = ехр(-//
м
/Я) where Η
Μ
 ~ Ыс/еИ)(2\і\/ ^ (13) 
and ¿.'rf, ~ £iF/>/2 (see Chambers (1966). formula (17), here
 г
 = I I χ 10е cms - 1 ) . 
When all the matrix elements belonging to the seven possible transitions are zero or 
very small, the breakdown fields associated with these matrix elements will also be small 
(i e. 2 = 1). Breakdown would already occur in external fields of a few hundred oersted. 
The only signals observed in the DHVA experiment would then be those orbits which are 
associated with the tube crystal. When all or some matrix elements are large (a few mRyd) 
the transitions become highly probable (P= 1 — Q^ 1). The 'tube orbits' will split up into 
new orbits. In table 2 we see how these 'derivate' orbits arise for all possible combinations 
of transition probabilities. It should be noted that the probabilities listed have either the 
value 0 (transition is forbidden) or 1 (transition is allowed). In reality they could, of course, 
have all possible values between 0 and 1, depending on the breakdown and external fields. 
The actual shapes of all the possible orbits are shown in figure 7 and can be derived 
ТаЫс 2. Occurrence of the DHVA orbits for all the possible (disjoint) combinations of 
transition probabilities (P= 1 - (?) The open orbil number ι is denoted by op, 
k, = 0 plane ir, = л/с plane 
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Figure 7. Various DHVA orbits expected Tor Ihis structure (heavy curves) The full curves are 
the non shifted, the broken curves are the +i shifted and the dotted curves are the s shifted 
Fermi surface cross sectional lines The orbits labelled βι, γ\,ει,ει,β, ande, are determined 
by the tube potential The integers near Ihe corners indicate which lypc of transmon is 
involved 
easily from the sheets and transitions presented in figure 5. However, it is more convenient 
to shift the cross sectional lines over + i and - i as is done in figure 7 
The areas are listed in table 3 (second column), where we have omitted the re entrant 
ζ orbits because they are all approximately zero. We obtain mainly five classes of orbits 
the β and γ orbits (= 300-600 T), the θ orbits (= 1200 T), the δ orbits (~ 1800 T), the μ 
orbits ( = 3100 T) and the e orbits (~ 3600 T). We will now try to connect the experimental 
results of Batalla et al (1982) and van Deursen et al (1984) to the calculated results 
presented in this work 
The electron orbit ßt around point Γ is small (266 T). Therefore a rather small 
inaccuracy in the energy of the Γ6 state just below the Fermi level causes a large fractional 
error in the area of this orbit. The question then arises whether we should identify this orbit 
with the a or with the β orbit observed in the DHVA experiments The radius of the a orbit 
is about 15% smaller than that of the β orbit, which is about 2% of 2π/ο In order to get 
such an accuracy in the theoretical determination of the value of the radius of the orbit, we 
need an accuracy of better than 7 mRyd in the energy of the Γ6 state. The present 
calculation does not have such an accuracy and therefore we cannot tell from the areas 
of the orbits whether it is the a or the β orbit which corresponds to the /?, orbit around 
point Γ. 
However, this ambiguity does not exist for the electron orbit around point Ζ (y, in 
figure 7) The area of this orbit is then [2(АГ
Р
 - 2π/α)]2 = 627 Τ, which is determined by the 
number of electrons in a straightforward way (equation (11)). We can clearly make the 
identification with the observed γ orbit (626 T) Experimentally this orbit produces strong 
signals, indicating rounded off corners which result from spin-orbit interaction, lifting the 
degeneracies along the S lines (see figures 3 and 4) Since the strength of the β orbit signal 
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Table 3. Overview of calculated and experimenta) DMV A orbns Columns I and 2 list Ihe 
names and sizes of all the possible orbus resulting from this work (NLX stands for not 
extremal) Column 3 indícales which of these orbits will exist when only the tube potential is 
considered Columns 4 and 5 indicate the orbits resulting from the incommensurate part of 
the potential in two diflerent cases of ordering between the two families of chains The last 
column shows the experimental results of Razavi el al (1979) and Battalia el al (1982). 
except where aDindicaicslhedaiaof4anDcursent7a/(198-ä) 
Orbit Area(T) Tube η- 1/2(1 -<5) η = 0 Experiment 
•" 48 (a·) 
» · 340 (a) 
4I3(/Î) 
626 (·/) 
940(D) 
1120(D) 
1400(D) 
• 17M(D) 
1860(<5) 
2280(D) 
3300(D) 
34 13 ω 
3680 (ε) 
3680(c) 
is comparable with that of the γ orbit while the a orbit is an order of magnitude weaker, wc 
identify the β signal with the /?, orbil around the point Γ. 
The theoretical area of the ε, and s2 orbits is 3680 T, which is in excellent agreement 
with the ε orbit observed experimentally. 
We identify the measured μ orbit (3413 T) with the ε. orbit (3474 T), i.e. a tube orbit in 
the k, = π/c plane. This agrees with the observed phenomenon that this signal disappears 
for field directions deviating more than 20° from the с axis. The fact that it is not observed 
in fields below 4.6 Τ (Batalla et a! 1982) strengthens the assumption that this orbit is given 
by the averaged or tube potential, since in high magnetic fields the influence of the 
incommensurate perturbation is diminished by breakdown effects. 
The 0-class orbits (=; 1200 T) and //-class orbits (~ 3100T) presented in this work are 
not reported in the experimental papers by Razavi (1980) and Batalla et al (1982). 
However we did find, after a careful search, some very weak signals (van Deursen et al 
1984). 
There is no doubt about the observability of the δ orbit ( 1860 T). This signal is reported 
by all experimentalists as being strong over a wide magnetic field range. Comparing the 
areas, one would assign this orbit immediately to the J, orbit (1862 T). This assumption is 
made even stronger by the fact that weak signals are reported (van Deursen et al 1984) 
somewhat below 1800 T, which can be identified with the (52 orbit. 
The naming of the a* orbit in figure 7 is rather arbitrary and is done because of its 
resemblance to the observed a* orbit (48 T). 
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Figure 8. (α) Projection of the mercury chains in the ζ — 0 and z = c/4 planes in the ordered 
crystal, η= 1/2(3 δ) φ) Projection ofthe chains for a hypothetical crystal with a different 
order (^7 = 0), for which the selection rules are modified The open circles symbolise the 
mercury positions in the г = 0 plane and the open triangles the positions in the ζ = c/4 plane 
Note the translational symmetry in the (—1 1) direction 
Up to this point we have not said anything about the hierarchy of orbital occurrence 
As we mentioned above, magnetic breakdown can make orbits appear and disappear With 
equation (13) and the values for the matrix elements listed in table 1, we can calculate the 
transition probabilities P, From these we can determine the 'occurrence probability' for 
every orbit (for example, the probability for the orbit μ, to occur is proportional to 
(fiQiQi)') ' n teble 3 (columns 3-5) the highly probable orbits are marked with a full 
circle for the several possibilities 
We see that none of the three cases agrees with the strongest experimental signals, ι e 
β, γ, S and ε The tube potential gives the best result, while the highly ordered state, which 
reflects the real structure, gives the worst result It is very striking to see that in all three 
cases the (5, orbit, which we identified with the observed δ signal, is forbidden From table 2 
we see that for the <5, orbit we need /^ == 1 and Р
г
 ~ 0 That transition 3 is weaker than we 
calculated can be understood when we consider the lack of accuracy, but that the matrix 
element for transition 2 is not zero is an impossibility on group theoretical grounds The 
only mechanisms which could overcome this are again the spin-orbit interaction or 
symmetry-breaking effects such as disorder 
As we can see from table 2, all orbits of class δ involve the possibility of transition 2 or 
4 occurring The vanishing of transition 4 is due to the locking ofthe two incommensurate 
sublattices A2 and Лэ to each other (figure 8(a)) When the sublattice of chains in the a 
direction is described by ç2 =(2n/d, qy, 0) and the sublattice of chains in the b direction by 
Qi =(4x< 2π/<ί, 0) then the two sublattices can only lock into each other when q> =q
x
 = 
2n/d (or a multiple thereof), as described in the paper by Pouget et al (1978) However, 
experimentally it is observed that this locking is very sluggish and takes place only when 
the sample is cooled very slowly Thus, under normal cooling rates, in large portions of the 
sample the two sublattices do nol lock into each other, ι e q, and qy are not 2n/d (or a 
multiple thereof), or at least the phase relationship between the two sublattices is broken 
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Under these conditions the symmetry relation between U^ and U3 (equation (3)) and thus 
between (/2 inc and U} ,nc does not hold, and there is no cancellation of the matrix element. 
A numerical calculation was performed after changing (but not destroying) the relation 
between (/j and I/3 by changing the phase between the two families of chains to the one 
illustrated in figure 8(¿) (7 = 0) This gave the result that the matrix element for transition 
number 4 (and 2 in the А:, =л/с plane) became rather strong (table 1), making orbits of 
class δ possible (¿2 and a, ) 
In general we can say that, if order between parallel chains (i.e. the possibility of 
defining qr and qx) is maintained over rather small regions, orbits of type δ may be 
observed in the DHVA experiments. Such an orbit is illustrated in figure 9 When the lattice 
of chains in the χ direction possesses an arbitrary transverse component qy, i.e. a phase 
factor exp(\qy v). then this will give rise to a transition with ök = (2n/d, qy) between points a 
and b in figure 9. The lattice Aj will be modulated by the lattice Λ3 of chains in the у 
direction with a factor 1 + a cos(2ny/d), where a< 1. This modulation gives nse to a 
component of the incommensurate potential with momentum qy ± 2n/d. These components 
will cause transitions with 6k = (2n/d—q^ln/d — Qy), i.e. between points с and d in figure 9. 
It is seen that a periodic motion in ordinary space (as well as in group velocity space) takes 
place with a period corresponding to an orbit with area of about 1820 T. For simplicity, we 
ignore Bragg reflections of the commensurate lattice here The requirement, that no such 
reflections take place limits the possible values of g, and qy somewhat. (We assume here 
that there are no Bragg reflections due to the commensurate lattice between the pairs of 
points b and c, or between d and e, in figure 9.) Thus these kinds of δ orbits are a property 
of the incommensurate lattice when the lattices Λ2 and Л3 do not lock, but just modulate 
Figure 9. Illustration of how a configuration of the mercury chains with 'random' values of 
the transverse wavevector gives rise to an orbit of class δ The area of this orbit is about 
1820 Τ 
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(or polarise) each other. In general DHVA orbits require long-range order. In the case 
described above the (appropriate) long-range order suppresses orbits of type δ, and only 
when this order is broken, leaving only some short-range order, are these orbits possible. 
This is quite an unusual situation. 
6. Discussion and conclusions 
In this work we have introduced a method for handling an incommensurate system by 
splitting the total potential into a commensurate part and a perturbative part bearing the 
incommensurability. In Hg3_
 ( AsF6 this perturbation is weak and only a moderate number 
of couplings between states at the Fermi level are of importance (figures 5 and 7). 
Moreover there are selection rules prohibiting many of these transitions (table 1). These 
extinctions follow from various symmetry operations such as, for example, the translation 
properties of the incommensurate potential or the symmetry operations of the non 
symmorphic space group of the host lattice (14, /amd). There are also extinctions which 
result from the centred monoclinic nature of each mercury lattice (A2/m and B2/m) or 
from the way two subsystems lock into each other (below 120 K). 
On the basis of these simple calculations we can conclude that the matrix elements 
which do not vanish on group-theoretical grounds are of the order of 1 mRyd. When we 
compare this value with the Fermi energy of about 300 mRyd, we can say that the volume 
in momentum space which is appreciably affected by the incommensurate interactions is 
very small. This fact emphasises the validity of our first-order scattering approach. 
All incommensurate transitions can give rise to new DHVA orbits. We were able to 
identify most of the DHVA signals observed experimentally with the ones presented in 
figure 7. However, it was not possible to explain the orbital occurrence on the basis of 
magnetic breakdown arguments (table 3). The reason for this is that for such arguments we 
need very accurate interconnecting matrix elements, which we cannot obtain from the 
pseudopotential we have employed. In addition, we think that spin-orbit effects are 
important, since they are of the same order of magnitude as the matrix elements listed in 
table 1. Therefore, to get a good insight into the total potential and thus into the 
incommensurate part a self-consistent calculation is needed including relativistic effects. 
The first careful steps in that direction have already confirmed our suspicion that the effect 
of the incommensurate part of the potential is even smaller than shown in table 1. This 
smallness of the matrix elements also affects magnetoresistance experiments, because for a 
matrix element of about 0.1 mRyd the breakdown field is approximately 200 Oe. Therefore 
these small terms are entirely negligible in the fields in which the DHVA experiments are 
carried out (10-400 kOe). However, in fields in the range 2-40 Oe, where the divergence of 
the magnetoresistance was measured, these terms should give rise to transitions 
between perpendicular chains and to very sharp corners of the Fermi surface, namely 
Ak/kF ~ 10"
4
-10"3. These sharp corners can account for the logarithmic divergence 
of the magnetoresistance observed in these low magnetic fields (Weger el al 1981). 
This magnetoresistance is given by the formula 
¿Ь(>(Н)/
Ро
Н
г
 = (2/лМс)Ж/ак) НІеЧс/иНХАк/к^] (14) 
where μ.= er/m* is the mobility, e' = 2.718 and Δλ is the radius of curvature of the corner 
of the Fermi surface. 
We have also shown that in addition to symmetry-breaking effects like the spin-orbit 
interaction, the loss of long-range order between the mercury chains can also make 
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additional DHVA orbits possible. Destruction of this long-range order, due to rapid cooling, 
presence of defects, etc, causes a breakdown of some selection rules If short-range order is 
maintained over regions of the size of a DHVA orbit (about 1 μτη), DHVA orbits are possible 
The frequencies of these orbits do not depend on the exact nature of the disorder and 
therefore they should produce rather strong-DHVA oscillations, in this case those of type δ 
Thus the conclusion is that the presence of long range order suppresses certain DHVA 
signals while on the other hand the lack of long-range order can lead to the occurrence of 
certain DHVA orbits This is a new phenomenon 
This work also accounts for the absence of a Peierls transition in this system The 
electrical resistivity of Hgj ¿А5р6 indicates an electron-phonon coupling constant of 
λ~0 2 (Marianer et al 1982). (This value is considerably smaller than in metallic mercury 
because of the much higher phonon frequency of the longitudinal phonons of the mercury 
chains ) Such a coupling constant should give rise to a Peierls transition at a temperature 
4EF exp(— 1/A) of the order of a few hundred K. However, the large crystal potential 
reduces the component of the p = Kf plane wave in the Bloch state, and as a result the 
coupling with the phonons with q = 2KT is reduced and 'Umklapp' coupling with phonons 
of wavevector q f G or q — 2n/d builds up The latent Peierls instabilities of the various 
different phonons act independently and thus the transition temperatui e is lowered. 
According to the present calculation, we estimate a reduction in Х
гКт
 of about a factor of 
two, lowering the efTective Peierls transition temperature by two orders At such a low 
temperature, interchain coupling and the disorder produced by the vacancies in the anion 
lattice can further suppress the Peierls transition and give rise to a metallic state at very 
low temperatures 
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IV Experiments on the de Haas-van Alphen Effect 
The Apparatus 
To support the theoretical considerations of the preceding chapters, 
experimental investigations were necessary The weak energy effects on the 
Fermi-surface, caused by the incommensurability, can be observed by a sensitive 
phenomenon like the de Haas - van Alphen oscillations As stated in the 
preceding chapter anomalies due to magnetic breakdown effects are to be 
expected in strong fields Fortunately many high magnetic field facilities were 
and are available in Nijmegen We chose the pulsed field system schematically 
presented in the figure below, which is extensively described in the article of van 
Deursen and de Vroomen published in 1984 in J Phys E Vol 17 on page 155 
Some of the main points are repeated here 
The field is generated by a discharge of a lOOkJ capacitor (C) switched by a 
thyristor (Th) over an air-core coil (L) At the zero crossing of the voltage over 
the coil, ι с near maximum current, the voltage is clamped by a diode The 
current decays with the time constant L/R of the coil In order to maximise the 
L/R time the diode is mounted close to the coil and the magnet is cooled in 
liquid nitrogen 
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Hard copper wire, 1 5x3 5 mm2, is used as a conductor The height of the 
coil is 90 mm. the inner diameter 20 mm, and 14 layers of windings result in an 
outer diameter of about 60 mm In order to withstand the stresses from the 
Lorentz forces the coil is surrounded by a 30 mm thick stainless steel mantle 
After assembly, the coil and mantle are vacuum impregnated with epoxy, mixed 
with dolomite powder for increased isolation and shock resistance 
The capacitor bank consists of 30 (ASEA) capacitors of 250μΡ, with a 
maximum DC voltage of 5kV Their resonance frequency is about 7 kHz Each 
capacitor has a 0 5Ω resistor in series, in order to limit the current in case of 
failure The bank is switched to the coil by two thyristors in series, fired 
simulteneously to within 1 μs The thyristors (ASEA) have a breakover voltage 
of 3 5 kV, and can handle a single 10 ms pulse of 15 kA peak The bank with 
thyristors is placed on the roof of the building and is connected to the room 
containing the magnet by two parallel 40m coaxial cables of 120 mm2 Cu As 
already said, the clamping diodes are mounted near the coil 
The held is measured by electronic integration of the voltage on a small 
pick-up coil (m) The output voltage V,nt of the integrator (I) is proportional to 
В and is compared with VDAC , the voltage of a digital-to-analogue converter 
(DAC) When, during the pulse. Vim becomes equal to VDAC, a signal "spike" is 
generated which sets the counter to the next higher value The timing of the 
spikes is registered in synchronization with the dHvA signal, and separately by 
the minicomputer with a resolution of 1 μ5 The maximum of the field is 
detected by the zero crossing of the voltage on the pick-up coil On the 
occurrence ol the maximum the counter is lowered by one and set for down 
counting From the total number of spikes and the offset of the counter one can 
assign the corresponding field to each spike The maximum field ever generated 
was about 46 Г Fields up to 40 Τ can be used effectively The rise time of the 
field is about 5 ms, it decays to half of the maximum value in a time varying 
between 15 and 50 ms depending on the maximum field The high values of 
dB/dt induce of course eddy currents, causing Lorentz forces on the sample, 
heating of the sample and screening of the field 1 he latter may also cause a 
phase smearing and screening of the signal, depending on the dHvA frequency 
The cooling time of the magnet is about 5 mm 
The dHvA oscillatory magnetisation is detected by two balancing coils 
wound directly over each other on the sample (sample and detection coils are 
denoted by S in the figure) The balance of the coils can be made better than 
1% We limit ourselves to dHvA frequencies F for which the phase F/B at the 
maximum field is larger than 10 Passive filtering can than be applied, to reduce 
the residual signal of the field pulse from the imbalance of the coils 
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The input circuit, containing (S) is dimensioned to a high pass Buttcrworlh 
characteristic above 1 6 kH/ The amphticr A has a low pass roll off at 1 3 kHz 
and acts as an imperfect integrator An audio octave bandfilter BF, modified to 
accommodate frequencies up to 100 kHz is used when small signals in a large 
signal background are to be enhanced The total gain in the system at 1 kHz is 
IO** The amplihcd signal is registered in a digital transient recorder (TR) After 
the pulse the data are transferred to the PDP 11/40 minicomputer, where they 
can be processed Generally only dHW oscillations registered in the decaying 
field are studied A Fourier spectrum of the data is available within 3 mm after 
the pulse giving sufficient resolution for the identification of frequencies 
Separate glass Dewars are used for the magnet and for the sample The 
sample cryostat consists of a 1 ^m He Dewar with a ISO mm long tail of 11 mm 
inner and 17 mm outer diameter A helium content of 1 5 I suffices tor 8 h of 
measuring time With a 60m\h pump, a temperature of 1 3 К can be obtained 
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Abstract The Fermi surface of Hgs^AsFj is studied by means of the de Haas van Alphen 
effect in magnetic fields up lo 35 T. We observe magnetic breakdown over the gaps resulting 
from incommensurability The δ signal decreases in amplitude in fields larger than 10 Τ 
whereas a normal increase is seen for all other main orbits Estimates for the effective field 
values belonging to magnetic breakdown and scattering are given They set an upper bound 
of approximately 3 mRyd for the matrix elements of the incommensurate component of the 
lattice potential A spm-orbit splitting is observed for the e orbit in agreement with a 
self consistent calculation including relativistic effects. 
The compound Hg3_¿AsF6 contains two sets of perpendicular chains of mercury atoms, 
as observed by x-ray diffraction at 300 К (Schultz et al 1978, Brown el al 1974), separated 
by AsF6~ anions in a body-centred tetragonal (вст) lattice. Neutron diffraction 
experiments by Pouget et al (1978) at temperatures between 200 and 10 К showed that the 
system undergoes two phase transitions: one at 130 К leading to ordering between the 
parallel chains and one at 120 К leading to long-range order between parallel and 
perpendicular chains simultaneously. The lattice parameters at 10 К are a = 6=7.45 À 
and c= 12.25 À. The separation of the mercury atoms in each chain, dil.dl À), does not 
fit exactly three times in the вст unit cell of the AsF6 lattice, i.e. a = (3— S)d where 
5 = 0.21. This incommensurability is one of the features of this exotic material that 
attracted much interest. 
The chain structure in only the a and b directions leads to an anisotropic conductivity, 
as seen in the resistivity measurements of Chiang et al (1977), Cutforth et al (1977) and 
Batalla and Datars (1982), It also leads to a very unusual behaviour of the 
magnetoresistance (Chakraborty et al 1979, Weger et al 1981). This can also be inferred 
from band-structure calculations (Buiting et al 1983, 1984). The calculated Fermi surface 
(bs) is in agreement with the de Haas-van Alphen (DHVA) data which were obtained in 
fields between 3 and 5.5 Τ (Batalla et al 1982, Razavi et al 1979). The superconductivity is 
also highly unusual and not well understood (Spai et al 1979, Schirber et al 1982, Moses 
ΕίαΠ983). 
The model presented by Buiting et al (1984, hereafter referred to as BWM) indicates that 
the Fermi surface will be influenced by magnetic breakdown effects. Here we present the 
preliminary results of a FS study in fields up to 35 T. 
The material was treated in a pure helium atmosphere because it is highly hygroscopic. 
The sample, typically of size 1 mm3, is cut from a larger piece of material, coated with 
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Apiezon wax and mounted in a holder which may be rotated on one axis The sample is 
oriented to an accuracy of 3° using the c-plane facets. Batalla el al ( 1982) and Schirber el 
al (1982) observed that the cooling rate influences the он л amplitudes and spectrum. We 
cooled our sample in about one hour from room temperature to 80 K, and in about five 
minutes down to 4.2 K. The DHVA data have been obtained in a pulsed field system 
(van Deursen and de Vroomen 1984) employing pulses of maximum field between 14 and 
35 T, with time constants between 40 and 20 ms, respectively. The DHVA data at low fields 
are in qualitative agreement with those reported by Batalla ei al. 
The frequencies detected (see table 1 ) are β, γ, δ, μ and ε in the notation of Razavi el at 
(1979) and Batalla el al (1982). AU frequencies vary approximately as sec 0, where θ is the 
angle between the field direction and the с axis, indicating a nearly cylindrical FS. Some 
weak extra signals, ¿2 and θ (table 1), cannot be explained in terms of combination 
frequencies, but agree with the model of BWM. We did not observe the low-frequency orbits 
a (340 T) and a* (50 T). The latter has a frequency too low for our equipment. The reason 
we did not detect the a signal is not clear. 
The amplitudes as a function of field are obtained by fitting sines and cosines to the 
signal over small intervals of data, usually 15 periods of the ε frequency We concentrate 
on the data for angles close to the с axis, where the influence of mosaic spread is minimal. 
In figure 1 the results are given for an orientation of the field 5° from the с axis. We plotted 
ЩАН
 1 / 2
 smhx/x) against H " ' , where A is the amplitude and Η the magnetic field, 
x — am*T/H with a = 14 67 Τ K~' and m* is the effective mass, as given by Batalla el al 
(1982); the temperature Τ is 1.3 K. The correction smhx/x to the amplitude is always 
smaller than 20%. One notes that for a perfectly cylindrical FS the factor H~ ' '2 is no longer 
applicable, as it stems from a parabolic approximation to the FS in the vicinity of the 
extremal orbit in the direction of the magnetic field. The BWM calculations indicate that the 
FS is not a perfect cylinder and the standard three-dimensional description applies 
From the data of Chakraborty el al (1978) one infers that the magnetoresistivity at 
4.2 К and 8 Τ is about 1.5/¿Ω cm, and that it still shows no sign of saturation. 
Consequently we expect that the finite penetration depth of the DHVA signal will not 
influence the amplitudes, even for the highest frequency ε in fields larger that 8 Τ This is 
confirmed in the Dingle plot as presented, where data from pulses with different maximum 
fields and time histories fit to within 10% in amplitude The data presented extend down to 
6 T. At lower fields the influence of the homogeneity of the field becomes appreciable for 
the с frequency. 
Table 1. The results of experiments and (Us The curvature factors result from band 
structure calculations, the value (or β is uncertain because its curvature is almost zero The 
other signals we observe are listed al the bottom The DHVA frequencies are accurate lo 1% 
F [níFlc'f/ckll-"2) Ì In A Exponent terms 
(Τ) (In Τ) (In Τ) (Τ) 
β 404 >5 5 95 
γ 610 4 395 
S 1825 45 4 5 
с 3620 4 7 5 5 
Other signals μ (3300 Τ), <52 ( 1764 Τ), θ (940 Τ) and 2280 Τ (unassigncd) 
Hg + 2H, -24 7 
Η, + 2//) . 2//j = l4 I 
/ / ¿ - 2 Н , ^ 8 ( И : ~ 1 ) 
/ Η , + 2/ίι + 2HA = 32 (с,) 
\Ht + 2 H j + 2 H , -32 (ε,) 
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In figure 1 a dip is seen at approximately 0 08 Τ ' in the amplitude for the e signal. 
which can be interpreted as the first minimum of a beat pattern This behaviour results 
from the interference between two orbits difTenng by 6 Τ in area and having approximately 
the same amplitudes A similar interference pattern is observed up to an orientation θ of 
25° The δ signal is seen to decrease in amplitude at fields larger than 10 Τ We interpret 
this as stemming from magnetic breakdown, to be detailed below The behaviour is similar 
to that observed in ¿mc (Dhillon and Shocnberg 1955) The γ (610 Τ) and β (404 Τ) 
signals show a normal linear behaviour 
At 'low' fields (< 10 T) we detect many combination frequencies, especially of с with у 
and β The amplitudes arc asymmetric, for example, in a Fourier spectrum for fields 
between 7 and 15 Τ the amplitude for f + β (с + 2β) is about 30% ( 15%) of the f amplitude 
whereas the one for e - ß(t- 2ß) is 6% (<1%) Assuming that magnetic interaction ( M I ) 
(Gold 1968) is responsible for the combination frequencies, one can estimate the absolute 
magnetisation, for example for the β orbit from the relative amplitudes of ε and ε f ηβ 
(η -φ 0) This estimate is found to be in agreement with the magnetisation as calculated from 
the curvature factors obtained in the BWM model (table I) The observed magnetisation is 
two orders of magnitude smaller Hence we believe that only 1% of our crystal contributes 
to the signal However, the large asymmetry in the amplitudes is not well understood in the 
M I model 
The main electronic properties are determined by the averaged commensurate system 
called the 'tube crystal' ( B W M ) Its symmetry is described by the non isomorphic space 
group И./атс/, which does not contain spatial inversion Figure 2(a) shows the cross 
section of the bs in the A:, = 0 plane as calculated by BWM In figure 2( i ) we display 
separately those orbits which contribute mainly to the D H V A signal The δ type orbits result 
from incommensurability The non isomorphic group elements force fourfold degenerate 
slates (including spin) where у and f orbits meet Spin-orbit coupling lifts this degeneracy, 
ι e it makes •/, f and δ orbits possible in the kt = 0 plane at 'low' fields Moreover the lack 
of inversion symmetry now splits a general 'spin degenerate' state at the Fermi level into 
010 
1/HIT ) 
Figure I Dingle plots for ihc four strongest signals The full curves arc the fits through Ihe 
experimental points The dip in the Lurve of the f signal is attnbulcd to mlerferencc between 
two ncarl) equal orbits The downturn in the curve of the b signal is a magnetic breakdown 
feature 
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Figure 2. (α) The Fermi surface cross sections in the kt — 0 plane. The dotted lines represent 
the first-order transitions due to incommensurability. (¿) The most important orbits in the 
kt ~0 plane. The insets show the efFcct of spin-orbit interaction. For the à orbits, the 
numbers 2 and 4 indicate that points in к space connected by these transitions are made to 
coincide. 
two singlet states (de Groot et al 1984). This phenomenon is visualised (enlarged) in the 
insets to figure 2(6). Note that the sharp corners of γ, ε and δ orbits are doublets. 
The dotted lines in figure 2(a) represent the possible transitions due to the 
incommensurate character of the total potential. There are only five first-order transitions 
which are inequivalent. The effects of higher-order transitions are weak compared with the 
ones presented in figure 2(a). Matrix elements associated with transitions 1-5 are small (of 
the order of 2 mRyd). Magnetic breakdown (мв) already overcomes the extra Bragg-plane 
reflections in moderate fields. 
The DHVA effect in the мв regime has been studied extensively and the theory is given 
in the work of Pippard (1964), Falicov and Sievert (1965), Chambers (1966) and Gold 
(1968). Consider the <5, orbit as shown in figure 2. The existence of this signal requires 
breakthrough of the type-3 gaps four times and it requires a jump of type 2 twice, i.e. no 
breakdown of this gap. We present here the damping factors due to magnetic breakdown 
and scattering for the five relevant orbits in an external field Η (only the first harmonic): 
ε, exp[-(W£ + 2//j + 2H, )/H] 
£ 2 exp[-(tfc + 2Я, + 2Я4 )/H ] 
γ ехр[-(Я, +2Яз +2Я 5 )/Я] (1) 
β е х р Н Я д + гЯ.УЯ] 
¿, e x p [ - № + 2Яз )/Я]( 1 - ехр(-Я
г
/Я)). 
Here Я,, Яг, Яз, Яд and Н5 are the 'breakdown fields' associated with the five 
incommensurate transitions (BWM). Я^, Я,, Hf and H, are 'Dingle fields' as Hc =am*T0 
where in this example m* and 7"D are respectively the cyclotron mass (in units of m^ ) and 
the Dingle temperature of the ε orbits (<2= 14.69 Τ К " 1 ) . We assume that the tunnelling 
probability over the gap between the γ and the £ orbits caused by the spin-orbit splitting is 
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zero, as are deviations from the k!=0 plane When we take the logarithms of (1) the 
amplitudes of the £,, ¿2, γ and β orbits show a normal linear behaviour when plotted as 
a function of I///, while the amplitude for δ, deviates from this In table 1 we give the 
parameters obtained from the fit to the data The fit to the experimental points of the y and 
β signals is straightforward The slopes represent an effective Dingle temperature 
including MB effects and scattering by lattice imperfections 
The explanation of the experimental results of the ¿ signal is less straightforward First 
there is a pronounced beat minimum at 0 08 Τ ', which can be explained as the 
interference between two ε signals resulting from orbits with an area difference of 6 3 Τ 
The splitting may stem from mosaic spread, two crystallites deviating by 1 5° However, 
no such splitting is observed for the γ от β orbit for a variety of orientations, thus 
weakening this interpretation Another explanation would be that the ε, and £2 orbits in 
figure 2 are inequivalent because of the tiny monoclmic distortion of the anion lattice 
(Rouget el ai 1978, Janner and Janssen 1980) However, the expectation is that the effect 
on the electronic states near the Fermi level is small and can be ignored 
A more satisfactory explanation for the beat pattern is given by the effect of spin-orbit 
coupling as described above The spin-orbit interaction leads to singlet orbits differing 
slightly in area This tiny effect will be largest for the ε orbits The resulting signal will show 
a beat pattern with a period given by the difference in areas The depth of the first 
minimum for the ε signal reflects the fact that the composite signals are of about equal 
strength, since the signals originate from the same sheet of the FS 
From equations ( 1 ) we see that the field dependence of the δ orbit will not be Dingle 
like This is confirmed by the experiment (figure 1) In BWM it is shown that Wj is zero for 
reasons of s>mmetry, but symmetry breaking features like spin-orbit interactions or lattice 
imperfections are expected to lift the degeneracy The effect of a small matrix element 
(<1 mRyd) associated with transition number 2 is already drastic as is seen in the fit of 
figure 1 (¿ signal), where we took Я2 ~ 1 Τ From (1) the strength of the signal is given by 
A exp(-//'///)( 1 - expi-Hi/H)) where H' = H6 + 2Я3 The curve of figure 1 can be 
characterised by two numbers—the field where the curve starts to bend down (~ 10 T) 
and the magnitude of the signal at the broad plateau Thus we are able to determine from it 
/no independent theoretical parameters, but not three, and we are not able to establish 
unambiguously the values of the three parameters /4, H' and Я2, since different 
combinations of these parameters can give a rough fit to the experimental curve If we have 
an independent way to estimate one of the three parameters, the experimental curve can be 
used to determine the other two One extreme value is obtained if we assume H' = 0, then 
H2 - 10 T, and this is an absolute upper bound Another extreme value is obtained if we 
assume that the volume of the sample that contributes to the δ signal is equal to the volume 
that contributes to the β, y and ε signals, making use of the calculated curvature factors 
This gives a lower bound of Я2 ~ 1 Τ Values of H
s
 and //3 which are close to the values 
for the other orbits give an intermediate value of Н
г
 ~ 3-5 Τ Since the existence of a non 
vanishing //2 requires disorder, it is possible that there is a distribution of values of Н
г
 in 
the range 1-10 Τ The upper bound of 10 Τ sets an upper bound for the matrix element of 
3 mRyd, in accord with the BWM calculation 
In the interpretation of the data, we face the following difficulty We have an 
appreciable number of theoretical parameters, namely the five breakdown fields and four 
Dingle temperatures (for the β, /, δ and f orbits), while experiment provides us with only 
four or five parameters (one each for the field dependences of the β, у and ε orbits and one 
or two for the field dependence of the δ orbit) The parameters obtained experimentally are 
listed in table 1 It is seen that while we cannot determine each parameter uniquely, good 
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agreement between theory and experiment is obtained. If we assume that all five 
breakdown fields are of order 3-6 T, we have to conclude that the orbits δ and γ have a 
Dingle field of about 6-10 T, while we obtain a value of about 25-30 Τ for the β and ε 
orbits. In particular, the difference between H¡ (=:6T) and Hc ( ~ 3 0 T ) is very striking 
because the ó, orbit is a derivative of the ε, orbit (figure 2). 
Hgj-i AsF6 has many AsF6 anion vacancies (~ 6%), and a high Dingle temperature is 
to be expected. However, Cutforth et α/(1977) and Chiang et α/(1977) found no evidence 
of any residual resistance. Only Batalla and Datars (1982) measured a non zero p
a
 of 
about 0.3 μΩ cm, which they ascribe to extra lattice imperfections in addition to the AsF6 
vacancies. 
The explanation is that most of the electrons which contribute to the conductivity are 
occupying states on the flat parts of the FS (see figure 2). Electrons in these states are 
strongly localised on the individual chains, i e. their wavefunctions have little overlap with 
the AsF6 sites and the orthogonal family of chains (Buiting et al 1983). Each mercury 
chain is ordered perfectly, enhancing the mean free path as pointed out by the Philadelphia 
group. Based on this very long mean free path (~ ΙΟμπι) at 4.2 K, we would have expected 
a Dingle field of less than 1 T. 
Bulling and Mueller (1984) and Weger (1980) suggest that the scattering induced by 
the great number of vacancies takes place mainly on the curved parts of the FS. The β and 
ε orbits have rounded corners and the γ and a, orbits do not, which may explain the 
difference in the Dingle temperature. 
The present experiments show that the matrix elements of the incommensurate 
component of the potential are approximately 2 mRyd. This value is two orders less than 
the Fermi energy (~ 300 mRyd), and therefore the material is a very good metal with a 
very long mean free path. At fields higher than approximately 10 Τ magnetic breakdown 
takes place, and the material behaves as if the mercury atoms form tubes and the 
discreteness giving rise to the incommensurate potential can be ignored. The DHVA 
experiments also show the effect of spin-orbit coupling in lifting the degeneracy between 
the fcî and £1 states, as a result of the absence of a centre of symmetry, and give a precise 
value for this effect. The present experiments also indicate which parts of the Fermi surface 
contribute most to the electron scattering that gives rise to the Dingle temperature. The flat 
parts of the Fermi surface contribute only very little to the electron scattering, and 
therefore, even for a very large concentration of defects in the anion lattice, the residual 
electrical resistivity is negligibly small. 
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V A Self Consistent Band Structure Calculation 
The existence of a beat pattern in one of the De Haas-Van Alphen signals, 
discussed in the preceding chapter, could not be explained on the basis of the 
model given in chapters II and HI It was necessary to improve the band 
structure calculation in order to obtain a more detailed knowledge of the Fermi 
surface topology 
We therefore decided to re-calculate the bandstructure for the same 
commensurate crystal as presented in Chapter II, but this time self-consistently 
and including the effects of the AsF6-complexes The calculations were 
performed using a technique based on augmented spherical waves (ASW), 
including relativistic effects such as mass-enhancement and spin-orbit coupling 
The ASW-method is an ab initio method, that begins with known 
information about the constituent atoms alone and leads to a crystal potential 
via a self-consistent iterative process It requires an extensive computational 
effort In particular, a calculation for such an exotic structure as Hg^^AsFü 
represents a heavy load even for the present generation of computers For this 
system, a further numerical difficulty arose due to the very delicate stability of 
the charge transfer between constituent atoms The system had the tendency to 
diverge into states with unphysical charge transfers Such problems can appear 
when the system under consideration has a large number of degrees of freedom 
for the rearrangement of its charge, and are frequently encountered when the 
symmetry is low and/or there exist magnetic configurations of comparable total 
energy However, with the aid of some chemical intuition we were able to 
overcome this difficulty and the calculation resulted in convergence into a state 
with the required minimal total energy 
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Abstract. The electronic structure of commensurate Hg,AsF6 has been 
calculated using the self-consistent relativistic ASW method The results are 
compared with earlier pseudo-potential calculations The beat pattern as 
observed in the dllvA spectrum of Hgi-^AsFf, is interpreted as arriving from 
the small spin-orbit interaction The spin-configuration of the electron-states at 
the Fermi-energy for the hypothetical commensurate structure is also reported 
1. Introduction: 
The problem of the electronic structure of incommensurate materials 
recently received a great deal of attention [1]. One example of continuing 
interest has been the incommensurate metal Hg3_ôAsF6. The lattice of this 
material shows a rather unusual ordering [2]. A common thread is that the 
mercury atoms form linear chains which order at a temperature of 120-130K [3]. 
The electronic bandstructure reflects the planar constant energy surfaces 
characteristic of two interpenetrating quasi one-dimensional metals. This 
behaviour is complicated by the interchain couplings. Previous calculations of 
the electronic bandstructure have utilized a pseudo-potential derived for 
elemental mercury [4] It was assumed that the AsF6-anions couple only weakly 
to the conduction electron states near the Fermi-level and their only effect is the 
lowering of the Fermi energy by binding the electrons near the bottom of the 
conduction band. This model was accurate enough to understand the topological 
features of the Fermi surface and it was also able to interpret and predict the 
dHvA-data. In this paper we consider an all electron calculation which includes 
not only the effect of the Hg-atoms but also the As and F atoms as well. In 
order to test the assumptions made in our previous work we have performed a 
self-consistent, fully relativistic ASW calculation on commensurate Hg^AsF ,^. 
The results of this calculation are reported here. 
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2. The Crystal Structure: 
By putting the incommensurability parameter (δ in Hg3_jAsF6) to zero we 
obtained a commensurate crystal on which bandstructure techniques can be 
applied The resulting structure is, besides the presence of the AsF6—anions in 
this work, the same as used in the pseudo-potential calculation of Bulling et al 
[4] The unit cell as shown in Figure 1 is body centered tetragonal (bet) and 
contains 40 atoms, so the primitive cell contains 20 atoms The space group is 
I4imd which is non-symmorphic In Table 1 we list the inequivalent classes of 
atoms labeled by the type of atom and its Wyckoff position In column 3 we 
give the coordinates of one of the atoms in each class, all other atomic positions 
in that class can be obtained by performing the group operations 
Figure 1. The unit cell of Hg^sFj The crystal structure is bet 
(a = 8 ОіЛ с = 12 25Â) and has space group I^md The open circles 
represent the AsF6 oclahedras 
The vanishing of the δ-parameter is obtained by expanding the tetragonal 
AsF6 sublattice in the a- and b-directions, while keeping the distance between 
the mercury atoms inside the chains unchanged This results in a lattice 
parameter (a) having the value 8 10Â which is 7% larger than the observed 
value (7 45Â) [2,3] 
The increase of distance between the AsF6-anions and thus indirectly the 
distance between anions and mercury atoms, will of course influence the 
bonding between the fluorine and mercury atoms Although we believe that this 
will hardly affect the states at the Fermi level, we diminished this effect by 
expanding the AsF6 octhahedra by 7% above the values given by Schultz et dl 
[2] (see Table 1) 
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There are two quantities which are important for the properties of the 
conduction electrons the spacing between the mercury atoms within the chains 
( = 2 67Â) and the spacing between the perpendicular chams ( = c/4) The 
manipulations on the crystal structure as described above do not change these 
important quantities, they only alter the distance between parallel chains 
However the coupling between the parallel chains is weak (less than 2 mRy ) 
[4], so this is just a minor effect We can say that our adjustment of the crystal 
structure to obtain a commensurate crystal (i e δ=0) has only a small energetic 
effect on the conduction states 
Table 1 Data on atomic and crystal parameters as used in the calculation The 
coordinates are m units of a and с The sphere radii are given in Angstroms 
elem 
Hg 
Hg 
As 
F 
F 
F 
Wyckoff 
position 
a 
b 
a 
a 
a 
с 
coordinate 
first atom 
(0,0,0) 
(0,1/6,1/4) 
(0,0,5/8) 
(0,0,5/8+a) 
(0,0,5/8-a) 
(ß,ß,5/8) 
α=0 150 (in units of c) 
lattice constants a 
number 
of atoms 
2 
4 
2 
2 
2 
8 
sphere atomic 
radii configuration 
1 640 6s 6p 5d 
1 640 6s 6p 5d 
0 635 4s 4p 4d 
1 830 2s 2p 
1 830 2s 2p 
1 743 2s 2p 
and ß=0 162 (in units of a) 
=8 01 À ,c=12 25Â 
3. Details and Results of the Calculation: 
We used the ASW method as described by Williams, Kïibler and Gelatt [5] 
Scalar reUtivistic effects were included as described by Methfessel [6] The 
ASW-method employs a spherical approximation to the potential, which is 
comparable with the muffin-tin approximation in the KKR-method These kind 
of approximations can lead to inaccuracies in the case of lower dimensional 
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structures. The lowest order term which is neglected in the spherical harmonic 
decomposition is the €=1 term. This term will not couple with s states on 
mercury but can have an influence on the mercury p-states. The wave-function 
character of the states around the Fermi energy are almost exclusively of 
mercury s type. Hence we do not expect an appreciable influence of spherical 
approximations on the Fermi surface properties. However, the precise value of 
the gap between s and ρ states on mercury has to be interpreted with care. The 
basis set included s, ρ and d functions on all sites, except for the fluorine sites, 
which included s and ρ functions only (see Table 1). The internal summation 
for the three-center terms was carried out to one 1-value higher than was 
included in the basis-set: up to 1=3 for all sites except for fluorine, where the 
summation was truncated at 1=2. The sphere-radii were chosen in such a way 
that the overlap between the various Wigner-Seitz spheres was well balanced. 
The sphere-radii are given in Table 1. Self-consistency was achieved in about 30 
iterations to a precision of 1:10_4. Hereafter the obtained potentials were used 
for a calculation including the spin-orbit interaction. This was done by inserting 
the L-S operator directly into the ASW-formalism. The resultant secular 
matrix was of rank 240. The values of the spin-orbit coupling parameters were 
derived from spectroscopic data [7] rather than being calculated from the 
gradient of the potential. 
Energy (Ry) 
Figure 2. The bandstructure along the symmetry lines for bands 74 till 81 The 
dashed region indicate the 'sea' of flat mercury d-bands, which we left out for 
reasons of clarity Note the two-fold degenerate (without spin) bands along the 
Ζ to X line. No bands cross the Fermi level in the Л-direction, indicating low 
conductivity in the c-direction 
The obtained bandstructure is shown in Figure 2 along the high symmetry-
lines. There are 156 filled valence states of primarily mercury d- and fluorine s-
and p-character below the panel of Figure 2, which have been omitted for 
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visual clarity The bands shown are primarily of mercury s- and p-character The 
present bandstructure is similar to a previous one calculated using the speudo-
potential method [4] There are a few differences between the two calculations 
The gap between the bottom of the mercury 6p-band and the top of the 6s-band 
is small, about 25 mRy (Fig 2) In the pseudo-potential calculation the gap is 
somewhat larger, namely about 80 mRy This indicates that the effect of the 
discrete, atomic nature of the mercury chains is weak and the approximation of 
the chains by tubes is rather good [8,9] Another difference is that the states at 
Z, namely Z | , Z^ and Z5 are separated by about 65 mRy, in the pseudo-
potential calculation these states are almost degenerate At Γ, the Γ5 state at 470 
mRy falls nearly in the middle between the Fj state at 570 mRy and the Γ2 state 
at 370 mRy In the pseudo-potential calculation the Γ5 state is higher than the 
center of gravity of the Γ1 and Г2 states These differences indicate that the 
difference in Madelung energies between different sites along the chain is very 
small (less than 10 mRy) The pseudo-potential calculation gave a large 
difference in Madelung energies ( =50 mRy), since it ignored the anions, and 
thus only the positively-charged mercury atoms contributed to the Madelung 
energy The ASW calculation shows that the anions cancel to large extent the 
variation of Madelung energy along the chains caused by the cations, and 
therefore the motion of the conduction electrons along the chains is nearly free 
Thus, the ASW calculation shows that the 'tube potential' [8] is an excellent 
approximation to the real potential 
Ep (Fig 2) is the Fermi energy calculated for the commensurate structure 
HgiAsF6 For the real incommensurate structure Hg3_()AsF6, we change the 
Fermi energy to Ep' to account for the slightly smaller occupation of electrons 
on the mercury atoms The Fermi surface as obtained from the ASW calculation 
is similar as the one obtained from the pseudo-potential [4,8], and in accord 
with the dHvA experiment [10,11] However, it will be modified slightly by the 
spin-orbit interaction as is described in the next section 
The density of states for the energy range in the vicinity of the Fermi level 
is displayed in Figure 3 The shape of the curve reflects the low dimensionality 
of this system The part between 39 and 47 Ry clearly results from the one-
dimensional character of the conduction states, while the nearly constant density 
of states near the Fermi level is characteristic of two-dimensional systems The 
density of states at the Fermi-encrgy is small ( =12 states/Ry/cell) As a result 
the electronic contribution to the specific heat at low temperatures is small too 
[12] 
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Figure 3. The densitv of states of commensurate HgiAsF6 It reflects the 1- and 
2-dimensional character 
4. Spin-Orbit Interaction: 
One of the features that our (artificial) structure and the observed 
incommensurate structure have in common is the lack of inversion symmetry. 
The consequence of this is that for a general k-point spin-up and spin-down 
states do not belong to the same two-dimensional representation any more, ι e 
they can split up in two singlet states (The Kramers degeneracy, due to time 
inversion is between Bloch states | +k \ > and | - к i >) . The splitting at the 
Fermi level is rather small because of the s-character of the conduction electrons 
( ~2—6 mRy), but it has a rather remarkable effect on the Fermi surface sheets 
as is shown in an exaggerated scale in Figure 4 Every dHvA-orbit is intrinsically 
split (even in zero magnetic field) and will give rise to dHvA-signals slightly 
differing in frequency Especially for the ε-orbit - since this is the biggest orbit -
this difference in area will be most pronounced For this orbit van Deursen et 
al [11] observed a beat-pattern on the ε-signal with a period of 6 3 Τ which is 
smaller, but comparable with the difference that we calculated (25 T) 
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In Figure 4 we have also indicated for certain points on the Fermi surface 
the direction of the electron spin (actually the expectation value <σ>) For the 
k
z
=0 plane, as shown in Figure 4, all the spins he in the x,y-plane, 
perpendicular to the group-velocity vector, as might have been expected by 
dynamical considerations the vanishing of <σ
ζ
> can be understood from the 
fact that the only possible electronic movement away from the chains is in the 
z-direction, ι e a jump to a neighbouring (perpendicular) chain The coupling of 
the spin to such an orbital motion will result in a favorite spin direction, not 
along the z-direction On special lines like Γ to X and Γ to Ζ the spin directions 
shown in Figure 4 are a natural consequence of the group symmetry For 
example, the glide-plane (y,l/i+x,V4+z) and mirror-plane (x,y,z), contained in 
fr^md, confine the expectation value < o > to be strictly perpendicular to the 
mirror-planes considered 
Figure 4. The cross section of the Fermi surface in the 1^ =0 plane Each spin 
degenerate state at the Fermi surface is split due to spin orbit interaction and 
lack of inversion symmetry The splitting as shown is blown up by a factor of 
200 The arrows indicate the direction of the electron spin 
The lack of inversion symmetry is essential for the spin split Fermi surface 
The 'tube-potential', used by Buitmg et al [8] has the space group M^amd 
which does possess a center of inversion, therefore the spin states at a general 
k-point are degenerate The incommensurate structure can be seen as having 
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approximate inversion symmetry, when a very large cluster is considered, 
however, on a scale of a unit-cell, there is no inversion symmetry This means 
that locally, where the arrangement of chains is somewhat like in Figure 1, the 
spin states are split, but globally they are not, since spin splittings in different 
regions cancel out we can say that the spin sees an orbital field that vanes in 
space due to the incommensurability Because of the large value of vF, the spin 
has no time to align itself along the orbital field However, the rapidly 
fluctuating orbital field can have drastic effects on spin relaxation, it can perhaps 
induce spin density wave states, it can drastically affect superconducting 
properties, etc Thus, the arrows of Figure 4 in effect give the value of the 
orbital field, seen by the spins, rather than the spin direction per se 
The zero field splitting between the two spin states (at a given k) is 
equivalent to the Zeeman splitting caused by a field of about 1001 NMR 
relaxation time measurements [13] indicated that the Zeeman precession is slow 
compared with the cyclotron frequency The present calculation suggests that 
external fields (of a few lesla) indeed have a negligible effect on the spin The 
difference that we calculate here for the unit-cell for which the break-down of 
inversion symmetry is maximal, is 25T Thus, it is possible that the beat-pattern 
observed in the dHvA experiment is indeed due to the spin-orbit coupling, but 
more work has to be done to understand the effects of modulation of the spin-
orbit coupling due to the incommensurability 
5. Conclusions 
The calculations reported here show that the conclusions drawn from the 
pseudopotential-calculation of Buitmg et al [4] are the correct The conduction-
electrons are tightly bound to the mercury-chains while they can move freely 
along the chains The inter-chain coupling is about 100 mRy, which is large but 
not large enough to enable appreciable conduction in the c-direction The gap 
between the mercury s- and p- bands is in this work about a factor of three 
smaller than in the pseudopotential-calculation This means that the effect of 
the discreteness of the mercury atomic positions is even weaker compared with 
our previous findings This result strengthens the models which approximate the 
potential of the mercury chains atoms by a structureless cylinder [8,9] It also 
confirms the conclusions of Buitmg et al [8] who found that the effect of 
incommensurability due to the discrete nature of the mercury atoms is weak (of 
the order of a few mRy) 
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The effect of the spin-orbit interaction on the states near the Fermi level is 
weak as can be expected for states having mainly s character and an essentially 
one-dimensional electronic structure. However in combination with the lack of 
inversion-symmetry the influence of the spin-orbit interaction on the Fermi 
surface is important. For the incommensurate crystal it splits the Fermi surface 
sheets, which are spin-degenerate in the non-relativistic case, into two non-
degenerate sheets on a local scale. The result of this phenomenon is apparently 
observed in the experiments such as the De Haas-Van Alphen effect and 
Nuclear Magnetic Resonance. The exotic structure of this system causes the 
electron spin to lie in the x,y-plane. 
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VI The Superspace Symmetries 
Incommensurability is a deviation from normal crystallographic order But 
unlike symmetry-breaking features like impurities, dislocations and other lattice 
imperfections, incommensurate structures seem to exhibit a perfect long-range 
order reflected in the sharp Bragg spots observed in roentgen and neutron 
diffraction experiments Previously, the symmetry ot these structures was rather 
mysterious and the theories showed more chaos than the objects they described 
In the last ten years this picture has changed drastically Many very fundamental 
properties were predicted for these kinds of structure, such as the "devils 
staircase" and localized electronic states A new group theory was developed to 
describe the inherent symmetries And I was lucky to have colleagues in 
Nijmegen who are experts in the field of group theory and fore runners in the 
area of incommensurate symmetries 
Together we could solve the non-trivial symmetry properties of Hg^^AsF^ 
a system which can be described as an incommensurate composite crystal Its 
incommensurability docs not result from a phase transition, as in the more 
frequently occurring modulated structures The group theory, however, is 
similar in both cases, although there are some differences concerning the 
satellite reflections In the following sections we give a rather extensive 
description of the super-crystal involved, and we relate superspace group theory 
to the results of the model presented in Chapter III 
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Abstract: We present a study of the symmetries of the incommensurate 
composite crystal Hg3 ¿AsF^ The crystal is embedded in a 4 dimensional space 
wherein the atoms are represented by lines and its crystallographic symmetry is 
determined in this superspace We apply these supersymmetnes to explain 
systematic selection rules found in previous calculations based on a perturbation 
approach to the incommensurabihly near the Fermi surface 
1. Introduction 
More and more incommensurate crystal structures are being found in 
nature In most cases these are modulated crystals resulting from a soft-
phonon-dnven commensurate to incommensurate phase transition Less 
frequent are the so-called incommensurate composite crystals involving mutually 
incommensurate crystallographic subsystems Hg3_i)AsFn is such a compound 
It was discovered rather accidently by Brown et al in 1974 Röntgen diffraction 
by Brown et al (1974) and neutron diffraction by Schultz et al (1978), both at 
room temperature, indicated quite remarkable structural features The system is 
characterized by chains of mercury atoms in the crystallographic a- and b-
directions, held together by a body centered tetragonal host lattice formed by 
the AsF6 octahedras At T=300 К there is already considerable ordering 
between the mercury atoms inside a chain The correlation between the atoms 
on different chains is, however, negligible Neutron diffraction experiments by 
Pouget et al (1978) from room temperature down to 10 К indicate two phase 
transformations the first one at 130 К leading to an ordering between parallel 
chains alone and a final one at 120 К leading to a phase locking between the 
atoms of the parallel and perpendicular chains simultaneously This last 
ordering, although incommensurate, exhibits long range order with sharp Bragg 
spots and clear systematic extinctions Janner and Janssen (1980), analyzing this 
structure within a superspace approach, were able to explain the observed 
systematic extinctions as due to superspace group symmetries 
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The incommensurability, and the low dimensional character of the 
conducting subsystems, led to many speculations about the electronic properties 
of such a compound, in terms of localization, fragmentation of bands, etc 
However, Cutforth et al (1977) found that its conductivity was metallic with no 
metal-to-insulator transition at all Quite interesting was the high amsotropy 
between the conductivity in the a,b plane and in the с direction (ρ,/ρ^^ΙΟΟ) 
Also amsotropy has been observed in the superconductivity (Chiang et al 1977) 
and Meissner effect (Spai et al 1977) The de Haas - van Alphen experiments 
by Razavi et al (1979), Batalla et al (1982) and van Deursen et al (1984) 
confirmed this amsotropy and established that the Fermi surface was tube-
shaped 
This big amsotropy was explained by the band structure calculations of 
Buiting et al (1983) and de Groot et al (in press) who found that the 
conduction electrons are tightly bound to the mercury chains, while they can 
move almost freely along the chains It appeared that the interchain coupling is 
rather strong (= 1(X) mRy), ι e there is a high hopping probability from one 
chain to its perpendicular neighbour This fact leads to deviation from a perfect 
one dimensional character and to rounded-off corners of the Fermi surface 
sheets 
Bulling et al (1984) concluded that the effects of the incommensurability 
are rather modest, compared to, for example, those of the interchain coupling 
They treated the effect of the incommensurability by means of a perturbation of 
an averaged commensurate structure They were able to explain the occurrence 
of certain DHVA-orbitals but found by computer calculations that a number of 
the matrix elements appeared to obey selection rules, strongly reducing the 
transitions induced by the perturbing incommensurate potential and thus the 
number of the additional DHVA-orbits to be observed in the lowest 
temperature phase 
The goal of this paper is to confirm and to explain these selection rules by 
means of group theoretical techniques using the knowledge of the superspace 
group symmetry of the total crystal potential 
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2. The Crystal 
Our approach is based on the work of Janner and Janssen (1980) (hereafter 
referred to as JJ) and Buiting, Weger and Mueller (1984) (hereafter referred to 
as BWM) 
For convenience we repeat here some facts about the crystallographic 
ordering at Τ = 0 К. The structure consists of three subsystems: 
1. The AsFf, subsystem (v=l), with a body-centered tetragonal lattice, Л], and 
space group I4/mmm The lattice para/neters are a=b=7.45 Â and 
c= 12.25 A 
2. The mercury subsystem with chains in the a-direction (v=2), with an A-
centered monoclinic lattice, Лт, and space group A2/m. The interatomic 
distance between the mercury atoms in a chain is d (=2.67 Â). 
3. The mercury subsystem with chains m the b-direction (v=3), with a B-
ccntered monoclinic lattice. Л^. and space group B2/m The value for d is 
the same as for v=2 
To be consistent with the work of BWM, we put the origin on one of the 
mercury atoms of subsystem 2. JJ have their origin on one of the sites of the 
host lattice (v= 1) This means that we have to translate the origin of JJ over the 
vector 5 = (0,ι/4.1/4). The site-positions of each subsystem ν (v= 1,2,3) can be 
expressed in terms of the corresponding basis vectors a
vl (i= 1,2,3) and the 
position of its origin i\ 
Λ,: βι,^-
1/:.1/··.1/:), 3 | 2 = ('/2,-ι/2,ι/2), a n=( l/2, l/2, -Vi) 
originai ^ = (\·\·^ 
А 2 : а 2 І = ( (3="бУ 0 Д , ) - а 2 2 = ( і (^оУ2'2 ) - а 2 , = ( 2(З^Г2--2 ) ( 1 ) 
origin at Г2=(0,(),0) 
Λ
3
: a 3 . = (0 '-(3=ô)-'0) ' •32=(2 .2(3=6j-· 2 ) ' a i - 1 = ( 2 ' 2(3=δΓ·- 2 ) 
origm at , , = ( 0 , ^ ^ - I ) 
We should remark that we do not consider here the modulation of the mercury 
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Subsystems observed by Schultz et al in 1978. They noticed a small buckling 
(=0.07 Â) of the mercury chains at places where the chains cross. In the work 
of JJ this modulation was also taken into account, leading them to a 5-
dimensional superspace group BWM ignored this effect because it has in 
practice no influence on the conduction electrons. 
To get a feeling for the structure formed by the mercury atoms, we project 
in Figure 1 the mercury atoms in the z=0, c/4, c/2 and 3c/4 plane respectively, 
into the z=0 plane We see that in the [1,1,0] direction there is a repeat period. 
All three subsystems have a plane of lattice points in common generated by the 
two basis vectors (-'/2,'/г,Vi) and ('/г.- г. г) 
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Figure 1 The projection of 4 planes of mercury atoms onto the /=() plane The 
intra-charn Hg-Hg distance is d (&2 67 Â) while a (=7 45 A) is a lattice 
parameter of the body centered tetragonal host lattice Note the translational 
symmetry in the [1.1,0] direction 
The different locations of the origins of the lattices given above do not 
affect the reciprocal spaces The basis vectors of the corresponding reciprocal 
lattices are ' 
Λ,': β,ΧΟ,Ι,Ι ) , a l* 2=(l,0,l) and a,\=(l, l ,0) 
Λ2*. a2i = ( 3 - ô , - l - ô , 0 ) , a 2 2=(0, l , l ) and β , Χ ϋ , Ι , - Ι ) 
Лз*: a11* = ( - l - ô , 3 - ô , 0 ) , a,*2=(l,0,l) and α , ^ ί Ι , Ο , - Ι ) 
(2) 
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BWM pointed out that the lattices Λ|*. Aì 'dnd Л) have many reciprocal 
points in common. To see this we repeat here the bases chosen by BWM, which 
can easily be obtained from the ones given in (2): 
Л, 
Л,* 
a' = ((),(),2), b =(0,1,-1) and c" = (l,().-l) 
a", b ' as above and d"=(3-i>,3-o.()) (3) 
a', c* and d , as above. 
From these relations it follows that: 
Λ , ' Π Α ; = {ha* + kb'!h,keZ} 
Λι 'πΑι = {haK + lc"|h,leZ} 
Λτ Π Αι = {ha'fmd jh.meZ} 
Λ,' η A¡ η Л і = {ha' | heZ} 
(4) 
Note that the intersection Λ] f) Λτ' f) Л^ is a one-dimensional lattice, while 
the Л] f] Л2 Π Ад is a two-dimensional one. 
3. The Superspace Structure 
All elements of the reciprocal lattices Λ|\ Λι and Л^ " can be written in 
terms of integral combinations of the vectors ( J J eq. (63) ) 
β,'ΚΟ,Ι,Ι), a2 = (l,0,l), a1' = ( l , l , 0 )anda ;=( -o , -ò ,0 ) . (5) 
They can be considered as projections from a four-dimensional (reciprocal) 
superlattice Σ* with basis : 
βοΧο,ι,ι,ο),
 3|;2=(ΐ,0,1,0), 
auXU.O.O), 3
ο
Χ-δ,-δ,0,1) ( 6 ) 
where the 3-dimensional space components are expressed with respect to the 
same basis as in (2), and the additional ("internal") component with respect to a 
(fourth) arbitrary basis vector, orthogonal to the previous ones. The components 
in (6) are thus expressed with respect to what we will call our reference basis in 
superspace, which is a 4-dimensional euclidean space. The condition 
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aft-ao", = δ,,, (i,j = l,..4), automatically leads to the dual basis vectors for the 
direct lattice Σ: 
ao! = (-Ά,'Λ,^,Ο), a02 = (іЛ,- 2, і,0), 
аоз = ('Λ,'Λ,-'Λ,δ), a,« = (0,0,0,1) . ^ 
For convenience we consider instead of the lattice basis (7), a conventional basis 
set: 
Aj = (1,0,0,0), A2 = (0,1,0,6), 
A3 = (0,0,1,0), A4 = (0,0,0,1) (8) 
generating a primitive lattice P, from which Σ can be obtained by means of an 
additional centering vector С = ('Л,Vi,Vi,δ). 
Figure 2 Cross sections of the conventional unit cell through hyperplanes of 
constant t. This unit cell is constructed from the conventional basis vectors (8) 
For later usage we also give here the reciprocal conventional basis, generating 
P": 
A,* = (1,0,0,0), A2* = (0,1,0,0), 
A," = (0,0,1,0), A4* = (-δ,-δ,Ο,Ι) . ( 9 ) 
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Note that Σ* is an (index two) sublattice of P* 
The basis vectors of equation (8) determine the conventional unit cell, which 
of course can not be easily visualized because it is four-dimensional Therefore, 
we show in Figure 2 the cross section of this unit cell in several hyperplanes of 
constant internal coordinate t These cross-sections are 3-dimensiondl 
As explained in JJ the atomic positions of Hg3_)>AsF6 can be embedded in 
superspace (essentially in an unique way) The atomic pattern one obtains (the 
so-called supercrystal) docs have the lattice symmetry Σ This is of course the 
reason for its construction, as in 3-dimcnsiondl space, because of 
incommensurability, the crystal does not have lattice symmetry 
According to JJ, we can write the positions of the atoms in the supercrystal 
(JJeq (8)) 
(R^+i^-tJVïM.t) v=l,2,3, any real t (10) 
where Κ,,εΛν, r
v
 is defined in equation (1) and aM is defined in equation (7) 
The operators π
ν
 are linear projection operators, which map the vector aM 
belonging to superspace onto the S-dimensional spdce in the following way 
π 1 3 0 4 = 0, Я2а(ц = 821
 a n d π 3 3 0 4 = а з і (11) 
Geometrically (10) simply expresses the fact that the supercrystal can be viewed 
as consisting of straight lines along three different directions, one for each of the 
(mutually incommensurate) subsystems The intersection of all these lines with 
space (at t=0) yields the atomic positions of the original crystal, which can then 
be used for labeling these lines The combination of (10) and (11) yields the 
positions of the mercury atoms in superspace (with respect to the reference 
basis) 
v
 _ ,
 ( h + '/2(k + l)(l + ò)- t k+1 к--! 
(
 (З-δ) ' 2 ' 2 ' I J 
3 , k+l h+1/2(k-H)(l + 6)+1/2-t k-1 1 - ( 1 2 ) 
(
 2 ' (3-δ) ' 2 4 ' ' 
where h, k, 1 are integers and t ( the "internal coordinate" ) is a real number 
These expressions look simpler when we write the coordinates with respect to 
the conventional basis A), A2, A·) and A4 given in equation (8) 
h+V^k+p-t k+l k-1 
ν 2 (
 3 ' 2 ' 2
 J 
, , k+l h+V2(k+\)+V2-t k-1 , 1 . ( 1 3 ) 
v = 3 ( — , ^ — + 4 . 0 
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It can be seen immediately that the positions of the atoms are no longer 
represented by points but rather by lines in the 4-dimensional space. 
Figure 3 Cross sections of the conventional unit cell with the x=0. y=0. z=0 
and t= l hyperplanes The positions of the mercury atoms are included as well, 
they are represented by lines (in this figure by tubes) in supcrspace The 
mercury atoms of subsystem 3 lie completely in the x=U hyperplane and are 
therefore represented by tubes The lines (tubes) of subsystem 2 only cross this 
plane and are seen as solid dots In the y=0 hyperplane the situation is 
reversed In the z=0 plane, only the atoms of system 2 arc seen The lines of 
syslem 3 have no points in common with this hyperplane In the t= l 
hyperplane all mercury atoms are represented by solid dots It shows a piece of 
the real crystal formed by the mercury atoms, as contained in the conventional 
unit cell of the host lattice 
In Figure 3 we show the mercury atoms in cross-sections of the conventional 
unit cell with several 3-dimensional hyperplanes such as the x=0, y=0, z=0 and 
the t=l hyperplane, respectively. Sometimes the "world-lines" of the mercury-
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atoms lie in these hyperplanes, sometimes they cut through these hyperplanes 
and appear as points and sometimes they do not have any points in common, as 
it is the case with the z=0 hypcrplane, which does not contain mercury atoms of 
subsystem 3 The cross-section of this conventional unit cell with the t = l plane 
is of special interest It shows the real mercury positions ( subsystems 2 and 3 ) 
as contained in the conventional 3-dimensional unit-cell of the body centered 
tetragonal AsF6 host lattice If we project the atoms in the 
z=0, z=c/4, z=c/2, z=3c/4 planes respectively, onto the z=0 plane, we obtain 
the projection shown in Figure 1 
4. The superspace group 
When we want to determine the 4-dimensional space group of Hg1_jAsF6 it 
is best to start with the holohedry of the corresponding lattice Σ The point 
group elements which generate this holohedry can be obtained by considering 
the invariance properties of the reciprocal lattice Σ* Fhe vectors aj*, a^ and 33" 
span the reciprocal space of a body centered tetragonal lattice The 3-
dimensional point group is the well-known 4/mmm (=D4h), and contains 16 
elements The additional vector 34 now breaks the symmetry in real-space in the 
same way as an external magnetic field В would break the symmetry The effect 
is that the fourfold symmetry around the c-axis is lost 
So we are left with 8 elements forming an orthorhombic point group The 
generators of that point group are the mirrors specified by (y,x,z), (y,x,z) and 
(x,y,z), respectively It is now straightforward to obtain the generators for the 
holohedry of the lattice Σ Labeling these generators by their action on a 
general point (x,y,z,t) they will then be 
(y,x,z,t), (y,x,z,t) and (x,y,z,t) (14) 
The reflection χ —» —у, у —» -χ and t —» —t in the first generator can be 
understood, when looking at the cross-section of the conventional unit cell in the 
z=0 plane ( Figure 3 ) If we perform the transformation in space 
(x,y,z) —» (y,x,z), it needs an internal reflection t —» - t to get the right shape of 
the unit cell back 
The four-dimensional point group generated by the symmetry elements of 
equation (14) contains 8 elements and is orthorhombic, and the I-centenng 
(Body centering) С given above is equivalent with an F-centenng (Face 
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centering) as it appears in the conventional symbol of the Bravais class which is 
characterized by P^fJ" . In what follows, however, we keep the I-centering by 
С = (Κ,Κ,Η,ά). 
The superspace group of Hg1_ôAsF6 has the same point group as the lattice 
holohedry given above, and is non-symmorphic. The superspace group 
generators associated with those of the point group, contain non-primitive 
translations and are given by: 
gsl: (x,y,z,t) - (у, і -х ,У4+г, |~0 
g
s2: (x,y,2,t)-»(y,V4+x,y4+z,!+t) (15) 
fo: (X,y,z,t) - ( і / 2 + х , у Д , і ± І + t ) 
These formula deviate from the ones JJ give in equation (79) by a shift in the 
origin, i.e. our origin is at (0,1/4,3/4,6/4) from the origin JJ uses, as we already 
pointed out. 
The transformations (15) are with respect to the reference basis. The non-
primitive translations contain therefore "ugly" ô-dependent terms. We can avoid 
this difficulty by writing (15) with respect to a lattice basis; we adopt the 
conventional basis (8). The transformed points appearing in (15), then become 
(y.'/i-x.Vi+z.t), (y.Vè+x.Và+z.t) and (V2+x,y,z,V2+t), respectively. A full set of 
generators of the superspace group described according to these two 
conventions, is given in Table 1. 
The space group, G5, of the supercrystal Hg3_ôAsF6 is generated by the 
eight elements gsl of Table 1, the translations of the lattice spanned by the 
conventional basis set Al, A2, A3 and A4 (8) and the translation given by the 
centering vector С = ('/г,'Δ,Vi,δ). Note that the total inversion is present. For 
our choice of the origin, however, it is accompanied by the non primitive 
translation ('/2,0,0,(1+δ)/2). This implies that there is a inversion center in each 
4-dimensional unit cell. The real structure is therefore invariant under space 
inversion. But, unlike normal crystals, there exists in the whole crystal one 
single inversion center only. 
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Table 1 A set of generators of the supcrspace group represented by their 
transformations of a general point (x,y,z,t) The lower part lists the vectors 
which generate the lattice Σ, ι e the conventional basis vectors Аі.Аг.Ат.А^ 
and the centering vector С 
gsO 
Esi 
gs2 
gs3 
gs4 
gs5 
gs6 
gs7 
A, 
A2 
A3 
A4 
С 
Positions with 
coordinates given 
with respect to the 
reference basis 
(x,y,z,t) 
( y . ^ - x ^ + z A - t ) 
(y.^+x.'/i+z.-l+t) 
( ^ + x , y , z , ^ + t ) 
(ï,y,Z,t) 
(Ρ,χ,'Λ-ζ,'Λ-ΐ) 
(y,x,lA-z,V2+t) 
( ^ - x , y , z , i ± ^ - t ) 
(Ι,Ο,Ο,δ) 
(Ο,Ι,Ο,δ) 
(0,0,1,0) 
(0,0,0,1) 
('Λ,'Λ,'Λ,δ) 
Positions with 
coordinates given 
with respect to the 
conventional basis 
(x,y,z,t) 
(y.Vi-x.^+z.t) 
(y.'/^ + X.'/t + Z.t) 
(V2+x,y,z,lA+t) 
(x.y.z.t) 
(y,X,V4-zM-l) 
(y,x,V4-z,¡á+i) 
('ή-χ,γϊ,Ά-ΐ) 
(1,0,0,0) 
(0,1,0,0) 
(0,0,1,0) 
(0,0,0,1) 
S. The Crystal Potential 
The total crystal potential U(r) is formed by three parts, each of which 
belongs to one of the three subsystems: 
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u(r) = им+іш+іш (16) 
Because each subsystem has lattice periodicity we can write the corresponding 
potentials as a Fourier-expansion 
Uv(r)= Σ U
v
(G)eOr (v=l,2,3) (17) 
GeAv' 
The Fourier components, ÛV(G), are obtained by integration over the unit cells 
and can be written as 
0V(G) = - ¿ - SV(G)VV(G) (v=l,2,3) (18) 
where VV(G) is the Fourier-transform of the molecular- (in the case of the AsF6 
lattice) or the atomic-potential (in the case of the mercury lattices) The 
corresponding structure factor is SV(G) The volume of the primitive unit cell 
of the subsystem ν is Ω
ν
, so Ω] = a2c/2 for the AsF6-lattice, and 
Ω2=Ω3= a2c/4(3-ô) for the two mercury subsystems 
We already mentioned that all vectors of Af, Λ2 and Λ3 can be written as a 
linear combination of the vectors given in equation (5) This infers that the 
union Af [J Лг U Ai, is a subset of the set of vectors M* defined by 
Ha4*+Ka2*+La3+Ma4 where H, K, L and M arc arbitrary integers The total 
crystal potential U(r) = U^iO+L^iO+U-^r) can be written in the expansion 
U(r) = 2 Û(G)e'G r (19) 
OsM 
Because we did not consider modulation, it is clear that the coefficients Ú(G) 
are zero when GiA] \J A2 (J A3* Note that Û(G) can also be expressed in terms 
of the Fourier components ÜV(G) (v=l,2,3), defined in the equation (18), the 
particular combination of the Ûv depends on the value of G, as indicated in 
Figure 4 
The total potential U(r) is not periodic in the strict sense of the word, 1 e 
there is no 3-dimensional lattice A, such that U(r+R) = U(r) for all ReA 
(There is only a two dimensional lattice, spanned by the vectors (-'/2,'Л,Vi) 
and (V^-VV/i), which has that property) Note that because of lack of 
periodicity, the coefficients Û(G) (19) can not be obtained by integrating over 
one 3-dimensional unit cell 
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The supercrystal does not have that problem There is a lattice Σ, now 4-
dimensional, which describes the periodicity. The (super) crystal potential U
s 
can therefore be written in a Fourier expansion: 
U,(X)= Σ Ûs(G)e-Gx (20) 
Get 
where X=(r,t). The reciprocal lattice Σ* is spanned by the basis vectors of 
equation (6) and the vectors G are therefore 
0=(0,Оі)=Піа^1+П2а(^2+Пзао*з+та(І4=(п2+Пз-тоі,п1+пз—mo^nj+^.m) (21) 
with Пі,П2,щ,іп integers. The Fourier coefficients 0,(0,0!) can be obtained in 
a standard way. The constant-t cross-section through the supercrystal has to 
yield the real crystal ( shifted in space, however ). For the "t=0 hyperplane", 
U
s
(r,0)=U(r) must hold. Combining (19) and (20) we obtain the result: 
Û,(G) = Щ С О , ) = Û(G) . (22) 
Figure 4 Each of the three circles stands for the set of lattice vectors belonging 
to the reciprocal spaces Л,', Aj and Л3 Inside the circles it is indicated how the 
Fourier components Û(G) ( see equation (19) ) are composed from the 
components Ûi(G), IMG) and Ûj(G) corresponding to each of the three 
sublattices 
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6. Bragg reflections 
The position of the Bragg spots is determined by the set of reciprocal lattice 
vectors in the union Л ^ у Л т (J ^ " а ь symbolized by the 3 circles of Figure 4 
No Bragg spot lies outside this threefold union The reason for this is, that we 
neglect the small modulation observed in the real crystal 
The selection rules for Bragg reflections can be derived from the generators 
of the superspace group, ι e g,,, gS2, g,i and the lattice translations (including 
centering) (see Table 1) Let G be a vector in reciprocal space pointing to a 
Bragg spot, G = (h,k,l,m) with respect to the reciprocal basis vectors (9) 
(Then G = (h-mô.k-mf>,l ,m) with respect to the reciprocal reference basis ) 
The selection rules then become 
centering (x,y,z,t) 
Bsi (x.y.z.t) 
gs2 (х.у.лО 
g
s
, (x,y,z,t) 
with N an integer 
7. Perturbative Approach to the Incommensurabilit} 
In the work of BWM, a perturbation method has been introduced to treat 
the incommensurability The authors concentrated their attention on states in 
the vicinity of the Fermi level and treated the effect of the mercury potential 
alone We will include in our considerations the AsFft-potential as well, and that 
for two reasons First, we want to keep consensus with the preceding sections 
Secondly there will be hardly any deviation from BWM because, as was also 
pointed out by BWM, the AsF6 anions have little influence on the effective 
pseudo-potential expeiienced by the electrons in the states of interest ( ι e at 
the Fermi level) 
The main idea of the method of BWM is to separate the total crystal 
(pseudo-)potential into a commensurate part which has the space group 
]4./amd, and a remainder bearing the incommensurability, which contains, as 
we will see, contributions from the mercury subsystems alone 
('/h+x.^+y,'/2+7,1) = > hklm h+k+l=2N 
(y.'/i-x.W+zJ) = > hhll) 1 2h=4N 
(у,'/2+х,^+/,1) = > hhlm l + 2h=4N ^ 
(Vi+x y.zj/n+t) = > hkOm h+m = 2N 
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The total potential U(r) (cq (19)) can be written as 
U(r)= 2 ÛÎGie'01 
Сел \J\ (J V 
(24) 
BWM separated U(r) into two parts U(r) = U l u h e ( r ) + U i n c ( r ) , where 
U t u l , e ( r ) = Σ Û ( G ) e ' G r 
ОеЛ, 
and (25) 
U
m c
( r ) = 2 Û ( G ) e ' G r 
ОбЛ υ
Λ
ι 
The effective crystal potential U ,
u b c for the states at the Fermi-level is 
symbolized in Figure 5 It is easily seen that U,
u b e (r) has the same symmetry as 
the AsF
n
 subsystem combined with an averaged mermry charge-density (tubes) 
ι e a space group M^/amd 
Figure 5 The tube crjstal symbolizes the average crystal giving rise to the 
potential Vtukc It is body centered tetragonal The first Bnlloum zone is shown 
as well 
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Because the potential U,nc appeared to be weak, BWM treated that part as 
a perturbation on the eigenstates of the Hamiltonian H,ut)e = p2/2m+Ulut,e 
These eigenstates will be Bloch functions belonging to representations of the 
space group \4jamd 
The perturbing potential Ulnc docs not have a 3-dimensional space group 
symmetry and will therefore couple the unperturbed Bloch states Especially for 
coupling between states at the Fermi surface this can have interesting effects 
BWM found that certain perturbative matrix elements <n ' ,k ' | UlnL | n,k> 
vanish, indicating an inherent selection rule We are now able to explain this 
behaviour within a superspace group approach as outlined further on 
We reformulate the splitting (25), making use of the Fourier expansion for 
the (super-)crystal potential Us(r,t) of equation (20) For that purpose we make 
an "m-decomposition" of Us, which is in fact a decomposition according to 
irreducible representations of the subgroup of the "internal' translations 
\j = 2 Us(m) with Us<m>(r,t)= 2 Û(h,k,l,m) e ,G | V , m é Γ 6 , 2 π π η (26) 
m h к I 
where Gi=(h,k,l) and δ=(ό,δ,0) The indices h k,l and m obey the selection 
rules (23) in particular h + k+l even, means that G) will be an element of Λ)" 
The supercrystal was constructed in such a way that for the the "t=0 hyperplane" 
the real-space crystal is obtained, ι e U(r)=U
s
(r,0) It is then straightforward 
to define U ( m )(r) = U
s
<m)(r.O) When we compare equation (25) and (26) we 
conclude that 
U t u b e=U( | ') and U,nc= Σ U<m> (27) 
This m-decomposition will be very convenient for studying the coupling due to 
U,
n
c 
Let |n,k> and |n ' ,k '> be two Bloch eigenstates of H l u b e Decomposition 
(27) now yields immediately the decomposition of the coupling matrix elements 
< n ' , k ' | U ,
n c
| n , k > = 2 <n\k ' |U( m >|n,k> (28) 
тФО 
The unperturbed potential H t u h e is invariant under the translations T R where R 
is an element of the lattice Л! However, и'"1) is in general not so 
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TRU(m)T_R=U(m>e ,m6R (29) 
where we used equation (26) for t=0 Then it is simple to prove that 
•cn'.k' | U(m> | n,k> = <n \k ' | T_RTRU<m>T_RTR ¡ n,k> 
=<n',k'| U(mM n,k>e,<m6-4) R (30) 
where q=k—k' Equation (30) can only hold when mo—qeAi" So the 
selection rule we obtain in this way says only states |n,k>and |n',k—mô> 
couple by means of U'm ' Furthermore, the irrationality of δ implies that 
< n \ k - m ' ô | U'm ' |n,k> vanishes for m^m' Thus 
<n ' ,k-mô|U l n c | n ,k>=<n ' ,k-mô|U( m » |n ,k>, m^O (31) 
Note that in this way only states with the same kz-values are coupled 
0 
. 
3 
-5 
•t 
3 
© 
1 
3 
(1 
X 
'J 
• Ь 
* "Л 
L .* 
3 
ΐ? 
3 
® 
3 
-? 
kz=C 
3 
* Ί 
X 
'< ' 
fi 
¿J 
3 
) 
Θ О" Г Г . 
3· 
^ 
3 
ι f2 1 
2 
r ' 
ί
 2 J 
' О JT . 
\ j 
Г 1 
L .к 
r 1 
.2 J 
0 
о 
Ö 
bigure 6 The cross sections of the Fermi surface in the kz=0 and к 2=л/с 
planes are given The dotted lines connect states which arc coupled by \JlrK 
They represent all possible " m = ± l " couplings (see text) The numbers 1 to 5 
label incquivalent couplings For the Bloch states in the k 7=0 plane, on the 
Fermi surface sheets labeled with a 0 in the k
z
=0 plane one has χ„(γ)= — 1 
( see equation (48) ) whereas χ
η
(γ)= + 1 for all other lines in the k 2 =0 plane 
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For Hg^fcAsF^ the strength of the m-part of the pseudo-potential converges 
rapidly as a function of increasing absolute value of m BWM estimated that for 
the effective potential, seen by the conduction electrons, U'ü ' is of the order of 
1 5 Ry, U· 1 1 ' is of the order of 10 mRy and и** 2 ' is of the order of 1 цЯу 
This rapid convergence together with the selection rule (31) limits drastically the 
number of relevant couplings 
BWM concentrated on matrix elements between states |n,k> and |n ' ,k '> 
on the Fermi surface I hey found that in the k7=0 plane, only five incquivalent 
m= + l couplings exist, where <n',k ' | U' + 1 ) | n,k> are their corresponding 
matrix elements In the k
z
=jt/c plane this number is reduced to 2 I he cross 
sections of these two planes with the Fermi surface is shown in Figure 6, where 
the coupled states are connected with a numbered dotted line Note that the 
states | n,k> and | n',k'> in the case of type 2 (in both planes), type 4 and type 
5 connections are related by the glide g
u
 which is an clement of the space group 
of H t u b ), (see equation (37) ), so that k'=ak Analogous considerations apply to 
the m = - l case 
Table 2 The values for the m = l matrix elements <n k - 6 L
 r c
 η k > (in 
mRy) between states on the Fermi surface as presented in BWM They are 
calculated for two values of the phase vector Δ = ( 0 ц/2(3-о) Vi) between the 
two families of chains η = 1 fgj the observed ordering and η-O for an 
(artificial) ami ordering Note the many zero values 
k
z
= 0 
k
z
= * / c 
1 
2 
3 
4 
5 
1 
2 
η = 1 
0 0 
0 0 
- 2 7i 
0 0 
0 0 
14i 
0 0 
η = 0 
0 0 
0 0 
- 2 4ι 
5 li 
- 0 2i 
1 2i 
3 3i 
These couplings, shown in Figure 6, can be interpreted as extra Bragg 
planes, which can result in additional de Haas-van Alphen (DHVA) orbits 
Whether an orbit is present depends strongly on the strength of the coupling 
matrix elements (31) BWM calculated the matrix elements for two types of 
ordering between the two families of chains, determined by the difference vector 
Гз-Г2=Л First they used Δ=(0,1/2(3-δ),1/4), which is the proper ordering 
below 120 K, and secondly an artificial "anti-ordering" for Δ=(0,0,1/4) In Table 
2 we give a resume of their results for the k
z
=0 and k
z
=n/c planes The 
numbers 1 to 5 refer to the type of transition shown in Figure 6 It was quite 
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astonishing that most of the matrix elements seemed to vanish in the proper 
ordered state. Although, the situation changed in the anti-ordered case, the 
matrix-elements 1 and 2 in the k7=0 plane stayed forbidden. For both values of 
Δ the non-vanishing matrix elements were purely imaginary. We will now try to 
explain these peculiarities. 
Each of the eight elements g
s
 listed in Table 1 can be separated into a part g 
acting on the real-space and a part g[ acting on the internal-space: 
g
s
= {Q|V} - {ω,ω,Μν.ν,)} = {(ω,Ι) I ( ,0)}{(1,
Ші
) | (Ο,ν,)} 
= ΜνΗω,Ιν,} = g.g, (32) 
where ω is an element of a 3-dimensional point group and (i)| can take values 
±1 (see Table 1). 
The potential U, is invariant under g
s
, i.e. g^'U^g^U^. For the Fourier 
components ÛS(G), defined in (20), this implies that: 
Ο,ίΩ-Ό) = Ûs(G)clC;v . (33) 
Combining the result with the fact that ÛS(G) = Û(G) ( see equation (22) ), we 
find: 
CKID-'G) = Û(G)elG V2™"1 (34) 
Using this relation it is then simple to derive the transformation properties of 
\j(m) (
 s e e (26) ), under the transformations of the real space part g of gb, where 
gs is a symmetry element of the supcrspace group. Again we use gs, g and g] as 
defined in (32). 
gUs(m)g-i(r-t) = u,<m>(ü>r+v,t) = ^"'""(i-.tOjOe" , π η η | (35) 
where we use that m{œô} = {u)Im}ô. We repeat that (Dj can have the values ±1. 
Having (35), the transformation properties for the m-part of Ulnc follow 
directly by putting t equal zero: 
The matrix elements are taken with respect to the eigenstates | n,k> of 
Htube. These Bloch states transform according to the irreducible representations 
of the space group Hj/amd, which contains the transformations: 
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ga = (a 1 vn} 
gß= (ß 1 v(,} 
Εγ = {γ I v
v
} 
: (x,y,z) ^ (ρ,'^-χ,Ά+ζ) 
: (x,y,z) ^ ('Λ-χ,ρ,ζ) 
(x,y,z) - . (V4+x,y,z) 
(37) 
From Table 1, one can see that g
a
, gp and g
v
 arc the real-space parts of the 
superspace group elements gS2, gS7 and g^ respectively. For convenience we 
repeat these three elements, but now for a more general phase-vector Δ 
between the two mercury subsystems: 
Δ
 = " - " =
 (0
' ЩЫ ·ϊ>· ^ ^ l (38) 
where wc vary η between 1 (proper ordering) and 0 (artificial "anti-ordering"). 
Then: 
g
s l : (x,y,z,t) - ( y , i / , - x , i / 4 + z , Ì t p L _ t ) 
g57 : (x,y,z,t) - ( ^ - x , y , 5 , - ^ - t ) (39) 
gs3 : (χ,ν.ζ,Ο -> (l/2+X,y,Z,— - + t ) . 
We see that only g
s l is dependent on η and thus on Δ. The reason is that g s l 
interchanges subsystems 2 and 3, while the other two do not. 
Combining (36) and (39) it is now straightforward to determine the 
transformation properties of U' m ' under gj,, gp and gY: 
g-ljjMg =
 е
-ілт(й+ч-1)и(-т) 
gß"1U(m)gp =
 е
-'літі(1+о)и(-т) (40) 
gY
_ 1U ( m )gv = е-"™1
1+0>и<т> . 
Equations (40) are enough to enable us to explain the results of Table 2. 
First we investigate why all the non-zero matrix elements listed in Table 2 
arc pure imaginary. As we will sec, the reason will be the combination of 
invariance of U i n c under time inversion К and the absence of invariance (for our 
choice of origin) of U l n c under space inversion β. Let the matrix element 
< n \ k ' | U ,
n l : | n , k > be a "type m"-coupling, i.e. q=k-k'=(N-l-m6,N+mô,0), N 
and m are integers. The operator К is an antiunitary operator, which transforms 
r—> г and k—» -k. (It also transforms σ into - σ but at this point we do not 
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consider spin) So we can write 
< n \ k ' | U
m c
| n , k > = {<n\-k |K-i}U l n c {K|n,-k>} 
= < n ' , - k ' | {Κ-'υ,π,,Κ} | n ,-k>* ( 4 1 ) 
The last step follows from the anti-linearity of К Because U,
nc
 is invariant 
under К one can write 
<n\k ' | U,
n c
| n,k> = <n,-k | U i n ( : | n ' , - k ' > (42) 
The state | n , - k > results from |n,k> by means of the space group element gp, 
which contain the (space) inversion operator 
| п , - к > =
Е
р | п , к > х
п
( ( 3 ) е - к « (43) 
where χ
η
(β) is a k-independent phase factor The same is true for | n ' , - k ' > 
Combining (43) and (40) equation (42) becomes 
<n',k ' |U( m >|n,k>=(-l ) m + N <n,k|U<-m>|n',k'>xn(ß)xn(ß) (44) 
For the matrix elements, whose values are listed in Table 2, the connecting 
vector is q=ô, ι с m=l and N=0 The phase factors χ
η
(β) and χ
η
 (β) all have 
the value —1, as is known from BWM Accordingly (44) becomes 
<n',k ,]U(+ 1Mn,k> = (-1) < n , k | U ( - 1 ' | n ' , k ' > (45) 
Because [υ ' + 1 ' ] * = υ ' _ 1 * , this implies that these matrix elements have to be 
purely imaginary, regardless of the value of the phase vector Δ This is 
consistent with the results of Table 2 
As mentioned before, the the matrix elements 2, 4 and 5 in the k
z
=0 plane 
and 2 in the k^jt/c plane have a special feature They correspond to couplings 
between states, whose k-points are related by the mirror in the x = —у plane, 
ι e k '=ak and n'=n, where α is the homogeneous part of g
a
 in (37) These 
matrix elements then become <n,ak | U l n c | n,k> = <n,ak | U ' + 1 ' | n , k > 
Equation (45) can therefore be written as 
<n,ak | U<+1> | n,k>=(-l)<n,k | U«"1) | n,ak> (46) 
However, the initial and final states are related through g
a
 by 
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g
n
| n , k > = |n,ak>x
n
(a)exp(-iak v
n
) So combining this fact with the relation 
for g
a
 in (40) wc obtain-
<п,ак |и< + 1 Мп,к>=<п,ак |и( + 1 >|п,к>е , л , і . (47) 
From (47) we can conclude that the matrix elements 2, 4 and 5 (k
z
=0) and 2 
(к
г
=л/с) vanish for the proper ordered case (η = 1), i.e. when 
Δ=(0,1/2(3-δ),VA), and can be non-/ero for the anti-ordered case, ι e 
Δ=(0,0,1/4) ( η=0 ). This property is independent of k
z
 and results merely from 
the relative phase between the two families of chains. 
As can be seen m Table 2 the matrix elements of types 1 and 2 in the ^ = 0 
plane remain zero for all values of the phase vector Δ. These cancellations 
have, therefore, to result from a symmetry property belonging to each of the 
mercury systems alone. This behaviour, however, is restricted to the k
z
=0 
plane. The little group for the "tube-states" | n,k> in the k7=0 plane consists of 
only two elements, the identity and the one containing the ζ to -z reflection, 
i.e. gY in equation (37). Table 3 gives the character table for points in the k z=0 
plane. There are two irreducible representations labeled © and © In Figure 6 
we indicate to which of these two representations each sheet of the Fermi 
surface belongs. 
Table 3 The character table of the little group of a general point in the к
г
= 0 
plane for the case of the (commensurate) tube crvslal potential It contains, 
besides the identity, only the mirror m the 7=0 plane 
Θ 
Θ 
E 
1 
1 
(Ιά+χ,ν,Ι) 
+ е-ілк< 
- е -
, л к
-
The operation gY is the real-space part of the super-symmetry element g,-, 
(Table 1) The internal part of g
s1 is then g] = {111+0/2} The transformation 
rule for a state |n,k> in the k
z
 = 0 plane follows directly from the character 
table: 
gY|n,k>=|n,k>xn(Y)e-"k- (48) 
where χ
π
(γ) is +1 or - 1 depending on the representation to which | n,k> 
belongs (see Table 3). Combining (48) with the relation for g,, in equations (40) 
for in= + l, we obtain: 
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<n\k-ô|U,nJn,k> = -xn.(Y)xn(Y)<ir,k-ô|Uinc|n.k> (49) 
This implies that the matrix elements will be zero for XI,(Y) = Xn(Y)· Inspecting 
Figure 6 we see immediately that, therefore, couplings of type 1 and 2 in the 
kz=0 plane have to vanish 
Summarizing we can say that the combination of time inversion К and total 
inversion g« ( see (37) ) results in pure imaginary matrix elements (at least for 
our choice of origin). The symmetry relations which transform the two mercury 
subsystems into each other are responsible for the vanishing of the matrix 
elements 2 (к
г
=() and k
z
=n/c), 4 and 5 (k7=0) for the phase vector 
Δ = (0,1/2(3-0),Ά) For other vectors Δ these cancellations do not have to 
occur. The reflection in the z=0 plane supplies a selection rule for coupling 
between states in the k7=0 plane: The matrix elements for transitions of types 1 
and 2 vanish and this selection rule is independent of the phase ordering 
between the two families of chains 
8. Conclusion 
This paper shows that the superspacc group technique allows us to deal with 
incommensurate structures m a rather straightforward way By extending the 
space to a higher dimensional one, lattice translational symmetry is regained and 
standard techniques based on Bloch states can be used again At present this has 
been done within a perturbation scheme for that part of the potential which is 
incommensurate with respect to an averaged structure. The symmetry 
transformations of the crystal potential embedded in this 4-dimensional space, 
lead directly to selection rules for the perturbing matrix elements. We were 
able to explain, by means of such superspace group symmetry elements, the 
vanishing of certain matrix elements, a result previously obtained by numerical 
computation. 
The next step to do is a (non-perturbative) band structure calculation for the 
higher-dimensional embedding of the crystal Because translational symmetry is 
then again present, standard band structure techniques are in principle 
applicable. The labeling of the resulting Bloch states would then be according to 
the irreducible representation of a superspace group. The work to be done is in 
reinterpreting the results in terms of more familiar descriptions of the physical 
electronic states 
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VII Non Atom-Centered Atomic Orbitals 
For processes such as electronic conduction and De Haas-Van Alphen 
oscillations, only a limited number of energy levels are of importance The 
number of basis states for the calculations presented in Chapters II, III and V 
are large (of the order of 150) and therefore unpractical to use in, for example, 
a relaxation time calculation Such calculations arc of current interest for 
Hg3_ÄAsF6, because resistivity measurements do not indicate any residual 
resistivity in spite of the presence of 6% anion vacancies 
To perform relaxation time calculations a simple concrete, and explicitly 
localized representation of the electronic states is a necessity We considered 
several possible representations for a convenient basis set, able to describe 
accurately the electronic states in the vicinity of the Fermi level In studying the 
charge densities of these states we discovered to our surprise that the charge 
accumulates in regions which are not coincident with the atomic positions This 
led us to a model which places a new kind of atom ("star-atom") at the positions 
of charge accumulation and dresses them with a single s-type atomic orbital 
These non-orthogonal localized states were transformed into orthogonal ones, 
resulting in a minimal basis of only 8 Wannier functions This minimal basis set 
permits a simple and tractable description of a physical situation that is 
otherwise highly complicated It makes it possible to disentangle the various 
electron scattering times, self energies and other electronic processes, and 
enables us to interpret the high conductivity of this highly imperfect crystal 
The method we developed and which is presented in this chapter has a 
mathematical simplicity which we believe will make it applicable in more general 
situations 
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Accurate Model Hamiltonian for Hgj
 òAsF6 Using 
Non-Atom-Centered Wannier Functions 
J J M Buiting , M Weger+, F M Mueller' 
t Research Institute for Materials, Faculty of Science, 
Toernooiveld, 6525 ED Nijmegen, The Netherlands. 
φ Racah Institute of Physics, Hebrew University, Jerusalem, Israel. 
Abstract. A model Hamiltonian has been formulated for Hg3-i,AsF6 embedded 
m the Mj/amd space group based on eight Wanmer functions constructed from 
Gaussians We center the Gaussian orbitals, and thus the Wannier functions on 
special sites, which do not coincide with the mercury atoms but are related to 
the Wyckoff positions for the embedding I4i/amd space group Near the Fermi 
energy, the model-Hamiltoman, an 8x8 matnx. simulates accurately the bands 
resulting from an ASW calculation which used 160 basis functions. 
1. Introduction 
The applications of model Hamiltonians to problems in condensed matter 
research have been extensive. Primarily their development has been motivated 
by their simplicity and utility, but also by the insight which their application 
engenders. The classical paper along these lines is the well-known work of Slater 
and Koster (1954). Model Hamiltonians for strongly interacting linear chain 
systems have been proposed in the past (Weger 1970; Weger, Alexander, Della 
Riccia 1973) to describe compounds of the A-15 structure, as well as organic 
metals (Gutfreund et al. 1981). 
The linear chain structure of Hg3_ôAsF6 was determined by Brown et al. 
(1974), Schultz et al. (1977) and Pouget et al. (1978). The anisotropic electronic 
properties were determined by Chakraborty et al. (1978) and the planar nature 
of the Fermi surface was found by Razavi et al. (1979) and Batalla et al. (1982). 
We have recently calculated the electronic band structure by considering the 
hypothetical commensurate structure Hg3AsF6, based on a pseudo-potential 
(Buiting et al. 1983) as well as a more elaborate augmented spherical wave 
(ASW) Hamiltonian (de Groot et al. 1984). The resulting two band structures 
are very similar, and are dominated by the mercury 6s and 6p electrons near the 
Fermi level EF. The incommensurate potential is subsequently introduced as a 
perturbation (Buiting et al. 1984). 
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The methods described are very elaborate the pseudo-potential calculation 
of Buiting et al (1983 and 1984) needed to diagonalize a 160x160 matrix, while 
the self-consistent calculation of de Groot et al (1984) solved a 120x120 secular 
equation in every iteration Our goal here is to create a simple model 
Hamiltonian, which fits accurately the bands near the Fermi-level and can be 
represented by a minimal basis set In meeting this goal we have found to our 
surprise that basis functions centered at positions of high symmetry of the space 
group but not necessarily on atom sites, provide a more natural and rapidly 
convergent minimal basis than any other The resultant matrix was 8x8 
Energy (Ry) 
Figure 1 The self-consistent band structure of Hg^AsF^ together with the bet 
Bnllouin zone For clarity we omitted the densely packed mercury d bands 
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2. The 'Star-Cryslal' 
In figure 1 we show the electronic structure of Hg^AsFg as found from the 
ASW calculation of de Groot et al. (1984). Because of the similarity of these 
results near Ep to the pseudo-potential calculation of Buiting et al. (1983) in 
which only the Hg atoms were considered, we concluded that the electrons 
associated with the AsF<~ ions play almost no role near EF. If we were to 
develop a simple Slater-Koster-like scheme, we would place one s- and three p-
like electrons on each of the 6 Hg sites in the unit-cell (Fig. 3), resulting in a 
24x24 model Hamiltonian. However we had available not only the bands but 
also the full wave functions of both large basis calculations. In order to gain 
insight we plot in figure 2 the contours of the charge density in the z=0 plane 
for some of the states at the point Γ of the Brillouin zone developed from the 
pseudo-potential scheme Buiting (1983). The position of the Hg atoms are 
given as the large solid dots. 
Figure 2 The charge density in the z=0 plane for some states at Γ, near the 
Fcrmi-level. The black dots indicate the positions of the mercury atoms in this 
plane. The squares indicate the basal plane of the unit cell (compare with Fig. 
3). a) is the stale Гг at energy of 370 mRy; b) state Г2 at 395 mRy; d) slate Г| 
at S70 mRy and c) is one of the states belonging to the doublet Г, at 470 mRy. 
Note that the peaks in the charge density arc not necessary centered on mercury 
atoms 
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At first sight the result is rather puzzling Some of the charge density peaks 
are co-incident with Hg atoms, but most are not The charge density seems to 
be suffering from a four-to-three discommensuration If we would wish to 
develop the charge density, along a chain, in a one-dimensional Fourier senes 
one would choose most efficiently basis sets organized around the charge peaks, 
and not on the Hg atoms It is clear that an Hg-sited basis would work, but it 
would not be minimal Let us call such minimal positions 'star-atoms' to 
distinguish them from the classical Slater-Koster approach It is clear from the 
nature of the plotted charge density that only a simple function on each star 
atom is necessary In fact we have found that it is sufficient to employ a single 
Tj-type orbital sited at each star to obtain a good fit to both the energy bands 
as well as the charge densities 
The crystal formed by these star-atoms is shown in figure 3b and has a body 
centered tetragonal Bravais lattice (Λ) There are eight star-atoms situated at 
positions Xi,t2, Дв ( s e e Table 1) in the primitive unit cell The space 
group of the star-crystal is Mj/amd, and is actually of higher symmetry than the 
space group of Hg3AsF6 (Fig 3a) which itself is I^md The larger space group 
is obtained by the extra symmetry operator we have now for the star-crystal, ι e 
the non-symorphic glide {m
z
| ('/ά,Ο,Ο)} Table 1 lists the 16 point symmetry 
elements of the group I4|/amd, organized by their class structure The notation 
is the same as in the International Tables of X-Ray Crystallography (ITXC), 
however, our origin is at (0,0,-1/8) and shifted from the center used by the 
ITXC on page 245 
Figure 3 I eft the crvstal structure for (commensurate) HgjAsF,, Right the 
star crystal irtAsFf, The open circles indicate the AsF6 complexes 
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Let g be one of the sixteen elements of Mj/amd. Then, in general g can be 
written as {a | t
a
} where a is a point group operation and t
a
 a non-primitive 
translation vector (we adopt the notation used in the text book of Callaway 
(1974)). Then g transforms the vectors x,, (i = l,2, ,8) as: 
gT 1=ax,+t a=x a (, )+R a 0) 
where a(i)e{l,2, ,8} and R
a l is a lattice vector For example 
g9X3=T5+(0,l,0), which means in our notation that a(3)=5 and R
a
3=(0,l,0). 
(Of course at position X5+(0,l,0) there is again a star-atom of type 5). The 
transformation x, to XQ^ + RCU is unique. Table 1 shows the results of equation 
(1) for all group elements and all vectors x,. It is immediately seen that the sites 
1 to 8 can be divided into two classes each of which is left invariant under the 
space group transformations: the sites 1,3,5,7 on Wyckoff positions e, having 
symmetry mm, and the sites 2,4,6,8 on Wyckoff positions c, having symmetry 
21m. 
Table 1 The transformation of the position 
elements, g,, of the space group M^amd The 
vectors i ] , . ,τ
β
 under the 
vectors are dimcnsionless, ι e 
siar-pmit>on 
Wyckoff posit ions 
1 
1 
2 
3 
4 
5 
6 
7 
e 
9 
10 
11 
12 
13 
14 
15 
16 
Я 
{у у ι) 
Чг') 
<v-+,.yD 
( № - i . y F) 
(» J » ) 
ff^í) 
( " i - J j J ) 
( W + í J - í ) 
(V ' Л И 'Л+г) 
(y 'Λ ι Ά + Ο 
líj '/--O 
tyj >/·-!) 
(у і+ж 'Л+г) 
¡у 'Λ-, '/.+,) 
(y J '/'-г) 
íyj 'Λ-ι) 
\ y , > i , r · ) 
t l-(OOO) 
e 
1*1 
„ 
ч 
,, 
' 1 
,, 
»1 
«ι 
.. 
Χι 
17 
τ
, 
4 
I I 
t l 
Tj 
,, 
12-('Λ 0 0) 
с 
K^i 
» i 
т4+(Т 0 0) 
*4 
^ 
t4+(L 0 0) 
»1 
'. 
•и 
»я 
^ 
Ч 
Ъ+(0 1 0) 
ч 
•ч, 
Ж.+(0 Ϊ 0) 
ч 
,«у^, ^ 
t , - ( W 0 0 ) 
e 
í » l 
' 1 
»ι 
τ | Τ ( 1 0 0) 
·' 
т,+(10 0) 
' J 
Ί 
t 1 + ( 1 0 0» 
і ,+(0 I 0) 
's 
„ 
х7+(0 1 0) 
* } +(0 1 0) 
ъ 
1·.+(0Ϊ0) 
11 
J 
χ«-(Ά 0 0) 
C 
Г » · 
ъ 
^+ООО) 
Xj+(10 0) 
τ ( + ( 1 0 0) 
τ , + ( Ϊ 0 Ο ) 
Ϊ * 
^ + ( 1 0 0) 
τ , + ( 1 0 0) 
1»+(0 Ι 0) 
4 + ( 0 ] 0) 
<· 
^ + ( 0 Ι 0) 
ν Κ Ο 10) 
T.+fO 1 0) 
ч+(0 Τ ο) 
ъ 
<,-(0 0 W) 
e 
f . ' J 
«1 
'J 
T7+(W Й Й ) 
»,+(Й Vi V4) 
') 
') 
т7+(Й ί ϊ Й) 
т
т
+ ( И Й,Й) 
т , + ( Й И W) 
T j + f r t Й Й ) 
»! 
t l 
1 ) + ( Й 4 4) 
t j + ( V i W W) 
t i 
,| 
ц - ( 0 'Л Ά ) 
с 
ϊ-»* 
«t 
«,+(0 1 0) 
і »+(Я Vi W) 
τ , + ί ^ И И) 
ч 
t , + ( 0 1 0) 
««•(И Й W) 
«,+(И Й Й) 
т , + ( Й W И) 
Ti+tW Й И ) 
«4+(Ϊ0Ο) 
') 
т , + ( Й W W) 
Ï 4 + ( W WW) 
i4+(Too) 
«1 
i , - ( 0 Vi 'Л) 
с 
í ' l 
ti 
ι
τ
+(0 ΐ 0) 
!, + (« ЙЙ) 
t ,+(W И И) 
»ì 
Х
Т
+(0 1 0) 
i ,+(wí5w) 
x,+(W Vi Й) 
»,+(14 W Й) 
i t + ( W Й Й ) 
ι , + ( Ϊ 0 Ο ) 
ϊ ) 
т , + ( Й Й W) 
τ ,+ ί ΐο Й И ) 
Vt-( ÏQO) 
ϊ ) 
ц - ( 0 % 'Л) 
С 
A 4 
'· 
т»+(оТо) 
ΐ , + ί'Α й Й) 
Л . + ( й W Й ) 
»· 
t t+ÍO 1 0) 
V K V t Й Й ) 
і » + ( Й W Й) 
1,+(И И И ) 
Ъ+П'Л г W) 
»,+(10 0) 
»4 
І 4 + ( І Й І 4 <Л) 
»i+(W И й ) 
» Î + Î Ï O O ) 
»4 
As basis states we choose Tj-type atomic orbitals T(R) | GJ which are 
centered at positions R+x,, where x,, (i=l,2,...,8) are the positions of the star-
atoms in the unit cell and T(R) is the translation over the lattice vector R. The 
notation |} indicates the non-orthogonality of these states We choose the real-
space form of these functions to be simple In fact we have used single 
Gaussiane 
on sites 1,2,3 and 4 G(r)=<r|G} = A exp[-(ax2+ßy2+7z2)] 
(2) 
on sites 5,6,7 and 8 G'(r)=<r ¡G'}=A exp[-(ßx2+ay2+vz2)] 
8ctßv 1/4 The constant A=(—^JL) absorbs the normalization of G and G' on their own 
π
3 
site The parameter α determines the convergence parallel to the chain on 
which the Gaussian is placed, while β and γ determine the perpendicular "fall 
off' In principle these parameters can be different In practice (as will be seen 
later on) we found that β can be chosen equally to γ, while α is smaller than the 
other two, underscoring the cylinder-like ("tube") character of the mercury 
chains 
The basis states IG,} are obtained by translating the states |G} or |G'} (as 
defined in equation (2)) 
I G1}=T(x,) | G} for 1=1,2,3,4 and | G 1 } = T ( T 1 ) | G'} for 1=5,6,7,8 (3) 
The transformation properties of the states |G,} under the elements of the space 
group are simple, due to the special positions (Wyckoff positions) at which they 
are centered The point group operators of lAjamd can be divided into two sets 
those operations which leave the functions G(r) and G'(r) invariant and those 
which transform G(r) and G'(r) into one another Thus let g = { a | t
a
} be an 
element of the space group then (see Table 1) when g6{g], ,gg}, a|G} = |G} 
and a | G ' } = | G ' } On the other hand when gefgç, .giab a | G } = | G ' } and 
α | G'}= | G) Combining these facts and equations (1) and (3) it follows that 
g|G1} = {a |t a } |G 1 }=T(R a ,) |G a ( , ) } (4) 
where R
a
, and α(ι) have the same meaning as in equation (1) (In proving (4) 
we use the fact that gT(v)=T(av)g for any vector v) 
Like the vectors τ,, the basis states T(R) | G,} (ReA, i={l, ,8}) fall into 
two classes each of which is left invariant under the group transformations those 
centered at Wyckoff positions e and those at positions of type с In each class 
we choose a representative The choice is obvious in "class c" we choose |G|} 
(=|G}) and in "class c" we choose IG2} (=Т(Т2) | G}) All other states can now 
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be generated from these two (make use of Table 1 and equation (4)) 
i G j ^ f t l G , } , | G 5 } = g 1 6 | G 1 } , |G 7 }=g 9 |G 1 } 
(5) 
|G4}=g«|G 2 }, | G 6 } = g 1 6 | G 2 } , |G ( )}=g 9 |G 2} 
Equation (5) lists only the basis states IG,} centered in the unit cell (Fig 3b), all 
other basis states, T(R) | G,}, can of course be obtained by translating the states 
(S) over the lattice vectors 
figure 4 Real space form of the Gaussian orbitals Gi(r) Gjir) Оз(г) and 
Gj(r) along and perpendicular to the chain direction Note the positive definite 
overlap between neighbouring orbilals 
3. Wannier Type of Basis States 
The orbitals T(R)|G,} (i = l, 8, Re A) form a non-orthogonal basis set, 
spanning a part of the total Hilbert space Some of the functions <r | T(R) | G,} 
are plotted in figure 4 The non-orthogonality is clearly seen from the positive 
definite overlap between neighbouring Gaussian orbitals 
From the non-orthogonal Gaussian orbitals we now construct an 
orthonormal basis of Wannier functions centered on the star-atom sites We use 
the method descnbed in the Appendix The non-orthogonal basis states are in 
this case | I}3iT(R) | G,} The index I stands for the combination (i,R) where 
i = l , ,8 and ReA 
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The overlap matrix (Al) for our case is: 
Su = { G j I X - R y i W l G , } = V - R + R ' ) (6) 
Because of the simple form of the orbitals IG,} (equation (2)) the overlap 
matrix has a simple form as well: 
Su = εχρΙ-νχαΤ^+βΤ^+νΤ,2)] ij = {1,2,3,4} 
Su = exp[-^(ßTx2+aTy2+vT72)] i,j = {5,6,7,8} (7) 
4aß й 2αβΤ
χ
2
 2сфТ2 
Su = [ ' , ] exp[-V4(—î-f+—î--f+γΤ 2 )] otherwise 
" (α+β) 2 α+β α+β гП 
where the vector T = - R + R ' - T 1 + X . 
Figure S The Wannier functions W^r) and W2(r) in the (100) and (010) 
directions. As discussed in ihe text, the oscillatory behaviour provides the 
orthogonality of one function onto its neighbours. 
In reality the matrix Sjj is infinite in rank (i,j = 1 8 and R.R'eA). 
Fortunately for reasonable choices of α, β and γ the Gaussian orbitals T(R) | G,} 
fall off so rapidly with distance, that only a limited number of the orbitals 
overlap significantly with, for example, the orbital centered at position (0,0,0), 
i.e. I G J . This property limits drastically the number of necessary orbitals. In 
our case it was sufficient to include 40 distinct Gaussian orbitals in the 
orthogonalization process. This set was obtained by testing the quality of the 
resulting eight Wannier functions IW^ in the unit cell at R=(0,0,0). The 
quality was checked by calculating the product <W 1 1W^ by numerical 
integration (trapezoidal rule) over one million points inside a parallelepiped with 
edges of 5ax5ax5c. The values obtained were <W11 W^^O.990 while 
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<W11 W^ÍSO.OOS for ΊΦ'ί. The resulting overlap matrix to be diagonalized (as 
described in the Appendix) has only rank 40. So, on the average we included 
the interaction with five neighbouring (primitive) unit cells per star-atom. 
After constructing the matrix S - ' ^ (equation (A3)) it is easy to obtain the 
properly orthogonal Wannier functions (equation (A4)) 
11> = T(R) | W,> = S-'^IXR) | G,} = S-V211} (8) 
It should be emphasized that the matrices S¡j and S~'/2is are real. Together with 
the reality of <r | G,} this causes the functions <r | W ^ to be real. Some of 
these Wannier functions are shown in figure 5. 
4. The Model Hamiltonian. 
For obtaining the band structure of this system it is convenient to represent 
the Hamiltonian in a Bloch-state basis. The orthonormal basis set, TÍR^W,; · , 
is transformable to such a basis set by the unitary basis transformation: 
I i.k> = Т Ж Σ T(R) | W,> e'k » - ^ (9) 
where к is in the first Brillouin zone, N a normalization constant and tj, 
( i=l, ,8) the position of the star-atoms in the unit cell of figure 3b. But 
before we give a description of the Hamiltonian with respect to the 
orthonormal states (9), we comment on the transformation properties of these 
states. Because the operators S~'A commute with the elements of the space 
group (equation (A8)) this turns out to be rather straightforward. In using 
equations (4), (8), (9) and (A9) it is easy to prove that when gr^Xafij + Rai (see 
equation (1)) then: 
g | W,> = T(R
a
,) | W
a ( l )> and g | i,k> = | a(i),ak>e- , a k '» (10) 
for all elements of the space group. With equation (10) we have enough tools 
to construct the model Hamiltonian and study its symmetries. Representing the 
Hamiltonian in the orthonormal Bloch states (9) has the advantage that every к 
point in the Brillouin zone has its own invariant subspace, spanned by the states 
| l ,k>, |2,k>, |8,k>. Therefore, we can concentrate on diagonalizing an 
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8x8 matrix, the elements of which are (use equation (9)) : 
H1J(k) = < i , k | H | j , k > = 2 ; i i 1 J ( R ) c , k ( R + 1 ' - 1 J ( i i) 
ReA 
where H1.(R)=<W1 | HT(R) | W ^ are the Fourier components, which arc real 
due to the reality of the functions < r | W 1 > and the hcrmiticity of H. 
Knowledge of these Fourier components Н.ДК) will give us direct information 
about quantities like nearest-neighbour and next-nearest-neighbour interactions 
as well as about more interesting quantities like the perpendicular and the 
parallel chain coupling. We obtain the coefficients by fitting the energy levels to 
the corresponding bands resulting from the ASW calculation (Fig. 1). The 
number of the relevant coefficients Η,^Κ) will be strongly limited due to the 
strong convergence of the Wannier functions we use (Fig. 5). Symmetry 
considerations restrict the number of independent coefficients, giving an extra 
limitation on the number of coefficients. 
Table 2 The relations between the matrix elements of the model-lljmiltonian. 
All the matnx elements can be derived from nine independent matrix elements, 
which are listed m table 3. ( Each relation can be proven by using the preceding 
group element ). 
gs-» 
&-> 
ge-> 
g e ^ 
gs — 
g e -
gfl-* 
gB-* 
g«-" 
g8-> 
g»-» 
gs-> 
gn-> 
ge-" 
HM(k) = H, 2 (-k„ + k), 
Н 2з(к)=Н, 1(-к,.+к>. 
H51(k) = H1,( + kJ, + k), 
НзЛкИН^+к^. + к,. 
Η«(Μ=Η22( + ^ , + ^ 
H,5(k) = H1,( + kx, + ky 
H , 6 ( k ) = H , 2 ( + k , . + k y 
Н 5 7 (к)=Н 1 з( + к х , + к ( 
Н 5 1 ) ( к ) = Н м ( + к „ + ку 
Н 6 6(к) = Н 2 2( + к„ + к) 
Н ( , 7 (к)=Н 2 ,(+к»,+к у 
Н
ы
,(к)=Н 2 4(+к»,+к у 
Н 7 я ( к ) = Н з 4 ( + к х , + к у 
Н
в 1 )(к)=Н44(+к х,+к> 
+ k j 
-к
г
) 
-к
г
) 
-К) 
-К) 
-к,) 
-К) 
-к.) 
-К) 
-К) 
-К) 
-К) 
-К) 
-К) 
g2 
gli 
gill 
g j 
gT 
gl 
&4 
g4 
gl2 
gl 
g4 
g2 
> 
-> 
— 
> 
— 
-> 
->· 
-» 
--> 
-. 
-^ 
-* 
H l 8 (k) = H, 6 (-k x 
H2,(k) = H M ( - k v 
Н 2 7 ( к ) = Н й | ( - к 1 
H M (k) = H > ( - k , 
H 1 5(k) = H l 7 ( + kx 
Ни(к) = Н,
л
( + к, 
H 1 7(k) = H 1 , ( - k x 
H „ ( k ) = H 1 6 ( - k x 
H4,(k)=H M (+k > 
H l ( l (k)=H M ( + kx 
H 4 7(k) = H(,1( + k1 
H 4 1 ) (k)=H: ( ,(-k x 
-K 
+K 
-K 
+k
v 
-K 
-к 
+k
v 
+K 
. -k , 
• -K 
,+k, 
,-ц 
+ к
г
) 
-К) 
+ k,) 
-к,) 
-к,) 
к,) 
-к 2) 
-к,) 
.-к
г
) 
-К) 
.+ю 
.+кЛ 
The model Hamiltonian is 8x8, i.e. has 64 complex matrix elements. Many 
of these elements are related to each other. Evidently, the hermiticity of the 
Hamiltonian yields that HJ1(k)=[H1J(k)] . Other relations are due to the group 
symmetries and are listed in Table 2. As a result we are left with only nine 
independent matrix elements (Table 3); all others can be derived from these. 
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AU the relations listed in Table 2 are accompanied with that group element 
(see Table 1) which leads to the equality considered. As an example we will 
prove the equation for H ^ k ) in Table 2. From the fact that the Hamiltonian 
commutes with the elements of the space group I4i/amd it follows that 
Н
и
( к ) = < 1 , к | Н | 4 , к > = < l , k | g 5 - 1 H g , | 4 , k > . Combining (10) and Table 1 it 
is then clear that H14(k) = < l , a k | H | 2 , a k > , where a k = ( - k x , k y , k z ) . 
Table 3 The nine independent matrix elements from which all the other (55) 
elements can be derived We give the expansion (18) including only nearest 
neighbour interaction The values for the E,, - parameters ( in mRy ) result 
from the fit to the bands of figure 1 
H
n
(k) = E
u 
H 1 2(k) = E 1 2 e x p ( i y ) 
Hnfk) = 2E13Cos(-^) 
H
r
( k ) = E 2 2 
H24(k) = 2E2 4cos(y) 
F . ] 1 = 4 6 . E 1 : - - 1 5 5 , E 1 , = 
E 2 2 =36; E 2 J = 34 
= 34 
H.sdc) = E „ e x p ( i y ) 
H,
s
(k) = E1 6cxp(i-^)exp(i-^-) 
Hp(k) = 2E l 7 [co s (- | - )exp( i-^)+cos(-^)ex P (-
M26(k) = 2 E 2 f t c o s ( ^ - | - ^ ) 
E„=98, E 1 6 =30, E 1 7 = 0 , E 2 6 = 0 
ΐ» 
5. Numerical Determination of the Coefficients. 
The next task is to derive the nine independent matrix-elements. In a first 
approximation (and as we will sec, it is a sufficient one) we only include the 
nearest-neighbours in the expansion (11). Table 3 lists the results (where 
E ] J = H 1 J ( 0 ) = < W 1 | H | W J > ) . As an illustration consider ІІ2б(к). The nearest 
sites of type 6 to the star-atom at ('/4,0,0) (type 2) are those at (0,'/4,'/4)=x6 and 
(ν^,Ά,1/)) = T6+(l/2,l/2,V2) . Taking only the interaction with these two nearest-
neighbours into account, expansion (19) results in: 
H 2 6 (k) = < W 2 | Η I W 6 > e l k ^ " ^ - K W z | HT(Vè,V£,VÏ) | W 6 >e ' k « ^ . ' ^ + ^ - с ; ) ^ 
From equation (10) and Table 1 it follows that T(lfi,V2,V2) | W 6 > = g 7 | W 6 > , thus 
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<W21 HT(Vi,V4,Vi) I W6>=<W21 Hg71 W6>= <W21 gf'H I w 6>=<w 21H I w 6>. 
The last step again follows from (10) and Table 1: g?! W2>= | W2>. Substituting 
the values for X2 and x6 into (12) yields the result listed in Table 3. 
With the model Hamiltonian defined by the matrix elements given in Table 
3 (and Table 2) we fitted the electronic bands obtained from the self-consistent 
band structure calculation of de Groot et al. (1984). The nine independent 
parameters (Εϋ,Ε^,Ε^,Ε^,Ε^,Ε^,Ε^,Επ and E2 6) were varied by a non­
linear fitting procedure (MINUIT) leading to the best possible fit. The result is 
shown in figure 6. 
ENERG/ (Ry) 
Figure 6 The band structure of the model Hamiltonian in comparison with the 
one resulting from Ihe self-consistent calculation (dashed lines) of figure 1 The 
extra k-points he in the к
г
=л/с plane y^O.O.Vi), ¿=(\S>M) and x=(1/2,1/i,Vi). 
As discussed in the text the fit is in error by only a few milli-Rydbergs near EF. 
The physical significance of the various parameters is as follows. We choose 
the zero of energy at the bottom of the mercury 6s-band, ignoring the 
hybridization with the mercury 5d- and anion bands ( Suiting et al. 1983 ). This 
hybridization raises the 6s-band slightly, the value being given by 
1/2(E11+E22)=41 mRy. The Madelung energy, namely the difference in 
potential energy between the sites of type с and of type e symmetry ( Wyckoff 
notation ) is given by Ец-Егг = 10 mRy. This energy is small, as discussed by 
de Groot et al. (1984). The nearest-neighbour transfer integral along the chain 
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(which is commonly denoted X/j) is given by E|2 = -155 mRy The next-nearest-
neighbour transfer integral along the chain is given by E^ = E24 = 34 mRy E ^ 
gives the value for sites of t)pe с symmetry, and E24 for sites of type e 
symmetry Symmetry does not require the two values to be the same, but they 
turn out to be the same from physical considerations for an isolated chain, 
these sites are exactly equivalent, and the interaction with neighbouring chains 
and with the anions (1 e the three-center integrals involving next-nearest-
neighbours on a chain), is weak so its effect on these transfer integrals is 
negligible E|s is the interchain transfer integral between nearest-neighbours 
situated one on top of the other along the c-axis This integral is frequently 
denoted t i Its value is 98 mR> Eift is the interchain transfer integral between 
next-nearest-neighbours belonging to different chains, 1 e one of the two Hg 
atoms is displaced along the chain by a,/4 Its value is 30 mRy, indicating that 
the mercuiy "tubes" have a finite, appreciable diameter 
Thus, in effect the band structure is described by five parameters - nearest 
and ncxt-nearest-ncighbour intra-cham and inter-chain integrals, and a 
Madelung, or crystal-held term which is small and can be neglected without 
causing significant errors The eigenstates resulting from the model-Hamiltoman 
will be in terms of the (Bloch) basis states | i,k> of equation (9), and thus m 
terms of the Wannier functions (equation (8)) There are still two undetermined 
parameters, 1 e the parameters α and β (=γ) in equation (2) Assuming that the 
model-Hamiltoman is accurate we now can calculate α and β (=γ) bv comparing 
the eigenstates ψ
π
 ¡.(τ) resulting from the model-Hamiltoman with those 
calculated by the ASW method or those from the pseudo-potential calculation 
The values we employed were β=0 55 Λ - 2 and α=() 47 À - 2 As mentioned 
before the parameter β describes the fall-off perpendicular to the chain on which 
the Gaussian orbital is situated, while α gives the longitudinal extent of the wave 
function The value for α should also be reflected in the convergence behaviour 
of the transfer integrals along the chains We found that the next-nearest-
neighbour transfer integral Е1з is approximately 5 times smaller then the 
nearest-neighbour integral E^ The product W1(r)W1(r) at the value of г which 
maximizes it, is roughly 5 times smaller than the product W1(r)W2(r) at the 
value of г which maximizes it Similarly, max[ W^i^W^r) ] is approximately 5 
times smaller than max [ W1(r)W-,(r) ] This level of convergence is obtained 
with Gaussians that fall off by approximately a factor of v T a t a distance of half 
the 'inter-star' distance a,/4 (Fig 4) This choice is in the spirit of the Huckel 
approximation 
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6. Discussion 
The method used for obtaining the Wanmer functions is an 
orthogonalization procedure in real space Our approach as such is extremely 
fast from the numerical point of view and therefore convenient to use This is 
possible because of the use of non atom centered strongly localized orbitals (i e 
the Gaussians on the star-atoms) 1 he strong localization of these Gaussian 
orbitals result in rapid convergent overlap integrals In using normal atomic 
orbitals, that convergence is in general extremely slow ι с there is still a 
considerable overlap with atoms in remote unit cells This means that instead of 
(on the average) only S lattice vectors per star-atom, as in our case, one would 
need of the order of 50 lattice vectors per atom in the unit cell Also the 
inclusion of atomic orbitals with higher angular momentum (p- and d-lunctions) 
would increase even more the rank ot the (real-space) overlap matrix bor 
example, for a system with 4 atoms in the unit cell the rank would be of the 
order of 1000 The large matrix, and the fact that the eigenvalues of the overlap 
matrix lie in a dense cluster, result in severe numerical difficulties This has been 
called the orthogonalization catastrophe (by 1 òwdin in 19S1) 
To bypass these difficulties, in the usual procedure one constructs the 
Wanmer functions by taking a side-step via к space That is Bloch states are 
constructed from atom-centered states Ιφ,} in the same manner as it is done for 
the Wanmer states in equation (9) 
Ι'.Μ = τ7π=Σ іХЮІФЛе"1"^1 (Π) 
where ι labels the atom in the unit cell The procedure is the same as the one 
used for obtaining the states (10) and is described in the Appendix ( |I}= |i,k} 
and | I > = | i , k > ) The key element is again the overlap matrix (Al), which 
has, from translational sjmmetr) the property 
S
u
= {.,k'|j,k} = {i,k|j,k}A(k-k') (14) 
The diagonalization part in the procedure is now reduced to the diagonahzation 
of a limited matrix (for 4 atoms in the unit cell, including s-, p- and d-orbitals, 
this matrix has rank 36), which is a simple task from the computational point of 
view Then after yielding the states |i,k> the Wanmer states T(R) ¡ W ^ are 
obtained by the inverse of the transformation (13), ι e inverse (3-dimensional) 
Fourier-transform 
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To finish the discussion, we want to say something about recent 
developments on the field of Wannier functions In 1978 Wannier considered the 
development of one-dimensional localized Wannier functions from Bloch 
functions constructed from Gaussians, like equation (13) In that case the Bloch 
basis function (we use Wannier's notation) 
b(x,k) = 2 exp|2mkn - ^ ( x - n ) 2 ] (15) 
is one of the theta functions ( )^ of Jacobi 
b(x,k) = exp(- ψ х2) ,[
Л
к - y ιφχ, ехр(-лф/2)] (16) 
and the overlap integral S(k) is also a theta function 
5(к)=ф-^
 ч
(
Я
к.схр(- - ^ ) ) (17) 
As is well known the theta functions are entire functions and have zeros on a 
regular lattice in the complex plane 
Ζ = -^ - + —η + ηπ + ιτιπη (18) 
where η = ιφ/4 and m and n are integers Hence if Wannier functions are 
developed as 
ι 
a(x) = ƒ dk S-'^k) b(x.k), (19) 
о 
the function S'^ik) has branch singularities at the zeros of S(k), with к 
regarded as a complex variable Since both S and b are periodic in k, it is 
possible to extend the integral for a(x) indefinitely along the real к axis In that 
case consider the indefinite integral extended into the complex к plane Ihe 
asymptotic behaviour of a(x) will be dominated (using an argument similar to 
Kohn 1959) by the closest pole at к=і/2+іф/8 By examining the residues of 
the contour integral one finds that the functions a(x) drop off asymptotically as 
a(x) « | χ | -,лехр(-1Лфп | χ | ) (Mueller et al ) 
The above arguments extend to 3 dimensions and Wannier functions can be 
developed along these lines with similar localization properties 
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7. Conclusions 
We have considered here the development of a model Hamiltoman in non-
atom-centered, or star-centered Wannier functions for the case of the electronic 
structure of Hg3_5AsF6 It was found that by embedding the given space group 
into a larger one, the development of the model Hamiltoman was not only 
greatly simplified, but also made very accurate as well The practical technique 
which emerged - look first at the possible embedding spaces, and then choose 
those Wyckoff positions which make the greatest physical sense - should have 
direct application to many other systems We have found that such non-atom-
sited or star-centered Wannier functions have simplified the electronic structure, 
provided clear physical insight and reduced the necessary size of the basis from 
160 to a more modest 8 
The present model Hamiltoman preserves both the rapid convergence of the 
Wannier functions as well as the nearly free-electron character of the band, 
characteristic of the tube-potential and the 6ь nature of the electrons 
8. Appendix 
Here we give a more general approach to the problem, as described in this 
paper The problem can be described as follows 
We have a basis set consisting of states |I}, whose properties arc well known 
In our case these are the Gaussian orbitals ( 11} = TtR^G,}, see equation (2) 
to (5)) These states are independent and span a subspace of the entire Hilbert 
space Unfortunately they are not orthogonal The task is to construct from the 
states 11} an orthonormal basis set 11> 
The technique is rather standard (L'ówdin, 1951), but we repeat the main 
steps for clanty We use the concept of the overlap matrix whose elements Su 
are defined as. 
S , j={I | J} (Al) 
This matrix is hermitian, having real positive eigenvalues Xj and can be 
diagonahzed by a unitary matrix du in the standard way 
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Σ d IL SLM dMJ = λ 1 δ ο 
LM 
(A2) 
We form new matrices 
S.TW = Z d . L X L
± W d t
u
 (A3) 
L 
Like SJJ , these matrices are hermitian From the fact that ( 5 " й 8 8 _ й ) ц = о и it 
follows that the matnx S'^u transforms the basis 11} into the orthonormal basis 
| i > 
| I > = 2 | L } S - \ , (A4) 
L 
We now consider the matrices defined above as representations of the operators 
S, S±Vl with respect to the orthonormal basis set | I > Thus, using equation 
(A4), one writes 
5 + й | І > = |I} and | I > = S-1'*|I} (A5) 
We now concentrate on deriving the transformation properties of the states 
11>, starting from the known properties of states 11} Let g be an element of a 
group G of unitary operators leaving the subspace spanned by the basis |1} (or 
11>) invariant For example G may be space group 14,/amd The group G 
operates on states 11} 
8|Ι} = Σ |L}DL I(g) (A6) 
L 
where the matrices D(g) are unitary In combining (A5) and (A6) the matrix 
elements can be written as 
DLI(g) = < L | S - * g S + * | l > (A7) 
The unitanty of the matrices D(g) and the orthonormahty of the states 11> 
result in the unitanty of the operator S - w g S + ^ This property then directly 
leads to the equation S^'gS = g, ι e S and g commute Hence any analytic 
function of S commutes with the elements of the group G, thus 
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[S^.g] = о (A8) 
The commutation relation (A8) has the consequence that both the non-
orthogonal basis set 11} and the orthonormal set 11> transform in the same way 
under the operator g of the group G 
g | I > = 2 |L>D L I (g) (A9) 
L 
where DLI(g) is the same as in equation (A6) 
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SAMENVATTING 
Hg3_6AsF6 is de belangrijkste vertegenwoordiger van een groep metalen 
waarvan de meest kenmerkende eigenschap is dat de kwik-atomen langs lineaire 
ketens geordend zijn Deze laagdimensionale structuur wordt uiteraard 
weerspiegeld in het gedrag van de geleidingselektroncn Daarnaast zorgt de 
incommensurabihtcit voor een extra bijdrage aan het exotische karakter van de 
elektronische eigenschappen Dit proefschrift geeft een studie over de invloed 
op de elektronen van enerzijds de laag-dimensionaliteit ten gevolge van de 
lineaire ketens en anderzijds de incommensurabiliteit van de kristalstructuur 
Daar incommensurabele kristallen niet toegankelijk zijn voor standaard 
bandenstructuurberekemngen hebben wij op verantwoorde wijze een 
commensurabele benadering gezocht De structuur werd dusdanig aangepast dat 
het commensurabele kristal Hg^AsF^ ontstond, dat dezelfde karakteristieke 
ketenstructuur heeft als Hg3_àAsF6 De elektronenstructuur die wij zowel met 
pseudopotentiaalmethoden als zelfconsistente methoden berekenden, vertoont 
de zo typische kenmerken van dit materiaal De elektronische geleiding vindt 
voornamelijk plaats langs de kwik-ketens, die zich uitstrekken in de 
kristallografischc a- en b-richtingen maar niet in de c-nchting Het effect hiervan 
is een uitstekende geleiding in het a,b-vlak, terwijl er bijna geen geleiding plaats 
vindt in de richting hier loodrecht opstaand Dit was in volledige 
overeenstemming met weerstandsmetingen 
Een tweede punt waarop de aandacht werd gevestigd is het Fermi-
oppervlak Het is direct duidelijk dat het min of meer twee keer een-
dimensionale karakter van de elektronenstructuur een Fermi-oppervlak zal 
geven dat qua topografie zeer sterk afwijkt van de "vnje-elektronbol" Het bleek 
te bestaan uit verscheidene cylindervormige bladen, loodrecht staand op het 
a,b-vlak Dit was m overeenstemming met de De Haas-Van Alphenmetingen 
Vooral het De Haas-Van Alpheneffect is zeer gevoelig voor zwak 
energetisch ingrijpen in het Fermi-oppervlak Het biedt een ideale mogelijkheid 
om het effect te bestuderen van de incommensurabiliteit op de toestanden aan 
het Fermi-mveau Voor de theoretische onderbouw hebben we een methode 
ontwikkeld die de incommensurabiliteit meeneemt als een uitbreiding op de 
standaard bandenstructuurbenadermg Het blijkt dat het effect van de 
incommensurabiliteit op de "ongestoorde" toestanden zeer selectief is en kan 
worden beschreven m b ν slechts een beperkt aantal koppelingen tussen 
toestanden aan het Fermi-oppervlak Wij konden met dit model een 
voorspelling doen omtrent de mogelijke De Haas-Van Alphenbanen De 
metingen die daarop volgden bevestigden de voorspellingen, maar riepen ten 
dele weer nieuwe vragen op, vanwege de vreemde amplitudeafhankelijkheid van 
het uitwendig magneetveld 
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De verklaring die gevonden werd bestaat uit twee facetten De 
incommensurabiliteit zorgt voor zeer kleine "gaps" in het Fcrmi-oppervlak waar 
elektronen overheen kunnen springen als gevolg van het tunneleffect, met alle 
gevolgen van dien voor de amplitude van het signaal Ten tweede hebben wij 
aangetoond dat door het ontbreken van invcrsie-symmetne het Fermi-oppervlak 
intrinsiek is gesplitst in twee met (spin-) gedegenereerde volumma Het geringe 
verschil in oppervlakte van de De Haas-Van Alphenbanen geeft daardoor 
aanleiding tot uitdovingen 
De symmetne'én die in dit systeem overduidelijk aanwezig zijn en die tot 
uitdrukking komen in de systematische uitdovingen van de Bragg-reflecties, 
kunnen helaas met beschreven worden met de gebruikelijke ruimtegroepen 
Hg1_{,AsF6 heeft een incommensurabele samengestelde structuur die, met 
betrekking tot bijvoorbeeld de satellietreflecties, afwijkt van de meer 
voorkomende gemoduleerde structuren Dit systeem biedt daardoor een ideale 
mogelijkheid om de, vooral hier in Nijmegen ontwikkelde, 
supcrruimtegroepenmethode voor samengestelde structuren verder uit te 
bouwen Wij waren in staat om met deze nieuwe groepentheorie het wegvallen 
van zekere matnxelementen te verklaren 
De twee berekeningen die wij uitvoerden ter bepaling van de 
bandenstructuur zijn beide zeer omslachtig in de numerieke zm van het woord 
(beide moeten matrices diagonahseren in de orde van 200x200) Tijdens de 
bestudering van de ladingsdichtheden van toestanden in de buurt van het 
Fermi-oppervlak viel het ons op dat er ophopingen van lading plaatsvinden op 
plaatsen waar zich geen kwik-atomen bevinden, maar die wel een hoge 
symmetrie bleken te hebben Dit leidde lot een nieuwe methode waarin op die 
posities van hogere symmetrie een soort atoom ("ster-atoom" genaamd) wordt 
geplaatst Wij voorzagen deze ster-atomen slechts van een zeer eenvoudig 
atomair orbitaal Deze, natuurlijk met orthogonale functies, werden 
getransformeerd tot evenzovele Wannierfuncties De Hamiltoniaan gebaseerd op 
de Wannierbasis, was slechts 8x8 De methode is in staat de energieniveaus in 
de buurt van het Fermi-oppervlak tot op 1 mRy nauwkeurig te benaderen 
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