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Abstract
The massless Nelson model describes non-relativistic, spinless quantum particles interacting with a rel-
ativistic, massless, scalar quantum field. The interaction is linear in the field. We analyze its one particle
sector. First, we construct the renormalized mass shell of the non-relativistic particle for an arbitrarily small
infrared cut-off that turns off the interaction with the low energy modes of the field. No ultraviolet cut-off is
imposed. Second, we implement a suitable Bogolyubov transformation of the Hamiltonian in the infrared
regime. This transformation depends on the total momentum of the system and is non-unitary as the infrared
cut-off is removed. For the transformed Hamiltonian we construct the mass shell in the limit where both the
ultraviolet and the infrared cut-off are removed. The limiting fibre Hamiltonians are obtained by conver-
gence in the norm resolvent sense. Our approach is constructive and leads to explicit expansion formulae
which are amenable to rigorously control the S-matrix elements.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction and definition of the model
We study the mass shell of a non-relativistic spinless quantum particle interacting with the
quantized field of relativistic, massless, scalar bosons, where the interaction is linear in the field.
This model originated as an effective description of the interaction between non-relativistic nu-
cleons and mesons. It is usually referred to as ‘Nelson model’ since E. Nelson (see [11]) showed
how to remove the ultraviolet cut-off that turns off the interaction with the high frequency modes
of the field. The limiting Hamiltonian is defined starting from the quadratic form associated with
the so-called Gross transformed Hamiltonian. The latter is obtained from the Nelson Hamilto-
nian through a unitary dressing transformation [7] after subtracting a constant which is divergent
in the ultraviolet (UV) limit. This means that only a ground state energy renormalization is nec-
essary in order to define the local interaction. This model for only one nucleon is known as the
one particle sector of the translation invariant Nelson model.
In recent years this model has been extensively studied with regard to quantum electrodynam-
ics (QED). In fact, when the bosons are massless particles (i.e. ‘scalar photons’) the model can
be seen as a scalar version of the effective theory (non-relativistic QED) that describes a non-
relativistic electron interacting with the quantized radiation field. In the study of the translation
invariant, massless Nelson model an ultraviolet cut-off of the order of the rest mass energy of
the electron is usually imposed. Otherwise relativistic corrections to the electron dynamics and
electron–positron pair creation should be taken into account. In spite of these simplifications, the
massless Nelson model gives non-perturbative insights on the infrared properties of QED.
It is an interesting mathematical problem to clarify whether the results concerning the infrared
region, which have been obtained in presence of an ultraviolet cut-off, can be extended to the
‘renormalized’ Nelson model (i.e. without an ultraviolet cut-off). As presented in [9] these ques-
tions do not in general have a straightforward answer. Although one might expect the infrared
and ultraviolet behaviors to be essentially independent of each other, the independent removal
of both cut-offs gives rise to a technical problem for the control of the mass shell. Indeed, the
removal of the infrared cut-off in the ground state vectors necessitates an explicit Hamiltonian
which we only have at hand before the ultraviolet cut-off is removed.
For the one particle sector of the renormalized Nelson model the study of the mass shell was
carried out by Cannon few years after the appearance of Nelson’s paper. In [3] it is proven that
a perturbed mass shell exists for sufficiently small values of the coupling constant g and in the
spectral region (E,P ) for |P | < 1. Here, E and P are the spectral variables of the Hamiltonian
and of the total momentum operator, respectively. In fact, starting from translation invariance, one
considers the natural decomposition of the Hilbert space on the spectrum of the total momentum
operator and studies the existence of the ground state of the fiber Hamiltonians HP for |P | < 1.
In his paper, Cannon relies on the spectral gap of the fiber Hamiltonians induced by a meson
mass. The mass shell of the nucleon is then defined by analytic perturbation of the ground state
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perturbation of type B – i.e. in the form sense – with respect to the free Hamiltonian. For this
type of perturbation it is in principle possible to control the perturbed spectral projection and to
give a meaning to the formal expansion of the ground state vector of the perturbed Hamiltonian.
The price for this is a very cumbersome formula (see [10]) making his result almost intractable
for applications to scattering theory. As a matter of fact, no explicit expression for the perturbed
mass shell is provided in [3].
Finally, for the massless Nelson model, the result concerning the existence of the mass shell
was extended by Fröhlich to arbitrarily small infrared cut-off with no restriction on the coupling
constant. The method used in [6] is based on a lattice approximation of the boson momentum
space which is eventually removed, a technique inspired by earlier works of Glimm and Jaffe.
However, Fröhlich’s expression for the fiber eigenvectors is only implicit. In recent years the
P -dependence of the ground state energy in the massless Nelson model and in non-relativistic
QED has been studied in presence of an ultraviolet regularization. [2] and [4] use the isospectral
renormalization group whereas [1] relies on statistical mechanics methods.
We accomplish three main goals. (1) By using a multiscale technique for small values of the
coupling constant and for a fixed infrared cut-off κ > 1 (in units where the electron mass m, the
Planck’s constant h¯, and the speed of light c all equal one) we first derive the results by Cannon
for the massless Nelson model. Rather than using regular perturbation theory for quadratic forms
we employ a multiscale technique for operators inspired by [12]. Our construction yields more
explicit expressions for the ‘renormalized’ mass shell. In particular, they are amenable to rigor-
ously control the S-matrix elements under the removal of the UV cut-off and to compare them
with physicists’ perturbation formulae.
(2) We then show how to construct the mass shell for the renormalized model when the inter-
action is extended to frequency ranges down to an arbitrarily small infrared cut-off. This result
at a small but fixed value of the coupling constant g is beyond the reach of the method employed
by Cannon [3] because the spectral gap shrinks to zero as the infrared cut-off is removed.
(3) The final part of our analysis concerns the properties of the mass shell in the infrared
limit where it is well-known that no proper mass shell is present, a fact usually referred to as
the infrared catastrophe. Following the strategy developed in [12], we implement a suitable Bo-
golyubov transformation for the field variables corresponding to frequencies below the threshold
κ > 1. In contrast to Gross’ dressing this transformation depends on the P -fiber and is not unitary
in the infrared limit. Fiber by fiber, we obtain a transformed Hamiltonian where the interaction
is not linear in the field anymore both because of the Gross transformation in the UV region (fre-
quencies larger than κ) and because of the infrared dressing transformation (frequencies smaller
than κ). Each transformed Hamiltonian has a ground state in the infrared limit, the construction
of which requires a delicate control of the interplay between high and low frequency modes.
The control of the mass shell associated with these unphysical fiber Hamiltonians is crucial to
analyze the infraparticle behavior of the renormalized electron in the massless Nelson model and
to provide the asymptotic expansion for the scattering amplitudes in ‘Compton scattering’, free
from both ultraviolet and infrared divergences.
Definition of the model. The Hilbert space of the model is
H := L2(R3,C;dx)⊗F(h),
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F(h) :=
∞⊕
j=0
F (j), F (0) :=C, F j1 :=
j⊙
l=1
h, h := L2(R3,C;dk),
where  denotes the symmetric tensor product. Let a(k), a∗(k) be the usual Fock space annihi-
lation and creation operators satisfying the canonical commutation relations (CCR)[
a(k), a∗(l)
]= δ(k − l), [a(k), a(l)]= [a∗(k), a∗(l)]= 0.
The kinematics of the system is described by: (a) The position x and the momentum p of the
non-relativistic particle that satisfy the Heisenberg commutation relations. (b) The scalar field Φ
and its conjugate momentum where
Φ(y) :=
∫
dk ρ(k)
(
a(k)eiky + a∗(k)e−iky), ρ(k) := 1
(2π)3/2
1√
2ω(k)
, ω(k) := |k|.
The dynamics is generated by the Hamiltonian of the Nelson model,
H |Λτ :=
p2
2
+Hf + gΦ|Λτ (x)
where
Hf :=
∫
dk ω(k)a∗(k)a(k)
is the free field Hamiltonian, and
gΦ|Λτ (x) := g
∫
BΛ\Bτ
dk ρ(k)
(
a(k)eikx + a∗(k)e−ikx), (1)
is the interaction term for 0  τ < Λ < ∞; here g ∈ R is the coupling constant and for the
domain of integration we use the notation Bσ := {k ∈ R3 | |k| < σ } for any σ > 0. Note that for
Λ= ∞ the formal expression of the interaction Φ|Λκ is not a well-defined operator on H because
the form factor ρ(k) is not square integrable.
We briefly recall some well-known facts about this model. For 0  τ < Λ < ∞ the operator
H |Λτ is self-adjoint and its domain coincides with the one of H0 := p
2
2 +Hf (see also Proposi-
tion 1.1 below). The total momentum operator of the system is
P := p + Pf := p +
∫
dk ka∗(k)a(k)
where Pf is the field momentum. Due to translational invariance of the system the Hamiltonian
and the total momentum operator commute. Hence, the Hilbert space H can be decomposed on
the joint spectrum of the three components of the total momentum operator, i.e.
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∫ ⊕
dP HP
where HP is a copy of the Fock space F carrying the (Fock) representation of the Weyl algebra
corresponding to annihilation and creation operators
b(k) := a(k)eikx, b∗(k) := a∗(k)e−ikx .
We will use the same symbol F for all Fock spaces. The fiber Hamiltonian can be expressed as
HP |Λτ :=
1
2
(
P − Pf )2 +Hf + g ∫
BΛ\Bτ
dk ρ(k)
(
b(k)+ b∗(k)).
By construction, the fiber Hamiltonian maps its domain in HP into HP . Finally, for later use
we define
HP,0 := (P − P
f )2
2
+Hf , HP |Λτ :=HP |Λτ −HP,0. (2)
The Gross transformation. We use a frequency
1 < κ < 2
to separate the ultraviolet and the infrared regimes. The renormalization of the Hamiltonian must
cure the divergence which appears in the second order correction to the ground state energy as
Λ→ ∞. This logarithmically divergent term
Vself|Λκ := −
g2
[2(2π)3]
∫
BΛ\Bκ
dk
1
|k|[ |k|22 + |k|]
(3)
can be separated from the rest of the Hamiltonian by a Bogolyubov transformation e−T |Λκ , acting
on all frequencies above κ , whose skew-adjoint generator is given by
T |Λκ :=
∫
BΛ\Bκ
dk β(k)
(
b(k)− b∗(k)), β(k) := −g ρ(k)|k|2
2 +ω(k)
. (4)
Note that for any 1 < κ < Λ ∞, the operators T |Λκ , T ∗|Λκ are well-defined on D(HP,0). For
1 < κ <Λ<∞ the Hamiltonian HP |Λκ transforms as follows:
H ′P
∣∣Λ
κ
:= eT |Λκ HP |Λκ e−T |
Λ
κ − Vself|Λκ (5)
= 1
2
(
P − Pf )2 +Hf + 1
2
[(
B|Λκ
)2 + (B∗∣∣Λ
κ
)2]+B∗∣∣Λ
κ
·B|Λκ
− (P − Pf ) ·B|Λκ −B∗∣∣Λ · (P − Pf ) (6)κ
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B|Λκ :=
∫
BΛ\Bκ
dk kβ(k)b(k). (7)
In contrast to [9] the Gross transformation used here does not involve bosons of energies below
κ and therefore does not modify the infrared behavior of the interaction. It is important to note
that the operator equality (6) holds on D(HP,0) as proven in [11, Lemma 3]. In the following
sections we will study the renormalized Hamiltonian
H ′P
∣∣Λ
κ
+ gΦ|κτ . (8)
The proofs of [11, Lemmas 2 and 3] imply:
Proposition 1.1. For 0  τ < Λ < ∞, the operators HP |Λτ and H ′P |Λκ + gΦ|κτ are self-adjoint
and their domain coincide with the one of HP,0.
By [11, Main Theorem] there exists an ultraviolet renormalized Hamiltonian:
Theorem 1.2. For all τ  0, there is a unique self-adjoint operator HP |∞τ on F that generates
the unitary group defined by
e−itHP |∞τ := s-lim
Λ→∞ e
−it (HP |Λτ −Vself|Λκ ), t ∈R.
The domain of HP |∞τ is a dense subset of the domain of H 1/2P,0 , and HP |∞τ is bounded from below.
The results in [11] are stated for the full Hamiltonians H |Λτ . Proposition 1.1 and Theorem
1.2, which describe properties of the fiber Hamiltonians, can be proved using the same technique
as in [11]. Indeed, the crucial estimates hold true also for the case of one particle where the
momentum operator p1 = −i∇1 is replaced by P − Pf .
However, we will not make use of Theorem 1.2. In the case of |P | < Pmax defined in (9) and
for sufficiently small |g| this result will follow from our multiscale analysis.
2. Main results
Since the particle is non-relativistic we restrict the total momentum to the ball
|P |<Pmax := 14 . (9)
The ultraviolet and infrared scaling. We shall introduce a scaling that divides the interaction
term into slices of boson momenta for which, step by step, we apply analytic perturbation theory.
In the ultraviolet regime, this scaling is defined by the sequence
σn := κβn, 1 < β, n ∈N,
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τm := κγm, 0 < γ < 12 , m ∈N.
With respect to these scalings we shall use the following notation for Hamiltonians and Fock
spaces:
IR UV Hamiltonian Fock space
κ σn H
′
P
|n0 :=H ′P |σnκ F |n0 :=F(L2(Bσn \Bκ ))
τm σn H
′
P
|nm :=H ′P |n0 + gΦ|κτm F |nm :=F(L2(Bσn \Bτm))
The normalized vacuum vector in each of these Fock spaces is denoted by the same symbol Ω .
We shall exclusively use the index n to denote the ultraviolet cut-off σn and the index m to denote
the infrared cut-off τm, e.g.
F |nn−1 :=F
(
L2(Bσn \Bσn−1)
)
, F |m−1m :=F
(
L2(Bτm−1 \Bτm)
)
.
For a vector ψ in F |n−10 and an operator O on F |n−10 we shall use the same symbol to denote
the vector ψ ⊗Ω in F |n0 and the operator O ⊗ 1F |nn−1 on F |n0, respectively.
Moreover, the Fock space slices and the related interaction terms are given by
Slice Interaction Fock space
UV [σn−1, σn) H ′P |nn−1 :=H ′P |n0 −H ′P |n−10 F |nn−1
IR (τm, τm−1] gΦ|m−1m := gΦ|τm−1τm F |m−1m
Similarly we shall use |nm, |nn−1, |m−1m instead of |σnτm , |σnσn−1 , |τm−1τm , respectively, as short-hand
notation to denote the range of boson momenta in the interaction. Moreover, we define
Hf
∣∣n
m
:=
∫
Bσn\Bτm
dk ω(k)a∗(k)a(k).
For a self-adjoint operator A which is bounded from below we define the spectral gap as
Gap(A) := inf{Spec(A) \ {inf Spec(A)}}− inf Spec(A).
Moreover, we denote
EP |nm := inf Spec
(
HP |nm F |nm
)
, E′P |nm := inf Spec
(
H ′P |nm F |nm
)=EP |nm − Vself|n0 (10)
where Spec(A  X) denotes the spectrum of the linear operator A restricted to the subspace X.
If E′P |nm is a non-degenerate eigenvalue of the Hamiltonian H ′P |nm we shall denote a (possibly
unnormalized) corresponding eigenvector by Ψ ′P |nm. In this situation we have
Gap
(
H ′P
∣∣n
m
F |nm
)= inf
ψ⊥Ψ ′ |n
〈
H ′P
∣∣n
m
−E′P
∣∣n
m
〉
ψP m
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the notation
〈A〉ψ = 〈ψ,Aψ〉〈ψ,ψ〉
for any operator A and ψ ∈D(A).
The mass shell of H ′P |∞0 . The multiscale perturbation theory that we use here relies on the
control of the spectral gap as more and more slices of the interaction Hamiltonian are added.
In the construction of the mass shell eigenvectors one observes a major difference between re-
moving the ultraviolet and the infrared cut-off. In the infrared limit the main problem is that
the gap closes and the infimum of the spectrum is not an eigenvalue anymore (see [12]). In the
ultraviolet limit the main problem is that the whole spectrum moves towards −∞. The latter is
caused by the well-known logarithmic divergence in (3). In order to gain control on the gap it
is necessary to extract this divergent term which, as it is also well-known, can be accomplished
via the Gross transformation. At first, we shall therefore apply the multiscale perturbation theory
to the Gross transformed Hamiltonians H ′P |n0 , and then use unitarity to inherit all results for the
back-transformed Nelson Hamiltonians
HP |n0 := e−T |
n
0H ′P
∣∣n
0e
T |n0 + Vself|n0, n ∈N.
The iterative analytic perturbation theory, which was successfully applied for the infrared
regime [12], can be adapted to the ultraviolet regime using the following induction:
Suppose that, for a given and appropriately chosen real sequence (ξn)n∈N bounded from below
by a positive constant, we know that the following holds for the (n− 1)-th step of the induction:
(i) Ψ ′P |n−10 is the unique ground state of H ′P |n−10 with energy E′P |n−10 .
(ii) Gap(H ′P |n−10 F |n−10 ) ξn−1.
In order to show the induction step (n − 1) ⇒ n, we first estimate the new spectral gap while
adding the slice F |nn−1 of boson Fock space without modifying the Hamiltonian. An a priori
variational argument yields Gap(H ′P |n−10  F |n0)  ξn−1. With this at hand we apply analytic
perturbation theory à la Kato to construct the ground state of H ′P |n0  F |n0. More precisely, we
show that the Neumann series of the resolvent
1
H ′P |n0 − z
= 1
H ′P |n−10 − z
∞∑
j=0
[
−H ′P
∣∣n
n−1
1
H ′P |n−10 − z
]j
(11)
is well-defined for all z in the domain
1
2
ξn 
∣∣E′P ∣∣n−10 − z∣∣ ξn < ξn−1.
Step by step we show the convergence of the Neumann series for a sufficiently small |g| (and β
sufficiently close to one) but uniformly in n. In the control of the resolvent in (11) a convenient
definition of (ξn)n∈N turns out to be crucial. Kato’s perturbation theory ensures the existence of
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variational argument yields E′P |n0 E′P |n−10 , we conclude that Gap(H ′P |n0 F |n0) ξn.
This way we construct a convergent sequence of ground states corresponding to H ′P |n0, n ∈N,
Ψ ′P
∣∣n
0 :=Q′P
∣∣n
0Q′P
∣∣n−1
0 · · ·Q′P
∣∣1
0Ω
where Ω is the ground state of H ′P,0. The projections Q′P |n0 will be given explicitly in (54).
Finally, the unitarity of the Gross transformation implies that
ΨP |n0 := e−T |
n
0Ψ ′P
∣∣n
0, n ∈N,
is a sequence of ground states of HP |n0 that also converges, say to a ΨP |∞0 ∈F . Furthermore, we
prove the convergence of H ′P |n0 in the norm resolvent sense to a limiting Hamiltonian H ′P |∞0 , the
unique ground state of which is Ψ ′P |∞0 . Precisely, we prove:
Theorem 2.1. Let |P | < Pmax. There is a constant gmax > 0 such that for all |g| < gmax the
following holds true:
(i) EP |∞0 := limn→∞(EP |n0 − Vself|n0) exists and is finite.
(ii) The limit ΨP |∞0 := limn→∞ΨP |n0 exists in F and is non-zero.
(iii) The sequence of operators (HP |n0 − Vself|n0)n∈N converges in the norm resolvent sense to a
self-adjoint operator HP |∞0 acting on F .
(iv) EP |∞0 is the non-degenerate ground state energy of the Hamiltonian HP |∞0 with corre-
sponding ground state ΨP |∞0 . Moreover, the spectral gap of HP |∞0  F |∞0 is bounded from
below by 116κ .
The mass shell of H ′P |∞m for m ∈ N. Starting from the ground states Ψ ′P |n0 of the Hamiltonian
H ′P |n0, we continue to add interaction slices gΦ|τm−1τm , m ∈ N, now below the frequency κ and
construct the family of ground states Ψ ′P |nm of the Hamiltonians H ′P |nm with eigenvalue E′P |nm, i.e.
H ′P
∣∣n
m
Ψ ′P
∣∣n
m
=E′P
∣∣n
m
Ψ ′P
∣∣n
m
.
For arbitrarily large but fixed m ∈N, we prove results analogous to Theorem 2.1: Norm resolvent
convergence of (H ′P |nm)n∈N is shown in Lemma 5.2. The existence of Ψ ′P |∞m , m ∈N, is shown in
Theorem 5.8. In particular, the spectral gap of H ′P |nm is bounded from below by a constant times
τm uniformly for all n ∈N∪ {∞}. This is proven in Lemma 5.5.
The mass shell of HW ′P |∞∞. As it is well-known (see [6,12]), for every n ∈N ∪ {∞} the ground
states Ψ
′
P |nm
‖Ψ ′P |nm‖ weakly converge to zero as m→ ∞. This is linked to the infamous infrared catas-
trophe problem in QED. In fact, in the infrared limit the interaction turns out to be marginal
according to renormalization group terminology. On the other hand it was proven in [6] that
b(k)Ψ ′P
∣∣n
m
= gρ(k) 1
E′P |nm − |k| −H ′P−k|nm
Ψ ′P
∣∣n
m
(12)
which implies that
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∣∣n
m
≈ αm
(∇E′P ∣∣nm, k)Ψ ′P ∣∣nm, αm(Q,k) := −g ρ(k)ω(k) 1Bκ\Bτm (k)1 − k̂ ·Q (13)
up to higher order terms as k → 0. This motivates a strategy to analyze the infrared limit by using
the Bogolyubov transformation Wm(∇E′P |nm) defined as follows: for Q ∈R3, |Q|< 1,
Wm(Q)b
#(k)Wm(Q)
∗ := b#(k)+ αm(Q,k), b#(k)= b(k), b∗(k). (14)
Instead of studying H ′P |nm directly one considers the transformed Hamiltonian
HW
′
P
∣∣n
m
:=Wm
(∇E′P ∣∣nm)H ′P ∣∣nmWm(∇E′P ∣∣nm)∗. (15)
Note that the transformation acts non-trivially only on boson momenta below κ . For any finite m,
the operator Wm(Q) is unitary but this property does not hold anymore in the limit m → ∞.
Furthermore, for Q =Q′ the function αm(Q,k)−αm(Q′, k) is not square integrable as m→ ∞.
Most importantly, the interaction term
HW
′
P
∣∣n
m
−HP,0 (16)
of the transformed Hamiltonian is now superficially marginal in the infrared limit, in contrast to
the interaction H ′P |nm −HP,0. At a fixed ultraviolet cut-off and at a small coupling constant g, it
has been proven in [12] that there is a sequence of ground states (φP |nm)m∈N, i.e.
HW
′
P
∣∣n
m
φP |nm =E′P
∣∣n
m
φP |nm, (17)
which converges in the limit m → ∞ while the spectral gap closes. Consequently, infrared
asymptotic freedom holds. This result requires a sophisticated proof by induction. In the present
paper we prove the same result while simultaneously removing the ultraviolet cut-off. Before
sketching the main technical difficulties in dealing with the construction of the states φP |∞∞ let
us briefly explain their physical relevance.
With the states φP |nm and the Bogolyubov transformation Wm(∇E′P |nm) at hand it is possible
to control the properties of the physical mass shell given by the states Ψ ′P |nm in the infrared
limit, i.e. m→ ∞, namely the dependence on the total momentum P . This spectral information
represents the key ingredient to construct the scattering states for the so-called infraparticles (see
[12] and [5]). The QED analogue of the transformation of the field variables in (14) is related to
the Liénard–Wiechert fields carried by the charged particle and to the infrared radiation emitted
in Compton scattering; see [5] for precise mathematical statements.
More technically, while simultaneously removing the infrared and the ultraviolet cut-off in
φP |nm a major difficulty arises in the induction mentioned above. In fact, the proof of the limit
of φP |nm as m → ∞ relies on a suitable rearrangement of the terms in the Hamiltonian HW ′P |nm
given by
HW
′
P
∣∣n
m
= 1
2
ΓP |nm2 +Hf − ∇E′P
∣∣n
m
· Pf +C(n)P,m +RP |nm, (18)
see (85) in Section 6, where the vector operator ΓP |nm has the crucial property〈
φP |n ,ΓP |n φP |n
〉= 0. (19)m m m
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egy for the simultaneous removal of the cut-offs, for sufficiently small |g| but uniform in n
and m:
(i) First show that (φP |nm)m∈N is a Cauchy sequence uniformly in n;
(ii) Then provide bounds of the form∥∥φP |nm − φP |n−1m ∥∥ f1(n,m), (20)
and ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣ f2(n,m), (21)
where f1(n,m) and f2(n,m) are such that for the scaling n(m) := αm with α sufficiently
large both (φP |n(m)m )n∈N and (∇E′P |n(m)m )n∈N are Cauchy sequences.
This program will be carried out in Sections 6 and 7. It will yield the second main result:
Theorem 2.2. Let |P |<Pmax. For |g| sufficiently small the following holds true:
(i) There is a family of ground states (φP |nm)n,m∈N of the Hamiltonians (HW ′P |nm)n,m∈N, and an
αmin > 0 such that for any integer α′ > αmin and n(m)= α′m, the limit
φP |∞∞ := limm→∞φP |
n(m)
m
exists in F and is non-zero.
(ii) E′P |∞∞ := limm→∞E′P |∞m exists, is finite, and is the ground state energy corresponding to
the eigenvector φP |∞∞ of the self-adjoint operator
HW
′
P
∣∣∞∞ := limm→∞HW ′P ∣∣n(m)m ,
where the limit is understood in the norm resolvent sense.
The explicit construction of the family (φP |nm)n,m∈N is given in (81). At this point, we em-
phasize that at least within the scope of the presented multiscale technique, the given scaling
to remove both UV and IR cut-offs simultaneously is natural. The method indeed relies on the
control of the spectral gap, and as the gap closes in the IR limit, the UV limit must be taken at a
comparatively fast enough rate.
For the notation throughout this paper, the reader is advised to consult the list below.
Notation.
1. By convention 0 /∈N.
2. The symbol C denotes any universal constant. Any appearing C is independent of the in-
dices m and n and of all parameters in the paper, i.e. g, β , γ and ζ , at least in prescribed
neighborhoods.
S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282 12353. The bars | · |, ‖ · ‖ denote the Euclidean and the Fock space norm, respectively. The brackets
〈·,·〉 denote the scalar product of vectors in F . Given a subspace K ⊆ F and an operator A
on F we use the notation
‖A‖K := ‖A K‖.
4. For a vector operator A = (A(1),A(2),A(3)) with components A(i) : D(A(i)) → F , 1 
i  3, we use the notation
‖Aψ‖2 =
3∑
i=1
∥∥A(i)ψ∥∥2.
3. Tools
We recall some standard operator inequalities which are frequently used. For every square
integrable function f the estimates
∥∥∥∥ ∫
BΛ\Bτ
dk f (k)b(k)ψ
∥∥∥∥ ( ∫
BΛ\Bτ
dk
∣∣∣∣f (k)√|k|
∣∣∣∣2)1/2∥∥(Hf ∣∣Λτ )1/2ψ∥∥,
∥∥∥∥ ∫
BΛ\Bτ
dk f (k)b∗(k)ψ
∥∥∥∥ ( ∫
BΛ\Bτ
dk
∣∣∣∣f (k)√|k|
∣∣∣∣2)1/2∥∥(Hf ∣∣Λτ )1/2ψ∥∥
+
( ∫
BΛ\Bτ
dk
∣∣f (k)∣∣2)1/2‖ψ‖ (22)
hold true for all 0  τ < Λ ∞ and ψ in the domain of H 1/2P,0 whenever the integrals on the
right-hand side of (22) are well-defined.
The following two results are crucial ingredients in the proofs presented in the next sections.
The first one, Theorem 3.1, is a classical result by L. Gross that turns out to be the main non-
perturbative ingredient for the gap estimates that we obtain by iterative analytic perturbation
theory; see Sections 4 and 5.
Theorem 3.1. For 0  τ < Λ < ∞ and all P ∈ R3 the ground state energies EP |Λτ :=
inf Spec(HP |Λτ ) fulfill E0|Λτ EP |Λτ .
Proof. See [8, Theorem 8]. 
The second one, Lemma 3.2, plays a role in Sections 5–7 where we consider the interaction
both in the ultraviolet and in the infrared regime. It is a crucial ingredient to prove statements
(i), (ii) in Corollary 5.4. We stress that the multiscale technique which we apply in Section 4 to
remove the ultraviolet cut-off at m = 0 does not refer to Corollary 5.4(i), (ii), and only relies on
Theorem 3.1 and on a weaker estimate given in (48) that follows from (22).
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〈ψ,HP,0ψ〉 11 − |g|ca
[〈
ψ,H ′P
∣∣n
m
ψ
〉+ |g|cb〈ψ,ψ〉] (23)
for |g|< 1, 1
ca
and ψ ∈D(H 1/2P,0) with m,n ∈N.
Proof. See Appendix A. 
4. Ground states of the Gross transformed Hamiltonians H ′P |∞0
This section provides the proof of Theorem 2.1 in Section 2. We start by introducing a se-
quence of gap bounds.
Definition 4.1. We define the sequence of gap bounds
ξn := 18κ
(
1 −
n∑
j=1
ξj
)
, ξn := (β − 1)
2
2β
n
βn
(24)
for n ∈N with the scaling parameter β > 1. Furthermore, we impose the constraint
|g| (β − 1), 1 < β < 2. (25)
The definition of the sequence of gap bounds (ξn)n∈N in (24) will be motivated in Lemma 4.5.
Note that
∑∞
j=1 ξj = 12 implies
1
16
κ  ξn 
1
8
κ. (26)
Remark 4.2. In this section the constraints |P |<Pmax and 1 < κ < 2 are implicitly assumed.
Lemma 4.3. For an integer n > 1 assume:
(i) E′P |n−10 is the non-degenerate eigenvalue of H ′P |n−10 F |n−10 with eigenvector Ψ ′P |n−10 .
(ii) Gap(H ′P |n−10 F |n−10 ) ξn−1.
(iii) E′P |n−10 is differentiable in P and |∇E′P |n−10 | C∇E ≡ 34 .
This implies that E′P |n−10 is also the non-degenerate ground state energy of H ′P |n−10  F |n0 with
eigenvector Ψ ′P |n−10 ⊗Ω . Furthermore,
Gap
(
H ′P
∣∣n−1
0 F |n0
)
 inf
F |n0ψ⊥Ψ ′P |n−10 ⊗Ω
〈
H ′P
∣∣n−1
0 − θHf
∣∣n
n−1 −E′P
∣∣n−1
0
〉
ψ
 ξn−1 (27)
where 0 < θ < 1 and the infimum is taken over ψ ∈D(HP,0).8
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H ′P
∣∣n−1
0
(
Ψ ′P
∣∣n−1
0 ⊗Ω
)=E′P ∣∣n−10 (Ψ ′P ∣∣n−10 ⊗Ω)
as the interaction is cut off at σn−1. Hence, E′P |n−10 is an eigenvalue of H ′P |n−10  F |n0 with
eigenvector Ψ ′P |n−10 ⊗Ω . Let us consider
inf
F |n0ψ⊥Ψ ′P |n−10 ⊗Ω
〈
H ′P
∣∣n−1
0 −E′P
∣∣n−1
0
〉
ψ
. (28)
As the Gross transformation is unitary and does not affect F |nn−1, and since Hf |nn−1 is positive,
we have
(28) inf
F |n0ψ⊥ΨP |n−10 ⊗Ω
〈
HP |n−10 − θHf
∣∣n
n−1 −EP |n−10
〉
ψ
. (29)
We subtract the term θHf |nn−1 for a technical reason which will become clear in Lemma 4.5.
Now, the right-hand side of (29) is bounded from below by
min
{
Gap
(
H ′P
∣∣n−1
0 F |n−10
)
, inf
ψ=ϕ⊗η
〈
HP |n−10 − θHf
∣∣n
n−1 −EP |n−10
〉
ψ
}
,
where ϕ ∈F |n−10 , η ∈F |nn−1, ϕ⊗η belongs to D(HP,0) and η is a vector with a definite, strictly
positive number of bosons. For m 1 bosons in the vector η we estimate
inf
ψ=ϕ⊗η
〈
HP |n−10 − θHf
∣∣n
n−1 −EP |n−10
〉
ψ
 inf
ϕ,kj∈[σn−1,σn)
〈
1
2
(
P − Pf −
m∑
j=1
kj
)2
+Hf + gΦ|n−10 + (1 − θ)
m∑
j=1
|kj | −EP |n−10
〉
ϕ
 inf
kj∈[σn−1,σn)
[
(1 − θ)
m∑
j=1
|kj | +EP−∑mj=1 kj |n−10 −EP |n−10
]
(30)
 (1 − θ −C∇E)σn−1  18κ (31)
where the steps (30) and (31) follow from:
1. σn−1  κ , 0 < θ < 18 and C∇E = 34 .
2. The estimate
EP−∑mj=1 kj |n−10 −EP |n−10 =EP−∑mj=1 kj |n−10 −E0|n−10 +E0|n−10 −EP |n−10
E0|n−10 −EP |n−10
which holds by Theorem 3.1.
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E′0
∣∣n−1
0 −EP |n−10 − sup|Q|<Pmax
∣∣∇E′Q∣∣n0∣∣−C∇E
since E′P |n−10 is differentiable in P and |P |< 1.
First, this implies that (28) is bounded from below by min{ξn−1, κ8 } = ξn−1; see (26). Second,
it turns out that Ψ ′P |n−10 is the non-degenerate ground state of H ′P |n−10 F |n0 with
Gap
(
H ′P
∣∣n−1
0 F |n0
)
 ξn−1. 
Remark 4.4. Under the assumptions of Lemma 4.3 it follows that for j, n ∈N
E′P
∣∣n
0 = inf Spec
(
H ′P
∣∣n
0 F |n0
)= inf Spec(H ′P ∣∣n0 F |n+j0 ).
Lemma 4.5. Let n  1. For n = 1, set H ′P |n−10 := H ′P,0, E′P |n−10 := P 2/2, and ξn−1 := κ/2.
Assume that for some universal constant CE′ the bound |E′P |n−10 | < CE′ holds true. Then there
exist βmax > 1 and gmax > 0 such that, for all 1 < β  βmax and |g| gmax, the assumptions (i),
(ii) in Lemma 4.3 imply that
1
H ′P |n0 − z
F |n0,
ξn
2

∣∣E′P ∣∣n−10 − z∣∣ ξn, (32)
is well-defined.
Proof. Let z be in the domain given in (32). In order to control the expansion of the resolvent
(H ′P |n0 − z)−1, i.e.
1
H ′P |n−10 − z
∞∑
j=0
[
−H ′P
∣∣n
n−1
1
H ′P |n−10 − z
]j
F |0n,
it is sufficient to prove that∥∥∥∥( 1
H ′P |n−10 − z
)1/2
H ′P
∣∣n
n−1
(
1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 < 1. (33)
As we shall show now, this can be achieved by a convenient choice of β and g (uniformly in n)
using the gap bounds (ξn)n∈N from Definition 4.1. We can express the interaction term by
H ′P
∣∣n
n−1 =
1
2
((
B|nn−1
)2 + (B∗∣∣n
n−1
)2)+B|n−10 ·B|nn−1 +B∗∣∣nn−1 ·B∗∣∣n−10
− (P − Pf ) ·B|nn−1 −B∗∣∣nn−1 · (P − Pf )
+B∗∣∣n ·B|n +B∗∣∣n−1 ·B|n +B∗∣∣n ·B|n−1. (34)n−1 n−1 0 n−1 n−1 0
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∥∥∥∥B|nn−1( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 (35)
×
[∥∥∥∥B∗∣∣nn−1( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 +
∥∥∥∥B|nn−1( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 (36)
+ 2
∥∥∥∥B∗∣∣n−10 ( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 + 2
∥∥∥∥B|n−10 ( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 (37)
+ 2
∥∥∥∥(P − Pf )( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0
]
. (38)
Notice that the standard inequalities in (22) yield
∥∥B|nmψ∥∥ |g|C( 1σm − 1σn
)1/2∥∥(Hf ∣∣n
m
)1/2
ψ
∥∥,
∥∥B∗∣∣n
m
ψ
∥∥ |g|C(( 1
σm
− 1
σn
)1/2∥∥(Hf ∣∣n
m
)1/2
ψ
∥∥+ (lnσn − lnσm)1/2‖ψ‖) (39)
for all ψ in the domain of H 1/2P,0 . Then expression (35)–(38) can be controlled as follows:
1. We estimate∥∥∥∥B|nn−1( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0
 |g|C
(
β − 1
σn
)1/2∥∥∥∥(Hf ∣∣nn−1)1/2( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 . (40)
Furthermore, since Hf |nn−1 and H ′P |n−10 commute, we have that∥∥∥∥(Hf ∣∣nn−1)1/2( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0
 θ−1/2
∥∥∥∥( θHf |nn−1
H ′P |n−10 − θHf |nn−1 −E′P |n−10 + θHf |nn−1 +E′P |n−10 − z
)1/2∥∥∥∥F |n0
 θ−1/2
∥∥∥∥( θHf |nn−1ξn−1 − ξn + θHf |nn−1
)1/2∥∥∥∥F |n0  θ−1/2 (41)
for, e.g. θ = 116 . This is true because of Lemma 4.3, the constraints on z given in (32), and the
bound ξn = ξn−1 − ξn > 0 (see Definition 4.1).
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H ′P |n−10 − z
)1/2∥∥∥∥F |n0  |g|C
∥∥∥∥(Hf ∣∣n−10 )1/2( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 , (42)
and ∥∥∥∥B∗∣∣n−10 ( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0  |g|C
(∥∥∥∥(Hf ∣∣n−10 )1/2( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0
+ (lnβn−1)1/2∥∥∥∥( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0
)
. (43)
Terms including Hf |n−10 or (P − Pf ) can be estimated as follows:∥∥∥∥(Hf ∣∣n−10 )1/2( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 
∥∥∥∥H 1/2P,0( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 , (44)∥∥∥∥(P − Pf )( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 
√
2
∥∥∥∥H 1/2P,0( 1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0 . (45)
In order to estimate the right-hand side in (44) and (45), we observe that the standard inequalities
(39) readily imply that there exists an n-independent finite constant cuv such that, for |g| 1 and
|g|< 1
cuv
, ψ ∈D(H 1/2P,0) and n ∈N, it holds
〈ψ,HP,0ψ〉 11 − |g|cuv
[〈
ψ,H ′P
∣∣n
0ψ
〉+ g2c2uv lnσn〈ψ,ψ〉]. (46)
Consequently, for |g| sufficiently small, we can estimate∥∥∥∥H 1/2P,0( 1
H ′P |n−10 − z
)1/2∥∥∥∥2F |n0  C sup‖ψ‖=1
〈
ψ,
[
1 + (|z| + |g| lnσn)∣∣∣∣ 1
H ′P |n−10 − z
∣∣∣∣]ψ〉 (47)
where ψ ∈F |n0. Moreover, the right-hand side of
|z| ∣∣E′P ∣∣n−10 − z∣∣+ ∣∣E′P ∣∣n−10 ∣∣
is uniformly bounded because, first, |E′P |n−10 − z| ξn−1  12κ , and, second, |E′P |n−10 | CE′ by
assumption. Hence, we get∥∥∥∥H 1/2P,0( 1
H ′P |n−10 − z
)1/2∥∥∥∥2F |n0  C
(
1 + (1 + |g| lnσn)∥∥∥∥( 1
H ′P |n−10 − z
)1/2∥∥∥∥2F |n0
)
. (48)
Finally, the remaining norm in (48) can be controlled by
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H ′P |n−10 − z
)1/2∥∥∥∥2F |n0 max
{
1
|E′P |n−10 − z|
,
1
Gap(H ′P |n−10 F |n0)− |E′P |n−10 − z|
}
 C
ξn
(49)
which is due to Lemma 4.3 and the domain of z given in (32).
We recall that by Definition 4.1 the sequence (ξn)n∈N tends to zero, which is a necessary
ingredient in the induction scheme in the proof of Theorem 2.1. Hence, the terms proportional
to (ξn)−1/2 must be treated cautiously. It turns out that the sum of the terms in (35)–(38) is
bounded by
O
(
|g|
(
(β − 1)
σnξn
)1/2)
+O
(
|g|
(
(β − 1) lnβn−1
σnξn
)1/2)
 |g|1/2C
(
(β − 1)2n
βnξn
)1/2
(50)
for |g|  (β − 1); see (25). This dictates the choice ξn := (β−1)22β nβn made in Definition 4.1.
Hence, for all n ∈N we get∥∥∥∥( 1
H ′P |n−10 − z
)1/2
H ′P
∣∣n
n−1
(
1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0  |g|1/2C
(
(β − 1)2n
βnξn
)1/2
 |g|1/2C. (51)
Therefore, (33) holds for |g| sufficiently small which proves the claim. 
Definition 4.6. For n ∈N we define the contour
Γn :=
{
z ∈C
∣∣∣ ∣∣E′P ∣∣n−10 − z∣∣= 12ξn
}
.
The bound in (50) was delicate because the outer boundary of the domain of z might be close
to the spectrum. However, when considering z being further away from the spectrum we get a
much better estimate:
Corollary 4.7. Let g, β fulfill the conditions of Lemma 4.5 and z ∈ Γn or z =E′P |n0 ± i for n ∈N.
The following estimates hold true∥∥∥∥( 1
H ′P |n−10 − z
)1/2
H ′P
∣∣n
n−1
(
1
H ′P |n−10 − z
)1/2∥∥∥∥F |n0  C|g|
(
(β − 1)n
βn
)1/2
, (52)
∥∥∥∥ 1H ′P |n0 − z − 1H ′P |n−10 − z
∥∥∥∥F |n0  C|g|
(
(β − 1)n
βn
)1/2
. (53)
Proof. It is enough to notice that in the estimate of the left-hand side of (52) one can just replace
ξn in (50) by a constant and use that 1 < β < 2, see (25). For |g| small enough, the inequality
in (53) follows from (52). 
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cut-off.
Theorem 4.8. Let g, β fulfill the assumptions of Lemma 4.5. Then for |g| sufficiently small the
following holds true for all n ∈N:
(i) E′P |n0 := inf Spec(H ′P |n0 F |n0) is a non-degenerate eigenvalue of H ′P |n0 F |n0 .
(ii) Gap(H ′P |n0 F |n0) ξn.
(iii) The vectors
Ψ ′P
∣∣0
0 :=Ω, Ψ ′P
∣∣j
0 :=Q′P
∣∣j
0Ψ
′
P
∣∣j−1
0 , Q′P
∣∣j
0 := −
1
2πi
∮
Γj
dz
H ′P,j − z
, j  1, (54)
are well-defined and Ψ ′P |n0 is the unique ground state of H ′P |n0 F |n0 .
(iv) The following hold:
∥∥Ψ ′P ∣∣n0 −Ψ ′P ∣∣n−10 ∥∥ C|g|( (β − 1)nβn
)1/2
, (55)∥∥Ψ ′P ∣∣n0∥∥ CΨ ′ (56)
where 0 <CΨ ′ < 1.
(v) E′P |n0 is analytic in P for all n ∈N and the following bounds hold true
∣∣E′P ∣∣n0 −E′P ∣∣n−10 ∣∣ C|g|2 (β − 1)nβn , ∣∣E′P ∣∣n0∣∣<CE′
(
>
P 2
2
)
, (57)
∣∣∇E′P ∣∣n0 − ∇E′P ∣∣n−10 ∣∣ C|g|2 (β − 1)nβn , ∣∣∇E′P ∣∣n0∣∣ C∇E
(
= 3
4
)
, (58)
where E′P |00 ≡ P
2
2 and ∇E′P |00 ≡ P .
Proof. We prove this by induction: Statements (i)–(v) for (n− 1) will be referred to as assump-
tions A(i)–A(v) while the same statements for n are claims C(i)–C(v). For n = 1 the claims can
be verified by direct computation and by using Lemma 4.5. Let n > 1 and suppose A(i)–A(v)
hold.
1. Because of A(i), A(ii), and A(v) Lemma 4.3 states that
Gap
(
H ′P
∣∣n−1
0 F |n0
)
 ξn−1.
Lemma 4.5 ensures that the resolvent (H ′P |n0 − z)−1 is well-defined for 12ξn  |E′P |n−10 − z| ξn.
2. Hence, Kato’s theorem yields claims C(i) and C(iii). As a consequence, the spectrum of
H ′P |n0  F |n0 is contained in {E′P |n0} ∪ (E′P |n−10 + ξn,∞) because E′P |n0  E′P |n−10 by (iii) of
Corollary 5.4 for m= 0, which proves claim C(ii).
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∥∥Ψ ′P ∣∣n0 −Ψ ′P ∣∣n−10 ∥∥ ∥∥(Q′n −Q′n−1)Ψ ′P ∣∣n−10 ∥∥=O(|g|( (β − 1)nβn
)1/2)
(59)
where we have used Lemma 4.7 and that ‖Ψ ′P |n−10 ‖  1 holds by construction. Furthermore,
starting from the identity
∥∥Ψ ′P ∣∣n0∥∥2 = ∥∥Ψ ′P ∣∣n−10 ∥∥2 + ∥∥Ψ ′P ∣∣n0 −Ψ ′P ∣∣n−10 ∥∥2 + 2 Re〈Ψ ′P ∣∣n−10 ,Ψ ′P ∣∣n0 −Ψ ′P ∣∣n−10 〉 (60)
we conclude that
∥∥Ψ ′P ∣∣n0∥∥2 − ∥∥Ψ ′P ∣∣n−10 ∥∥2 =O(|g|2 (β − 1)nβn
)
. (61)
Finally, since ‖Ψ ′P |00‖ = 1 by definition,
∥∥Ψ ′P ∣∣n0∥∥2  1 − n∑
j=1
∣∣∥∥Ψ ′P ∣∣j0∥∥2 − ∥∥Ψ ′P ∣∣j−10 ∥∥2∣∣ 1 −C|g|2 n∑
j=0
(β − 1)j
βj
 1 −O(|g|) CΨ ′ > 0
for some positive constant CΨ ′ , and |g| sufficiently small and subject to the constraint |g| 
(β − 1); see (25).
4. In order to prove C(v), first by using (52) and (56) we can estimate the energy shift as
follows
∣∣E′P ∣∣n0 −E′P ∣∣n−10 ∣∣= ∣∣∣∣ 〈Ψ ′P |n0,H ′P |nn−1Ψ ′P |n−10 〉〈Ψ ′P |n0,Ψ ′P |n−10 〉
∣∣∣∣=O(|g|2 (β − 1)nβn
)
.
This readily implies
∣∣E′P ∣∣n0∣∣ P 22 +C|g|2
n∑
j=0
(β − 1)j
βj
 CE′ (62)
for some constant CE′ .
Since (H ′P |n0)|P |<Pmax is an analytic family of type A and E′P |n0 is an isolated eigenvalue, E′P |n0
is an analytic function of P and
∇E′P
∣∣n
0 = P −
〈[
Pf +B|n0 +B∗
∣∣n
0
]〉
Ψ ′P |n0 . (63)
By using Eqs. (40), (41), (42), (45) for z ∈ Γn (see Definition 4.6), (46) and (59), for |g|
sufficiently small one can easily prove that
1244 S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282∇E′P
∣∣n
0 − ∇E′P
∣∣n−1
0 = −
〈[
B|nn−1 +B∗
∣∣n
n−1
]〉
Ψ ′P |n0 +
〈[
P − Pf +B|n−10 +B∗
∣∣n−1
0
]〉
Ψ ′P |n0
− 〈[P − Pf +B|n−10 +B∗∣∣n−10 ]〉Ψ ′P |n−10
=O
(
|g|2 (β − 1)n
βn
)
and finally the bound |∇E′P |n0| 34 = C∇E . 
We can now prove the first main result.
Proof of Theorem 2.1. (i) The unitarity of the Gross transformation and (6) implies
EP |n0 − Vself|n0 := inf Spec
(
HP |n0 F |n0
)− Vself|n0 =E′P ∣∣n0 . (64)
Since the right-hand side of (57) in Theorem 4.8 is summable, limn→∞E′P |n0 =: E′P |∞0 exists
with |E′P |∞0 | CE′ .
(ii) Recall that ΨP |n0 := e−T |
n
0Ψ ′P |n0 . By unitarity of the Gross transformation∥∥ΨP |n0 −ΨP |n−10 ∥∥= ∥∥Ψ ′P ∣∣n0 − eT |nn−1Ψ ′P ∣∣n−10 ∥∥

∥∥(eT |nn−1 − 1)Ψ ′P ∣∣n−10 ∥∥+ ∥∥Ψ ′P ∣∣n0 −Ψ ′P ∣∣n−10 ∥∥
holds. The convergence of (Ψ ′P |n0)n∈N to a non-zero vector (see Theorem 4.8) and
∥∥(eT |nn−1 − 1)Ψ ′P ∣∣n−10 ∥∥
1∫
0
dλ
∥∥eλT |nn−1T |nn−1Ψ ′P ∣∣n−10 ∥∥

∥∥T |nn−1Ψ ′P ∣∣n−10 ∥∥ C( ∫
Bσn\Bσn−1
dk
∣∣β(k)∣∣2) 12 −→
n→∞ 0
imply the claim.
(iii) The results of Corollary 4.7 also hold for the choice z =E′P |∞0 ± i. Hence, the resolvent
(H ′P |n0 − E′P |∞0 ∓ i)−1 converges in norm as n → ∞. Furthermore, for every n the range of
(H ′P |n0 −E′P |∞0 ∓i)−1 is given by D(HP,0) which is dense inF , and so is the range of the limiting
resolvent. Hence, the Trotter–Kato Theorem [13, Theorem VIII.22] ensures the existence of a
limiting self-adjoint Hamiltonian H ′P |∞0 on F . We now define the renormalized Hamiltonian
HP |∞0 := e−T |
∞
κ H ′P |∞0 eT |
∞
κ
. Because of the unitarity of the Gross transformation, the family
HP |n0 − Vself|n0 , n ∈N, converges to HP |∞0 in the norm resolvent sense as n→ ∞.
(iv) By (iii), ΨP |∞0 is a ground state of HP |∞0 . Moreover, Theorem 4.8 ensures
Spec
((
H ′P
∣∣n
0 −E′P
∣∣n
0
)
F |n0
)⊂ {0} ∪ (ξn,∞).
Since ξn  116κ the set (−∞,0) ∪ (0, 116κ) is not part of the spectrum of (H ′P |n0 − E′P |n0)  F |n0
for any n ∈ N. As the spectrum cannot suddenly expand in the limit [13, Theorem VIII.24], this
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is a non-degenerate eigenvalue. 
Remark 4.9. In the original article [11] the convergence of (H ′P |n0)n∈N is obtained in the strong
resolvent sense using the Trotter–Kato Theorem. Here we obtain norm resolvent convergence
for |P | < Pmax and |g| sufficiently small using Corollary 4.7, which is based on our explicit
inductive construction.
5. Ground states of the Gross transformed Hamiltonians H ′P |∞m for m ∈N
So far we have studied the Gross transformed Hamiltonian H ′P |n0 for an arbitrary large n. In
the following we want to add interaction slices below the frequency κ . As a preparation for this
we state some important properties of the Hamiltonian
H ′P
∣∣n
m
:=H ′P
∣∣n
0 + gΦ|0m
for any m ∈N∪{∞} and n ∈N. Note that for all such cut-offs the operator H ′P |nm is a Kato small
perturbation of H ′P |n0 and therefore self-adjoint on D(HP,0). We collect these facts including the
limiting case n→ ∞ in the next lemma.
Remark 5.1. In this section we implicitly assume the constraints |P | < Pmax and 1 < κ < 2.
Furthermore, g and β are such that all the results of Section 4 hold true.
Lemma 5.2. Let |g| be sufficiently small. For n ∈ N, m ∈ N ∪ {∞} there exists λ ∈ R such the
operator
1
H ′P |nm −E′P |n0 ± iλ
has range D(HP,0) and converges in norm as n → ∞. Therefore, the sequence of operators
H ′P |nm, n ∈N, converges to a self-adjoint operator acting on F |∞m in the norm resolvent sense.
Proof. We only show the norm convergences as n → ∞ for m ∈ N ∪ {∞}. First, we show the
validity of the Neumann expansion
1
H ′P |nm −E′P |n0 ± iλ
= 1
H ′P |n0 + gΦ|0m −E′P |n0 ± iλ
=Rn
∞∑
j=0
(SRn)
j (65)
for
Rn := 1
H ′P |n0 −E′P |n0 ± iλ
and S = −gΦ|0m.
With the standard inequalities (22) we estimate
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∥∥∥∥(Hf ∣∣0m)1/2( 1H ′P |n0 −E′P |n0 ± iλ
)1/2∥∥∥∥( 1|λ|
)1/2
+C|g| 1|λ| . (66)
Fix a θ ′ such that 1 − θ ′ −C∇E > 0. From an analogous computation as conducted in the proof
of Lemma 4.3,
inf‖ψ‖=1
〈
ψ,
(
H ′P
∣∣n
0 − θ ′Hf
∣∣0
m
−E′P
∣∣n
0
)
ψ
〉
 0
holds. Consequently, we get that∥∥∥∥( θ ′Hf |0mH ′P |n0 − θ ′Hf |0m −E′P |n0 + θ ′Hf |0m ± iλ
)1/2∥∥∥∥2  1|λ|
holds because Hf |0m and H ′P |n0 commute. For |λ| sufficiently large this gives
(66) |g|Cθ
′−1/2 + |g|C
|λ| < 1 (67)
so that the Neumann expansion in (65) is well-defined for all n ∈ N. Moreover, the limit of (65)
for n→ ∞ exists because:
1. The sequence (Rn)n∈N, converges in norm; see Theorem 2.1.
2. ‖RlS‖,‖SRl‖< 1 for all l ∈N, see (67).
3. For any j  1 we have∥∥Rl(SRl)j+1 −Rn(SRn)j+1∥∥ ‖SRl‖∥∥Rl(SRl)j −Rn(SRn)j∥∥+ ‖RnS‖j+1‖Rl −Rn‖.
For all n ∈ N the range of the resolvent (H ′P |nm − E′P |n0 ± iλ)−1 equals D(HP,0) and therefore
it is dense. Finally the Trotter–Kato Theorem [13, Theorem VIII.22] ensures the existence of a
self-adjoint limiting operator H ′P |∞m . 
For the Hamiltonian H ′P |nm, where the infrared cut-off τm is arbitrarily small but strictly larger
than zero, we construct the corresponding ground state Ψ ′P |nm. For this construction we intro-
duce a new parameter ζ and provide necessary constraints on the infrared scaling parameter γ
depending on the coupling constant g.
Definition 5.3. We consider an infrared scaling parameter γ that obeys
0 < γ <
1
2
, |g| γ 2,
∞∑
j=1
γ
j
4 (1 + j) 1
2
. (68)
Furthermore, we fix the auxiliary constant 0 < ζ < 116 such that
1 − θ −C∇E  2ζ
where 0 < θ < 1 and C∇E = 3 .8 4
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(iv) in Theorem 2.1.
In the iterative construction of the ground state we use Corollary 5.4 below that relies on
Lemma 3.2 and on Theorem 3.1 for statements (i), (ii). The estimate in (iii) is based on a simple
variational argument.
Corollary 5.4. Let |g| be sufficiently small. For all n,m ∈N the following holds true:
(i) −|g|cb E′P |nm  12P 2, where cb is the constant introduced in Lemma 3.2.
(ii) There is a gmax > 0 such that for 0 |g|< gmax and all k ∈R3
E′P−k
∣∣n
m
−E′P
∣∣n
m
−C∇E |k|. (69)
(iii) Assume that E′P |n+1m ,E′P |nm+1, and E′P |nm are eigenvalues of H ′P |n+1m  F |n+1m , H ′P |nm+1 
F |nm+1, and H ′P |nm F |nm, respectively; then E′P |n+1m ,E′P |nm+1 E′P |nm.
Proof. See Appendix A. 
Lemma 5.5. Let |g| be sufficiently small and n ∈N∪ {∞}. For an integer m 1, assume:
(i) E′P |nm−1 is the non-degenerate eigenvalue of H ′P |nm−1 F |nm−1 with eigenvector Ψ ′P |nm−1.
(ii) Gap(H ′P |nm−1 F |nm−1) ζ τm−1.
This implies that E′P |nm−1 is also the non-degenerate ground state energy of H ′P |nm−1 F |nm with
eigenvector Ψ ′P |nm−1 ⊗Ω . Furthermore, it holds:
Gap
(
H ′P
∣∣n
m−1 F |nm
)
 inf
F |nmψ⊥Ψ ′P |nm−1⊗Ω
〈
H ′P
∣∣n
m−1 − θHf
∣∣m−1
m
−E′P
∣∣n
m−1
〉
ψ
 2ζ τm (70)
where the infimum is taken over ψ ∈D(HP,0).
Proof. Mimicking the steps in the proof of Lemma 4.3 and the inequality in (69) we get the
bound
inf
F |nmψ⊥Ψ ′P |nm−1⊗Ω
〈
H ′P
∣∣n
0 + gΦ|0m−1 − θHf
∣∣m−1
m
−E′P
∣∣n
m−1
〉
ψ
 (1 − θ −C∇E)τm  2ζ τm.
This gives the estimate
Gap
(
H ′P
∣∣n
m−1 F |nm
)= Gap((H ′P ∣∣n0 + gΦ|0m−1) F |nm)min{ζ τm−1,2ζ τm} = 2ζ τm
where in the last step we have used that γ < 12 ; see (68). This proves the claim for any finite n,m.
But the resolvent convergence proved in Lemma 5.2 ensures that the statements remain true in
the limit n→ ∞ as the spectrum cannot suddenly expand in the limit [13, Theorem VIII.24]. 
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fulfilling the constraints in (68), the assumptions of Lemma 5.5 imply that the resolvent
1
H ′P |nm − z
,
restricted to F |nm, is well-defined in the domain
1
4
ζ τm 
∣∣E′P ∣∣nm−1 − z∣∣ ζ τm. (71)
Proof. It is sufficient to show that∥∥∥∥( 1H ′P |nm−1 − z
)1/2
gΦ|m−1m
(
1
H ′P |nm−1 − z
)1/2∥∥∥∥F |nm (72)
is less than one for all z in the given domain. For g sufficiently small this is true because:
1. By standard inequalities in (22) the estimate∥∥∥∥gΦ|m−1m ( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm
 |g|C((1 − γ )τm−1)1/2∥∥∥∥(Hf ∣∣m−1m )1/2( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm (73)
holds true. Since Hf |m−1m commutes with H ′P |nm−1 and using (70), the spectral theorem
yields ∥∥∥∥(Hf ∣∣m−1m )1/2( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm  C. (74)
2. Using Lemma 5.5 we get∥∥∥∥( 1H ′P |nm−1 − z
)1/2∥∥∥∥2F |nm max
{
1
1
4ζ τm
,
1
ζ τm
}
 4
ζ τm
. (75)
Combining (73), (74), and (75) we find
(72) C|g|
(
τm−1
τm
)1/2
= C|g|γ−1/2  C|g|3/4,
where we have used the constraints in (68). This proves the claim. 
Inside the domain where the resolvent is well-defined, let us now introduce the integration
contour that is used to iteratively construct the ground state vectors in Theorem 5.8 below.
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m :=
{
z ∈C
∣∣∣ ∣∣E′P ∣∣nm−1 − z∣∣= 12ζ τm
}
.
Theorem 5.8. Let n ∈ N ∪ {∞} and g,γ sufficiently small such that the constraints in (68) are
fulfilled. Then for all m 0 the following holds true:
(i) E′P |nm := inf Spec(H ′P |nm F |nm) is the non-degenerate ground state energy of H ′P |nm F |nm.
(ii) Gap(H ′P |nm F |nm) ζ τm.
(iii) The vectors
Ψ ′P
∣∣n
0 := ΨP
∣∣n
0,
Ψ ′P
∣∣n
m
:=Q′P
∣∣n
m
Ψ ′P
∣∣n
m−1, Q′P
∣∣n
m
:= − 1
2πi
∮
m
dz
H ′P |nm − z
, m 1, (76)
are well-defined and non-zero. The vector Ψ ′P |nm is the unique ground state of H ′P |nm F |nm.
Proof. The proof is by induction and it relies on Corollary 5.4, Lemma 5.5, and Lemma 5.6.
Since the rationale can be inferred from similar steps in the proof of Theorem 4.8, we do not
provide the details.
The main difference with respect to Theorem 4.8 is the fact the sequence of vectors does not
converge. Moreover, here we only prove that the norm of the vector Ψ ′P |nm is non-zero for all finite
m that follows from the bound ‖Ψ ′P |nm‖ C‖Ψ ′P |nm−1‖. The same type of argument is shown for
the vectors φP |nm (with n finite) in the next section. We refer the reader to Eqs. (101)–(106). 
An auxiliary result needed for the next section is:
Lemma 5.9. Let |g| be sufficiently small. Then for all n,m ∈N
(i) ∣∣E′P ∣∣nm+1 −E′P ∣∣nm∣∣ Cg2γm, (77)
(ii) ∣∣∇E′P ∣∣nm∣∣ C∇E (78)
hold true, where ∇E′P |nm is given by
∇E′P
∣∣n
m
= P − 〈[Pf +B|n0 +B∗∣∣n0]〉Ψ ′P |nm. (79)
Proof. (i) The claim can be seen from:
(a) The gap estimate (70) and (i) in Corollary 5.4.
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θHf
∣∣m
m+1 + gΦ|mm+1 + g2
∫
Bτm\Bτm+1
dk
ρ(k)2
θω(k)
 0
which can be inferred from completion of the square.
(c) The inequality ∫
Bτm\Bτm+1
dk
ρ(k)2
θω(k)
 C
θ
γm.
(ii) Since (H ′P |nm)|P |<Pmax is an analytic family of type A and E′P |nm is an isolated eigenvalue,
Eq. (79) holds by analytic perturbation theory. Moreover, (78) follows immediately from Corol-
lary 5.4(ii). 
6. Ground states of the transformed Hamiltonians HW ′P |n∞ for n ∈N
This section provides the key result for Section 7 where we remove both cut-offs simultane-
ously. Here (Section 6) we generalize the strategy employed in [12] to perform the limit of a
vanishing infrared cut-off τm uniformly in the ultraviolet cut-off σn.
Remark 6.1. In this section we implicitly assume the constraints |P | < Pmax and 1 < κ < 2.
Furthermore, g, β , and γ are such that all the results of Sections 4 and 5 hold true.
Preliminaries. We collect the definitions of the transformed operators and vectors, and we ex-
plain some of their properties:
Hamiltonian Fock space
HW
′
P
|nm :=Wm(∇E′P |nm)H ′P |nmWm(∇E′P |nm)∗ F |nm :=F(L2(Bσn \Bτm))
H˜W
′
P
|nm :=Wm(∇E′P |nm−1)H ′P |nmWm(∇E′P |nm−1)∗ F |nm
Notice that
H˜W
′
P
∣∣n
m
=Wm
(∇E′P ∣∣nm−1)Wm(∇E′P ∣∣nm)∗HW ′P ∣∣nmWm(∇E′P ∣∣nm)Wm(∇E′P ∣∣nm−1)∗. (80)
The transformation Wm(Q), Q ∈ R3 and |Q| < 1, was defined in (14) and it is unitary for all
finite m. For n,m ∈N we iteratively define the vectors
φP |n0 :=
Ψ ′P |n0
‖Ψ ′P |n0‖
,
φ˜P |nm := Q˜′P
∣∣n
m
φP |nm−1, Q˜′P
∣∣n
m
:= − 1
2πi
∮
m
dz
H˜W
′
P |nm − z
,
φP |n :=Wm
(∇E′ ∣∣n )Wm(∇E′ ∣∣n )∗φ˜P |n (81)m P m P m−1 m
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because of the unitarity of the transformations Wm and of the results of Section 5. If the vectors
φP |nm and φ˜P |nm are non-zero they are by construction the (unnormalized) ground states of HW ′P |nm
and H˜W ′P |nm, respectively. Assuming that these vectors are non-zero we introduce the following
auxiliary definitions:
A
(n)
P,m :=
∫
dk kαm
(∇E′P ∣∣nm, k)[b(k)+ b∗(k)], C(k,n)P,m := ∫ dk kαm(∇E′P ∣∣nm, k)2,
C
(ω,n)
P,m :=
∫
dk ω(k)αm
(∇E′P ∣∣nm, k)2, C(ρ,n)P,m := 2g ∫ dk ρ(k)αm(∇E′P ∣∣nm, k), (82)
where the function
αm
(∇E′P ∣∣nm, k) := −g ρ(k)ω(k) 1Bκ\Bτm (k)1 − k̂ · ∇E′P |nm
was introduced in (13). Furthermore, we define
RP |nm := −∇E′P
∣∣n
m
· (B|n0 +B∗∣∣n0)+ 12([B|n0,P − Pf ]+ [P − Pf ,B∗∣∣n0]− [B|n0,B∗∣∣n0]),
ΠP |nm := Pf +A(n)P,m +B|n0 +B∗
∣∣n
0
=Wm
(∇E′P ∣∣nm)(Pf +B|n0 +B∗∣∣n0)Wm(∇E′P ∣∣nm)∗ −C(k,n)P,m , (83)
ΓP |nm :=ΠP |nm −
〈
ΠP |nm
〉
φP |nm,
C
(n)
P,m :=
P 2
2
− 1
2
(
P − ∇E′P
∣∣n
m
)2 − ∇E′P ∣∣nm ·C(k,n)P,m +C(ω,n)P,m +C(ρ,n)P,m . (84)
Using these abbreviations and starting from a formal computation carried out in Appendix B,
one can prove that the identity
HW
′
P
∣∣n
m
= 1
2
ΓP |nm2 +Hf − ∇E′P
∣∣n
m
· Pf +C(n)P,m +RP |nm (85)
holds on D(HP,0) for all n,m ∈ N. As in [12] the ‘normal ordered’ operator ΓP |nm will play a
crucial role in the next steps.
Analogously, one can verify that on D(HP,0) and for n,m ∈ N the following identity holds
true:
H˜W
′
P
∣∣n
m
= 1
2
(
ΓP |nm−1 + A˜(n)P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1
)2 +Hf − ∇E′P ∣∣nm−1 · Pf
+ C˜(n)P,m +RP |nm−1; (86)
here we have similarly introduced, for any fixed n ∈N,
1252 S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282A˜
(n)
P,m :=
∫
dk kαm
(∇EP |nm−1, k)[b(k)+ b∗(k)],
C˜
(k,n)
P,m :=
∫
dk kαm
(∇E′P ∣∣nm−1, k)2,
C˜
(ω,n)
P,m :=
∫
dk ω(k)αm
(∇EP |nm−1, k)2,
C˜
(ρ,n)
P,m := 2g
∫
dk ρ(k)αm
(∇EP |nm−1, k), (87)
which differ from those in (82) only in the argument of αm. We also define
Π˜P |nm := Pf + A˜(n)P,m +B|n0 +B∗
∣∣n
0
=Wm
(∇E′P ∣∣nm−1)(Pf +B|n0 +B∗∣∣n0)Wm(∇E′P ∣∣nm−1)∗ − C˜(k,n)P,m ,
Γ˜P |nm := Π˜P |nm −
〈
Π˜P |nm
〉
φ˜P |nm,
C˜
(n)
P,m :=
P 2
2
− 1
2
(
P − ∇E′P
∣∣n
m−1
)2 − ∇E′P ∣∣nm−1 ·C(k,n)P,m + C˜(ω,n)P,m + C˜(ρ,n)P,m . (88)
Notice that using (79) we have the following identities
〈
ΠP |nm
〉
φP |nm = P − ∇E
′
P
∣∣n
m
−C(k,n)P,m , (89)
ΓP |nm =Wm
(∇E′P ∣∣nm)(Pf +B|n0 +B∗∣∣n0)Wm(∇E′P ∣∣nm)∗ − P + ∇E′P ∣∣nm, (90)
Γ˜P |nm =Wm
(∇E′P ∣∣nm−1)Wm(∇E′P ∣∣nm)∗ΓP |nmWm(∇E′P ∣∣nm)Wm(∇E′P ∣∣nm−1)∗, (91)
Γ˜P |nm − ΓP |nm−1 =
(∇E′P ∣∣nm − ∇E′P ∣∣nm−1)+ (A˜(n)P,m −A(n)P,m−1)+ (C˜(k,n)P,m −C(k,n)P,m−1). (92)
To start with, we show that for any finite m, the vectors φP |nm and φ˜P |nm are non-zero. Namely,
by starting from φP |n0 , we estimate the norm difference
∥∥φ˜P |nm − φP |nm−1∥∥= ∥∥∥∥− 12πi
∮
m
dz
H˜W
′
P |nm − z
φP |nm−1 − φP |nm−1
∥∥∥∥. (93)
In (93) we expand the resolvent with respect to
ĤW
′
P
∣∣m−1
m
:= H˜W ′P
∣∣n
m
−HW ′P
∣∣n
m−1 − C˜(n)P,m +C(n)P,m−1 (94)
= 1
2
(
A˜
(n)
P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1
)2 (95)
+ 1
2
[
A˜
(n)
P,m −A(n)P,m−1,ΓP |nm−1
] (96)
+ (A˜(n) −A(n) ) · ΓP |n + (C˜(k,n) −C(k,n) ) · ΓP |n . (97)P,m P,m−1 m−1 P,m P,m−1 m−1
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ĤW ′P |m−1m it is convenient to replace the integration contour m with 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defined below:
Definition 6.2. For m ∈N define
̂m :=
{
z− (C(n)P,m−1 − C˜(n)P,m) ∣∣ z ∈m}.
In the same fashion as Theorem 5.8 we ensure the bounds
1
4
ζ τm 
∣∣E′P ∣∣nm−1 − z+ C˜(n)P,m −C(n)P,m−1∣∣ ζ τm, (98)
for z in the original integration contour m. For this we observe that∣∣C˜(n)P,m −C(n)P,m−1∣∣ g2Cτm−1, (99)
and hence, for |g| sufficiently small,
ζ τm 
1
2
ζ τm + g2Cτm−1 
∣∣E′P ∣∣nm−1 − z+ C˜(n)P,m −C(n)P,m−1∣∣ 12ζ τm − g2Cτm−1  14ζ τm
where in the last step we have used the constraints in (68). The upper bound follows from (99)
by a similar argument. Hence, we can use the shifted contours ̂m instead of m and estimate∥∥φ˜P |nm − φP |nm−1∥∥

∥∥∥∥ 12πi
∮
̂m
dz
∞∑
j=1
(
1
E′P |nm−1 − z
)1/2( 1
HW
′
P |nm−1 − z
)1/2
(100)
×
[(
1
HW
′
P |nm−1 − z
)1/2(−ĤW ′n ∣∣m−1m )( 1HW ′P |nm−1 − z
)1/2]j
φP |nm−1
∥∥∥∥
 Cγm sup
z∈̂m
∣∣∣∣ 1E′P |nm−1 − z
∣∣∣∣1/2∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2∥∥∥∥F |nm (101)
×
∞∑
j=1
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2∥∥∥∥j−1F |nm (102)
×
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥. (103)
Firstly, the gap estimate in (75) immediately yields
sup̂
∣∣∣∣ 1E′ |n − z
∣∣∣∣1/2∥∥∥∥( 1
HW
′ |n − z
)1/2∥∥∥∥
n
 C
γmz∈m P m−1 P m−1 F |m
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We remark that (A˜(n)P,m −A(n)P,m−1) commutes with Wm−1(∇E′P |nm−1) so that∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2(
A˜
(n)
P,m −A(n)P,m−1
) · ΓP |nm−1( 1
HW
′
P |nm−1 − z
)1/2∥∥∥∥F |nm
=
∥∥∥∥( 1H ′P |nm−1 − z
)1/2(
A˜
(n)
P,m −A(n)P,m−1
)
· (Pf +B|n0 +B∗∣∣n0 + ∇E′P ∣∣nm−1 − P )( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm,
where we used again the unitarity of Wm−1. Since (A˜(n)P,m −A(n)P,m−1) commutes with B|n0 , B∗|n0
it is enough to bound
∥∥∥∥( 1H ′P |nm−1 − z
)1/2
· (A˜(n)P,m −A(n)P,m−1) · [Pf − P +B|n0]( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm
 C
∥∥∥∥(A˜(n)P,m −A(n)P,m−1) ·( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm (104)
×
[∥∥∥∥H 1/2P,0( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm +
∥∥∥∥B|n0( 1H ′P |nm−1 − z
)1/2∥∥∥∥F |nm
]
. (105)
The factor (104) can be bounded by C|g|γ (m−1)/2, similarly to (73). Both terms in (105) can
be estimated as C|g|γ−m/2 using inequalities (22)–(23) and the uniform bound on |E′P |nm| given
by Corollary 5.4; see an analogous argument in (48) that exploits the bound in (46). All the
remaining terms can be controlled in a similar fashion. Hence, for |g| sufficiently small and γ
satisfying the constraint (68), we conclude that∥∥φ˜P |nm∥∥ C∥∥φP |nm−1∥∥ (106)
for a strictly positive constant C.
Key result. Theorem 6.3 below is the key tool needed for proving the second main result of
this paper, namely that the ground states (φP |nm)m∈N converge to a non-zero vector. This theorem
relies on several lemmas (Lemmas 6.4–6.6) that will be proven later on.
Recall that the symbol C denotes any universal constant. Throughout the computation it will
be important to distinguish the constants Ci , 1 i  7.
Theorem 6.3. For |g|, γ , and ζ sufficiently small and fulfilling the constraints in Definition 5.3
the following holds true for all n ∈N, m 1:
(i) ‖φP |nm − φ˜P |nm‖mγ
m
4 and ‖φ˜P |nm − φP |nm−1‖ γ
m
4 ;
(ii) ‖φP |nm‖ 1 −
∑m
γ
j
4 (1 + j) ( 1 );j=1 2
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|g|δ
∣∣∣∣〈Γ (i)P ∣∣nmφP |nm, 1HW ′P |nm − zΓ (i)P
∣∣n
m
φP |nm
〉∣∣∣∣ γ−m2 , i = 1,2,3.
Proof. We prove this by induction: Statements (i)–(iii) for (m − 1) shall be referred to as as-
sumptions A(i)–A(iii) while the same statements for m are referred to as claims C(i)–C(iii).
A straightforward computation yields the case m= 1.
Let m 2 and suppose A(i)–A(iii) hold. We start proving claims C(i) and C(ii).
1. Due to the inequality in (101)–(103), the estimate
∥∥φ˜P |nm − φP |nm−1∥∥ C1∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥
holds true for |g| sufficiently small, uniformly in n and m. Furthermore, Lemma 6.5 states that
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥
 |g|C2γ m−22
(
1 +
3∑
i=1
∣∣∣∣〈Γ (i)P ∣∣nm−1φP |nm−1, 1HW ′P |nm−1 − zΓ (i)P
∣∣n
m−1φP |nm−1
〉∣∣∣∣ 12
)
which together with the induction assumption A(iii) yields
∥∥φ˜P |nm − φP |nm−1∥∥ |g|C1C2γ m−22 (1 + 3|g|− δ2 γ−m−14 ).
For |g| sufficiently small and γ satisfying the constraints in (68) we have
∥∥φ˜P |nm − φP |nm−1∥∥ γ m4 . (107)
Finally, from (107), A(ii) and (68) we conclude
∥∥φ˜P |nm∥∥ ∥∥φP |nm−1∥∥− ∥∥φ˜P |nm − φP |nm−1∥∥ 1 − m−1∑
j=1
γ
j
4 (1 + j)− γ m4  1
2
. (108)
2. We observe that
∥∥φP |nm − φ˜P |nm∥∥ ∥∥[Wm(∇E′P ∣∣nm)Wm(∇E′P ∣∣nm−1)∗ − 1F |nm]φ˜P |nm∥∥

∥∥∥∥[Wm(∇E′P ∣∣nm)−Wm(∇E′P ∣∣nm−1)] Ψ ′P |nm′ n
∥∥∥∥ (109)‖ΨP |m‖
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Lemma 6.6 yields
(109) |g|C3m| lnγ |
∣∣∇E′P ∣∣nm − ∇E′P ∣∣nm−1∣∣. (110)
The difference of the gradients of the ground state energies in (110) is estimated in Lemma 6.7
which states that∣∣∇E′P ∣∣nm − ∇E′P ∣∣nm−1∣∣ g2C4γ m−12
+ sup
z∈̂m
∥∥∥∥( 1
HW
′
P |nm − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm − z
)1/2
φP |nm−1
∥∥∥∥
+C ‖φP |
n
m−1 − φ˜P |nm‖
‖φP |nm−1‖2‖φ˜P |nm‖2
.
Hence, using Lemma 6.5, (107), (108) as well as assumptions A(ii) and A(iii), one finds that∥∥φP |nm − φ˜P |nm∥∥ |g|C3m| lnγ |(g2C4γm−1 + |g|C2γ m−22 (1 + 3|g|− δ2 γ−m−14 )+C5γ m4 )
which implies ∥∥φP |nm − φ˜P |nm∥∥mγ m4 (111)
for |g| sufficiently small and γ fulfilling the constraints in (68).
Estimates (107) and (111) prove C(i). C(ii) follows along the same lines as (108) using the
bound in (111).
Finally, we prove claim C(iii). Let z ∈ ̂m+1 and i = 1,2,3. Using the unitarity of the trans-
formations Wm we get∣∣∣∣〈Γ (i)P ∣∣nmφP |nm, 1HW ′P |nm − zΓ (i)P
∣∣n
m
φP |nm
〉∣∣∣∣= ∣∣∣∣〈Γ˜ (i)P ∣∣nmφ˜P |nm, 1H˜W ′P |nm − z Γ˜ (i)P
∣∣n
m
φ˜P |nm
〉∣∣∣∣,
see identities (80)–(91). For |g| sufficiently small, i.e., |g| of order γ 2, we can expand the resol-
vent (H˜W
′
P |nm − z)−1 by the same reasoning as for (101)–(103) even for z ∈ ̂m+1 because of the
bound on the energy shifts ∣∣E′P ∣∣nm+1 −E′P ∣∣nm∣∣ Cg2γm, (112)
given by Lemma 5.9, and because of (71). Hence, using (94) we find∣∣∣∣〈Γ˜ (i)P ∣∣nmφ˜P |nm, 1H˜W ′P |nm − z Γ˜ (i)P
∣∣n
m
φ˜P |nm
〉∣∣∣∣

∞∑∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2[
ĤW
′
n
∣∣m−1
m
+ C˜(n)P,m −C(n)P,m−1
]( 1
HW
′
P |nm−1 − z
)1/2∥∥∥∥j−1F |n (113)j=1 m
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∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ˜
(i)
P
∣∣n
m
φ˜P |nm
∥∥∥∥2
 C
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ˜
(i)
P
∣∣n
m
φ˜P |nm
∥∥∥∥2.
Furthermore,
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ˜
(i)
P
∣∣n
m
φ˜P |nm
∥∥∥∥2
 2
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ
(i)
P
∣∣n
m−1φP |nm−1
∥∥∥∥2 (114)
+ 2
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2(
Γ˜
(i)
P
∣∣n
m
φ˜P |nm − Γ (i)P
∣∣n
m−1φP |nm−1
)∥∥∥∥2. (115)
Term (114): Exploiting the property
〈
φP |nm−1,ΓP |nm−1φP |nm−1
〉= 0
and the spectral theorem, one can show that the term on the right-hand side of (114) fulfills
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ
(i)
P
∣∣n
m−1φP |nm−1
∥∥∥∥2
=
〈
Γ
(i)
P
∣∣n
m−1φP |nm−1,
∣∣∣∣ 1
HW
′
P |nm−1 − z
∣∣∣∣Γ (i)P ∣∣nm−1φP |nm−1〉
 C
∣∣∣∣〈Γ (i)P ∣∣nm−1φP |nm−1, 1HW ′P |nm−1 − zΓ (i)P
∣∣n
m−1φP |nm−1
〉∣∣∣∣ (116)
 C
∣∣∣∣〈Γ (i)P ∣∣nm−1φP |nm−1, 1HW ′P |nm−1 − y Γ (i)P
∣∣n
m−1φP |nm−1
〉∣∣∣∣ (117)
+C supy∈̂m, z∈̂m+1 |z− y|
dist(z,Spec(H ′P |nm−1 F |nm−1) \ {E′P |nm−1})
×
∣∣∣∣〈ΓP |nm−1φ|nm−1, 1H ′P |nm−1 − y ΓP |nm−1φ|nm−1
〉∣∣∣∣ (118)
 C7
∣∣∣∣〈ΓP |nm−1φ|nm−1, 1H ′P |nm−1 − y ΓP |nm−1φ|nm−1
〉∣∣∣∣, (119)
for y ∈ ̂m (recall that z ∈ ̂m+1). In passing from (116) to (117) we have used the property
〈ΓP |nm−1φ|nm−1, φP |nm−1〉 = 0 which implies that the vector Γ (i)P |nm−1φP |nm−1 has spectral support
(with respect to HW ′ |n ) contained in the interval (E′ |n + ζ τm−1,∞), and hence:P m−1 P m−1
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ΓP |nm−1φ|nm−1,
∣∣∣∣ 1H ′P |nm−1 − y
∣∣∣∣ΓP |nm−1φ|nm−1〉
 C
∣∣∣∣〈ΓP |nm−1φ|nm−1, 1H ′P |nm−1 − y ΓP |nm−1φ|nm−1
〉∣∣∣∣
b) ∣∣∣∣〈ΓP |nm−1φ|nm−1, 1H ′P |nm−1 − z 1H ′P |nm−1 − y ΓP |nm−1φ|nm−1
〉∣∣∣∣
 1
dist(z,Spec(H ′P |nm−1 F |nm−1) \ {E′P |nm−1})
×
〈
ΓP |nm−1φ|nm−1,
∣∣∣∣ 1H ′P |nm−1 − y
∣∣∣∣ΓP |nm−1φ|nm−1〉.
In the step from (116)–(118) to (119) we used inequality (112). Therefore, we can conclude that
(114) C7
∣∣∣∣〈ΓP |nm−1φ|nm−1, 1H ′P |nm−1 − y ΓP |nm−1φ|nm−1
〉∣∣∣∣. (120)
Term (115): We first observe that
(115) 4
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2(
Γ˜
(i)
P
∣∣n
m
− Γ (i)P
∣∣n
m−1
)
φ˜P |nm
∥∥∥∥2 (121)
+ 4
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ
(i)
P
∣∣n
m−1
(
φ˜P |nm − φP |nm−1
)∥∥∥∥2. (122)
In order to estimate (121) we use the identity in (92) and the following ingredients:
c) The bound on |∇E′P |nm − ∇E′P |nm−1| from Lemma 6.7.
d) The estimate in (99), i.e. |C˜(k,n)P,m −C(k,n)P,m−1| g2Cγm−1.
e) The bound∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2 ∫
dk k
[
αm
(∇E′P ∣∣nm−1, k)− αm−1(∇E′P ∣∣nm−1, k)](b(k)+ b∗(k))∥∥∥∥2F |nm
 g2Cγm−3.
Hence, we obtain
(121) C
τm+1
[
g2τ
1/2
m−1 + sup
y∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − y
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − y
)1/2
φP |nm−1
∥∥∥∥
(123)
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n
m−1 − φ˜P |nm‖
‖φP |nm−1‖2‖φ˜P |nm‖2
]2
(124)
+ C
τm+1
[
g2Cγm−1
]2 (125)
+ g2Cγm−3 (126)
where (123)–(124), (125) and (126) are related to ingredients c), d) and e) respectively.
For the remaining term (122) we use analytic perturbation theory to find
√
(122) Cτm sup
y∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ
(i)
P
∣∣n
m−1
(
1
HW
′
P |nm−1 − y
)1/2∥∥∥∥F |nm
×
∞∑
j=1
∥∥∥∥( 1
HW
′
P |nm−1 − y
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − y
)1/2∥∥∥∥j−1F |nm
×
∥∥∥∥( 1
HW
′
P |nm−1 − y
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − y
)1/2
φP |nm−1
∥∥∥∥∣∣∣∣ 1E′P |nm−1 − y
∣∣∣∣1/2
 C
γ
1
2
1
γ
m
2
sup
y∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − y
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − y
)1/2
φP |nm−1
∥∥∥∥,
where we have used the estimate in (101)–(103) for y ∈ ̂m, and, using the identity in (90)∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
Γ
(i)
P
∣∣n
m−1
(
1
HW
′
P |nm−1 − y
)1/2∥∥∥∥F |nm (127)
=
∥∥∥∥( 1H ′P |nm−1 − z
)1/2[
Pf − P + ∇E′P
∣∣n
m−1 +B|n0 +B∗
∣∣n
0
]( 1
H ′P |nm−1 − y
)1/2∥∥∥∥F |nm
 Cτ−1m γ−1/2. (128)
The inequality in (128) can be derived by combining the first inequality in (39) with Lemma 3.2.
Using Lemma 6.5, assumption A(iii), estimates (107), (108) and the constraints in (68) we get
(121) C[g4γ−2 + g2γ−3(1 + γ−m−12 g−δ)+ γ−m+22 + g4γm−3 + g2γm−3] C
γ
m+2
2
,
(122) Cg2γ−3(1 + γ−m−12 |g|−δ) C
γ
m+2
2
,
and hence,
(115) C6
γ
m+2
2
. (129)
Finally, we collect inequalities (120), (129) and make use of assumption A(iii) to derive
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∣∣∣∣〈Γ (i)P ∣∣nmφP |nm, 1HW ′P |nm − zΓ (i)P
∣∣n
m
φP |nm
〉∣∣∣∣ C7γ−m−12 + |g|δ C6
γ
m+2
2
 γ−m2
for γ and |g| sufficiently small and fulfilling the constraints in (68). This proves claim C(iii). 
We shall now provide the lemmas we have used.
Lemma 6.4. Let |g| be sufficiently small. For n,m ∈ N the following expectation values are
uniformly bounded:
∣∣〈φP |nm,ΠP |nmφP |nm〉∣∣, ∣∣〈φ˜P |nm, Π˜P |nmφ˜P |nm〉∣∣ C.
Proof. We only prove the bound for the first term. The second can be bounded analogously. Let
n,m ∈N. By definition of the transformations Wm and using the fact that the vectors
Ψ ′P
∣∣n
m
, Wm
(∇E′P ∣∣nm)∗φP |nm, Wm(∇E′P ∣∣nm−1)∗φ˜P |nm
are parallel and their norm is less than one, we have
∣∣〈φP |nm,ΠP |nmφP |nm〉∣∣ C∣∣∣∣〈 Ψ ′P |nm‖Ψ ′P |nm‖ , [Pf +B|n0 +B∗
∣∣n
0 −C(k,n)P,m
] Ψ ′P |nm
‖Ψ ′P |nm‖
〉∣∣∣∣
 C
[|P | + ∣∣∇E′P ∣∣nm∣∣+ ∣∣C(k,n)P,m ∣∣],
where the last inequality holds by Lemma 5.9. 
Lemma 6.5. Let |g|, ζ , γ be sufficiently small. Furthermore, let n ∈N, m 2 and z ∈ ̂m. Then
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥
 |g|Cγ m−22
(
1 +
3∑
i=1
∣∣∣∣〈Γ (i)P ∣∣nm−1φP |nm−1, 1HW ′P |nm−1 − zΓ (i)P
∣∣n
m−1φP |nm−1
〉∣∣∣∣ 12
)
(130)
holds true, where ĤW ′n |m−1m is defined in (94).
Proof. Recall the expression for ĤW ′n |m−1m given in (95)–(97). With the usual estimates one
can show that
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2((95) + (96))( 1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥ |g|Cγ m−12 . (131)
Next, we control the contribution proportional to the first term in (97). First, observe that
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HW
′
P |nm−1 − z
)1/2(
A˜
(n)
P,m −A(n)P,m−1
) · ΓP |nm−1( 1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥2
= 1|E′P |nm−1 − z|
〈(
A˜
(n)
P,m −A(n)P,m−1
) · ΓP |nm−1φP |nm−1,∣∣∣∣ 1
HW
′
P |nm−1 − z
∣∣∣∣(A˜(n)P,m −A(n)P,m−1) · ΓP |nm−1φP |nm−1〉. (132)
Second, we recall that A˜(n)P,m −A(n)P,m−1 contains boson creation operators restricted to the range
(τm, τm−1] in momentum space. Therefore,〈
φP |nm−1, A˜(n)P,m −A(n)P,m−1 · ΓP |nm−1φP |nm−1
〉= 0,
which implies
(132) C
γm
∣∣∣∣〈(A˜(n)P,m −A(n)P,m−1) · ΓP |nm−1φP |nm−1,
1
HW
′
P |nm−1 − z
(
A˜
(n)
P,m −A(n)P,m−1
) · ΓP |nm−1φP |nm−1〉∣∣∣∣ (133)
by using the spectral theorem and the gap estimate for HW ′P |nm−1 F |nm. Note further that(
A˜
(n)
P,m −A(n)P,m−1
) · ΓP |nm−1φP |nm−1
=
∫
dk
(
αm
(∇E′P ∣∣nm−1)− αm−1(∇E′P ∣∣nm−1))b∗(k)k · ΓP |nm−1φP |nm−1.
Using the pull-through formula we get
1
HW
′
P |nm−1 − z
b∗(k)= b∗(k) 1
HW
′
P |nm−1 + 12k2 + k · ΓP |nm−1 + |k| − ∇E′P |nm−1 · k − z
so that we can rewrite the right-hand side of (133) as follows:
(133) = C
γm
∫
dk
[
αm
(∇E′P ∣∣nm−1)− αm−1(∇E′P ∣∣nm−1)]2〈k · ΓP |nm−1φP |nm−1,
1
HW
′
P |nm−1 + 12k2 + k · ΓP |nm−1 + |k| − ∇E′P |nm−1 · k − z
k · ΓP |nm−1φP |nm−1
〉
. (134)
In order to expand the resolvent in (134) in terms of k · ΓP |nm−1 we have to provide the bound∥∥∥∥( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
k · ΓP |nm−1
(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1 < 1
(135)
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fP,m−1(k) := 12k
2 + |k|(1 − ∇E′P ∣∣nm−1 · k̂ ).
Recall that
ΓP |nm−1 = Pf +A(n)P,m−1 +B|n0 +B∗
∣∣n
0 −
〈
ΠP |nm−1
〉
φP |nm−1 .
The necessary estimates are:
1. For |g| sufficiently small, the lower bound
fP,m−1(k)−
∣∣E′P ∣∣nm−1 − z∣∣> |k|(1 − ∇E′P ∣∣nm−1 · k̂ − 12ζ − g2γ−1C
)
> 0 (136)
holds because z belongs to the shifted contour ̂m so that
∣∣E′P ∣∣nm−1 − z∣∣ 12ζ τm + g2Cτm−1.
The inequality in (136) implies∥∥∥∥( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥2F |nm−1 
1
|k|(1 − ∇E′P |nm−1 · k̂ − 12ζ − g2γ−1C)
.
2. By the unitarity of Wm−1(∇E′P |nm−1) and using [B|n0,Wm−1(∇E′P |nm−1)] = 0 as well as
the standard inequalities (22), we have∥∥∥∥k ·B|n0( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1
 |g||k|C
∥∥∥∥H 1/2P,0( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1 .
3. By definition of the transformation Wm−1(∇E′P |nm−1) and the transformation formulae
(198),
Wm−1
(∇E′P ∣∣nm−1)(P − Pf )Wm−1(∇E′P ∣∣nm−1)∗ = P − Pf −A(n)P,m−1 −C(k,n)P,m−1
holds on D(HP,0). Hence, we have the bound∥∥∥∥k · (Pf +A(n)P,m−1)( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1
 |k|
∥∥∥∥(P − Pf )( 1H ′ |n + fP,m−1(k)− z
)1/2∥∥∥∥
nP m−1 F |m−1
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)1/2∥∥∥∥F |nm−1
 |k|√2
∥∥∥∥H 1/2P,0( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1
+ |k|(|P | + g2C)∥∥∥∥( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1 .
4. Using the a priori estimate (23) in Lemma 3.2 one derives∥∥∥∥H 1/2P,0( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1
 1√
1 − |g|ca
(∥∥∥∥(H ′P |nm−1)1/2( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥2F |nm−1
+ |g|cb
∥∥∥∥( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥2F |nm−1
)1/2
.
Collecting these estimates, we find:∥∥∥∥( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
k · ΓP |nm−1
(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1 (137)
 |k|
∥∥∥∥( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1 (138)
×
[√
2 + |g|C√
1 − |g|ca
(∥∥∥∥(H ′P ∣∣nm−1)1/2 ( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥2F |nm−1
+ |g|cb
∥∥∥∥( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥2F |nm−1
)1/2
+ (|P | + g2C)∥∥∥∥( 1HP |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1
]
.
Note that ∥∥∥∥(H ′P ∣∣nm−1)1/2( 1H ′P |nm−1 + fP,m−1(k)− z
)1/2∥∥∥∥F |nm−1

(
1 + |E
′
P |nm−1|
fP,m−1(k)− |E′P |nm−1 − z|
)1/2
.
Finally we obtain
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(1 − ∇E′P |nm−1 · k̂ − 12ζ − g2γ−1C)
×
[√
2 + |g|C√
1 − |g|ca
(∣∣E′P ∣∣nm−1∣∣+ τm−1(1 − ∇E′P ∣∣nm−1 · k̂ − 12ζ −Cg2γ−1
)
+ gcb
)1/2
+ (|P | + g2C)]
so that
lim sup
|g|,γ,ζ→0
(137) 2Pmax
1 − Pmax <
2
3
for Pmax < 14 . By continuity, inequality (135) holds for g, ζ , γ in a neighborhood of zero.
Going back to Eq. (134) we can proceed with the expansion (in k · ΓP |nm−1) of the resolvent:
(133) Cg2γm−2 sup
τm|k|τm−1
3∑
i,l=1
〈[(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2]∗
Γ
(i)
P
∣∣n
m−1φP |nm−1,
∞∑
j=0
[(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
k · ΓP |nm−1
(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2]j
(139)
×
(
1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
Γ
(l)
P
∣∣n
m−1φP |nm−1
〉
 Cg2γm−2
3∑
i=1
sup
τm|k|τm−1
∥∥∥∥( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
Γ
(i)
P
∣∣n
m−1φP |nm−1
∥∥∥∥2.
(140)
Since fP,m−1(k) 0 and because of the property 〈φP |nm−1,ΓP |nm−1φP |nm−1〉 = 0 it follows that∥∥∥∥( 1
HW
′
P |nm−1 + fP,m−1(k)− z
)1/2
Γ
(i)
P
∣∣n
m−1φP |nm−1
∥∥∥∥2
 C
∣∣∣∣〈Γ (i)P ∣∣nm−1φP |nm−1, 1HW ′P |nm−1 − zΓ (i)P
∣∣n
m−1φP |nm−1
〉∣∣∣∣.
Combining the estimates in (140) and (131) yields the claim of the lemma. 
Lemma 6.6. For all n,m ∈N and Q,Q′ ∈R3 with |Q|, |Q′|< 1 the estimate∥∥[Wm(Q)−Wm(Q′)]Ψ ′P ∣∣nm∥∥ |g|C∣∣Q−Q′∣∣| ln τm|
holds.
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Wm(Q)= exp
(∫
dk αm(Q,k)
(
b(k)− b∗(k))),
so that
∥∥[Wm(Q)−Wm(Q′)]Ψ ′P ∣∣nm∥∥

∥∥∥∥∫ dk [αm(Q,k)− αm(Q′, k)](b(k)− b∗(k))Ψ ′P ∣∣nm∥∥∥∥. (141)
In order to estimate this term we employ:
1. The identity (12) in [6, Eq. (1.26)] that relies on the bound E′P−k|nm − E′P |nm  −C∇E |k|,|P |<Pmax, from Corollary 5.4(iii).
2. By definition of αm it holds∫
dk
∣∣αm(Q,k)− αm(Q′, k)∣∣ 1|k|3/2  |g|C∣∣Q−Q′∣∣| lnκ − ln τm|.
3. ‖Ψ ′P |nm‖ 1.
With these estimates, the claim is proven. 
Lemma 6.7. Let |g| be sufficiently small. For n,m ∈N the following estimate holds:
∣∣∇E′P ∣∣nm − ∇E′P ∣∣nm−1∣∣
 g2Cτ 1/2m−1 +C sup
z∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥
+C ‖φP |
n
m−1 − φ˜P |nm‖
‖φP |nm−1‖2‖φ˜P |nm‖2
.
Proof. Let n,m ∈N. Using Lemma 5.9 we have
∇E′P
∣∣n
m
− ∇E′P
∣∣n
m−1 =
〈
Pf +B|n0 +B∗
∣∣n
0
〉
Ψ ′P |nm−1 −
〈
Pf +B|n0 +B∗
∣∣n
0
〉
Ψ ′P |nm
which by unitarity of the transformations Wm−1(∇E′P |nm−1) and Wm(∇E′P |nm−1) can be rewritten
as
∇E′P
∣∣n
m
− ∇E′P
∣∣n
m−1 =
〈
ΠP |nm−1
〉
φP |nm−1 −
〈
Π˜P |nm
〉
φ˜P |nm + C˜
(k,n)
P,m −C(k,n)P,m−1.
We have already noted that |C˜(k,n) −C(k,n) | g2Cτm−1. Moreover, we observeP,m P,m−1
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=
∣∣∣∣ 〈φP |nm−1,ΠP |nm−1φP |nm−1〉‖φP |nm−1‖2 − 〈φ˜P |
n
m, Π˜P |nmφ˜P |nm〉
‖φ˜P |nm‖2
∣∣∣∣

∥∥φP |nm−1∥∥−2∣∣〈φP |nm−1,ΠP |nm−1φP |nm−1〉− 〈φ˜P |nm, Π˜P |nmφ˜P |nm〉∣∣ (142)
+ ∣∣〈φ˜P |nm, Π˜P |nmφ˜P |nm〉∣∣∣∣∥∥φP |nm−1∥∥−2 − ∥∥φ˜P |nm∥∥−2∣∣. (143)
We know that the norms ‖φP |nm−1‖ and ‖φ˜P |nm‖ are by construction smaller than one and
non-zero. Using Lemma 6.4 we find
(143) C ‖φP |
n
m−1 − φ˜P |nm‖
‖φP |nm−1‖2‖φ˜P |nm‖2
.
In order to bound (142) we use∥∥φP |nm−1∥∥2(142) = ∣∣〈(φP |nm−1 − φ˜P |nm),ΠP |nm−1φP |nm−1〉 (144)
+ 〈φ˜P |nm, [ΠP |nm−1 − Π˜P |nm]φP |nm−1〉 (145)
+ 〈φ˜P |nm, Π˜P |nm(φP |nm−1 − φ˜P |nm)〉∣∣. (146)
The term (145) is bounded by∣∣(145)∣∣ ∣∣〈φ˜P |nm, [A˜(n)P,m −A(n)P,m−1]φP |nm−1〉∣∣ |g|Cτ 1/2m−1
because by the standard inequalities (22)∥∥∥∥∫ dk k[αm(∇E′P ∣∣nm−1, k)− αm−1(∇E′P ∣∣nm−1, k)]b(k)φP |nm−1∥∥∥∥
 C
(∫
dk
∣∣∣∣k[αm(∇E′P |nm−1, k)− αm−1(∇E′P |nm−1, k)]|k|1/2
∣∣∣∣2)1/2
×
∥∥∥∥(Hf ∣∣m−1m )1/2( 1HW ′P |nm−1 − i
)1/2
φP |nm−1
∥∥∥∥ |g|Cτ 1/2m−1.
Terms (144) and (146) can be treated in the same way, and we only demonstrate the bound on
the former. Using analytic perturbation theory we get∣∣〈(φP |nm−1 − φ˜P |nm),ΠP |nm−1φP |nm−1〉∣∣ (147)
 Cτm sup
z∈̂m
∞∑
j=1
∣∣∣∣〈[( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2]j
φP |nm−1,
[(
1
HW
′ |n − z
)1/2]∗
ΠP |nm−1
(
1
HW
′ |n − z
)1/2
φP |nm−1
〉∣∣∣∣
P m−1 P m−1
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z∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥
×
∥∥∥∥[( 1
HW
′
P |nm−1 − z
)1/2]∗
ΠP |nm−1
(
1
HW
′
P |nm−1 − z
)1/2∥∥∥∥F |nm−1 . (148)
The term in (148) can be controlled similarly to (127) in the ultraviolet regime so that we finally
have ∥∥∥∥[( 1
HW
′
P |nm−1 − z
)1/2]∗
ΠP |nm−1
(
1
HW
′
P |nm−1 − z
)1/2∥∥∥∥F |nm−1  Cτ−1m . (149)
Combining these results, we obtain the estimate
∣∣〈(φP |nm−1 − φ˜P |nm),ΠP |nm−1φP |nm−1〉∣∣
 C sup
z∈̂m
∥∥∥∥( 1
HW
′
P |nm−1 − z
)1/2
ĤW
′
n
∣∣m−1
m
(
1
HW
′
P |nm−1 − z
)1/2
φP |nm−1
∥∥∥∥,
which concludes the proof. 
7. Ground states of the transformed Hamiltonians HW ′P |∞∞
In this section, we finally remove both the UV and the IR cut-off (σn and τm, respectively). In
our study of the removal of the IR cut-off in Section 6 (see Theorem 6.3(i)) we have proven that
∥∥φP |nm − φP |nm−1∥∥ (m+ 1)γ m4
holds for any n ∈N. We shall now provide the analogous bound
∥∥φP |nm − φP |n−1m ∥∥ CmK3m+1| lnγ |m+1( nβnγm
)1/2
(150)
as the UV cut-off is shifted from σn−1 to σn. The constant K  1 will be introduced in The-
orem 7.5. The latter bound, derived in Corollary 7.6, holds for any IR cut-off τm and uses a
particular scaling N  n := n(m) > αm for
α := − lnγ
lnβ
 1. (151)
These two estimates will enable us to prove the second main result Theorem 2.2 at the end of
this section.
Remark 7.1. In this section we implicitly assume the constraints |P | < Pmax and 1 < κ < 2.
Furthermore, g,β , and γ are such that all the results of Sections 4, 5, and 6 hold true.
1268 S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282In order to control the norm difference ‖φP |nm −φP |n−1m ‖ we notice that for m 1 the vectors
φP |nm can be rewritten in the following way
φP |nm =Wm
(∇E′P ∣∣nm)Q′P ∣∣nmW |m−1m (∇E′P ∣∣nm−1)∗ · · ·Q′P ∣∣n2W |12(∇E′P ∣∣n1)∗Q′P ∣∣n1W |01(∇E′P ∣∣n0)∗
× Ψ
′
P |n0
‖Ψ ′P |n0‖
,
where Q′P |nm is defined in (76) and
W |m′m (Q)∗ :=Wm(Q)∗Wm′(Q), W |01(Q)∗ :=W1(Q)∗.
The following definition will be convenient.
Definition 7.2. For n ∈N and m 1, we define
ηP |nm :=Wm
(∇E′P ∣∣nm)∗φP |nm, (152)
and ηP |n0 := φP |n0 = ΨP |n0/‖ΨP |n0‖ in the case m= 0.
Note that by construction we have the identity
ηP |nm+1 =Q′P
∣∣n
m+1W |mm+1
(∇E′P ∣∣nm)∗ηP |nm, (153)
and moreover, since the transformation Wm is unitary and due to Theorem 6.3, the bounds
1
∥∥φP |nm∥∥= ∥∥ηP |nm∥∥ 12 (154)
hold true for all m,n ∈N. First, we prove two lemmas that can be combined to yield Theorem 7.5.
Lemma 7.3. There exists a constant K1 such that for |g| sufficiently small the following estimates
hold true for any m,n ∈N with n > αm 1:∥∥ηP |nm+1 − ηP |n−1m+1∥∥ ∥∥ηP |nm − ηP |n−1m ∥∥
+K1
[(
n
βnγm+1
)1/2
+ ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣]. (155)
Proof. By using (152) and (153) we get the bound∥∥ηP |nm+1 − ηP |n−1m+1∥∥ ∥∥(Q′P ∣∣nm+1 −Q′P ∣∣n−1m+1)W |mm+1(∇E′P ∣∣nm)∗ηP |nm∥∥ (156)
+ ∥∥Q′P ∣∣n−1m+1(W |mm+1(∇E′P ∣∣nm)∗ −W |mm+1(∇E′P ∣∣n−1m )∗)ηP |nm∥∥ (157)
+ ∥∥Q′P ∣∣n−1m+1W |mm+1(∇E′P ∣∣n−1m )∗(ηP |nm − ηP |n−1m )∥∥. (158)
Furthermore, the expansion
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∣∣n
m+1 −Q′P
∣∣n−1
m+1 = −
1
2πi
∮
m+1
dz
{(
1
H ′P |n−1m+1 − z
)1/2
×
∞∑
j=1
[(
1
H ′P |n−1m+1 − z
)1/2
H ′
∣∣n
n−1
(
1
H ′P |n−1m+1 − z
)1/2]j
×
(
1
H ′P |n−1m+1 − z
)1/2}
, (159)
can be controlled by noting that
∥∥∥∥( 1
H ′P |n−1m+1 − z
)1/2∥∥∥∥2F |nm+1 
2
ζ τm+1
(160)
(see Lemma 5.5), which yields
sup
z∈m+1
∥∥∥∥( 1
H ′P |n−1m+1 − z
)1/2
H ′
∣∣n
n−1
(
1
H ′P |n−1m+1 − z
)1/2∥∥∥∥F |nm+1  C|g|
(
n
βnζτm+1
)1/2
(161)
by a similar computation as for (50). Now, by the choice n > αm and |g| sufficiently small, the
right-hand side in (161) is strictly smaller than 1. Hence, we get
∥∥Q′P ∣∣nm+1 −Q′P ∣∣n−1m+1∥∥ C|g|( nβnζτm+1
)1/2
.
Moreover, under the constraint in (68) we get the bound
(157) C|g|| lnγ |∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣ C∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣
by a similar procedure as used in the proof of Lemma 6.6. The remaining term (158) can be
estimated using the unitarity of Wm. This concludes the proof. 
Lemma 7.4. There exists a constant K2 such that for |g| sufficiently small the following estimate
holds true for any m,n ∈N with n > αm 1:
∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣
K2
[(
n
βnγm
)1/2
+ ∥∥ηP |nm − ηP |n−1m ∥∥+ ∣∣∇E′P ∣∣nm−1 − ∇E′P ∣∣n−1m−1∣∣]. (162)
Proof. Let us start with the equality
∣∣∇E′P ∣∣n − ∇E′P ∣∣n−1∣∣= ∣∣〈Pf +B|n0 +B∗∣∣n〉 ′ n − 〈Pf +B|n−1 +B∗∣∣n−1〉 ′ n−1 ∣∣. (163)m m 0 ΨP |m 0 0 ΨP |m
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(163) = ∣∣〈Pf +B|n0 +B∗∣∣n0 〉ηP |nm − 〈Pf +B|n−10 +B∗∣∣n−10 〉ηP |n−1m ∣∣.
In order to shorten the formulae we define
Vn := Pf +B|n0 +B∗
∣∣n
0
so that
(163) 1‖ηP |n−1m ‖2
∣∣〈ηP |nm,VnηP |nm〉− 〈ηP |n−1m ,Vn−1ηP |n−1m 〉∣∣ (164)
+
∣∣∣∣ 1‖ηP |nm‖2 − 1‖ηP |n−1m ‖2
∣∣∣∣∣∣〈ηP |nm,VnηP |nm〉∣∣. (165)
Furthermore, by the definitions in (82), (83) and (152) we have∣∣〈ηP |nm,VnηP |nm〉∣∣= ∣∣〈φP |nm,ΠP |nmφP |nm〉+C(k,n)P,m ∥∥φP |nm∥∥2∣∣ C, (166)
where we used Lemma 6.4. Hence, by (154) we get the estimate
(165) C ‖ηP |
n
m − ηP |n−1m ‖
‖ηP |nm‖2‖ηP |n−1m ‖2
 C
∥∥ηP |nm − ηP |n−1m ∥∥. (167)
Next, we proceed with
(164) C[∣∣〈(ηP |nm − ηP |n−1m ),VnηP |nm〉∣∣ (168)
+ ∣∣〈ηP |n−1m , (Vn − Vn−1)ηP |nm〉∣∣ (169)
+ ∣∣〈ηP |n−1m ,Vn−1(ηP |nm − ηP |n−1m )〉∣∣]. (170)
First, we observe that
(169) C∣∣〈ηP |n−1m , (B|nn−1 +B∗∣∣nn−1)ηP |nm〉∣∣
 C
∣∣E′P ∣∣nm − i∣∣1/2∣∣∣∣〈ηP |n−1m ,B|nn−1( 1H ′P |nm − i
)1/2
ηP |nm
〉∣∣∣∣
holds. Invoking the standard inequalities in (39) and the boundedness of∥∥∥∥H 1/2P,0( 1H ′P |nm − i
)1/2∥∥∥∥ C, (171)
which holds by Lemma 3.2, one has∥∥∥∥B|nn−1( 1H ′ |n − i
)1/2∥∥∥∥
n
 C|g|
(
1
βn
)1/2
.P m F |m
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(169) C
(
1
βn
)1/2
(172)
holds true. Terms (168) and (170) can be treated similarly. By recalling the identity in (153) we
can write
(168) = ∣∣〈(Q′P ∣∣nmW |m−1m (∇E′P ∣∣nm−1)∗ηP |nm−1 −Q′P ∣∣n−1m W |m−1m (∇E′P ∣∣n−1m−1)∗ηP |n−1m−1),VnηP |nm〉∣∣

∣∣〈(Q′P ∣∣nm −Q′P ∣∣n−1m )W |m−1m (∇E′P ∣∣nm−1)∗ηP |nm−1,VnηP |nm〉∣∣ (173)
+ ∣∣〈Q′P ∣∣n−1m (W |m−1m (∇E′P ∣∣nm−1)∗ −W |m−1m (∇E′P ∣∣n−1m−1)∗)ηP |nm−1,VnηP |nm〉∣∣ (174)
+ ∣∣〈Q′P ∣∣n−1m W |m−1m (∇E′P ∣∣n−1m−1)∗(ηP |nm−1 − ηP |n−1m−1),VnηP |nm〉∣∣. (175)
Observe that
〈Q′P ∣∣n−1m W |m−1m (∇E′P ∣∣n−1m−1)∗(ηP |nm−1 − ηP |n−1m−1),VnηP |nm〉
= 〈W |m−1m (∇E′P ∣∣n−1m−1)∗(ηP |nm−1 − ηP |n−1m−1),Q′P ∣∣n−1m VnηP |nm〉
= 1‖ηP |n−1m ‖2
〈
W |m−1m
(∇E′P ∣∣n−1m−1)∗(ηP |nm−1 − ηP |n−1m−1), ηP |n−1m 〉〈ηP |n−1m ,VnηP |nm〉.
With
∣∣〈ηP |n−1m ,VnηP |nm〉∣∣ C∣∣E′P ∣∣nm − i∣∣1/2∣∣∣∣〈ηP |n−1m ,H 1/2P,0( 1H ′P |nm − i
)1/2
ηP |nm
〉∣∣∣∣
+C∣∣E′P ∣∣n−1m − i∣∣1/2∣∣∣∣〈ηP |n−1m ,( 1
H ′P |n−1m − i
)1/2
H
1/2
P,0ηP |nm
〉∣∣∣∣
and (171), we obtain the first estimate
(175) C∥∥ηP |nm−1 − ηP |n−1m−1∥∥∣∣〈ηP |n−1m ,VnηP |nm〉∣∣ C∥∥ηP |nm−1 − ηP |n−1m−1∥∥.
Furthermore, (174) can be bounded by
(174) C∥∥(W |m−1m (∇E′P ∣∣nm−1)∗ −W |m−1m (∇E′P ∣∣n−1m−1)∗)ηP |nm−1∥∥∣∣〈ηP |n−1m ,VnηP |nm〉∣∣
 C|g|| lnγ |∣∣∇E′P ∣∣nm−1 − ∇E′P ∣∣n−1m−1∣∣ C∣∣∇E′P ∣∣nm−1 − ∇E′P ∣∣n−1m−1∣∣
where the constraints in (68) have been used again. Finally, using the resolvent expansion in
(159) we get
1272 S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282(173) Cτ
1
2
m
(
n
βnγm
)1/2∣∣E′P ∣∣nm − i∣∣1/2
× sup
z∈m
∥∥∥∥[( 1
H ′P |n−1m − z
)1/2]∗
Vn
(
1
H ′P |nm − i
)1/2
ηP |nm
∥∥∥∥
and the standard inequalities in (22) combined with Lemma 3.2 yield
(173) C
(
n
βnγm
)1/2
.
Carrying out the same argument for term (170) one obtains
(168) + (170) C
[(
n
βnγm
)1/2
+ ∥∥ηP |nm − ηP |n−1m ∥∥+ ∣∣∇E′P ∣∣nm−1 − ∇E′P ∣∣n−1m−1∣∣]
which, together with estimate (172), proves the claim. 
Theorem 7.5. There exist constants K  max(K1,K2,5), g∗ > 0 and 12 > γ∗ > 0 such that for|g| g∗ and γ  γ∗ the following estimates hold true for all finite n ∈N and N m< n/α:
(i) |∇E′P |nm − ∇E′P |n−1m |K3m+1( nβnγm )1/2.
(ii) ‖ηP |nm − ηP |n−1m ‖K3m+1( nβnγm )1/2.
Proof. Let n ∈ N and fix K  max(K1,K2,5). We prove the claim by induction in m for
m< n/α. Statements (i)–(ii) for m will be referred to as assumptions A(i)–A(ii) while the same
statements for m+ 1 are claims C(i)–C(ii). We recall that ηP |n0 ≡ φP |n0 ≡ Ψ ′P |n0/‖Ψ ′P |n0‖ so that
C(i) and C(ii) for m= 0 are consequence of (58) and (55) for |g| sufficiently small. The induction
step m ⇒ (m + 1) for (m + 1) < n
α
is a straightforward consequence of inequalities (162) and
(155): For C(i) we estimate
∣∣∇E′P ∣∣nm+1 − ∇E′P ∣∣n−1m+1∣∣
K2
[(
n
βnγm+1
)1/2
+ ∥∥ηP |nm+1 − ηP |n−1m+1∥∥+ ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣]
K2
[(
n
βnγm+1
)1/2
+ ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣+ ∥∥ηP |nm − ηP |n−1m ∥∥
+K1
[(
n
βnγm+1
)1/2
+ ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣]]
K(K + 1)
(
n
βnγm+1
)1/2
+K(K + 1)∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣+K∥∥ηP |nm − ηP |n−1m ∥∥.
Hence, A(i) and A(ii) and γ < 1 imply2
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K3(m+1)+1
(
n
βnγm+1
)1/2[( 1
K2
+ 1
K3
)
+
(
1
K
+ 1
K2
)
+ 1
K2
]
,
which by the assumption on K proves C(i). For C(ii), using (155) again, we get
∥∥ηP |nm+1 − ηP |n−1m+1∥∥ ∥∥ηP |nm − ηP |n−1m ∥∥+K1[( nβnγm+1
)1/2
+ ∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣]
K3(m+1)+1
(
n
βnγm+1
)1/2[ 1
K3
+ 1
K3
+ 1
K2
]
,
which by the assumption on K and γ < 12 proves C(ii) and concludes the proof. 
Corollary 7.6. Let n > αm 1. For |g| and γ as in Theorem 7.5 the estimate
∥∥φP |nm − φP |n−1m ∥∥ CmK3m+1( nβnγm
)1/2
holds true.
Proof. By Definition 7.2 and the unitarity of the transformations Wm we have that
∥∥φP |nm − φP |n−1m ∥∥ ∥∥[Wm(∇E′P ∣∣nm)−Wm(∇E′P ∣∣n−1m )]ηP |nm∥∥+ ∥∥ηP |nm − ηP |n−1m ∥∥. (176)
The lower bound on the norm of ηP |nm in (154) together with Lemma 6.6 and the constraints (68)
yield the estimate
∥∥[Wm(∇E′P ∣∣nm)−Wm(∇E′P ∣∣n−1m )]ηP |nm∥∥ Cm∣∣∇E′P ∣∣nm − ∇E′P ∣∣n−1m ∣∣.
The claim then follows from a direct application of Theorem 7.5. 
Before we can prove the second main result, we must show the convergence of the fiber
Hamiltonians under the simultaneous removal of the UV and IR cut-off, HW ′P |n(m)m → HW
′
P |∞∞.
For this, we need a slightly faster scaling n(m).
Lemma 7.7. Under the same assumptions of Theorem 7.5, there exists α¯  α such that for any
N  α′ > α¯ and n(m) = α′m, the Hamiltonians (HW ′P |n(m)m )m∈N converge in the norm resolvent
sense as m→ ∞.
Proof. The convergence of the resolvent of HW ′P |n(m)m consists of direct applications of results of
Sections 4, 6 and the present section. First, we observe that for z =E′ |nm ± iλ with |λ|> 1P
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HW
′
P |lm − z
− 1
HW
′
P |l−1m − z
∥∥∥∥ ∥∥∥∥ 1H ′P |lm − z − 1H ′P |l−1m − z
∥∥∥∥
+
∥∥∥∥ 1
Wm(∇E′P |lm)∗H ′P |l−1m Wm(∇E′P |lm)− z
− 1
Wm(∇E′P |l−1m )∗H ′P |l−1m Wm(∇E′P |l−1m )− z
∥∥∥∥
where we used unitarity of Wm in the first line. Mimicking Corollary 4.7, the first term is bounded
above by
C|g|
(
l
βl
)1/2
.
With the standard inequalities, the second term is bounded by
C|g|
∥∥∥∥ 1
(HP |l−1m − z)1/2
∥∥∥∥ · ∥∥∥∥(Hf )1/2 1
(HP |l−1m − z)1/2
∥∥∥∥ · 1
τ
1/2
m
∣∣∇E′P ∣∣lm − ∇E′P ∣∣l−1m ∣∣,
which can be bounded by
C|g| 1| Im z|γ
−m/2K3m+1
(
l
βlγ m
)1/2
by using Lemma 3.2 and Theorem 7.5. Hence, it holds∥∥∥∥ 1
HW
′
P |n(m)m − z
− 1
HW
′
P |n(m−1)m − z
∥∥∥∥ α′C|g|K(α′m)1/2( K3γβα′/2
)m
(177)
where
K3
γβα
′/2 < 1
for α′ > α¯ and α¯ sufficiently large.
Moreover, using the explicit expressions (85), (86), Lemma 3.2, the bound∣∣∇E′P ∣∣nm − ∇E′P ∣∣nm−1∣∣ Cγm/4 (178)
at fixed n from Lemma 6.7, and a resolvent expansion one can show that∥∥∥∥ 1
HW
′
P |n(m−1)m − z
− 1
H˜W
′
P |n(m−1)m − z
∥∥∥∥
 C| Im z|
∥∥∥∥( 1
HW
′
P |n(m−1)m − z
)1/2[
H˜W
′
P
∣∣n(m−1)
m
−HW ′P
∣∣n(m−1)
m
]( 1
HW
′
P |n(m−1)m − z
)1/2∥∥∥∥
(179)
where the right-hand side in (179) can be controlled in terms of (178).
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H˜W
′
P |n(m−1)m − z
− 1
HW
′
P |n(m−1)m−1 − z
∥∥∥∥ C|g|γ (m−1)/2| Im z| . (180)
by operator estimates similar to those used to control (102).
Finally, for α′ > α¯ and α¯ sufficiently large, the estimates in (177), (179) and (180) imply that
the family of resolvents ([HW ′P |n(m)m − z]−1)m∈N is a Cauchy sequence in the norm topology,
which concludes the proof. 
We can now prove the second main result, namely the convergence of the ground state vectors
φP |nm as n,m→ ∞ with n≡ n(m).
Proof of Theorem 2.2. (i) Define
αmin := max
{∣∣∣∣6 lnK − lnγlnβ
∣∣∣∣, α¯}. (181)
For any N  α′ > αmin, let n(m)= α′m. By Theorem 6.3 and Corollary 7.6 we can estimate
∥∥φP |n(m)m − φP |n(m−1)m−1 ∥∥ ∥∥φP |n(m−1)m−1 − φP |n(m−1)m ∥∥+ α
′m∑
l=α′(m−1)
∥∥φP |lm − φP |l−1m ∥∥
mγ m−14 + α′
[
CmK3m+1
(
α′m
βα
′(m−1)γ m
)1/2]
mγ m−14 +m3/2α′3/2CKβα′/2
(
K3
(βα
′
γ )1/2
)m
.
Due to (181) the term K3
(βα
′
γ )1/2
< 1 so that (φP |n(m)m )m∈N is a Cauchy sequence. We denote its
limit by φP |∞∞. Finally Theorem 6.3 ensures that the vector φP |∞∞ has norm larger than 12 .(ii) Let E′P |∞∞ := limm→∞E′P |∞m which exists and is finite by Theorem 5.8 and Corollary 5.4.
By Lemma 7.7 and (i), E′P |∞∞ is the eigenvalue corresponding to the eigenvector φP |∞∞ of
HW
′
P |∞∞. Furthermore,
Spec
(
HW
′
P
∣∣n
m
)= Spec(H ′P ∣∣nm)⊆ [E′P ∣∣nm,∞).
By the nonexpansion property of the norm resolvent convergence for self-adjoint operators [13,
Theorem VIII.24], this implies that φP |∞∞ is ground state of HW ′P |∞∞ and E′P |∞∞ is the ground
state energy. 
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Proof of Lemma 3.2. Let ψ ∈D(H 1/2P,0). We start with the identity
〈ψ,HP,0ψ〉 =
〈
ψ,H ′P
∣∣n
m
ψ
〉− 〈ψ,H ′P ∣∣n0ψ 〉− 〈ψ,gΦ|0mψ 〉 (182)
where〈
ψ,H ′P
∣∣n
0ψ
〉
=
〈
ψ,
[
1
2
((
B|n0
)2 + (B∗∣∣n0)2)+B∗∣∣n0 ·B|n0 − (P − Pf ) ·B|n0 −B∗∣∣n0 · (P − Pf )]ψ〉
= Re[〈ψ, (B|n0)2ψ 〉+ 〈B|n0ψ,B|n0ψ 〉− 2〈(P − Pf )ψ,B|n0ψ 〉].
We denote the number operator of bosons in the momentum range [κ,σn) by
N |n0 :=
∫
Bσn\Bκ
dk b(k)∗b(k)
and express the vector ψ ∈ F as a sequence (ψj )j0 of j -particle wave functions ψj ∈
L2(R3j ,C), j  1, and ψ0 ∈ C. Following [11, Proof of Lemma 5] it is convenient to consider
an estimate of the following type
Re
〈
ψ,
(
B|n0
)2
ψ
〉= Re〈(N |n0 + 3)1/2ψ, (N |n0 + 3)−1/2(B|n0)2ψ 〉

∥∥(N |n0 + 3)1/2ψ∥∥∥∥(N |n0 + 3)−1/2(B|n0)2ψ∥∥. (183)
We consider the two norms in (183) separately. For I ⊂R+0 let 1I (k)≡ 1I (|k|) denote the char-
acteristic function of I . Schwarz’s inequality gives∥∥(N |n0 + 3)−1/2(B|n0)2ψ∥∥2
 c1g4
∞∑
j=0
∫
dk1 . . .
∫
dkj+2
(j + 1)(j + 2)ω(kj+1)1/21[κ,∞)(kj+1)ω(kj+2)1/21[κ,∞)(kj+2)∑j
i=1 1[κ,∞)(ki)+ 3
× ∣∣ψ(j+2)(k1 . . . kj+2)∣∣2
 c1g4
∞∑
j=0
∫
dk1 . . .
∫
dkj+2
(j + 1)(j + 2)ω(kj+1)1/2ω(kj+2)1/21[κ,∞)(kj+1)1[κ,∞)(kj+2)∑j+2
i=1 1[κ,∞)(ki)+ 1
× ∣∣ψ(j+2)(k1 . . . kj+2)∣∣2
 c1g4
∞∑
j=0
∫
dk1 . . .
∫
dkj+2(j + 1)(j + 2)
× 1
2
[
ω(kj+1)1[κ,∞)(kj+2)+ω(kj+2)1[κ,∞)(kj+1)
] |ψ(j+2)(k1 . . . kj+2)|2∑j+2 1 (k )+ 1 , (184)i=1 [κ,∞) i
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c1 :=
(∫
dk
∣∣∣∣k ρ(k)|k|2
2 +ω(k)
1[κ,∞)(k)
ω(k)1/4
∣∣∣∣2)2.
Using the symmetry we get
(184) = g4c1
∞∑
j=0
∫
dk1 . . .
∫
dkj+2
j+2∑
l=1
∑
m =l
ω(kl)1[κ,∞)(km)
|ψ(j+2)(k1 . . . kj+2)|2∑j+2
i=1 1[κ,∞)(ki)+ 1
 g4c1
∞∑
j=0
∫
dk1 . . .
∫
dkj+2
[
j+2∑
l=1
ω(kl)
] ∑j+2
m=1 1[κ,∞)(km)∑j+2
i=1 1[κ,∞)(ki)+ 1
∣∣ψ(j+2)(k1 . . . kj+2)∣∣2
 g4c1
∥∥(Hf )1/2ψ∥∥2.
For the remaining term in (183) we compute
〈
ψ,
(
N |n0 + 3
)
ψ
〉
 1
κ
〈
ψ,Hfψ
〉+ 3〈ψ,ψ〉. (185)
Moreover, we estimate∣∣〈ψ, (P − Pf )B|n0ψ 〉∣∣ ∥∥(P − Pf )ψ∥∥∥∥B|n0ψ∥∥√2∥∥H 1/2P,0ψ∥∥∥∥B|n0ψ∥∥ (186)
where by the standard inequalities in (39)∥∥B|n0ψ∥∥ |g|c2∥∥(Hf )1/2ψ∥∥ (187)
holds true for an n-independent and finite constant
c2 :=
(∫
dk
∣∣∣∣k ρ(k)|k|2
2 +ω(k)
1[κ,∞)(k)
ω(k)1/2
∣∣∣∣2)1/2.
Finally, using the standard inequalities in (22) again, we find∣∣〈ψ,gΦ|0mψ 〉∣∣ 2|g|c3‖ψ‖∥∥(Hf )1/2ψ∥∥ |g|c3(〈ψ,HP,0ψ〉 + 〈ψ,ψ〉) (188)
for an m-independent and finite constant
c3 :=
(∫
dk
∣∣∣∣ρ(k)1[0,κ)(k)ω(k)1/2
∣∣∣∣)1/2.
Hence, for |g| 1 the identity (182) and the estimates (183)–(188) yield the bound∣∣〈ψ,H ′ ∣∣nψ 〉∣∣+ ∣∣〈ψ,gΦ|0 ψ 〉∣∣ |g|[ca〈ψ,HP,0ψ〉 + cb〈ψ,ψ〉] (189)P 0 m
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claim. 
Proof of Corollary 5.4. (i) We note that E′P |nm  〈Ω,H ′P |nmΩ〉 = P
2
2 and, furthermore, by ap-
plying Lemma 3.2 we observe that for any φ ∈D(H 1/2P,0), ‖φ‖ = 1,
0
(
1 − |g|ca
)〈φ,HP,0φ〉 〈φ,H ′P ∣∣nmφ〉+ |g|cb.
(ii) First we study the case |k|< 1 where we follow a strategy similar to [5, Section VI]:
E′P−k
∣∣n
m
−E′P
∣∣n
m
= inf‖ϕ‖=1
[〈
ϕ,
(
H ′P−k
∣∣n
m
−H ′P
∣∣n
m
)
ϕ
〉+ 〈ϕ,H ′P ∣∣nmϕ〉−E′P ∣∣nm]
 inf‖ϕ‖=1
[
k2
2
− |k|∣∣〈ϕ, (P − Pf +B|n0 +B∗∣∣n0)ϕ〉∣∣+ 〈ϕ,H ′P ∣∣nmϕ〉−E′P ∣∣nm]
where the infimum is meant to be taken over ϕ ∈D(H 1/2P,0)∩F |nm only. By the standard estimates
(39) we get ∣∣〈ϕ, (P − Pf +B|n0 +B∗∣∣n0)ϕ〉∣∣ (√2 + 2|g|C)∥∥H 1/2P,0ϕ∥∥ (190)
where C does not depend on n since B∗|n0 can be seen to act to the left and the integral in (39)
converges for any n ∈ N ∪ {∞}. Using Lemma 3.2 it turns out that E′P−k|nm −E′P |nm is bounded
from below by
inf‖ϕ‖=1
[
k2
2
− |k|
√
2 + 2C|g|√
1 − |g|ca
√〈
ϕ,H ′P
∣∣n
m
ϕ
〉+ |g|cb + 〈ϕ,H ′P ∣∣nmϕ〉−E′P ∣∣nm]
 inf
λ0
[
k2
2
− |k|
√
2 + 2C|g|√
1 − |g|ca
√
λ+E′P
∣∣n
m
+ |g|cb + λ
]
=: inf
λ0
f (λ)
where
f (λ) := k
2
2
− |k|
√
2 + 2C|g|√
1 − |g|ca
√
λ+E′P
∣∣n
m
+ |g|cb + λ. (191)
The infimum can be attained either at λ∗ = 0 or at λ∗ such that f ′(λ∗)= 0, i.e.
λ∗ = |k|
2
4
(
√
2 + 2C|g|)2
1 − |g|ca −
(
E′P
∣∣n
m
+ |g|cb
)
. (192)
Case λ∗ = 0. Since
f (0)−|k|
√
2 + 2C|g|√
1 − |g|ca
√
E′P
∣∣n
m
+ |g|cb
and, by claim (ii),
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∣∣n
m
+ |g|cb  P
2
2
+ |g|cb  P
2
max
2
+ |g|cb,
we obtain the lower bound
f (0)−|k|
√
2 + 2C|g|√
1 − |g|ca
(
Pmax√
2
+O(|g|))= −|k|Pmax(1 +O(|g|)). (193)
Case λ∗ > 0. To evaluate
f
(
λ∗
)= k2
2
(
1 − 1
2
(
√
2 + 2C|g|)2
1 − |g|ca
)
− (E′P ∣∣nm + |g|cb)
we consider that λ∗ given in (192) is assumed to be larger than zero. This implies that
f
(
λ∗
)
>
k2
2
(
1 − (
√
2 + 2C|g|)2
1 − |g|ca
)
= −k2
(
1
2
+O(g)
)
>−|k|
(
1
2
+O(g)
)
(194)
where we have used that |k|< 1.
Recall that Pmax = 14 . Therefore, taking the minimum of both lower bounds (193) and (194)
for |g| sufficiently small proves that, for all |k|< 1,
E′P−k
∣∣n
m
−E′P
∣∣n
m
−c|k|, (195)
for any c > 12 , and in particular for c = C∇E := 34 .
For the case |k| 1 Theorem 3.1 implies:
E′P−k
∣∣n
m
−E′P
∣∣n
m
= (E′P−k∣∣nm −E′0∣∣nm)+ (E′0∣∣nm −E′P ∣∣nm)E′0∣∣nm −E′P ∣∣nm (196)
−C∇E |Pmax|−C∇E |k|, (197)
where the step from (196) to (197) is justified by invoking the result in the case |k| < 1, i.e., by
replacing k = P in (195).
(iii) Let Ψ ′P |nm be the eigenvector corresponding to E′P |nm, then we get
E′P
∣∣n+1
m

〈
Ψ ′P |nm
‖Ψ ′P |nm‖
⊗Ω, [H ′P ∣∣n0 +H ′P ∣∣n+1n + gΦ|0m] Ψ ′P |nm‖Ψ ′P |nm‖ ⊗Ω
〉
=
〈
Ψ ′P |nm
‖Ψ ′P |nm‖
,H ′P
∣∣n
0
Ψ ′P |nm
‖Ψ ′P |nm‖
〉
=E′P
∣∣n
m
as well as
E′P
∣∣n
m+1 
〈
Ψ ′P |nm
‖Ψ ′P |nm‖
⊗Ω, [H ′P ∣∣nm + gΦ|mm+1] Ψ ′P |nm‖Ψ ′P |nm‖ ⊗Ω
〉
=
〈
Ψ ′P |nm
‖Ψ ′P |nm‖
,H ′P
∣∣n
m
Ψ ′P |nm
‖Ψ ′P |nm‖
〉
=E′P
∣∣n
m
. 
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Derivation of identity (85). Let n,m ∈N. Recalling (6) we can start with the expression
H ′P
∣∣n
m
= 1
2
(
P − Pf )2 +Hf + 1
2
[(
B|n0
)2 + (B∗∣∣n0)2]+B∗∣∣n0 ·B|n0
− (P − Pf ) ·B|n0 −B∗∣∣n0 · (P − Pf )+ gΦ|0m.
This Hamiltonian can be written in the form
H ′P
∣∣n
m
= 1
2
(
P − Pf −B|n0 −B∗
∣∣n
0
)2 +Hf + gΦ|0m + SP,n
where we collected terms acting in the ultraviolet region in
SP,n := 12
([
B|n0,P − Pf
]+ [P − Pf ,B∗∣∣n0]− [B|n0,B∗∣∣n0]).
The conjugation by Wm(∇E′P |nm) on these various terms reads
Wm
(∇E′P ∣∣nm)PfWm(∇E′P ∣∣nm)∗ = Pf +A(n)P,m +C(k,n)P,m ,
Wm
(∇E′P ∣∣nm)HfWm(∇E′P ∣∣nm)∗ =Hf +L(n)P,m +C(ω,n)P,m ,
Wm
(∇E′P ∣∣nm)gΦ|0mWm(∇E′P ∣∣nm)∗ = gΦ|0m +C(ρ,n)P,m ,
Wm
(∇E′P ∣∣nm)SP,nWm(∇E′P ∣∣nm)∗ = SP,n (198)
for
L
(n)
P,m :=
∫
dk ω(k)αm
(∇E′P ∣∣nm, k)[b(k)+ b∗(k)],
and A(n)P,m,C
(k,n)
P,m ,C
(ω,n)
P,m ,C
(ρ,n)
P,m given in Eqs. (82).
Using these formulae we find
Wm
(∇E′P ∣∣nm)H ′P ∣∣nmWm(∇E′P ∣∣nm)∗ = 12(P − Pf −A(n)P,m −B|n0 −B∗∣∣n0 −C(k,n)P,m )2
+ (Hf +L(n)P,m +C(ω,n)P,m )+ (gΦ|0m +C(ρ,n)P,m )+ SP,n.
Applying the identity (79) we further have
P = ∇E′P
∣∣n
m
+ 〈[Pf +B|n0 +B∗∣∣n0]〉Ψ ′P |nm
= ∇E′P
∣∣n
m
+ 〈Pf +A(n)P,m +B|n0 +B∗∣∣n0 〉WmΨ ′P |nm +C(k,n)P,m
= ∇E′ ∣∣n + 〈ΠP |nm〉 n +C(k,n), (199)P m φP |m P,m
S. Bachmann et al. / Journal of Functional Analysis 263 (2012) 1224–1282 1281so that we obtain
Wm
(∇E′P ∣∣nm)H ′P ∣∣nmWm(∇E′P ∣∣nm)∗
= 1
2
(∇E′P ∣∣nm + 〈Pf +A(n)P,m +B|n0 +B∗∣∣n0 〉φP |nm − (Pf +A(n)P,m +B|n0 +B∗∣∣n0))2
+Hf +L(n)P,m +C(ω,n)P,m + gΦ|0m +C(ρ,n)P,m + SP,n
= 1
2
ΓP |nm2 +
1
2
∇E′P
∣∣n
m
2
+ ∇E′P
∣∣n
m
· (〈Pf +A(n)P,m +B|n0 +B∗∣∣n0 〉φP |nm − (Pf +A(n)P,m +B|n0 +B∗∣∣n0))
+Hf +L(n)P,m +C(ω,n)P,m + gΦ|0m +C(ρ,n)P,m + SP,n.
The transformation Wm was designed to yield the following cancellation
−∇E′P
∣∣n
m
·A(n)P,m +L(n)P,m + gΦ|0m = 0. (200)
Hence, using the abbreviations introduced in the beginning of Section 6, we finally arrive at the
form
HW
′
P
∣∣n
m
:=Wm
(∇E′P ∣∣nm)H ′P ∣∣nmWm(∇E′P ∣∣nm)∗
= 1
2
ΓP |nm2 +Hf − ∇E′P
∣∣n
m
· Pf +C(n)P,m +RP |nm. (201)
By analogous methods as in [11] for the ultraviolet region it can then we verified that this equality
actually holds on D(HP,0). 
Derivation of identity (86). From the definition of H˜W ′P |nm, we can write
H˜W
′
P
∣∣n
m
=Wm
(∇E′P ∣∣nm−1)Wm−1(∇E′P ∣∣nm−1)∗[HW ′P ∣∣nm−1 + gΦ|m−1m ]
×Wm−1
(∇E′P ∣∣nm−1)Wm(∇E′P ∣∣nm−1)∗
which by virtue of the formulae (198) as well as identity (201) gives
H˜W
′
P
∣∣n
m
= 1
2
(
ΓP |nm−1 + A˜(n)P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1
)2
+Hf + L˜(n)P,m −L(n)P,m−1 + C˜(ω,n)P,m −C(ω,n)P,m−1
− ∇E′P
∣∣n
m−1 ·
(
Pf + A˜(n)P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1
)
+ gΦ|0m + C˜(ρ,n)P,m −C(ρ,n)P,m−1 +C(n)P,m−1 +RP |nm−1
for
L˜
(n)
P,m :=
∫
dk ω(k)αm
(∇E′P ∣∣nm−1, k)[b(k)+ b∗(k)].
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C˜
(k,n)
P,m = C(k,n)P,m−1 − ∇E′P
∣∣n
m−1 ·
(
C˜
(k,n)
P,m −C(k,n)P,m−1
)+ C˜(ω,n)P,m −C(ω,n)P,m−1 + C˜(ρ,n)P,m −C(ρ,n)P,m−1
we finally obtain
H˜W
′
P
∣∣n
m
= 1
2
(
ΓP |nm−1 + A˜(n)P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1
)2 +Hf − ∇E′P ∣∣nm−1 · Pf
+ C˜(n)P,m +RP |nm−1.
One can verify that this identity holds on D(HP,0). 
Derivation of identity (92). By definitions (84) and (88),
Γ˜P |nm − ΓP |nm−1 =
〈
ΠP |nm−1
〉
φP |nm−1 −
〈
Π˜P |nm
〉
φ˜P |nm + Π˜P |
n
m −ΠP |nm−1,
so that (199) yields
Γ˜P |nm − ΓP |nm−1 = ∇E′P
∣∣n
m
− ∇E′P
∣∣n
m−1 + A˜(n)P,m −A(n)P,m−1 + C˜(k,n)P,m −C(k,n)P,m−1.
One can verify that this identity holds on D(HP,0). 
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