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The low-lying electronic excited states of thieno3,4-bpyrazine have been studied using the
multiconfigurational second-order perturbation CASPT2 theory with extended atomic natural orbital
basis sets. The CASPT2 results allow for a full interpretation of the electronic absorption and
emission spectra and provide valuable information for the rationalization of the experimental data.
The nature, position, and intensity of the spectral bands have been analyzed in detail. A preliminary
comparative study of the ground-state geometry of thieno3,4-bpyrazine has been performed at the
coupled cluster single and doubles and density functional theory levels using a variety of
correlation-consistent basis sets. Thieno3,4-bpyrazine exhibits a polyene-like structure in the
ground state due to the bond localization in the pyrazine moiety. An aromatization of the pyrazine
unit is predicted for the lowest-energy electronic excited states. © 2009 American Institute of
Physics. doi:10.1063/1.3274816
I. INTRODUCTION
The development of low-bandgap polymers has been the
subject of much interest in recent years motivated by their
technologically attractive physical properties, their intrinsic
electrical conductivity, their interesting optical properties,
and their amphoteric electrochemical behavior.1 The synthe-
sis of polyisothianaphthene pITN,2 whose bandgap Eg
=1.1 eV is about 1 eV lower than that of the parent poly-
thiophene, showed up the possibility of tuning the polymer
bandgap by modifying the structure of the conjugated back-
bone. pITN was designed on the basis of the idea that fusion
of a benzene ring to the thiophene ring would promote the
quinoidal character of the polythiophene chain, thereby re-
ducing the bandgap. Since then, much effort has been de-
voted, both theoretically and experimentally, to explore the
relationship between the chemical structure of conjugated
polymers and their bandgap in order to further reduce the
size of the latter.1
Thieno3,4-bpyrazine TP, for which the benzene ring
of ITN is replaced by a pyrazine ring see Fig. 1, has been
shown to be an excellent precursor for the production of
low-bandgap conjugated oligomers and polymers. The pres-
ence of nitrogen atoms improves the processability of the
polymer and reduces the steric interactions between adjacent
monomeric units that force the pITN polymer to adopt a
nonplanar conformation.3,4 The interest in TP conjugated de-
rivatives began in 1990 when theoretical calculations pre-
dicting a very small bandgap 0.70 eV for polyTP pTP
were reported.5,6 After this prediction, general synthetic
routes have been developed to obtain different derivatives of
pTP. Pomerantz and co-workers7 prepared poly2,3-
dihexylTP for which a bandgap of 0.95 eV was estimated.
More recently, Rasmussen et al.8 investigated the electropo-
lymerization of various 2,3-disubstituted TPs and obtained
bandgap values of only 0.66–0.79 eV, which lie in the range
predicted theoretically for nonsubstituted polyTP. From these
preliminary studies, TP has been used as a building block to
modulate the bandgap when mixed with other heterocyclic
units in conjugated oligomers and polymers.9 This strategy
has given rise to a wide range of applications such as trans-
parent conductors, light-emitting materials,10 thin film
transistors,11 photovoltaic devices,12 solar cells,13 and poly-
meric electrochromics for data storage.14
To fully understand the electronic and optical properties
of the conjugated systems derived from TP, it is necessary to
have an in-depth knowledge of the structure and properties
of the monomeric precursor. In this sense, the characteriza-
tion of TPs is rather limited. The first reports on TP were the
synthesis of the 2,3-diphenyl- and 2,3-dimethyl-derivatives
in 195715 and 1981,16 respectively, but it was not until 2002
that the first full characterization of TPs was reported.17 In
this and later studies, Rasmussen included the X-ray geom-
etry determination of 2,3-dimethyl-TP and the photophysical
characterization of a series of monomeric 2,3-di-
functionalized TPs including the nonsubstituted TP.17–19 The
structure and the absorption spectra of TP were theoretically
calculated using semiempirical methods.19 The semiempir-
ical results provided a qualitative description of the low-
energy region of the spectrum, the interpretation of the high-
energy bands being rather limited.
In the present contribution, a detailed theoretical study
of the structural and electronic properties of TP has been
carried out. Density functional theory DFT, coupled cluster
CC, and multiconfigurational second-order perturbation
theory methodologies have been employed in order to ana-
lyze the geometrical structure and to elucidate the nature,
position, and intensity of the bands of the absorption and
emission spectra. Since the theoretical study of more ex-
tended systems such as oligomers and polymers is of high
interest to develop low-bandgap materials, we will addition-aElectronic mail: enrique.orti@uv.es.
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ally check whether the DFT approach can be a valuable al-
ternative to more expensive computational methods for this
kind of systems.
II. COMPUTATIONAL DETAILS
The ground-state geometry of TP was optimized by us-
ing the DFT approach and the coupled cluster singles and
doubles CCSD method.20 For the DFT calculations, the
Becke’s three-parameter B3LYP exchange-correlation func-
tional was employed.21,22 The correlation-consistent cc-
pVDZ, cc-pVTZ, and aug-cc-pVDZ basis sets23 were uti-
lized for geometry optimizations.
For the computation of the vertical excitation energies,
the complete-active-space self-consistent-field CASSCF
approximation was used in combination with a multiconfigu-
rational second-order perturbation approach, the CASPT2
method.24,25 CASSCF/CASPT2 calculations reproduce verti-
cal excitations energies of organic molecules usually within
0.2 eV.26 The active space includes the  and  valence
molecular orbitals 9 MOs, two  orbitals which correspond
to the lone pairs of nitrogen atoms, and 14 electrons 10
and 4 electrons. CASSCF/CASPT2 calculations were per-
formed making use of atomic natural orbital ANO type
basis sets contracted with the schemes: 3s2p1d for carbon
and nitrogen atoms, 4s3p1d for sulfur, and 2s for
hydrogen.27
The basis set was supplemented with a set of specifically
designed 1s1p1d rydberg-type functions, contracted from a
set of 8s8p8d primitives, placed in the averaged charge cen-
troid of the 2A2, 2B1, and 2A1 states of the cation.28 Such an
enlargement of the basis set is required for the adequate rep-
resentation of the rydberg excited states. Thus, apart from
valence states, the lowest members of the rydberg series con-
verging to the first ionization potential have also been taken
into account for the neutral system, extending the active
space to include the 3s, 3p, and 3d orbitals. The simultaneous
inclusion of nine one-electron functions would yield an ex-
cessive number of active orbitals. Thus, the enlargement was
carried out by adding selected sets of rydberg orbitals to the
valence space. To avoid singularities, an imaginary shift of
0.2 a.u., selected through calibration, was introduced.29 The
CASSCF state-interaction CASSI method was employed to
compute the oscillator strength.30,31 Energy differences cor-
rected by CASPT2 correlation energies were used in the os-
cillator strength formula. Solvent effects were considered
within the self-consistent reaction field theory using the po-
larized continuum model PCM approach to model the in-
teraction with the solvent.32 The PCM model considers the
solvent as a continuous medium with a dielectric constant ,
and represents the solute by means of a cavity built with a
number of interlaced spheres.33
DFT and CCSD calculations were carried out making
use of the C.02 revision of the GAUSSIAN03 suite of
programs.34 CASSCF/CASPT2 calculations were performed
with the MOLCAS-6.4 program package.35
III. RESULTS AND DISCUSSION
A. Ground-state geometry
TP is predicted to have a planar conformation C2v sym-
metry in its ground electronic state 1 1A1. Table I collects
the bond distances and bond angles optimized at the DFT
and CCSD levels using the cc-pVDZ, cc-pVTZ, and aug-cc-
pVDZ basis sets. Theoretical data are compared with aver-
aged X-ray data obtained from the experimental structures
reported by Rasmussen et al. for 2,3-dimethyl-TP,17
2,3-dihexyl-TP,36 and 2,3-bisbromomethyl-TP.37 Table I
further includes the computed and microwave geometries38
of the thiophene molecule for comparison purposes. The
atom numbering used in this section corresponds to that de-
picted in Fig. 1 for TP.
As shown by the bond distances summarized in Table I,
the TP molecule, in its ground state, exhibits a pro-quinoid
structure. The fusion of the pyrazine ring with the parent
thiophene ring involves the lost of the aromaticity in the
pyrazine unit, whereas the geometry of thiophene remains
almost unaltered. At the CCSD/cc-pVTZ level, the C3–N1
and C4–N2 bonds have a length of about 1.380 Å, while the
N1–C5 and N2–C6 bonds are much shorter and have a length
of 1.296 Å. These bond distances are drastically different
from those calculated at the CCSD/cc-pVTZ level for the
pyrazine ring 1.333 Å. TP therefore shows a 3,6-diaza-
octatetraene-type structure with a marked single-double bond
length alternation BLA along its periphery and should be
better visualized as resulting from the linkage of a diazadiene
unit to the thiophene ring. The single-double alternation can
be quantified taking RC–C=RC5–C6–RC1–C3 and
RN–C=RC3–N1–RN1–C5 as measures of the BLA of
C–C and N–C bonds, respectively. At the CCSD/cc-pVTZ
level, RC–C and RN–C take values of 0.075 and 0.085 Å,
respectively, showing the polyene-like structure of TP.
The comparison of the CCSD parameters obtained with
the three basis sets shows that the cc-pVDZ and aug-cc-
pVDZ basis sets provide almost identical values for the bond
lengths and the bond angles of TP. The inclusion of diffuse
functions therefore has a negligible effect on the computed
geometry. In contrast, the triple-zeta cc-pVTZ basis set leads
to a reduction of all bond distances 0.01 Å and espe-
cially affects the C–S bonds that shorten by ca. 0.02 Å. The
cc-pVTZ basis set indeed provides the best agreement be-
tween the computed values and the averaged X-ray data col-
lected in Table I for substituted 2,3-alkyl-TPs.17,36,37 The
comparison between CCSD/cc-pVTZ results and X-ray data
FIG. 1. Chemical structure of ITN and TP. Atom numbering is given for TP.
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TABLE I. Experimental and computed geometries for the ground state of TP and thiophene bond distances in angstroms and angles in degrees.
Parameters
Thieno3,4-bpyrazine Thiophene
CCSD B3LYP Expt.a CCSD B3LYP Expt.b
cc-pVDZ cc-pVTZ aug-cc-pVDZ cc-pVDZ cc-pVTZ aug-cc-pVDZ cc-pVDZ cc-pVTZ aug-cc-pVDZ cc-pVDZ cc-pVTZ aug-cc-VDZ
S1–C1 1.725 1.707 1.728 1.722 1.708 1.722 1.692 1.740 1.725 1.743 1.738 1.727 1.739 1.714
C1–C3 1.388 1.376 1.389 1.387 1.380 1.387 1.371 1.376 1.362 1.378 1.371 1.363 1.372 1.370
C3–C4 1.448 1.436 1.450 1.453 1.446 1.453 1.432 1.443 1.430 1.443 1.431 1.423 1.431 1.423
C3–N1 1.393 1.380 1.393 1.373 1.366 1.372 1.374
N1–C5 1.308 1.296 1.309 1.311 1.303 1.309 1.305
C5–C6 1.464 1.451 1.467 1.443 1.435 1.443 1.464
C1–S1–C2 93.39 93.86 93.57 93.90 94.25 94.00 93.86 91.35 91.54 91.41 91.49 91.64 91.50 92.17
S1–C1–C3 110.81 110.49 110.59 110.49 110.34 110.38 110.97 111.96 111.76 111.86 111.53 111.45 111.51 111.47
C1–C3–C4 112.50 112.59 112.63 112.56 112.53 112.62 111.93 112.36 112.47 112.44 112.72 112.73 112.74 112.45
C4–C3–N1 122.31 121.97 122.08 121.81 121.50 121.60 121.53
C3–N1–C5 113.43 114.10 113.94 114.42 115.00 114.85 115.98
N1–C5–C6 124.27 123.94 123.98 123.78 123.50 123.55 122.31
aX-ray data averaged from the structures reported for 2,3-dimethyl-TP Ref. 17, 2,3-dihexyl-TP Ref. 36, and 2,3-bisbromomethyl-TP Ref. 37.
bMicrowave data from Ref. 38.
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shows up small average deviations of 0.009 Å for the bond
lengths and below 1° for the bond angles. The higher devia-
tions observed for the C3–N1–C5 1.9° and N1–C5–C6
1.6° angles are probably due to the presence of alkyl sub-
stituents in the experimental structure. The geometry of TP
was previously calculated using semiempirical
methods.5,39,40 These methods reproduced the bond localiza-
tion of the pyrazine moiety quite well but failed in predicting
the relative length of the C3–C4 and C5–C6 bonds.
The analysis of the results obtained using the B3LYP
approach reveals that this methodology also gives an ad-
equate description of the geometry of TP. The effects of the
basis sets are similar to those found with CCSD, and B3LYP/
cc-pVTZ calculations lead to average deviations with respect
to experiment 0.014 Å for the bond lengths and 0.6° for the
bond angles of the same order than CCSD. Therefore, both
CCSD and B3LYP approaches provide a molecular structure
that correlates well with the experimental data.
For the thiophene molecule, the existence of an experi-
mental geometry measured in gas phase microwave data38
allows for a more accurate comparison between theory and
experiment. The average deviations between the computed
results cc-pVTZ and the experimental values are now lower
than 0.01 Å for the bond lengths and 0.3° for the bond angles
at both the CCSD and B3LYP levels. The deviations between
CCSD and DFT values are actually of only 0.003 Å and 0.2°.
Therefore, DFT turns out to be a valid alternative to CCSD
for geometry optimization.
B. Vertical excited states of TP
Table II collects the vertical excitation energies and os-
cillator strengths calculated at the CASSCF/CASPT2 levels
for the electronic states of TP using the B3LYP/cc-pVTZ-
optimized geometry of the ground state. The energy ordering
of the states corresponds to that determined with CASPT2.
The most important electronic configurations describing the
excited states of TP and their weights in the CASSCF wave
function are summarized in Fig. 2. The available experimen-
tal data, taken from the electronic spectrum of TP recorded in
CH3CN at room temperature,19 have been also included in
Table II for the sake of comparison.
Figure 3 sketches the atomic orbital composition of the
three highest occupied molecular orbitals HOMO,
HOMO–1, and HOMO–2 and of the lowest unoccupied mo-
lecular orbital LUMO. The HOMO is of  nature and is
more localized over the thiophene ring with no contribution
from the sulfur atom a2 symmetry. The HOMO–2 and the
LUMO are also of  nature but with large contributions from
the sulfur atom b1 symmetry. The HOMO–1 is of  nature
and mainly corresponds to the nitrogen lone pairs. As
sketched in Fig. 2, the HOMO, HOMO–1, and HOMO–2 are
very close in energy, in only 0.88 eV B3LYP/cc-pVTZ
level, while the LUMO is well separated from the rest of
virtual orbitals 2.36 eV. Therefore three close-in-energy
electronic transitions involving the HOMO, HOMO–1,
HOMO−2→LUMO excitations have to be expected at low
energies.
CASPT2 calculations predict the occurrence of two elec-
tronic excited states below 3.5 eV see Table II. They are the
1 1B1 and the 1 1B2 states, which are computed to lie 3.11
and 3.35 eV above the ground state, respectively. The tran-
sition to the former mainly involves the excitation from the
HOMO–1 nitrogen lone pairs to the LUMO  and there-
fore exhibits an n character. The transition to the latter
TABLE II. Vertical excitation energies E, in eV and oscillator strengths f calculated for the electronic
states of TP compared with experimental data.
State
CASSCF CASPT2 Expt.a
E E f E f
1 1A1
b
1 1B1n 5.40 3.11 0.008
1 1B2 5.37 3.35 0.033 3.54 0.053
2 1A1 5.08 3.82 0.091 3.99–4.15 0.184
3 1A1 7.06 5.11 0.321 5.41 0.391
2 1B2 7.23 5.20 0.078
2 1B1n 8.52 5.45 0.004
4 1A1 6.73 5.52 0.012
1 1A2Ryd 6.31 5.64 0.000
3 1B1 7.09 5.67 0.006
3 1B2 8.91 5.86 0.009
4 1B2 9.11 6.00 0.079
5 1A1 9.16 6.09 0.263
4 1B1n 8.95 6.16 0.000
2 1A2Ryd 6.73 6.17 0.000
6 1A1 8.65 6.22 0.379 6.23 0.412
5 1B2Ryd 6.53 6.23 0.020
5 1B1Ryd 7.79 6.43 0.002
7 1A1Ryd 7.31 6.69 0.001
6 1B2Ryd 7.10 6.75 0.000
aAbsorption maxima recorded for TP in CH3CN at room temperature from Ref. 19.
bGround electronic state.
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corresponds to a → excitation from the HOMO to the
LUMO. CASPT2 calculations therefore predict the n→
transition to occur at slightly lower energies than the
→ transition. Both transitions are computed to be weak
and, as expected, the oscillator strength for the n→ exci-
tation is smaller.
The experimental spectrum of TP shows, in this region, a
broad and fairly weak band at approximately 350 nm
3.54 eV. In the light of the CASPT2 results obtained here,
the transitions to both the 1 1B1 and the 1 1B2 states are
contributing to the feature experimentally observed. Such a
conclusion is in accordance with the analysis of analogous
compounds performed by Rasmussen et al.19 In this study, it
was emphasized that the spectral profile of TP in this region
is very similar to that recorded for quinoxaline, which has
been attributed to a pyrazine-based n→ transition. How-
ever, according to the intensity pattern observed, they con-
cluded that it could be better related to the weakly allowed
→ transition observed for isothianaphthene, an isostruc-
tural compound, which is located in the same energy region.
Our calculations support that both transitions are responsible
for such an absorption, with the weaker n→ excitation
lying under the stronger → one.
In the region close to 4 eV, the experimental spectrum
shows two peaks at 3.99 and 4.15 eV. Due to the close en-
ergetic spacing of the bands and their intensity, Rasmussen
assigned them to the vibrational structure of only one
→ transition.19 CASPT2 results further support this con-
clusion. The transition responsible for the two peaks is the
excitation to the 2 1A1 state calculated at 3.82 eV, which has
an oscillator strength of 0.091, three times more intense than
the band at 3.35 eV, in agreement with the relative intensities
pattern found in the experimental spectrum. The HOMO−2
→LUMO configuration 50% is mainly involved in this ex-
cited state, with a small contribution from the HOMO
→LUMO+2 configuration 18%. Our results rule out the
existence of any other band contributing to the experimental
feature, since no other electronic state is calculated below
5 eV.
At higher-energy regions, an intense band has been de-
tected around 5.41 eV.19 According to our calculations, it
mainly corresponds to the → transition to the third state
of A1 symmetry, computed at 5.11 eV with a high oscillator
strength 0.321. The CASSCF wave function of this excited
state exhibits a large multiconfigurational character see
Fig. 2. Additionally, the 2 1B2 excited state, computed at
5.20 eV with a significant oscillator strength of 0.078, must
be also contributing to the experimental band at 5.41 eV.
The following electronic transitions are calculated to
have small oscillator strengths. The first rydberg transition,
FIG. 2. The most important electronic configurations in the CASSCF wave function for the low-lying states of TP. The orbital occupation and the weight in
the wave function are given.
FIG. 3. Electron density contours 0.03 e Bohr−3 calculated for selected
molecular orbitals of TP at the B3LYP/cc-pVTZ level.
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1 1A1→1 1A2, is computed to be at 5.64 eV. It is dipole
forbidden and the corresponding wave function implies the
single excitation from the HOMO to the first rydberg orbital
3s.
In the high energy region, the experimental spectrum
shows an intense band at 6.23 eV.19 CASPT2 calculations
find in this region two excited states, 5 1A1 and 6 1A1, with
remarkably high oscillator strengths 0.263 and 0.379, re-
spectively separated by only 0.13 eV. These states, lying at
6.09 and 6.22 eV above the ground state, correspond to 
→ transitions with a strong multiconfigurational character
see Fig. 2. The main contributors to the wave function are
the excitations from the HOMO–2 to the LUMO+1 and
from the HOMO to the LUMO+2. The small energy spacing
between the two transitions and the fact that the same con-
figurations are involved in the two states lead us to conclude
that both transitions are probably responsible for the absorp-
tion band observed at 6.23 eV. The theoretical description
reported here gives new insight into the interpretation of the
high energy region of the spectrum, which had been previ-
ously studied by means of the Zerner’s intermediate neglect
of differential overlap ZINDO procedure.19 Such semi-
empirical calculations were rather limited, underestimating
the experimental values by around 0.60–0.70 eV. In this
sense, it is worth emphasizing that this region is particularly
difficult to describe because of the occurrence of transitions
to 3p rydberg states.
In order to check the influence of the geometry on the
calculated excitation energies, the excited states of TP were
recomputed using the structures optimized both at the
B3LYP/cc-pVDZ and CCSD/cc-pVTZ levels. The structural
modifications do not yield significant differences on the com-
puted excitation energies. When using the CCSD/cc-pVTZ-
optimized geometry, the 1 1B1 and 1 1B2 states are calculated
at 3.20 eV f =0.009 and 3.42 eV f =0.030, respectively,
thus corroborating the lower energy and smaller intensity of
the n→ transition. The 1A1 states determining the
most intense transitions are calculated at 3.86 2 1A1,
5.10 3 1A1, 6.19 5 1A1, and 6.22 eV 6 1A1, the nearly
degeneration predicted for the 5 1A1 and 6 1A1 states being
in better accord with the experimental band observed at
6.23 eV. The ordering of the electronic states is the same and
the maximum deviation between the calculated excitation en-
ergies is of 0.1 eV. This validates the use of B3LYP-
optimized geometries for CASPT2 calculations.
Time-dependent DFT TDDFT calculations were per-
formed at the B3LYP/cc-pVTZ level in order to investigate
the performance of this approach to describe the excited
states of TP. B3LYP calculations predict the 1 1B1 n and
1 1B2  states as the lowest-energy states at 3.23 f
=0.002 and 3.39 eV f =0.029 above the ground state in
very good correlation with CASPT2 results see Table II.
However, the third excited state 2 1A1 is calculated at
4.40 eV overestimating by 0.6 eV the CASPT2 excitation
energy 3.82 eV. Higher-energy 1A1 excited states, which
are responsible of the absorptions observed at 5.41 and
6.23 eV, are not adequately described by TDDFT-B3LYP cal-
culations. These states have a large multiconfigurational
character that involves significant contributions from bielec-
tronic excitations, and appear close in energy to the first
rydberg states see Fig. 2 and Table II. B3LYP calculations
therefore provide a correct description of the lowest-energy
excited states of TP, but they are not accurate enough to
account for the excited-states in the high-energy region.
C. Emission spectrum
To shed light on the photophysics of TP, the emission
spectrum of TP was computed at the CASPT2 level. As men-
tioned above, the lowest excited states 1 1B1 and 1 1B2 are
very close in energy and, therefore, both states were consid-
ered in the CASSCF/CASPT2 calculations. Figure 4 displays
the optimized geometries of the 1 1B1 and 1 1B2 states, cal-
culated at the TDDFT B3LYP/cc-pVTZ level using the
TURBOMOLE program,41 together with that of the 1 1A1
ground state. Excitation to both the 1 1B1 and the 1 1B2
states implies drastic changes with respect to the geometry of
the ground state. For the 1 1B1 excited state, a lengthening of
0.09 Å is predicted for the C3–C4 bond whereas the C–N
distances tend to become equal 1.320 Å. For the 1 1B2
excited state, the single/double BLA pattern of the C–C and
N–C bonds defining the peripheral 3,6-diaza-octatetraene
unit is reversed compared to the ground state. The C5–C6,
N1–C3, and N2–C4 bonds have shortened, while the N1–C5
and N2–C6 bonds have lengthened. The geometrical changes
can be rationalized in terms of the bonding and antibonding
patterns of the HOMO−1→LUMO n→ and HOMO
→LUMO → excitations associated to the 1 1B1 and
1 1B2 states, respectively. In both excited states, an aromati-
zation of the pyrazine unit can be observed.
The geometries of the ground state and of the 1 1B1 and
1 1B2 excited states were also optimized at the CASSCF
level assuming C2v symmetry and using the ANO basis set
employed for CASSCF/CASPT2 calculations. The CASSCF
geometries Fig. 4 support the geometrical changes pre-
dicted at the TDDFT level for the 1 1B1 and 1 1B2 states and
confirm the aromatization of the pyrazine unit. The average
deviation between TDDFT and CASSCF bond lengths is of
0.015 and 0.009 Å for the 1 1B1 and 1 1B2 states, respec-
tively. CASSCF calculations therefore support the validity of
the geometries provided by the TDDFT approach for the
lowest-energy excited states.
Rasmussen et al.19 recorded the emission spectrum of
nonsubstituted TP in CH3CN at room temperature. They ob-
served a fluorescence band with the maximum located at
2.63 eV and a shoulder at 2.86 eV, and attributed it to the
relaxation from the first 1, B2 state.
FIG. 4. B3LYP/cc-pVTZ-optimized bond lengths in angstroms for the
1 1A1 ground state and the 1 1B1 and 1 1B2 excited states of TP. CASSCF-
optimized bond lengths are given within parentheses.
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The CASSCF/CASPT2 adiabatic transition energies cal-
culated for the 1 1B1 and 1 1B2 excited states using the DFT-
optimized geometries are 2.78 and 2.83 eV, respectively. Al-
most identical values 2.76 and 2.80 eV, respectively are
obtained when using the geometries optimized at the
CASSCF level. These results, obtained in gas phase, reveal
that both states are almost degenerate. Consequently, with
the aim of answering the question regarding the state respon-
sible for the emission, the effect of the solvent should be also
taken into account. As it is well known, the solvent effect on
the spectra depends on the nature of the transition. Whereas
the n→ transitions generally shift to shorter wavelengths
when the polarity of the solvent increases, the → tran-
sitions usually diminish in energy. Our results, calculated in
heptane and CH3CN using the DFT-optimized geometries,
support this trend. The energy of the n 1 1B1 state slightly
increases in CH3CN 2.80 eV, while the  1 1B2 state is
significantly stabilized in going from gas phase to heptane
2.79 eV and especially to CH3CN solution 2.52 eV. The
shift to lower energies found for the latter can be explained
in terms of the electric dipole moment, whose calculated
value is multiplied by a factor of 8.1 in passing from the
ground state 0.50 D to the 1 1B2 state 4.06 D. A larger
solvent effect has to be then expected for the 1 1B2 state thus
diminishing the emission energy from this state. The batho-
chromic shift calculated for the 1 1B2 state in passing from
heptane to CH3CN 0.27 eV is in good agreement with the
redshift of 0.31 eV experimentally recorded for the emission
band of 2,3-dimethyl-TP max,hexane=419 nm, CH3CN
=468 nm.19 Therefore, CASPT2 calculations predict that
the  1 1B2 state becomes more stable than the n 1 1B1
state as the polarity of the solvent increases giving support to
the idea previously proposed by Rasmussen et al.19 that
emission takes place from a  state.
IV. CONCLUSIONS
In the present contribution, a full interpretation of the
absorption spectrum of TP has been provided on the basis of
CASSCF/CASPT2 calculations. The 1 1B1 n and 1 1B2
 states are responsible for the low-intensity feature ob-
served at 3.54 eV, the 1 1B1 state being predicted to be the
lowest-energy excited state. The band observed around 4 eV
is assigned to the 2 1A1 state, whereas the intense band at
5.41 eV is attributed to a transition to the 3 1A1  ex-
cited state. Additionally, theoretical calculations give new in-
sight into the interpretation of the high-energy region of the
spectrum. The band detected at 6.23 eV is assigned to two
different electronic excitations: 1 1A1→5 1A1 and 1 1A1
→6 1A1. CASSCF/CASPT2 calculations therefore provide
an accurate assignment of the experimental absorption bands
whenever rydberg and valence states are described sepa-
rately.
The study of the geometry has revealed that DFT turns
out to be a valid alternative to CC methods to establish the
molecular structure for this type of systems, which could be
important for the study of low-bandgap oligomers and poly-
mers. TDDFT calculations furthermore provide a proper de-
scription of the lowest-energy excited states.
Concerning the emission spectrum, CASPT2 results pre-
dict that the 1 1B1 and 1 1B2 states are almost degenerate in
gas phase and both states could be responsible of the emis-
sion. To disentangle this point, new experiments investigat-
ing the polarization of the emission band would be desirable.
In solution, the 1 1B2 state is calculated to become more
stable and the fluorescence observed is assigned to an emis-
sion from the  state.
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