We study the geometric and topological properties of strange non-chaotic attractors created in non-smooth saddle-node bifurcations of quasiperiodically forced interval maps. By interpreting the attractors as limit objects of the iterates of a continuous curve and controlling the geometry of the latter, we determine their Hausdorff and box-counting dimension and show that these take distinct values. Moreover, the same approach allows to describe the topological structure of the attractors and to prove their minimality.
Introduction
One of the most intriguing phenomena in dynamical systems is the existence of strange attractors and the fact that these intricate structures already occur for relatively simple deterministic systems given by low-dimensional maps and flows. The discovery of paradigm examples like the Hénon or the Lorenz attractor has given great impetus to the field. Usually, strange attractors are associated with chaotic dynamics. However, this is not always the case, and in a seminal paper [1] Grebogi, Ott, Pelikan and Yorke demonstrated that such objects may also occur in systems which do not allow for chaotic motion -in the sense of positive topological entropy -for structural reasons. Their heuristic and numerical arguments were later confirmed in a rigorous analysis by Keller [2] . The class of systems considered in [1, 2] were quasiperiodically forced (qpf) monotone interval maps. These are skew product transformations of the form
If λ(φ) < 0, then φ is attracting, in the sense that for almost every θ ∈ T d there is ε = ε(θ) > 0 such that | f n (θ, x) − (θ + nω, φ(θ + nω))| → 0 for n → ∞ and x ∈ B ε (φ(θ)) [22] . If φ is continuous, then ε can be chosen independent of θ ∈ T d [23] . An SNA, in this setting, is a non-continuous invariant graph with a negative Lyapunov exponent. 'Strange' here simply refers to the lack of continuity. We refer to Milnor [24] for a broader discussion of the notion of 'strange attractors'.
In the context of forced systems, the significance of invariant graphs stems from the fact that they are a natural analogue to fixed points of unperturbed maps, and just like the latter they may bifurcate. As mentioned above, we will concentrate on saddle-node bifurcations. In order to keep notation as simple as possible, we may assume without loss of generality that [0, 1] ⊆ X from now on. We denote by F ω the class of C 2 -maps of the form (1.1) (with fixed rotation vector ω ∈ T d in the base). Further, by P ω we denote C 2 one-parameter families in F ω , that is,
f β ∈ F ω for all β ∈ [0, 1] and (β, θ, x) → f β,θ (x) is C 2 .
Elements of P ω will also be denoted byf = f β β∈ [0, 1] . We equip P ω with the C . We let S ω = f ∈ P ω f satisfies (1.2)-(1.6) . Either φ is continuous, or it contains both an upper and lower semi-continuous representative in its equivalence class.
(N) Non-smooth bifurcation: f β c has exactly two invariant graphs φ
is lower semi-continuous, whereas φ + β c is upper semi-continuous, but none of the graphs is continuous and there exists a residual set
Remark. The points in the above set Ω are called pinched points. Due to the semi-continuity, it turns out that φ As said before, the invariant graphs appearing in this statement have to be understood in the sense of equivalence classes. There is, however, an intimate relation to the maximal invariant subset of Γ, given by
that can be used to obtain well-defined canonical representatives. This will be important in the statement of our main result. We write
Due to the invariance of Λ β and the monotonicity of the fibre map (1.3), the graphŝ
are both invariant and thus have to be representatives of the invariant graphs in part (i) and (iii) of Theorem 1.1. Moreover, if we write φ − β ,φ
1 gives a precise meaning to the notion of a saddle-node bifurcation for a family in S ω . Moreover, it shows that there are two qualitatively different patterns for such a transition, namely the smooth and the non-smooth case. While smooth bifurcations can be realised easily by considering direct products of irrational rotations and suitable interval maps, the existence of nonsmooth bifurcations is much more difficult to establish. However, as the following result shows, they are nevertheless a generic case. Recall that ω ∈ T d is Diophantine if there exist C > 0 and η > 1 such that d(kω, 0) ≥ C |k| −η for all k ∈ Z \ {0}.
and suppose ω ∈ T d is Diophantine. Then N ω has non-empty interior in the C 2 -topology on P ω .
While this statement may seem rather abstract in the above form, it is important to note that a much more detailed version is given in [14] . It states that N ω contains a C 2 -open subset U ω which is completely characterised by a list of C 2 -estimates on the respective parameter families. However, since this list consists of 16 different and sometimes rather technical conditions, we refrain from reproducing it here. A partially intrinsic characterisation that contains all the information required for our purposes is given in Section 2.3. In order to fix ideas, readers may restrict their attention to the following explicit example which satisfies all the assumptions of our main result below.
be Diophantine. Then there exists a 0 > 0 such that for all a > a 0 the parameter familyf ∈ S ω given by
undergoes a non-smooth saddle-node bifurcation, that is,f ∈ N ω .
Our main result now provides information on the geometric and topological structure of the SNA and the associated ergodic measure occurring in such non-smooth saddle-node bifurcations. Note that to each invariant graph φ an invariant ergodic measure µ φ can be associated by defining Property (iii) has already been considered by M. Herman [26] . We want to mention that it has been proved previously by Bjerklöv for invariant graphs appearing in quasiperiodic Schrödinger cocycles [27] , which can be considered a special case of our setting. Our proof is inspired by that of Bjerklöv, but puts a stronger focus on the global approximation of the SNA by iterates of continuous curves. This allows to avoid some technical complications. The strategy of our proof is outlined at the beginning of Section 3.
We also note that the result on the box-counting dimension is a direct consequence of (iii). Since the box-counting dimension is stable under taking closures, we have D B φ + Acknowledgements. This work was supported by an Emmy-Noether-Grant of the German Research Council (DFG grant JA 1721/2-1) and is part of the activities of the Scientific Network "Skew product dynamics and multifractal analysis" (DFG grant OE 538/3-1).
Preliminaries

Hausdorff and box-counting dimension
In the following, we recall the definition of the Hausdorff and box-counting dimension. Further, we state some well known properties that will be used later on. Suppose Y is a metric space. We denote the diameter of a subset A ⊆ Y by |A|. For ε > 0, we call a finite or countable collection {A i } of subsets of Y an ε-cover of A if |A i | ≤ ε for each i and A ⊆ i A i . Definition 2.1. For A ⊆ Y, s ≥ 0 and ε > 0, we define
The proof of the next lemma is straightforward (cf. [20] , for example). 
Exact dimensional and rectifiable measures
We recall the notions of pointwise and information dimension as well as exact dimensional measures.
Further, we provide the definition and some properties of rectifiable measures where we mainly follow [30] . Again, let Y be a metric space. For x ∈ Y, ε > 0 let B ε (x) be the open ball around x with radius ε > 0.
Definition 2.7. Suppose µ is a finite Borel measure in Y. For each point x in the support of µ we define the lower and upper pointwise dimension of µ at x as
provided the limit exists. Otherwise, one again defines upper and lower information dimension via the limit superior and inferior, respectively. Definition 2.8. We say that the measure µ is exact dimensional if the pointwise dimension exists and is constant almost everywhere, i.e., we have
Remark. Note that if µ is exact dimensional, then in the setting of separable metric spaces several other dimensions of µ coincide with the pointwise dimension [31] . In particular, this is true for the information dimension [32, 33] .
for some countably d-rectifiable set A and some Borel measurable density Θ : A → [0, ∞). , we have From the last theorem, we can deduce that the d-density exists and is positive µ-almost everywhere for a d-rectifiable measure µ. This directly implies the next corollary.
Definition of the set U ω
The aim of this section is to define the set U ω in Theorem 1.4. In principle, it would be possible to work directly with the set U ω mentioned after Theorem 1.1, which can be defined in terms of the explicit C 2 -estimates used in [14] . However, as mentioned we want to avoid reproducing the somewhat technical characterisation. At the same time, we have to state a number of facts concerning the dynamics of the considered parameter families at the bifurcation, which are derived by means of the multiscale analysis carried out in [14] .
Hence, what we actually do is to omit all those estimates from [14] which are only needed to prove the desired dynamical properties-namely certain slow recurrence conditions for certain critical sets defined in the multiscale analysis. Instead, we define U ω as the set of parameter families which satisfy those C 2 -estimates that are still needed for our purposes and at the same time show the required dynamical behaviour. This means that U ω will be defined in a partially intrinsic and somewhat abstract way. However, the important fact is that it has non-empty C 2 -interior (see Proposition 2.15) and contains the example (1.8) for large a.
In the following, let f ∈ F ω be given. We assume the existence of both an interval of contraction C = [c, 1] ⊆ X and expansion E = [0, e] ⊆ X where 0 < e < c < 1 (the naming becomes clear below) and a closed convex region
Further, we suppose there are α > 1, p ≥ √ 2 and S > 0 such that for arbitrary θ, θ ∈ T d we have
These are the explicit estimates needed to define U ω . In order to state the required dynamical properties, let
and b lim n→∞ b n and assume K 0 and κ are big enough to ensure that
Definition 2.12. For n ∈ N 0 , we recursively define the n + 1-th critical region I n+1 in the following way:
Note that we trivially have
, where we put M −1 = 0 for convenience. We say f verifies (F 1) n and (F 2) n , respectively if I j ∅ and
. . , n and n ∈ N 0 . If f satisfies both (F 1) n and (F 2) n , we say f satisfies (F ) n . Further, we say f satisfies (E) n if
where
In the following, we say f satisfies (2.1)-(2.5), (F ) n and (E) n if it verifies the respective assumptions for some choice of the above constants. With these notions, we are now in the position to define the set U ω .
The following result is now contained implicitly in [14] , see [14, Theorem 4.18] 
Hausdorff, pointwise and information dimension
Our analysis of the structure of the SNAΦ + β c appearing in parameter familiesf ∈ U ω hinges on the fact that the functionφ
can be approximated by the images of the curve T d × {1} under successive iterates of the map f β c . Since from now on the critical parameter β c and thus also the map f β c are fixed, we suppress the parameter from the notation. Hence, from now on f will always denote a map that belongs to
as well as (F ) n and (E) n for all n ∈ N} . 
n ∈ Z where π x is the projection to the second coordinate. We call φ Thus, in order to draw conclusions on the structure of the bounding graphs, it is natural to study the iterated boundary lines first. Figure 1 shows the first 6 iterated boundary lines for the critical parameter in the example family (1.8) with ω the golden mean and parameters a = 40 and β c ≈ For n = 1, we see that a first peak exists in the vicinity of θ = ω, that is, above the set I 0 + ω (cf. (2.1)). After a second iteration, the image of this peak appears as a second peak in the vicinity of 2ω while outside this new peak the graph seems-more or less-unchanged. The second peak is not as pronounced as the first peak yet since the strong expansion close to the zero line (due to (2.5)) enlarged the tiny gap between φ + 1 (ω) and φ − 1 (ω). However, after one more iteration, the second peak is stabilised, that is, its shape is essentially fixed for higher iterations. It is also important to observe that the graph outside this peak has not changed apart from a small neighbourhood of 3ω in the step from n = 2 to n = 3. Furthermore, note that the second peak is of much smaller size than the first one.
Though the third peak around 3ω is already hardly visible at n = 3, it clearly stabilises until n = 6 and the graph only changes close to 4ω and 5ω along this stabilisation. Altogether, this motivates the following qualitative claim. φ + n+1 differs from φ + n only in smaller and smaller neighbourhoods of those peaks around jω (for j = 1, . . . , n + 1) which are not stabilised yet after n iterations.
The point is that every peak eventually stabilises in those θ which are not hit by peaks that appear at higher iterations. Moreover, the measure of the these future peaks tends to zero. As φ + j is Lipschitz-continuous with a Lipschitz constant L j , the claim implies that we get essentially the same Lipschitz constant L j for φ + n (with arbitrary n ≥ j) at all those points at which φ + j is stabilised already. By this means, we are able to establish a decomposition of φ + into Lipschitz graphs whose Hausdorff dimension equals d (see Lemma 2.3) . By the countable stability of the Hausdorff dimension (see Lemma 2.4), this yields that D H (Φ + ) = d. Part (iii) and (iv) of Theorem 1.4 are not so easy to illustrate on this qualitative level since we need some understanding of the local densities of those sets which are not hit by future peaks. Still, despite some refinement, the arguments are very much based on the above observations.
To formalise ideas, we introduce
where j, n ∈ N. A way to interpret these definitions in terms of our qualitative discussion is the following: by the recursive definition of I j (cf. Section 2.3), the size of the M j−1 -th peak is about |I j |. Hence, Ω j only contains points which are not hit by any peak that appears after M j−1 iterations. Likewise, Ω n j contains points at which φ + n might stabilise in finite time, but at which new peaks could still appear at future iterations.
Observe that
k for large enough k and hence,
for large enough j, where V d is the normalising factor of the d-dimensional Lebesgue measure. Thus, Leb T d (Ω j ) > 0 for large enough j ∈ N. There might still be points which get hit by infinitely many peaks so that no eventual stabilisation occurs. These are collected within
In the following, we only consider the upper boundary lines φ The next proposition is the basis of our geometrical investigation of φ + . Its proof, which is the technical core of this paper, is given in the last section. However, the statement should seem plausible to the reader in the light of the above discussion. Proposition 3.1. Let f ∈ V. There are λ > 0 and C > 0 such that the following is true for sufficiently large j.
.
(ii) Suppose θ, θ ∈ Ω n j and n ∈ N. Then φ
independent of n. Now, this information on the geometry of the curves φ + n allows to determine the Hausdorff dimension of Φ + rather easily (cf. [20] ). Proof. For each j ∈ N ∪ {∞} set ψ j φ + | Ω j . First, we want to show that the graph Ψ j = {(θ, ψ j (θ)) : θ ∈ Ω j } is the image of a bi-Lipschitz continuous function g j for all j ∈ N. Define g j :
We may assume without loss of generality that j is large enough 3 so that Proposition 3.1 (ii) yields that φ n | Ω j is Lipschitz continuous with Lipschitz constant L j independent of n. Since ψ j = lim n→∞ φ n | Ω j , we also get that ψ j is Lipschitz continuous with the same constant and therefore
for all θ, θ ∈ Ω j and j ∈ N. Hence, g j is bi-Lipschitz continuous for each j ∈ N.
(i) We want to make use of the fact that the Hausdorff dimension is countably stable, see Lemma 2.4. Because of the bi-Lipschitz continuity, we get that
Observe that Ω ∞ is a lim sup set. With a proper relabelling and doing a similar estimation as in (3.1), we can use Lemma 2.2 to conclude that
(ii) Note that by definition, µ φ + is absolutely continuous with respect to H d Φ + . We have that µ φ + (Ψ ∞ ) = 0 and therefore µ φ + is also absolutely continuous with respect to H d Φ + \Ψ ∞ . Since Φ + \Ψ ∞ = j∈N Ψ j is a countably d-rectifiable set-using the observation from the beginning of the proof-we get that µ φ + is d-rectifiable, too. Now, by applying Corollary 2.11, we obtain that µ φ + is exact dimensional with pointwise dimension d µ φ + = d.
Remark. By the remark in Section 2.2, we immediately get that the information dimension of µ φ + equals d.
Minimality and box-counting dimension
For n ∈ N 0 , we denote byĨ n the ε n /2-neighbourhood of I n , that is,Ĩ n θ∈I n B ε n /2 (θ), where B r (θ) denotes the open ball of radius r centred at θ. Set
Lemma 4.1. Suppose θ Ω ∞ . Then there exists j 0 ∈ N such that for all integers j ≥ j 0 we have θ ∈ Ω j and
for n → ∞.
Proof. By the assumptions, there is j 0 ∈ N such that θ
Fix an arbitrary j ≥ j 0 and observe that
Similarly as in (3.1), we get Leb
for large enough n, where V d normalises the Lebesgue measure. 
Proof. For n ∈ N, we define
and let l n ∈ M j n −1 , 2K j n M j n be the corresponding time such that θ ∈Ĩ j n + l n ω, where uniqueness is guaranteed by (F 1) j n . Note that j n and l n are well-defined for sufficiently large n and j n n→∞ −→ ∞ because θ ∈Ω ∞ .
Further, let θ * ∈ ∞ n=0 I n . Note that d(θ * + lω, θ) < 3 2 ε j n for all l for which θ ∈Ĩ j n + lω. Now, suppose there is k ∈ N such that θ ∈Ĩ j n + l n ω + kω. Then
As ω is Diophantine, this means C |k| −η < d(kω, 0) < 3ε j n and hence |k| >cε
wherec > 0. Define
By (4.4), we have
Since j n /J n n→∞ −→ 0, we have thus shown that for any ∈ N there is arbitrarily large j such that
. Given ∈ N, assume j is such that (4.2) holds. Then,
k < ε j+ for large enough j. Proof. We first show (4.5). Let θ ∈ T d and r > 0 be given and let θ 0 ∈ ∂B r (θ) = B r (θ) \ B r (θ). Consider the case where θ 0 Ω ∞ and let j be as in Lemma 4.1. Equation (4.1) yields that for every ρ > 0 there is θ ∈ B r (θ) ∩ B ρ (θ 0 ) such that θ ∈ Ω j . Without loss of generality we may assume that j is large enough so that Proposition 3.1(ii) gives
for arbitrary n and thus |φ we may choose C such that L j ≤ ε
Without loss of generality we may further assume that j is large enough to ensure φ
where we used Proposition 3.1(i) (again, assuming large enough j) to estimate the last term.
Given arbitrary θ ∈ T Remark. For the proof of the next statement, it is important to note that due to the non-zero Lyapunov exponents there is no lower and upper semi-continuous invariant graph that coincides almost everywhere with φ Figure 2) . This proves the desired minimality.
As an immediate consequence, we have
and so, by the remark in Section 2.1,
Proof of Proposition 3.1
We now turn to the proof of Proposition 3.1. It is based on both the C 2 -estimates and the dynamical assumptions that define the set U ω (see Section 2.3).
A crucial point is to control the number of times a forward orbit spends in the contracting and a backward orbit spends in the expanding region, respectively. For n, N ∈ N set
The following combinatorial lemmas are important ingredients for this control. Their proofs can be found in [14] . In the following, it is convenient to set M −1 0 (as before) and I −1 I 0 as well as . Let f ∈ V, n ∈ N 0 and assume (θ, x) satisfies (B1) n . Let L be the first time l such that θ + lω ∈ I n and let 0 < L 1 < . . . < L N = L be all those times m ≤ L for which θ + mω ∈ I n−1 . Then f
(θ, x) satisfies (B1) n for each i = 1, . . . , N − 1 and the following implication holds
Analogously for backwards iteration: Instead of (B1) n , assume (θ, x) satisfies (B2) n . Let R be the first time r such that θ − rω ∈ I n + ω and let 0 < R 1 < . . . < R N = R be all those times m ≤ R for which θ − mω ∈ I n−1 . Then f −R i −M n−1 (θ, x) satisfies (B2) n for each i = 1, . . . , N − 1 and the following implication holds 
Analogously, assume (θ, x) verifies (B2) n for n ∈ N. Let 0 < R 1 < . . . < R N = R be as in Lemma 5.2. Then, for each i = 1, . . . , N, we have
As before, we consider the iterated upper boundary lines only. Given fixed n ∈ N and θ ∈ T d , we set
Let p ∈ N and consider a finite orbit {(θ 0 , x), . . . , f n (θ 0 , x)} which initially verifies (B1) p and hits I p only at θ 0 + nω. Lemma 5.3 provides us with a lower bound on the times spent in the contracting region between any time k and only such following times at which the orbit hits I p−1 . If we want a lower bound on the times in the contracting region between any two consecutive moments k < l, we have to deal with the fact that Lemma 5.2 might allow the orbit to stay in the expanding region for M p−1 + 1 times after hitting I p−1 . This is taken care of in the following corollary of Lemma 5.2 and Lemma 5.3.
with max ∅ −1. At times, the following (and obviously equivalent) characterisation of p n k (θ) is useful
Observe that p n (θ) and p n− k− (θ) are non-increasing in .
We have thus shown
where we used equation (5.1) and (5.3) in the first estimate. As (θ, x, n) was arbitrary in Θ p \ Θ p 0 , this shows that (5.2) holds within Θ p .
For k, n ∈ N, set i n k for large enough j.
