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ON THE CAUCHY PROBLEM AND ASYMPTOTIC BEHAVIOR FOR A
THREE-COMPONENT NOVIKOV SYSTEM
ZHI-GANG LI AND ZHONGLONG ZHAO*
Abstract. This paper is mainly concerned with the well-posedness and exponential decay of solu-
tion for a integrable three-component Novikov system, which admits bi-Hamiltonian structure and
infinitely many conserved quantities. The local well-posedness of this system in critical Besov space
is established. The exponential decay of the solutions at infinity is also proved.
Correspondence should be addressed to Zhonglong Zhao; zhaozl@nuc.edu.cn
1. Introduction
In this paper, we consider the following three-component Novikov system (3NS) :

ρt + (ρuv)x = 0,
mt + 3muxv +mxuv + ρ
2u = 0,
nt + 3nuvx + nxuv − ρ2v = 0,
m = u− uxx, n = v − vxx,
(1)
which was constructed by Li[1]. The author showed that it is equivalent to the zero-curvature equation
Ut − Vx + [U, V ] = 0,
where the spacial and temporal 3×3 matrices U and V are
U =

 0 1 01 + λρ2 0 m
λn 0 0

 , V =

 13λ + uvx −uv uλuxvx − λρ2uv 13λ − uxv uxλ −muv
−λnuv − vx v uxv − uvx −
2
3λ

 ,
the real number λ ∈ R is spectral parameter.
System (1) is obvious an extension of the following two-component Novikov system (2NS) within
ρ = 0, 

mt + 3uxvm+ uvmx = 0,
nt + 3vxun + uvnx = 0,
m = u− uxx, n = v − vxx,
which was shown by Geng and Xue [2], who proved the integrability by arising the zero curvature
equation. The authors also supplied many significant results, such as Hamiltonian structure, infinite
many conserved quantities and explicit multi-peakon traveling wave solutions. It should be noted
that the bi-Hamiltonian structure was found by Li and Liu[3], which means 2NS is also integrable in
Liouville sense. Himonas and Mantzavinos considered the well-posedness and uniformly continuous
in[4], the global existence can refer to Li, Hu and Wu in [5].
As 2NS is a multi-component system, we can exploit some reductions to reduce it into some single-
component equations. For u = v, 2N system is reduced to Novikov equation (NE) [6],
mt + u
2mx + 3uuxm = 0, m = u− uxx,
which was firstly constructed by Novikov via the symmetry classification method. The integrability of
NE was shown by Hone and Wang, who proved that it is integrable both in Lax and Liouville sense,
which means it admits bi-Hamiltonian structure, infinitely many conserved quantities and can also
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be derived by Lax equation [7]. They also showed that NE is associated to the negative flow in the
Sawada-Kotera hierarchy. The Cauchy problem and ill-posedness of such equation can refer to[8-9],
while for periodic case and for s > 52 , well-posedness had been proved by Tiglay[10], and the blow-up
phenomena has studied in[11].
Another important reduction of 2NS is Degasperis-Procesi equation (DPE) [12] if we take v = 1,
mt + umx + 3uxm = 0, m = u− uxx.
It was proposed by Degasperis and Procesi, who considered the asymptotic integrability to the following
dispersive PDE,
ut − α
2uxxt + γuxxx + c0ux = (c1u
2 + c2u
2
x + c3uuxx)x.
In fact, if we change the coefficient of term uxm to 2, it is just the famous Camassa-Holm equation
(CHE)[13-15]. DPE is another integrable equation of b-family for b = 3. As the same as CHE, DPE
also arises bi-Hamiltonian structure, infinite many conserved quantities and peaked solutions, and it
is connected with a negative flow in the Kaup-Kupershmidt hierarchy throw reciprocal transformation
[16]. The well-posedness and stability of DPE have been shown in[17-18].
It should be noted that the nonlinearities in DPE are quadratic. However, for NE and 2NS, the
nonlinearities are cubic, thus it is more appropriate to call system (1) three-component “Novikov” sys-
tem, rather than three-component “Degasperis-Procesi” system the author used in [1]. Very recently,
we have just studied the Cauchy problem of 3NS in Besov space Bsp,r with s > max{
1
2 ,
1
p
} in [19]. Note
that the following embedding holds
Hs = Bs2,2 →֒ B
1
2
2,1 →֒ H
1
2 →֒ B
1
2
2,∞ →֒ H
s1 , ∀s >
1
2
> s1,
it is interested to consider the local well-posedness in critical Besov space B
1
2
2,1, and we obtain such
property by the linear transport equations theory. Next, we study the exponential decay of solution
with initial data (u0, v0) ∼ O(e−δ|x|), δ ∈ (0, 1) and (ρ0,m0,m0) ∼ O(e−δ|x|), δ ∈ (0,∞) as x → ±∞.
Finally, we obtain the asymmetric property of nontrivial traveling wave solutions, which is very different
from most CH type systems as they admit peaked solutions with symmetry axis x = ct.
The structure of our paper is organized as follows. In Section 2, the local well-posedness of 3NS in
critical Besov space is obtained. In section 3, the exponential decay of solution is studied, within some
suitable decay condition for initial data. The asymmetric property of traveling solution is established
in last section.
Notation. All the spaces of functions we consider in this paper are over R, we omit R from our
notation. We say f(x) ∼ O(eδx) as x→∞ means lim
x→∞
|f(x)|
eδx
≤ L for some L > 0, and f(x) ∼ o(eδx)
as x→∞ if lim
x→∞
|f(x)|
eδx
= 0.
2. Local well-posedness in critical Besov space B
1
2
2,1
In this section, we establish local well-posedness of 3NS in critical Besov space, the associated initial
value problem is 

ρt + (ρuv)x = 0,
mt + 3muxv +mxuv + ρ
2u = 0,
nt + 3nuvx + nxuv − ρ2v = 0,
m = u− uxx, n = v − vxx,
(ρ(t), u(t), v(t))|t=0 = (ρ0, u0, v0).
(2)
Let’s recall the local well-posedness of 3NS in common Besov space first.
Lemma 2.1 (19). Let 1 ≤ p, r ≤ ∞, s > max{ 1
p
, 12}, and (ρ0,m0, n0) ∈ (B
s
p,r)
3. Then there exists
some T > 0, such that system (1) has a unique solution in Esp,r(T ), and the map (ρ0,m0, n0) →
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(ρ,m, n) is Ho¨lder continuous from a neighborhood of (ρ,m0, n0) in (B
s
p,r)
3 into Es
′
p,r, for every s
′ < s
when r = +∞ and s′ = s when r < +∞, where Esp,r(T ) is defined by{
Esp,r(T ) = [C([0, T ];B
s
p,r) ∩ C
1([0, T ];Bs−1p,r )]
3, if r < +∞
Esp,∞(T ) = [L
∞([0, T ];Bsp,∞) ∩ Lip([0, T ];B
s−1
p,∞)]
3
and Esp,r =
⋂
T>0E
s
p,r(T ).
Our main result in this section is stated as follows.
Theorem 2.2. Suppose (ρ0,m0, n0) ∈ B
1
2
2,1. Then there exists some T > 0, such that 3NS has a
unique solution in C([0, T );B
1
2
2,1)
⋂
C1([0, T );B
− 12
2,1 ) such that the map
(ρ0,m0, n0)→ (ρ,m, n) : B
1
2
2,1 → C([0, T );B
1
2
2,1)
⋂
C1([0, T );B
− 12
2,1 )
is Ho¨lder continuous.
The reason we come back to the Cauchy problem is that in the proof of Lemma 2.1, one of the
crucial technique is 1-D Moser inequality [x]
‖fg‖Bs1p,r ≤ C‖f‖Bs1p,r‖g‖Bs2p,r ,
for s1 ≤
1
p
, s2 >
1
p
(s2 ≥
1
p
if r = 1),and s1 + s2 > 0, which is failed in critical sense as s1 = −
1
2 and
s2 =
1
2 . Thus we need another way to overcome this difficulty. In order to prove Theorem 2.2, we need
the following two lemmas.
Lemma 2.3. [20](A priori estimates in Besov spaces) Consider the following transport equation{
∂tf + v · ∇f = g,
f |t=0 = f0.
Let 1 ≤ p ≤ p1 ≤ ∞, 1 ≤ r ≤ ∞, s ≥ −d · min(
1
p1
, 1
p′
). For the solution f ∈ L∞([0, T ];Bsp,r(R
d))
of (3) with velocity v,∇v ∈ L1([0, T ];Bsp,r(R
d) ∩ L∞(Rd)), initial data f0 ∈ Bsp,r(R
d) and g ∈
L1([0, T ];Bsp,r(R
d)), we have
‖f(t)‖Bsp,r ≤ ‖f0‖Bsp,r +
∫ t
0
(
‖g(t′)‖Bsp,r + CV
′
p1
(t′)‖f(t′)‖Bsp,r
)
dt′,
‖f(t)‖L∞t (Bsp,r) ≤
(
‖f0‖Bsp,r +
∫ t
0
exp(−CVp1 (t
′))‖g(t′)‖Bsp,rdt
′
)
exp(CVp1 ),
where
Vp1(t) =


∫ t
0
‖∇v‖
B
d
p1
p1,∞
∩L∞
, if s < 1 + d
p1
,∫ t
0
‖∇v‖Bs−1p1,r
, if s > 1 + d
p1
or s = 1 + d
p1
, r = 1,∫ t
0
‖∇v‖
B
d
p1
p1,1
, if s = −d ·min{ 1
p′
, 1
p1
}, r =∞.
Lemma 2.4. [20](Osgood lemma) Let ρ be a measurable function from [t0, T ] to [0, a], γ is a locally
integrable function from [0, T ] to R+, and µ is a continuous and nondecreasing function from [0, a] to
R
+. Assume for some nonnegative real nunber c, the function ρ satisfies
ρ(t) ≤ c+
∫ t
t0
γ(s)µ(ρ(s))ds, for a.e. t ∈ [t0, T ].
If c is positive, then we have for a.e. t ∈ [t0, T ]
−N (ρ(t)) +N (c) ≤
∫ t
t0
γ(s)ds with N (x) =
∫ a
x
dτ
µ(τ)
.
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If c = 0 and µ satisfies
∫ a
0
dτ
µ(τ)
= +∞, then ρ = 0 a.e.
Now we break the proof of Theorem 2.2 into following steps.
Proof. Step 1. Firstly, we construct approximate smooth solutions for some linear equations by the
classical Friedrichs regularization method. Starting from (ρ(1),m(1), n(1)) = (S1ρ0, S1m0, S1n0), we
define by induction sequences {ρ(n),m(n), n(n)}n∈N by solving the following linear transport equations:


ρ
(n+1)
t + u
(n)v(n)ρ
(n+1)
x = −ρ(n)(u
(n)
x v
(n) + u(n)v
(n)
x ),
m
(n+1)
t + u
(n)v(n)m
(n+1)
x = −3m(n)u
(n)
x v
(n) − (ρ(n))2u(n),
n
(n+1)
t + u
(n)v(n)n
(n+1)
x = −3n(n)u(n)v
(n)
x + (ρ(n))2v(n),
(ρ(n+1),m(n+1), n(n+1))|t=0 = Sn+1ρ0, Sn+1m0, Sn+1n0,
(3)
where the operator Sn+1f =
n∑
j≥−1
∆kf , ∆k is the dyadic operator.
Suppose that (m(n), n(n)) ∈ L∞([0, T ];B
1
2
2,1). Since (u
(n), v(n)) = (1 − ∂2)−1(m(n), n(n)), it fol-
lows that (u(n), v(n)) ∈ L∞([0, T ];B
5
2
2,1). By the theory of transport equations, we obtain that
(m(n+1), n(n+1)) ∈ L∞([0, T ];B
1
2
2,1). For more details of transport theorem, one can refer to Chap-
ter 3 in [1].
Step 2. Next, we show that for some fixed positive number T > 0, the sequences {ρ(n),m(n), n(n)}
are uniformly bounded in [C([0, T );B
1
2
2,1)
⋂
C1([0, T );B
−12
2,1 )]
3, by virtue of Lemma 2.3, with An,s =∫ t
0
‖(u(n)v(n))x‖
B
1
2
2,∞
⋂
L∞
dτ , we have
‖ρ(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1η0‖
B
1
2
2,1
+
∫ t
0
e−CAn,s(τ)‖ − ρ(n)(u(n)x v
(n) + u(n)v(n)x )‖
B
1
2
2,1
dτ
)
,
‖m(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1m0‖
B
1
2
2,1
+
∫ t
0
e−CAn,s(τ)‖ − 3m(n)u(n)x v
(n) − (ρ(n))2u(n)‖
B
1
2
2,1
dτ
)
,
‖n(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1n0‖
B
1
2
2,1
+
∫ t
0
e−CAn,s(τ)‖ − 3n(n)u(n)v(n)x + (ρ
(n))2v(n)‖
B
1
2
2,1
dτ
)
.
(4)
Recall that u = (1 − ∂2x)
−1m and v = (1 − ∂2x)
−1n. Since (1 − ∂2x)
−1 is a S−2 multiplier, Young
inequality implies that
‖u‖
B
1
2
2,1
, ‖ux‖
B
1
2
2,1
, ‖uxx‖
B
1
2
2,1
≤ 2‖m‖
B
1
2
2,1
,
‖v‖
B
1
2
2,1
, ‖vx‖
B
1
2
2,1
, ‖vxx‖
B
1
2
2,1
≤ 2‖n‖
B
1
2
2,1
,
and with the fact that the critical Besov space B
1
2
2,1 is an algebra and embedding theory, we obtain
‖(u(n)v(n))x‖
B
1
2
2,∞
⋂
L∞
≤ C‖u(n)v(n)‖
B
3
2
2,1
≤ C‖m(n)‖
B
1
2
2,1
‖v(n)‖
B
1
2
2,1
,
‖ − ρ(n)(u(n)x v
(n) + u(n)v(n)x )‖
B
1
2
2,1
≤ C‖ρ(n)‖
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
,
‖ − 3m(n)u(n)x v
(n) − (ρ(n))2u(n)‖
B
1
2
2,1
≤ C(‖m(n)‖2
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
+ ‖ρ(n)‖2
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
),
‖ − 3n(n)u(n)v(n)x + (ρ
(n))2v(n)‖
B
1
2
2,1
≤ C(‖n(n)‖2
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
+ ‖ρ(n)‖2
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
).
(5)
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Take (5) into (4) yields that
‖ρ(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1ρ0‖
B
1
2
2,1
+ C
∫ t
0
e−CAn,s(τ)‖ρ(n)‖
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
‖n(n)‖Bsp,rdτ
)
,
‖m(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1m0‖
B
1
2
2,1
+ C
∫ t
0
e−CAn,s(τ)(‖m(n)‖2
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
+ ‖ρ(n)‖2
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
)dτ
)
,
‖n(n+1)‖
L∞t (B
1
2
2,1)
≤ eCAn,s
(
‖Sn+1n0‖Bsp,r
+ C
∫ t
0
e−CAn,s(τ)(‖n(n)‖2
B
1
2
2,1
‖m(n)‖
B
1
2
2,1
+ ‖ρ(n)‖2
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
)dτ
)
.
(6)
Denote Bn(t) = ‖ρ(n)‖
B
1
2
2,1
+ ‖m(n)‖
B
1
2
2,1
+ ‖n(n)‖
B
1
2
2,1
and take the summation of three inequalities
in (6), we get
sup
t∈[0,T )
Bn+1(t) ≤ e
C
∫
t
0
Bn(τ)
2dτ
(
B(0) + C
∫ t
0
e−C
∫
τ
0
Bn(s)
2dsBn(τ)
3dτ
)
. (7)
With a similar argument in [XX], we have the upper bound of Bn+1(t)
Bn+1(t) ≤
B(0)√
1− 4CB(0)2t
, (8)
which means ({ρ(n),m(n), n(n)})n∈N is uniformly bounded in (C([0, T ];B
1
2
2,1))
3. Thanks to the structure
of 3NS, it is easy to deduce that ({∂tρ
(n+1), ∂tm
(n+1), ∂tn
(n+1)}) in C([0, T );B
1
2
2,1))
2n is also uniformly
bounded. Thus, (Mn)n∈N is uniformly bounded in [C([0, T );B
1
2
2,1)
⋂
C1([0, T );B
− 12
2,1 )]
3.
Step 3. In this part, we will prove that {ρ(n),m(n), n(n)} is a Cauchy sequence in C([0, T ];B
− 12
2,1 )
3.
We deduce from (3) that


(ρ(n+m+1) − ρ(n+1))t + u
(n+m)v(n+m)(ρ(n+m+1) − ρ(n+1))x = (u
(n)v(n) − u(n+m)v(n+m))ρ
(n+1)
x +R
1
n,m,
(m(n+m+1) −m(n+1))t + u
(n+m)v(n+m)(m(n+m+1) −m(n+1))x = (u
(n)v(n) − u(n+m)v(n+m))m
(n+1)
x +R
2
n,m,
(n(n+m+1) − n(n+1))t + u
(n+m)v(n+m)(n(n+m+1) − n(n+1))x = (u
(n)v(n) − u(n+m)v(n+m))n
(n+1)
x +R
3
n,m,
(ρ(n+m+1) − ρ(n+1),m(n+m+1) −m(n+1), n(n+m+1) − n(n+1)) = ((Sn+m+1 − Sn+1)(ρ0,m0, n0)),
(9)
where the remainders are
R1n,m = ρ
(n)(u(n)x v
(n) + u(n)v(n)x )− ρ
(n+m)(u(n+m)x v
(n+m) + u(n+m)v(n+m)x ),
R2n,m = 3m
(n)u(n)x v
(n) + (ρ(n))2u(n) − 3m(n+m)u(n+m)x v
(n+m) − (ρ(n+m))2u(n+m),
R3n,m = 3n
(n)u(n)v(n)x − (ρ
(n))2v(n) − 3n(n+m)u(n+m)v(n+m)x + (ρ
(n+m))2v(n+m).
As we mentioned above, we cannot use Moser inequality directly to estimate the Besov norm of
nonlinearities, which means
‖fg‖
B
−
1
2
2,r
≤ C‖f‖
B
1
2
2,r
‖g‖
B
−
1
2
2,r
,
is not holds for any r ≥ 1. However, we have the following weak inequality for r = +∞ [x],
‖fg‖
B
−
1
2
2,∞
≤ C‖f‖
B
1
2
2,∞∩L
∞
‖g‖
B
−
1
2
2,1
.
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Applying Lemma 2.3 with p = p1 = 2, r =∞, we have
‖ρ(n+m+1)−ρ(n+1)‖
B
−
1
2
2,∞
≤ ‖Sn+m+1ρ0 − Sn+1ρ0‖
B
−
1
2
2,∞
+ C(
∫ T
0
(V ′(τ )‖(ρ(n+m+1) − ρ(n+1))(τ )‖
B
−
1
2
2,∞
+ ‖(u(n)v(n) − u(n+m)v(n+m))ρ(n+1)x (τ )‖
B
−
1
2
2,∞
+ ‖R1n,m(τ )‖
B
−
1
2
2,∞
)dτ ),
‖m(n+m+1)−m(n+1)‖
B
−
1
2
2,∞
≤ ‖Sn+m+1m0 − Sn+1m0‖
B
−
1
2
2,∞
+C(
∫ T
0
V
′(τ )‖(m(n+m+1) −m(n+1))(τ )‖
B
−
1
2
2,∞
+ (‖(u(n)v(n) − u(n+m)v(n+m))m(n+1)x (τ )‖
B
−
1
2
2,∞
+ ‖R2n,m‖
B
−
1
2
2,∞
(τ ))dτ ),
‖n(n+m+1)−n(n+1)‖
B
−
1
2
2,∞
≤ ‖Sn+m+1n0 − Sn+1n0‖
B
−
1
2
2,∞
+C(
∫ T
0
V
′(τ )‖(n(n+m+1) − n(n+1))(τ )‖
B
−
1
2
2,∞
+ (‖(u(n)v(n) − u(n+m)v(n+m))n(n+1)x (τ )‖
B
−
1
2
2,∞
+ ‖R3n,m‖
B
−
1
2
2,∞
(τ ))dτ ),
(10)
where V (t) =
∫ t
0
‖(u(n)v(n))x(τ)‖
B
1
2
2,1
dτ . Now we are going to estimate each terms in (10). With a
directly computation, we have
‖(u(n)v(n) − u(n+m)v(n+m))ρ(n+1)x ‖
B
−
1
2
2,∞
≤‖ρ(n+1)x ‖
B
−
1
2
2,1
(‖u(n)‖
B
1
2
2,∞∩L
∞
‖v(n+m) − v(n)‖
B
1
2
2,∞∩L
∞
+ ‖v(n+m)‖
B
1
2
2,∞∩L
∞
‖u(n+m) − u(n)‖
B
1
2
2,∞∩L
∞
)
≤‖ρ(n+1)‖
B
1
2
2,1
(‖m(n)‖
B
1
2
2,1
‖n(n+m) − n(n)‖
B
−
1
2
2,∞
+ ‖n(n+m)‖
B
1
2
2,1
‖m(n+m) −m(n)‖
B
−
1
2
2,∞
)
≤C(‖m(n+m) −m(n)‖
B
−
1
2
2,∞
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,∞
),
(11)
Similarly, we have
‖(u(n)v(n) − u(n+m)v(n+m))m(n+1)x ‖
B
−
1
2
2,∞
≤ C(‖m(n+m) −m(n)‖
B
−
1
2
2,∞
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,∞
), (12)
‖(u(n)v(n) − u(n+m)v(n+m))n(n+1)x ‖
B
−
1
2
2,∞
≤ C(‖m(n+m) −m(n)‖
B
−
1
2
2,∞
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,∞
), (13)
For the remainders R1n,m, R
2
n,m and R
3
n,m,
‖R1n,m‖
B
−
1
2
2,∞
≤‖ρ(m+n)(u(m+n)x v
(m+n) + u(m+n)v(m+n)x − u
(n)
x v
(n) − u(n)v(n)x )‖
B
−
1
2
2,∞
+ ‖(ρ(m+n) − ρ(n))(u(n)x v
(n) + u(n)v(n)x )‖
B
−
1
2
2,∞
≤‖ρ(m+n) − ρ(n)‖
B
−
1
2
2,1
‖(u(n)x v
(n) + u(n)v(n)x )‖
B
1
2
2,∞∩L
∞
+ ‖ρ(m+n)‖
B
−
1
2
2,1
‖v(n+m)(u(n+m)x − u
(n)
x )
+ u(n)x (v
(m+n) − v(n)) + u(m+n)(v(n+m)x − v
(n)
x ) + v
(n)
x (u
(n+m) − u(n))‖
B
1
2
2,∞∩L
∞
≤C
(
‖ρ(n+m) − ρ(n)‖
B
−
1
2
2,1
‖m(n)‖
B
1
2
2,1
‖n(n)‖
B
1
2
2,1
+ ‖ρ(n+m)‖
B
1
2
2,1
((‖n(n+m)‖
B
1
2
2,1
+ ‖n(n)‖
B
1
2
2,1
)‖m(n+m)x −m
(n)
x ‖
B
−
1
2
2,1
+ (‖m(n)x ‖
B
1
2
2,1
+ ‖m(n+m)‖
B
1
2
2,1
)‖n(n+m)x − n
(n)
x ‖
B
−
1
2
2,1
)
≤C(‖ρ(n+m) − ρ(n)‖
B
−
1
2
2,1
+ ‖m(n+m) −m(n)‖
B
−
1
2
2,1
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,1
).
(14)
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With a similar technique, we deduce that R2n,m and R
2
n,m are also bounded by
‖R2n,m‖
B
−
1
2
2,∞
≤ C(‖ρ(n+m) − ρ(n)‖
B
−
1
2
2,1
+ ‖m(n+m) −m(n)‖
B
−
1
2
2,1
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,1
), (15)
‖R3n,m‖
B
−
1
2
2,∞
≤ C(‖ρ(n+m) − ρ(n)‖
B
−
1
2
2,1
+ ‖m(n+m) −m(n)‖
B
−
1
2
2,1
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,1
). (16)
Take (11)-(16) into (10), and define
En,m,r(t) = ‖ρ
(n+m) − ρ(n)‖
B
−
1
2
2,r
+ ‖m(n+m) −m(n)‖
B
−
1
2
2,r
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,r
,
then we can obtain that
En+1,m,∞(t) ≤ En+1,m,∞(0) + C
∫ t
0
(
‖(m(n)n(n))(τ)‖
B
−
1
2
2,1
En+1,m,∞(τ) + En,m,1(τ)
)
dτ.
With Gronwall’s inequality and denote Zn+1,m,r(t) = En+1,m,r(t)e
−C
∫
t
0
‖(m(n)n(n))(τ)‖
B
−
1
2
2,1
dτ
, we arrive
at
Zn+1,m,∞(t) ≤ Zn+1,m,∞(0) + C
∫ t
0
Zn,m,1(τ)dτ. (17)
We can choose S > 0 large enough such that Z < 1. In view of the following interpolation inequality
[20]
‖f‖Bs2,1 ≤ C‖f‖Bs2,∞ log
(
e+
‖f‖Bs+12,∞
‖f‖Bs2,∞
)
, (18)
and the auxiliary function
q(x) = log(e+ θ) log
1
x
− log(e+
θ
x
) + log(e+ θ), θ > 0.
Since for 0 < x ≤ 1, q′(x) < 0 and q(1) = 0, we have
log(e+
θ
x
) ≤ log(e+ θ)(1 + log
1
x
). (19)
Throw (18), we have
Zn,m,1 ≤ CZn,m,∞(1− log(Zn,m,∞).
Together with (17), we obtain
Zn+1,m,∞(t) ≤ Zn+1,m,∞(0) + C
∫ t
0
Zn,m,∞(1− log(Zn,m,∞)(τ)dτ. (20)
Since Sj is low-frequency cut-off operator, which means for any function h, Sn+m+1h − Sn+1h =
n+m∑
j=n+1
∆jh, we claim that there exits a constant C which only depend on T, such that
Zn+1,m,∞(t) ≤ CT
(
2−n +
∫ t
0
Zn,m,∞(τ)dτ
)
. (21)
Using induction with respect to the index n, for a fixed number m ∈ N, we get
Zn+1,m,∞(t)) (1− logZn+1,m,∞(t)) ≤ C
n∑
k=0
2−(n−k)
(TC)k
k!
+
(TC)n+1
(n+ 1)!
Z0,m,∞(t) (1− logZ0,m,∞(t)) .
(22)
Due to the definition of Z, for ‖m(n)‖
B
−
1
2
2,1
, ‖n(n)‖
B
−
1
2
2,1
and C > 0 are bounded independently of index
m, n, then there exists a constant C˜ > 0 such that
‖ρ(n+m) − ρ(n)‖
B
−
1
2
2,∞
+ ‖m(n+m) −m(n)‖
B
−
1
2
2,∞
+ ‖n(n+m) − n(n)‖
B
−
1
2
2,∞
≤ C˜2−n.
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Thus (ρ(n),m(n), n(n)) is a Cauchy sequence in C([0, T );B
− 12
2,∞)
3, and take advantage of the interpolation
inequality (18), we deduce that (ρ(n),m(n), n(n)) tends to (ρ,m, n) in C([0, T );B
− 12
2,1 )
3.
Step 4. It remains to prove that the solution (ρ,m, n) of (2) is uniform and continuous. Suppose
ρ1,m1, n1 and ρ2,m2, n2 are two solutions of system(2). Similarly with (9), we have

(ρ1 − ρ2)t + u1v1(ρ1 − ρ2)x = (u2v2 − u1v1)ρ2x +R
1,
(m1 −m2)t + u1v1(m1 −m2)x = (u2v2 − u1v1)m2x +R
2,
(n1 − n2)t + u1v1(n1 − n2)x = (u2v2 − u1v1)n2x +R
3,
(23)
where 

R1 = ρ2(u2xv
2 + u2v2x)− ρ
1(u1xv
1 + u1v1x),
R2 = 3m2u2xv
2 + (ρ2)2u2 − 3m1u1xv
1 − (ρ1)2u1,
R3 = 3n2u2v2x − (ρ
2)2v2 − 3n1u1v1x + (ρ
1)2v1.
For convenience, we denote
‖M(t)‖X = e
−c
∫
t
0
‖(m1n1)(τ)|‖
B
1
2
2,1
dτ(
‖(ρ1 − ρ2)(t)‖X + ‖(m
1 −m2)(t)‖X + ‖(n
1 − n2)(t)‖X
)
in any function space X . Similarly with Step 3, by virtue of Lemma 2.3, we have the following
estimation
‖M(t)‖
B
−
1
2
2,∞
≤ ‖M(0)‖
B
−
1
2
2,∞
+
∫ t
0
‖M(τ)‖
B
−
1
2
2,1
dτ. (24)
We can choose constant c large enough such that ‖M(t)‖
B
−
1
2
2,∞
< 1. Thanks to interpolation inequality
(18), we have
‖M(t)‖
B
−
1
2
2,∞
≤ ‖M(0)‖
B
−
1
2
2,∞
+
∫ t
0
‖M(t)‖
B
−
1
2
2,∞
(τ) log

e+ ‖M(τ)‖B 122,∞
‖M(τ)‖
B
−
1
2
2,∞

 dτ
≤ ‖M(0)‖
B
−
1
2
2,∞
+ C
∫ t
0
‖M(τ)‖
B
−
1
2
2,∞
(
1− ‖M(τ)‖
B
−
1
2
2,∞
(τ))
)
dτ.
(25)
By virtue of Osgood Lemma 2.4, we take µ(r) = r(1 − log r), N (r) = log(1 − log(r)). Finally, we
obtain
‖M(t)‖
B
−
1
2
2,∞
≤ e
1−[1−log ‖M(0)‖
B
−
1
2
2,∞
]e−ct
. (26)
Thus, by definition of ‖M‖X , we conclude that,
‖(ρ1 − ρ2)(t)‖
B
−
1
2
2,∞
+ ‖(m1 −m2)(t)‖
B
−
1
2
2,∞
+ ‖(n1 − n2)(t)‖
B
−
1
2
2,∞
≤CT
(
‖(ρ1 − ρ2)(0)‖
B
−
1
2
2,∞
+ ‖(m1 −m2)(0)‖
B
−
1
2
2,∞
+ ‖(n1 − n2)(0)‖
B
−
1
2
2,∞
)
.
By virtue of Lemma 2.1, we have just proved that
‖(ρ1 − ρ2)(t)‖Bs2,∞ + ‖(m
1 −m2)(t)‖Bs2,∞ + ‖(n
1 − n2)(t)‖Bs2,∞
≤CT
(
‖(ρ1 − ρ2)(0)‖Bs2,∞ + ‖(m
1 −m2)(0)‖Bs2,∞ + ‖(n
1 − n2)(0)‖Bs2,∞
)
,
holds for any s > 12 , together with interpolation
‖f‖
B
1
2
2,1
≤ Cθ‖f‖
θ
Bs2,∞
‖f‖1−θ
B
−
1
2
2,∞
,
and take θ =
1
s+ 1
∈ (0, 1), we prove the uniqueness and Ho¨lder continuity. Hence we complete the
proof.

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Remark 2.5. By applying the S−2 operator (1−∂2x)
−1 to 3NS, we can rewrite it into convolution form

ρt + (uvρ)x = 0,
ut + uuxv + g(x) ∗ (3uuxv + u2xvx + uuxxvx + ρ
2u) + ∂xg(x) ∗ uuxvx = 0,
vt + uvvx + g(x) ∗ (3uvvx + uxv2x + uxvvxx − ρ
2v) + ∂xg(x) ∗ uxvvx = 0,
(27)
where g(x) is the green function of (1− ∂2x)
−1. Thus in the convolution sense, the critical Besov space
should be B
3
2
2,1.
Remark 2.6. As Guo, Liu, Molinet and Yin [21] have just proved Camassa-Holm equation, Degasperis-
Procesi equation and Novikov equation are ill-posed in B
1
p
p,r with any r > 1, thus the critical Besov
space B
1
2
2,1 is almost the best well-posed space.
3. Exponential decay of solution
In this section, we consider the exponential decay of solution to 3NS. We prove that the solutions
will retain the corresponding properties at infinity as the initial data decay exponentially. Let’s focus
on solution (ρ,m, n) at first.
Theorem 3.1. Let (ρ0,m0, n0) ∈ (H
s)3 with s > 12 , T > 0 is the maximal existence time. If there
exists some constant a > 0, such that the initial data satisfy
ρ0(x),m0(x), n0(x) ∼ O(e
−a|x|), as |x| → ∞,
then for any t ∈ [0, T ), it follows that
ρ(t, x),m(t, x), n(t, x) ∼ O(e−a|x|), as |x| → ∞.
Proof. Without loss of generality, we only prove the case of x → +∞. Multiplying 3NS1 (the first
equation of 3NS) by eax, we have
(eaxρ)t + (e
axρ)(uxv + uvx) + (e
axρx)uv = 0.
Taking inner product with (eaxρ)2k−1 (k ∈ N∗), we have∫
R
(eaxρ)2k−1(eaxρ)tdx =−
∫
R
uv(eaxρ)2k−1[(eaxρ)x − ae
axρ]dx
−
∫
R
(uxv + uvx)(e
axρ)2kdx.
(28)
Taking advantage of Ho¨lder inequality, we have∫
R
(eaxρ)2k−1(eaxρ)tdx = ‖e
axρ‖2k−1
L2k
d
dt
‖eaxρ‖L2k , (29)
−
∫
R
uv(eaxρ)2k−1(eaxρ)xdx =
1
2k
∫
R
(uxv + uvx)(e
axρ)2kdx
≤(
1
2k
(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞)‖e
axρ‖2kL2k ,
(30)
and ∫
R
auv(eaxρ)2kdx ≤ a‖u‖L∞‖v‖L∞‖e
axρ‖2kL2k . (31)
Taking (29)-(31) back into (28) yields
d
dt
‖eaxρ‖L2k ≤
[
(1 +
1
2k
)(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞) + a‖u‖L∞‖v‖L∞
]
‖eaxρ‖L2k . (32)
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Multiplying 3NS2 by e
ax and taking inner product with (eaxm)2k−1, we have∫
R
(eaxm)2k−1(eaxm)tdx =−
∫
R
uv(eaxm)2k−1[(eaxm)x − ae
axm]dx
−
∫
R
3uxv(e
axm)2kdx−
∫
R
(eaxm)2k−1(eaxρ)ρudx.
(33)
Similarly with the estimation of 3NS1, we obtain
d
dt
‖eaxm‖L2k ≤
[
(3 +
1
2k
)(‖ux‖L∞‖v‖L∞ +
1
2k
‖u‖L∞‖vx‖L∞) + a‖u‖L∞‖v‖L∞
]
‖eaxm‖L2k
+ ‖ρ‖L∞‖u‖L∞‖e
axρ‖L2k .
(34)
We claim that for ‖eaxn‖L2k we have
d
dt
‖eaxn‖L2k ≤
[
(3 +
1
2k
)(‖u‖L∞‖vx‖L∞ +
1
2k
‖ux‖L∞‖v‖L∞) + a‖u‖L∞‖v‖L∞
]
‖eaxn‖L2k
+ ‖ρ‖L∞‖v‖L∞‖e
axρ‖L2k .
(35)
Denote Fk(t) = ‖eaxρ(t, ·)‖L2k + ‖e
axm(t, ·)‖L2k + ‖e
axn(t, ·)‖L2k and define the uniform bound
M , sup
t∈[0,T )
(‖ρ(t, ·)‖Hs + ‖m(t, ·)‖Hs + ‖n(t, ·)‖Hs).
Due to the Sobolev embedding theorem, there exists C = C(M,a, 1
k
) such that
d
dt
Fk(t) ≤ CFk(t). (36)
Note that for any function f ∈ L1
⋂
L∞ with f ∈ Lp for all p > 1, the following limit holds
lim
p→∞
‖f‖Lp = ‖f‖L∞.
Taking the limit as k →∞ in (36) and applying Young’s inequality yields
F∞(t) ≤ F∞(0)e
C(M,a)T ,
which means
|eaxρ(t, x)|+ |eaxm(t, x)|+ |eaxn(t, x)| ≤ eCT
(
‖eaxρ0(x)‖L∞ + ‖e
axm0(x)‖L∞ + ‖e
ax
0 (x)‖L∞
)
.
Therefore, we complete the proof of Theorem 3.1. 
The following theorem illustrates exponential decay of u and v. Note that here are convolutions in
(27), thus we should offer an useful lemma first.
Lemma 3.2 (22). Assume the function g(x) = 12e
−|x|. Let the weighted function ϕN (x) be
ϕN (x) =


eαN , x ∈ (−∞,−N),
e−αx, x ∈ [−N, 0],
1, x ∈ (0,∞),
where N ∈ N∗. If the constant α ∈ (0, 1), then
(i) 0 ≤ ϕ′N (x) ≤ ϕN (x) a.e.,
(ii)there exists C0, such that ϕN (x)(g ∗ (ϕN )
−1)(x) ≤ C0, ϕN (x)(∂xg ∗ (ϕN )
−1)(x) ≤ C0.
Now we establish the exponential decay of strong solution u and v.
Theorem 3.3. Let (ρ0, u0, v0) ∈ Hs ×Hs ×Hs−1 with s >
5
2 , T > 0 be the maximal existence time,
and the corresponding solution (ρ, u, v) ∈ C([0, T );Hs × Hs × Hs−1). If there exists some constant
α ∈ (0, 1) such that the initial data satisfy{
|ρ0(x)|, |u0(x)|, |v0(x)| ∼ O(eαx), x ↓ −∞,
|ρ0x(x)|, |u0x(x)|, |v0x(x)| ∼ O(eαx), x ↓ −∞,
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then the solutions (ρ, u, v) is exponential decay as{
|ρ(t, x)|, |u(t, x)|, |v(t, x)| ∼ O(eαx), x ↓ −∞,
|ρx(t, x)|, |ux(t, x)|, |vx(t, x)| ∼ O(eαx), x ↓ −∞,
uniformly in the time interval [0, T ).
Proof. Similarly with (32), multiplying 3NS1 by ϕN and taking inner product with (ϕNρ)
2k−1, we
have
d
dt
‖ϕNρ‖L2k ≤
[
(1 +
1
2k
)(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞) + ‖u‖L∞‖v‖L∞
]
‖ϕNρ‖L2k . (37)
Differentiating 3NS1 with respect to x and multiplying by ϕN , we get
(ϕNρ)t + (ϕNρxx)uv + 2(ϕNρx)(uv)x + (ϕNρ)(uv)xx = 0, (38)
and taking inner product with (ϕNρx)
2k−1 yields∫
R
(ϕNρx)
2k−1(ϕNρx)tdx =−
∫
R
uv(ϕNρx)
2k−1ϕNρxx − 2
∫
R
(ϕNρx)
2k(uxv + uvx)dx
−
∫
R
(ϕNρx)
2k−1(ϕNρ)(uxxv + 2uxvx + uvxx)dx.
(39)
Note that ∫
R
(ϕNρx)
2k−1(ϕNρx)tdx = ‖ϕNρx‖
2k−1
L2k
d
dt
‖ϕNρx‖L2k , (40)
and by using Ho¨lder inequality, we obtain
−
∫
R
uv(ϕNρx)
2k−1ϕNρxx = −
∫
R
uv[(ϕNρx)x − ϕ
′
N (x)ρx]dx
=
1
2k
∫
R
(ux + uvx)(ϕNρx)
2kdx+
∫
R
uv(ϕNρx)
2k−1(ϕ′N (x)ρx)dx
≤
[ 1
2k
(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞) + ‖u‖L∞‖v‖L∞
]
‖ϕNρx‖
2k
L2k ,
(41)
− 2
∫
R
(ϕNρx)
2k(uxv + uvx)dx ≤ 2(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞)‖ϕNρx‖
2k
L2k , (42)
and
−
∫
R
(ϕNρx)
2k−1(ϕNρ)(uxxv + 2uxvx + uvxx)dx
≤ (‖uxx‖L∞‖v‖L∞ + 2‖ux‖L∞‖vx‖L∞ + ‖u‖L∞‖vxx‖L∞)‖ϕNρx‖
2k−1
L2k
‖ϕNρ‖L2k .
(43)
Taking (40)-(43) into (39), we have
d
dt
‖ϕNρx‖L2k ≤
[
(2 +
1
2k
)(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞) + ‖u‖L∞‖v‖L∞
]
‖ϕNρx‖L2k
+ (‖uxx‖L∞‖v‖L∞ + 2‖ux‖L∞‖vx‖L∞ + ‖u‖L∞‖vxx‖L∞)‖ϕNρ‖L2k .
(44)
For 3NS2, multiplying ϕN and taking inner product with (ϕNu)
2k−1, we have∫
R
(ϕNu)
2k−1(ϕNu)tdx =−
∫
R
(ϕNu)
2kuxvdx−
∫
R
(ϕNu)
2k−1[ϕN (g ∗ F )]dx
−
∫
R
(ϕNu)
2k−1[ϕN (∂xg ∗ uuxvx)]dx,
(45)
where F = 3uuxv + u
2
xvx + uuxxvx + ρ
2u. Taking advantage of Ho¨lder inequality again, we obtain∫
R
(ϕNu)
2k−1
[
ϕN (g ∗ F ) + ϕN (∂xg ∗ uuxvx)
]
dx
≤ ‖ϕNu‖
2k−1
L2k
(
‖ϕN (g ∗ F )L2k + ‖ϕN (∂xg ∗ uuxvx)‖L2k
)
,
(46)
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which leads the following inequality
d
dt
‖ϕNu‖L2k ≤ ‖ux‖L∞‖v‖L∞‖ϕNu‖L2k + ‖ϕN (g ∗ F )‖L2k + ‖ϕN(∂xg ∗ uuxvx)‖L2k . (47)
Differentiating 3NS2 with respect to x and multiplying by ϕN , we get
(ϕNux)t + (ϕNuxx)uv + (ϕNux)uxv + ϕN (∂xg ∗ F ) + ϕN (g ∗ uuxvx) = 0, (48)
here we used the fact f + ∂2xg ∗ f = g ∗ f . With a similar argument, it is easy to check that
d
dt
‖ϕNux‖L2k ≤
[
(1 +
1
2k
)‖ux‖L∞‖v‖L∞ +
1
2k
‖u‖L∞‖vx‖L∞ + ‖u‖L∞‖v‖L∞
]
‖ϕNux‖L2k
+ ‖ϕN(∂xg ∗ F )‖L2k + ‖ϕN (g ∗ uuxvx)‖L2k .
(49)
For ‖ϕNv‖L2k and ‖ϕNvx‖L2k , we claim
d
dt
‖ϕNv‖L2k ≤ ‖u‖L∞‖vx‖L∞‖ϕNv‖L2k + ‖ϕN (g ∗G)‖L2k + ‖ϕN (∂xg ∗ uxvvx)‖L2k , (50)
d
dt
‖ϕNvx‖L2k ≤
[
(1 +
1
2k
)‖u‖L∞‖vx‖L∞ +
1
2k
‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖v‖L∞
]
‖ϕNvx‖L2k
+ ‖ϕN(∂xg ∗G)‖L2k + ‖ϕN (g ∗ uxvvx)‖L2k ,
(51)
with G = 3uvvx + uxv
2
x + uxvvxx − ρ
2v.
Now, taking the limit k →=∞ in (37),(44),(47),(49),(50) and (51), we get the following inequalities
d
dt
‖ϕNρ‖L∞ ≤
[
‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞ + ‖u‖L∞‖v‖L∞
]
‖ϕNρ‖L∞ ,
d
dt
‖ϕNρx‖L∞ ≤
[
2(‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖vx‖L∞ ) + ‖u‖L∞‖v‖L∞
]
‖ϕNρx‖L∞
+ (‖uxx‖L∞‖v‖L∞ + 2‖ux‖L∞‖vx‖L∞ + ‖u‖L∞‖vxx‖L∞ )‖ϕNρ‖L∞ ,
d
dt
‖ϕNu‖L∞ ≤‖ux‖L∞‖v‖L∞‖ϕNu‖L2k + ‖ϕN (g ∗ F )‖L∞ + ‖ϕN (∂xg ∗ uuxvx)‖L∞ ,
d
dt
‖ϕNux‖L∞ ≤
[
‖ux‖L∞‖v‖L∞ + ‖u‖L∞‖v‖L∞
]
‖ϕNux‖L∞ + ‖ϕN (∂xg ∗ F )‖L∞ + ‖ϕN (g ∗ uuxvx)‖L∞ ,
d
dt
‖ϕNv‖L∞ ≤‖u‖L∞‖vx‖L∞‖ϕNv‖L∞ + ‖ϕN (g ∗G)‖L2k + ‖ϕN (∂xg ∗ uxvvx)‖L∞ ,
d
dt
‖ϕNvx‖L∞ ≤
[
‖u‖L∞‖vx‖L∞ + ‖u‖L∞‖v‖L∞
]
‖ϕNvx‖L∞ + ‖ϕN (∂xg ∗G)‖L∞ + ‖ϕN (g ∗ uxvvx)‖L∞ .
(52)
It remains to estimate the convolution parts. By virtue of Lemma 3.2, we have
‖ϕN (g ∗ F )‖L∞ =
∣∣∣ϕN (x)
∫
R
1
2
e−|x−y|
1
ϕN (y)
ϕN (y)
(
3uuxv + u
2
xvx + uuxxvx + ρ
2u)
)
(y)dy
∣∣∣
≤C0
[(
3‖ux‖L∞‖v‖L∞ + ‖uxx‖L∞‖vx‖L∞ + ‖ρ‖
2
L∞
)
‖ϕNu‖L∞ + ‖ux‖L∞‖vx‖L∞‖ϕNux‖L∞
]
.
(53)
Thus, with a similar computation, each L∞ norm of convolution are bounded by
‖ϕN (∂xg ∗ F )‖L∞ ≤C0
[(
3‖ux‖L∞‖v‖L∞ + ‖uxx‖L∞‖vx‖L∞ + ‖ρ‖
2
L∞
)
‖ϕNu‖L∞
+ ‖ux‖L∞‖vx‖L∞‖ϕNux‖L∞
]
,
(54)
‖ϕN(g ∗G)‖L∞ , ‖ϕN (∂xg ∗G)‖L∞ ≤ C0
[
‖ux‖L∞‖vx‖L∞‖ϕNvx‖L∞
+
(
3‖u‖L∞‖vx‖L∞ + ‖ux‖L∞‖vxx‖L∞ + ‖ρ‖
2
L∞
)
‖ϕNv‖L∞
]
,
(55)
‖ϕN (g ∗ uuxvx)‖L∞ , ‖ϕN (∂xg ∗ uuxvx)‖L∞ ≤ C0‖ux‖L∞‖vx‖L∞‖ϕNu‖L∞ , (56)
‖ϕN(g ∗ uxvvx)‖L∞ , ‖ϕN (∂xg ∗ uxvvx)‖L∞ ≤ C0‖ux‖L∞‖vx‖L∞‖ϕNv‖L∞ . (57)
Taking (53)-(57) into (52), and denote
AN (t) = ‖ϕNρ‖L∞ + ‖ϕNρx‖L∞ + ‖ϕNu‖L∞ + ‖ϕNux‖L∞ + ‖ϕNv‖L∞ + ‖ϕNvx‖L∞ .
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Thanks to Sobolev’s embedding theorem and the definition of M in the proof of theorem 3.3, we get
d
dt
AN (t) ≤ CAN (t),
where C = C(C0,M). By applying Gronwall’s inequality and taking limit N → +∞, we finally obtain
that there exists some constant C˜ = C˜(C0,M, T ) > 0 such that
‖e−αxρ‖L∞ + ‖e
−αxρx‖L∞ + ‖e
−αxu‖L∞ + ‖e
−αxux‖L∞ + ‖e
−αxv‖L∞ + ‖e
−αxvx‖L∞
≤C˜
(
‖e−αxρ0‖L∞ + ‖e
−αxρ0x‖L∞ + ‖e
−αxu0‖L∞ + ‖e
−αxu0x‖L∞ + ‖e
−αxv0‖L∞ + ‖e
−αxv0x‖L∞
)
.

Theorem 3.3 shows the exponential decay of solutions in case of x ↓ −∞. For x ↑ +∞, just choose
another weighted function ϕ˜N (x) for α ∈ (0, 1) as
ϕ˜N (x)


1, x ∈ (−∞, 0),
eαx, x ∈ [−0, N ],
eαN , x ∈ (N,∞),
we have the following result.
Corollary 3.4. Let (ρ0, u0, v0) ∈ Hs ×Hs ×Hs−1 with s >
5
2 , T > 0 be the maximal existence time,
and the corresponding solution (ρ, u, v) ∈ C([0, T );Hs × Hs × Hs−1). If there exists some constant
α ∈ (0, 1) such that the initial data satisfy{
|ρ0(x)|, |u0(x)|, |v0(x)| ∼ O(e−αx), x ↑ ∞,
|ρ0x(x)|, |u0x(x)|, |v0x(x)| ∼ O(e−αx), x ↑ ∞,
then the solutions (ρ, u, v) is exponential decay as{
|ρ(t, x)|, |u(t, x)|, |v(t, x)| ∼ O(e−αx), x ↑ ∞,
|ρx(t, x)|, |ux(t, x)|, |vx(t, x)| ∼ O(e−αx), x ↑ ∞,
uniformly in the time interval [0, T ).
Theorem 3.1, 3.3 and Corollary 3.4 tell us the the solutions ρ, m and n can decay as e−α|x| as
|x| → ∞ for any α > 0, but u and v only holds for α ∈ (0, 1). The reason is there is convolutions in
(27), while Lemma 3.2 only holds for α ∈ (0, 1). Thus whether the decay of u and v is holds for critical
point α = 1?
Theorem 3.5. Let (ρ0, u0, v0) ∈ H
s ×Hs ×Hs−1 with s > 52 , T > 0 be the maximal existence time,
and the corresponding solution (ρ, u, v) ∈ C([0, T );Hs ×Hs ×Hs−1). If the initial data satisfy
‖ρ0‖L∞ + ‖ρ0x‖L∞ + ‖u0‖L∞ + ‖u0x‖L∞ + ‖v0‖L∞ + ‖v0x‖L∞ ≤ ce
−|x|,
then we have
‖ρ(t)‖L∞ + ‖ρx(t)‖L∞ + ‖u(t)‖L∞ + ‖ux(t)‖L∞ + ‖v(t)‖L∞ + ‖vx(t)‖L∞ ≤ ce
−|x|.
Proof. As Lemma 3.2 fails for α = 1, we introduce a new weighted function φ(x) = min{e|x|, N},
N ∈ N∗. Denote η = e|x|, then φ(x) is called η-moderate and φ
1
2 (x) is η
1
2 -moderate. With a sim-
ilar argument in the proof of Theorem 3.3, we can obtain the differential inequalities of ‖φ
1
2 ρ‖L2k ,
‖φ
1
2 ρx‖L2k , ‖φ
1
2u|L2k , ‖φ
1
2ux‖L2k , ‖φ
1
2 v‖L2k and ‖φ
1
2 vx‖L2k . For example, we give a detailed estima-
tion of ‖φ
1
2u|L2k . Substituting weighted function φ
1
2 for φN in (47), we have
d
dt
‖φ
1
2 u‖L2k ≤ C‖φ
1
2u‖L2k + ‖φ
1
2 (g ∗ F )‖L2k + ‖φ
1
2 (∂xg ∗ uuxvx)‖L2k , (58)
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where C = C(s, k,M) > 0. Note that |∂xg| ≤ |g| =
1
2e
−|x| a.e., and φ
1
2 is η
1
2 moderate, we have
‖φ
1
2 g ∗ F‖L2k ≤ ‖η
1
2 g‖L1‖φ
1
2F‖L2k ≤ C
(
‖φ
1
2u‖L2k + ‖φ
1
2ux‖L2k
)
,
‖φ
1
2 ∂xg ∗ uuxvx‖L2k ≤ ‖η
1
2 ∂xg‖L1‖φ
1
2 uuxvx‖L2k ≤ C‖φ
1
2 u‖L2k .
(59)
Inserting (59) into (58) is given by
d
dt
‖φ
1
2u‖L2k ≤ C
(
‖φ
1
2u‖L2k + ‖φ
1
2u‖L2k
)
. (60)
Similar to (60), we claim that
d
dt
(
‖φ
1
2 ρ‖L2k + ‖φ
1
2 ρx‖L2k + ‖φ
1
2u‖L2k + ‖φ
1
2ux‖L2k + ‖φ
1
2 v‖L2k + ‖φ
1
2 vx‖L2k
)
≤C(‖φ
1
2 ρ‖L2k + ‖φ
1
2 ρx‖L2k + ‖φ
1
2u‖L2k + ‖φ
1
2ux‖L2k + ‖φ
1
2 v‖L2k + ‖φ
1
2 vx‖L2k
)
.
By the Gronwall’s inequality to obtain(
‖φ
1
2 ρ‖L2k + ‖φ
1
2 ρx‖L2k + ‖φ
1
2u‖L2k + ‖φ
1
2ux‖L2k + ‖φ
1
2 v‖L2k + ‖φ
1
2 vx‖L2k
)
≤eCT (‖φ
1
2 ρ0‖L2k + ‖φ
1
2 ρ0x‖L2k + ‖φ
1
2u0‖L2k + ‖φ
1
2u0x‖L2k + ‖φ
1
2 v0‖L2k + ‖φ
1
2 v0x‖L2k
)
.
Applying (58) with k =∞ and φ weight,
d
dt
‖φu‖L∞ ≤ C‖φu‖L∞ + ‖φg ∗ F‖L∞ + ‖φ∂xg ∗ uuxvx‖L∞ . (61)
As φ is η-moderate, we have
‖φg ∗ F‖L∞ ≤‖ηg‖L∞‖φF‖L1
≤C
(
‖φ
1
2 u‖L2‖φ
1
2ux‖L2 + ‖φ
1
2ux‖
2
L2 + ‖φ
1
2 u‖L2‖φ
1
2 vx‖L2 + ‖φ
1
2 ρ‖2L2
)
≤CeCT ,
(62)
‖φ∂xguuxvx‖L∞ ≤ ‖ηg‖L∞‖φuuxvx‖L1 ≤ C‖φ
1
2u‖L2‖φ
1
2 ux‖L2 ≤ Ce
CT . (63)
Taking (62) and (63) into (61) yields
d
dt
‖φu‖L∞ ≤ C‖φu‖L∞ + Ce
CT . (64)
We can deal with φρ, φρx, φux, φv and φvx as (64) and end up with
d
dt
B(t) ≤ CB(t) + CeCT , (65)
where B(t) = ‖φρ‖L∞+‖φρx‖L∞+‖φu‖L∞+‖φux‖L∞+‖φv‖L∞+‖φvx‖L∞ . By virtue of Gronwall’s
inequality to (65) we complete the proof of Theorem 3.4. 
Remark 3.6. Theorem 3.1, 3.3, 3.5 and Corollary 3.4 tell us the solution u and v and only exponential
decay for α ∈ (0, 1], while for ρ, m and n, the constant α > 0 is arbitrary. Moreover, if the initial data
satisfy (
∂jxρ0, ∂
j
xu0, ∂
j
xv0
)
∼ O(e−α|x|), as |x| → ∞,
it follows that (
∂jxρ, ∂
j
xu, ∂
j
xv
)
∼ O(e−α|x|), as |x| → ∞,
as Sobolev index s large enough.
Remark 3.7. If we choose weighted function
ψ(x) = ψa,b,c,d(x) = e
a|x|b(1 + |x|)c log(e+ |x|)d,
then it follows that the solution is exponential decay, power decay and logarithmic decay. More details
can be found in [23].
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As the first equation of 3NS is in conservation form, it follows that we can weaken the decay
conditions in Theorem 3.3, 3.5 and Corollary 3.4.
Theorem 3.8. Let (ρ0, u0, v0) ∈ Hs ×Hs ×Hs−1 with s >
5
2 , T > 0 be the maximal existence time,
and the corresponding solution (ρ, u, v) ∈ C([0, T );Hs × Hs × Hs−1). If there exists α ∈ (0, 1] and
β ∈ (α3 , α) such that the initial data satisfy
ρ0(x) ∼ o(e
−α|x|), ρ0x(x), u0(x), u0x(x), v0(x), v0x(x) ∼ O(e
−β|x|), |x| → ∞,
then
ρ(t, x) ∼ o(e−α|x|), |x| → ∞.
Proof. Without loss of generality, we only consider x → +∞. Integrating 3NS1 with respect to t, we
have
ρ(t, x)− ρ0(x) +
∫ t
0
(uvρx)(s, x)ds +
∫ t
0
((uxv + uvx)ρ)(s, x)ds = 0. (66)
By virtue of Theorem 3.3, we have already proved
ρ(t, x), ρx(t, x), u(t, x), ux(t, x), v(t, x), vx(t, x) ∼ O(e
−βx), as x→ +∞,
uniformly in the time interval [0, T ). Thus,∫ t
0
uvρx(s, x)ds,
∫ t
0
((uxv + uvx)ρ)(s, x)ds ∼ O(e
−3βx)
∼ o(e−αx).
Together with (66) and the initial condition ρ0(x) ∼ o(e−αx) as x→ +∞, we complete the proof. 
4. Traveling wave solutions
In this section, we will establish that 3NS doesn’t admit nontrivial symmetrical traveling wave
solutions. As we know, many CH type system admits peakon (peaked traveling wave solution) with
form p(t)e−|x−ct|, where p(t) is amplitude and c is velocity. It is obvious the traveling wave solution
in this form is symmetrical with axis x = ct, and it is a weak solution, because it has no derivative at
point x = ct, and the profile remains smooth at both interval x < ct and x > ct. Thus we give two
important definitions at first.
Definition 4.1. (Symmetrical solution) The solution z(t, x) = (ρ, u, v) to 3NS is x-symmetric if there
exists a function b(t) ∈ C1(0,+∞) such that
z(t, x) = z(t, 2b(t)− x), ∀t ∈ [0,∞), a.e.,
the function b(t) is called the symmetric axis of z(t, x).
Definition 4.2. (Weak solution) Let F(R) = {z : z = (ρ, u, v) ∈ C([0,∞), H1 × H2 × H2)}. The
solution z(t, x) is called weak, if for any test function φ ∈ C∞0 ([0,∞)×R) and z(t, x) ∈ F(R) satisfies
< ρ, φt > + < ρuv, φx >= 0,
< u, (1− ∂2x)φt > − < 4uvux + ρ
2u− uuxvxx, φ > + < 2uuxvx, φx > + < uvux, φxx >= 0,
< v, (1− ∂2x)φt > − < 4uvvx − ρ
2v − uxxvvx, φ > + < 2uxvvx, φx > + < uvvx, φxx >= 0,
(67)
where <,> denotes the distributions on (t, x).
Before we show our main result in this section, let’s derive the following lemma firstly.
16 ZHI-GANG LI AND ZHONGLONG ZHAO*
Lemma 4.3. Suppose Z(x) = (P,U, V ) ∈ F(R). If for any test function φ ∈ C∞0 ([0,∞);R), the
following integral equations holds
< −cP, φx > + < PUV, φx >= 0,
< −cU, (1− ∂2x)φx > − < 4UV Ux + P
2U − UUxVxx, φ > + < 2UxVxU, φx > + < UV Ux, φxx >= 0,
< −cV, (1− ∂2x)φx > − < 4UV Vx − P
2U − UxxV Vx, φ > + < 2UxVxV, φx > + < UV Vx, φxx >= 0,
(68)
then for any fixed t0 > 0, z(t, x) = Z(x− c(t− t0)) is a weak solution for 3NS.
Proof. Arguing by density, it is sufficient to consider the test functions belongs to C10 ([0,∞);C
3
0 (R)).
Without loss of generality, let t0 = 0. Assume ψ ∈ C
1
0 ([0,∞);C
3
0 (R)), and define ψc = ψ(t, x+ ct), it
is obvious that
∂c(ψc) = (ψx)c, ∂t(ψc) = (ψt)c + c(ψx)c. (69)
Suppose z(t, x) = Z(x− c(t− t0)). It is easy to check

< u, (1− ∂2x)ψt >=< U, (1− ∂
2
x)(ψt)c >=< U, (1− ∂
2
x)[∂t(ψc)− c(ψc)x] >,
< uvux, ψ >=< UV Ux, ψc >, < ρ
2u, ψ >=< P 2U,ψc >,
< uuxvxx, ψ >=< UUxVxx, ψc >, < uxvxu, ψx >=< UxVxU, (ψc)x >,
< uvux, ψxx >=< UV Ux, (ψc)xx > .
(70)
As Z = Z(x) is independent of parameter t, thus we can choose T > 0 large enough such that it
doesn’t belong to the support of ψc, which leads
< U, (1− ∂2x)∂t(ψc) > =
∫
R
U(x)
∫ ∞
0
(1 − ∂2x)∂t(ψc)dtdx
=
∫
R
U(x)[(1 − ∂2x)ψc(T, x)− (1− ∂
2
x)ψc(0, x)]dx
= 0.
(71)
Taking (70) and (71) into (67)2, we have
< u, (1− ∂2x)φt > − < 4uvux + ρ
2u− uuxvxx, φ > + < 2uuxvx, φx > + < uvux, φxx >
=< −cU, (1− ∂2x)φx > − < 4UV Ux + P
2U − UUxVxx, φ > + < 2UxVxU, φx > + < UV Ux, φxx >
= 0,
where we have applied (68)2 with ψ(x) = ψc(t, x). Therefore u(t, x) = U(x − c(t − t0)) is a weak
solution of 3NS2. With a similar argument, we can prove z(t, x) = Z(x− c(t− t0)) is a weak solution
to 3NS. This completes the proof of Lemma 4.3. 
Finally, we state the main result in this section.
Theorem 4.4. If z = (ρ, u, v) is a unique weak traveling wave solution of 3NS, then it is not x-
symmetrical unless ρ ≡ 0.
Proof. Suppose z(t, x) is an x-symmetrical solution of 3NS. It is sufficient to choose test function
ϕ ∈ C10 ([0,∞);C
3
0 (R)). Let
ϕb(t, x) = ϕ(t, 2b(t)− x), b(t) ∈ C
1(R).
It is easy to check that ϕb has the following properties{
(ϕb)b = ϕ, ∂x(ϕb) = −(∂xϕ)b,
∂t(ϕb) = (∂tϕ)b + 2b˙(∂xϕ)b,
(72)
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where b˙ denotes the derivative with respect to parameter t, and moreover,

< ubvb∂xub, ϕ >= − < uvux, ϕb >, < ub(∂xub)(∂2xvb), ϕ >= − < uuxvxx, ϕb >,
< ρ2bub, ϕ >=< ρ
2u, ϕb >, < (∂xub)(∂xvb)ub, ϕx >= − < uxvxu, ∂xϕb >,
< ubvb∂xub, ϕxx >= −uvux, ∂2xϕb > .
(73)
Since z is x-symmetrical, combining (67)2, (72) and (73), we have
< u, (1− ∂2x)ϕt > − < 4uvux + ρ
2u− uuxvxx, ϕ > + < 2uuxvx, ϕx > + < uvux, ϕxx >
= < u, (1− ∂2x)(∂tϕb + 2d˙∂xϕb > − < −4uvux + ρ
2u+ uuxvxx, ϕb >
− < 2uxvxu, ∂xϕb > − < uvux, ∂
2
xϕb >= 0.
(74)
Taking place ϕ by ϕb in (74), due to (ϕb)b = ϕ, it follows that
< u, (1−∂2x)(∂tϕ+2b˙∂xϕ > + < 4uvux−ρ
2u−uuxvxx, ϕ > − < 2uxvxu, ∂xϕ > − < uvux, ∂
2
xϕ >= 0.
(75)
Subtracting (75) form (74), we obtain
< u, 2b˙∂x(1− ∂
2
x)ϕ > + < 8uvux − 2uuxvxx, ϕ > − < 4uxvxu, ∂xϕ > − < 2uvux, ∂
2
xϕ >= 0. (76)
If we choose ϕǫ(t, x) = ψ(x)ηǫ(t) in (76), where ψ ∈ C∞0 (R) and ηǫ ∈ C
∞
0 [0,∞) is a mollifier that
ηǫ → δ(t− t0), ǫ→ 0.
This implies that∫
R
∂x(1 − ∂
2
x)ψ
∫ ∞
0
b˙uηǫ(t)dtdx +
∫
R
ψ
∫ ∞
0
(4uvux − uuxvxx)ηǫ(t)dtdx
−
∫
R
∂xψ
∫ ∞
0
2uxvxuηǫ(t)dtdx −
∫
R
∂2xψ
∫ ∞
0
uvuxηǫ(t)dtdx = 0.
(77)
Finally, letting ǫ→ 0 in (77) yields
< −b˙(t0)u(t0, x), ∂x(1 − ∂
2
x)ψ > − < (4uvux − uuxvxx)(t0, x), ψ >
+ < 2uxvxu(t0, x), ∂xψ > + < uvux(t0, x), ∂
2
xψ >= 0.
(78)
Set c = b˙(t0), and comparing with (68)2, we see if the traveling solution u is x-symmetrical, we must
constrain the distribution < ρ2u, ψ >≡ 0, which means ρ2u ≡ 0 by the arbitrariness of ψ. Similarly,
one can check that ρ2v ≡ 0 also holds for (t, x) a.e. 
In fact, by virtue of ρ2u ≡ ρ2v ≡ 0, if we consider the reduction ρ ≡ 0, we have the following
corollary.
Corollary 4.5. Suppose z(t, x) is x-symmetrical. If z = (u, v) is a unique weak solution of 2NS, then
z(t, x) is a traveling wave.
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