Abstract. Mining of semi-structured data such as XML is a popular research topic due to many useful applications. The initial work focused mainly on values associated with tags, while most of recent developments focus on discovering association rules among tree structured data objects to preserve the structural information. Other data mining techniques have had limited use in tree-structured data analysis as they were mainly designed to process flat data format with no need to capture the structural properties of data objects. This paper proposes a novel structure-preserving way for representing tree-structured document instances as records in a standard flat data structure to enable applicability of a wider range of data analysis techniques. The experiments using synthetic and real world data demonstrate the effectiveness of the proposed approach.
Introduction
Semi-structured documents such as XML possess a hierarchical document structure, where an element may contain further embedded elements, and each element can be attached with a number of attributes. It is therefore frequently modeled using a rooted ordered labeled tree. Many frequent subtree mining algorithms have been developed that driven by different application aims mine different subtree types [1] [2] [3] [4] [5] [6] [7] . Even though they are well scalable for large datasets, if the instances in the tree database are characterized by complex tree structures the approach will fail due to enormous number of candidate subtrees that need to be enumerated, as was analyzed mathematically in [5] . For an overview of the current state-of-the-art in the field of tree-structured data mining, please refer to [3, 8, 9] . There has been limited work in classification methods in tree-structured data. Some initial work was mainly based on tree-structured association rules and queries [10, 11] , while very recently work presented in [12] employs a mathematical programming method to directly mine discriminative patterns as numerical feature. The XRules approach [13] is a rule based classification system based on the frequent subtree patterns discovered by the TreeMiner algorithm [6] , and hence the structural information is taken into account during model learning. However, frequent subtree patterns can be very large in number, many of which may not be useful for the classification task at hand, and one often needs to filter out many of irrelevant/uninteresting patterns using a variety of statistical and heuristic measures. Several methods using neural networks and kernel methods for processing treestructured data have been proposed [14] , where the approaches are typically tailored towards the use of a particular machine learning method. In this work, an alternative approach is taken with the focus on the data conversion process not tailored to any specific method, yet enabling the application of available methods for data in tabular form in general.
A unique and effective way of representing tree-structured data into a flat data structure format is proposed. The structural information is preserved in form of additional attributes, but the results can differ to those obtained using frequent subtree mining based approaches. A discussion is therefore provided regarding the scenarios in which the proposed approach can be particularly useful and can extract knowledge when other frequent subtree based approaches would fail due to inherent complexity. This is supported with an example case in which all closed/maximal subtrees can be obtained using a closed/maximal itemset mining method on the proposed representation, which as experimentally shown can significantly improve the performance. In the remainder of the experiments, the focus is on the application of a decision tree learning method, to evaluate its usefulness when applied on a synthetic and real-world tree-database converted into the proposed format. The preliminary results indicate the great potential in enabling the application of well established and theoretically/practically proven data analysis techniques that otherwise could not be applied to tree-structured data directly. Hence, many of general data mining techniques as well as quality and interestingness measures can be directly applied to tree-structured data by adopting the conversion approach described in this paper. This will indirectly improve the quality and diversity of knowledge models that can be discovered from tree-structured data.
Background of the Problem
A graph consists of a set of nodes (or vertices) that are connected by edges. Each edge has two nodes associated with it. A path is defined as a finite sequence of edges. A rooted tree has its top-most node defined as the root that has no incoming edges. In a tree there is a single unique path between any two nodes. A node u is said to be a parent of node v, if there is a directed edge from u to v. Node v is then said to be a child of node u. Nodes with the same parent are called siblings. The fan-out/degree of a node is the number of children of that node. The level/depth of a node is the length of the path from root to that node. The Height of a tree is the greatest level of its nodes. A rooted ordered labelled tree can be denoted as T = (v 0, V,L,E) , where (1) v 0 ∈V is the root vertex; (2) V is the set of vertices or nodes; (3) L is a labelling function that assigns a label L(v) to every vertex v∈V; (4) E = {(v 1 ,v 2 )| v 1 ,v 2 ∈ V AND v 1 ≠ v 2 } is the set of edges in the tree, and (4) for each internal node the children are ordered form left to right. The problem of frequent subtree mining can be generally stated as:
