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Abstract—The Large scaled emerging user created information 
in web 2.0 such as tags, reviews, comments and blogs can be 
used to profile users’ interests and preferences to make 
personalized recommendations. To solve the scalability 
problem of the current user profiling and recommender 
systems, this paper proposes a parallel user profiling approach 
and a scalable recommender system. The current advanced 
cloud computing techniques including Hadoop, MapReduce 
and Cascading are employed to implement the proposed 
approaches. The experiments were conducted on Amazon EC2 
Elastic MapReduce and S3 with a real world large scaled 
dataset from Del.icio.us website.  
Keywords-User Profiling; Large Scales Recommender 
Systems; Cloud Computing; Tags; Folksonomy; Web 2.0 
I.  INTRODUCTION  
The information overload becomes a very serious issue. 
Personalization can provide effective solutions to deal with 
information overload. As the base of personalization, the 
accuracy and efficiency of web user profiling affects the 
performances of recommender systems and other 
personalization systems greatly. 
With the purpose of improving the accuracy and 
effectiveness of web user profiles, it’s very important to 
explore novel approaches to profile users based on the 
emerging user created textural information in web 2.0 [2]. 
The emerging user created information such as tags, reviews, 
comments and blogs implies user’s important interests and 
preferences information. Thus, these kinds of information 
can be used to profile users [2]. Based on the generated user 
profiles, recommender systems can make personalized 
recommendations to users to deal with the information 
overload issue. The scalability problem is one of the major 
issues for recommender systems [1]. With the rapid growth 
of online communities, there are a large number of users and 
items in these communities. It brings challenges to profile 
users and make recommendations efficiently. Therefore, how 
to profile the large amount of users efficiently and design 
scalable recommender systems are very important.  
Parallel computing is an effective way to solve the 
problem of high computation complexity of large scaled 
datasets. Cloud computing provides software and hardware 
platforms to facilitate parallel computing. With the 
development of cloud computing software and tools such as 
Hadoop 1 , MapReduce 2  and Cascading 3  as well as the 
availability of public cloud computing services such as 
Amazon EC24, it becomes easy and convenient for general 
users with little or no cloud computing knowledge to 
implement and run customer applications with large scaled 
datasets on clouds quickly.   
In this paper, we propose a parallel user profiling 
approach based on folksonomy information using the 
advanced cloud computing techniques. In addition, a 
paralleled scalable recommender system implemented based 
on Cascading MapReduce is also proposed. This paper is 
organized as follows. Firstly, the related work is briefly 
reviewed in Section II. Then, some important definitions are 
given in Section III. The proposed approaches are discussed 
in Section IV, where the parallel user profiling and 
recommendation making approaches designed based on 
Cascading MapReduce are presented. In Section V, the 
design of the experiments, experimental results and 
discussions are presented.  The conclusions and future work 
are discussed in Section VI. 
II. RELATED WORK 
A.  Recommender systems 
Recommender systems have been an active research area 
for more than a decade, and many different techniques and 
systems with distinct strength have been developed. 
Collaborative filtering recommendation approach is 
popularly used. Usually, recommendation making can be 
divided into three steps: user profiling, neighborhood 
forming and recommendation generation [1]. The user 
profiling is to profile each user’s interests or preferences. 
The second step is to find similar users for each user based 
on the generated user profiles. Then, the nearest or most 
similar users’ items will be treated as candidate items. The 
most popular items in the neighbors users will be 
recommend to the target users.  
Recently, how to make item recommendations based on 
folksonomy or tag information becomes an important 
research focus [2]. Our previous work [7] proposed an 
approach to profile users’ preferences based on tags and 
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make personalized item recommendations. But how to make 
the user profiling and recommendation approaches more 
efficient and scalable still remains open research questions.  
The scalability problem is an important issue for 
recommender systems [1]. The large number of users, items 
and other information in real life online communities bring 
challenges to recommender systems. How to design and 
implement scalable recommender systems is very important.   
Mahout 5 is a scalable open source recommender system, 
which is implemented based on Hadoop and MapReduce. 
However, it only uses users’ explicit ratings to make 
recommendation and fails to profile users’ based on implicit 
ratings or other useful emerging information such as tags in 
web 2.0.  
More recently, some paralleled data mining and 
knowledge discovery approaches that based on cloud 
computing techniques were proposed, such as paralleled 
similarity calculation [4], clustering [9] and random walk [8].  
The work in [5] explored how to extract user profiles from 
large scale data using MapReduce. However, it didn’t use tag 
information to profile users. 
B. Cloud computing 
Apache Hadoop is a Java software framework that 
supports data-intensive distributed applications under a free 
license. It enables applications to work with thousands of 
nodes and petabytes of data. Hadoop was inspired by 
Google's MapReduce and Google File System (GFS) papers 
[3]. Hadoop is a top-level Apache project, being built and 
used by a community of contributors from all over the world 
such as Amazon, Google, Yahoo and others. 
MapReduce is a framework for processing huge datasets 
on certain kinds of distributable problems using a large 
number of computers (nodes), collectively referred to as a 
cluster. Computational processing can occur on data stored 
either in a filesystem (unstructured) or within a database 
(structured). The MapReduce framework consists of two 
parts: Map and Reduce. For the Map part, the master node 
takes the input, chops it up into smaller sub-problems, and 
distributes those to worker nodes. A worker node may do 
this again in turn, leading to a multi-level tree structure. The 
worker node processes that smaller problem, and passes the 
answer back to its master node. For the Reduce part, the 
master node takes the answers to all the sub-problems and 
combines them in a way to get the output - the answer to the 
problem it was originally trying to solve. 
Cascading is a feature rich API for defining and 
executing complex, scale-free, and fault tolerant data 
processing workflows on a Hadoop cluster. The processing 
API lets the developer quickly assemble complex distributed 
processes without having to "think" in MapReduce and to 
efficiently schedule them based on their dependencies and 
other available meta-data. The Cascading processing model 
is based on a "pipes and filters" metaphor. The developer 
uses the Cascading API to assemble pipelines that split, 
merge, group, or join streams of data while applying 
operations to each data record or groups of records. As its 
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simplicity and user friendly, Cascading has been officially 
supported by Amazon Elastic MapReduce.  
The key concepts of Cascading include Flow, Pipe, Tap, 
Cascade, and others [6]. A pipeline is called a pipe assembly. 
Before a pipe assembly can be executed, it must be bound to 
data sources and data sinks, called Taps. The process of 
binding pipe assemblies to sources and sinks results in a 
Flow. Flows can be executed on a data cluster like Hadoop. 
The collection of Flows is called a Cascade. There are five 
Pipe types: Pipe, Each, GroupBy, CoGroup, Every, and 
SubAssembly [6]. The definitions and more detailed 
information are in [6].  
The Cascading flow will be converted into MapReduce 
jobs that can be executed on a Hadoop cluster with an inner 
MapReduce Job Planner. Figure 1 shows how a reasonably 
normal Flow would be partitioned into MapReduce jobs [6].  
 
 
 
III. DEFINITIONS  
To describe the proposed approach, we define some key 
concepts and entities used in this paper as below.  
• Users: ܷ ൌ ሼݑଵ, ݑଶ, … , ݑ|௎|ሽ contains all users in an 
online community who have used tags to label and 
organize items.   
• Items (i.e., Products, Resources):  ܲ ൌ
ሼ݌ଵ, ݌ଶ, … , ݌|௉|ሽ contains all items tagged by users in 
U. Items could be any type of resources or products 
in an online community such as web pages, videos, 
music tracks, photos, academic papers, documents 
and books etc.  
• Tags: ܶ ൌ ሼݐଵ, ݐଶ, … , ݐ|்|ሽ contains all tags used by 
users in U. A tag is a piece of textural information 
given by one or more users to label or collect items. 
• User Profile: ࣮௨ሺݑ௜ሻ ൌ൏ ݓ௜,௫, … , ݓ௜,|்| ൐  
represents each user ݑ௜ ’s preferences to tags 
<ݐଵ, … , ݐ|்|>. ݓ௜,௫ is the preference weight of user ݑ௜ 
to tag  ݐ௫,   
In this paper, we focus on the top N item 
recommendation task. Let ݑ௜ א ܷ be a target user, ௨ܲ೔ be the 
item set that the user ݑ௜  already has, ݌௞ א ܲ െ ௨ܲ೔ be a 
candidate item, ࣛሺݑ௜, ݌௞ሻ  be the prediction score of how 
much user ݑ௜ would be interested in the item ݌௞, the problem 
of item recommendation is defined as generating a set of 
ordered items ݌௟, … , ݌௠ א ܲ െ ௨ܲ೔  to the use ݑ௜ , where ࣛሺݑ௜, ݌௟ሻ ൒ … ൒ ࣛሺݑ௜, ݌௠ሻ.  
Figure 1. A Cascading flow and MapReduce jobs 
(This graph is from the user guide book of Cascading [6]) 
IV. THE PROPOSED APPROACHES 
A. User profiling and recommendation model 
User profile is used to describe user's interests and 
preferences information. Typically, an explicit or implicit 
rating vector is used in collaborative filtering based 
recommender systems to profile a user’s preferences or 
interests to the items. With folksonomy information, we can 
use a set of tags with their correspondent weights to profile 
users’ topic interests [7]. The work in [7] discussed how to 
calculate a user’s preferences to a tag. In this paper, we 
discuss how to parallel the user profiling process proposed in 
[7]. 
Let ݑ௜ be a user, ݐ௫ be a tag, each user ݑ௜ can be profiled 
by a |T|-sized tag vector ࣮௨ሺݑ௜ሻ . 
࣮௨ሺݑ௜ሻ ൌ൏ ݓ௜,௫, … , ݓ௜,|்| ൐   for tags <ݐଵ, … , ݐ|்| >. Where 
ݓ௜,௫  is the preference weight of ݑ௜  to ݐ௫ , ݓ௜,௫  can be 
calculated by formula below: 
ݓ௜,௫ ൌ ଵ|௉ೠ೔| · ∑ ࣪ݎሺݐ௫ | ݌௞ሻ௣ೖא௉ೠ೔ · ݅ݑ݂ሺݐ௫ሻ              (1) 
Where | ௨ܲ೔|is the number of items that has been collected 
by ݑ௜.  ࣪ݎሺݐ௫ | ݌௞ሻ is the probability of tag ݐ௫ being used to 
tag item ݌௞ , given item ݌௞ . This formula is a simplified 
version of Formula (7) in [7]. ࣪ݎሺݐ௫ | ݌௞ሻ= |௎೛ೖ,೟ೣ||௎೛ೖ| , where 
|ܷ௣ೖ,௧ೣ| is the number of users that have used tag ݐ௫ to tag 
item ݌௞  and |ܷ௣ೖ| is the number of users that have tagged 
item ݌௞. ݅ݑ݂ሺݐ௫ሻ is the inverse user frequency of tag ݐ௫ over 
the whole user set.  ݅ݑ݂ሺݐ௫ሻ   ൌ 1/݈݋݃ሺ݁ ൅ | ௧ܷೣ|ሻ, where ݁ 
is an irrational constant approximately equal to 2.72 and 
0 ൏ ݅ݑ݂ሺݐ௫ሻ ൑ 1.  
The algorithm of user profiling based on folksonomy is 
shown as below: 
Table 1. User Profiling Algorithm 
Algorithm 1: User Profiling 
Input: users’ tagging records [ ݑ௜, ݐ௫, ݌௞] 
Output: user profile ࣮௨ሺݑ௜ሻ ൌ൏ ݓ௜,௫, … , ݓ௜,|்| ൐ 
1:  Begin 
2:     For each item ݌௞ א ܲ  
3:          For each tag ݐ௫ א ௣ܶೖ, the tag of item ݌௞ 
4:              Get ࣪ݎሺݐ௫ | ݌௞ሻ, ࣪ݎሺݐ௫ | ݌௞ሻ=|௎೛ೖ,೟ೣ||௎೛ೖ|  
5:     For each user ݑ௜ א ܷ  
6:          Get | ௨ܲ೔|, the total number of tagged items of ݑ௜  
7:          For each tag ݐ௫ א ܶ 
8:               Get ∑ ࣪ݎሺݐ௫ | ݌௞ሻ௣ೖא௉ೠ೔  
9:               Get | ௧ܷೣ| 
10:             Get ݅ݑ݂ሺݐ௫ሻ ൌ 1/݈݋݃ሺ݁ ൅ | ௧ܷೣ|ሻ 
11:             Get ݓ௜,௫, ଵ|௉ೠ೔| · ∑ ࣪ݎሺݐ௫ | ݌௞ሻ௣ೖא௉ೠ೔ · ݅ݑ݂ሺݐ௫ሻ 
12:  End 
 
The work [7] proposed two hybrid user and item based 
recommendation approaches. In this paper, we discuss the 
paralleled user based collaborative filtering recommendation 
approach. The formula that measures the cosine similarity of 
two users is shown as below. 
ݏ݅݉൫ݑ௜ , ݑ௝൯ ൌ ∑ ௪೔,೥·௪ೕ,೥ 
|೅|
೥సభ
ටሺ∑  ௪೔,೥మሻ·ሺ∑  ௪ೕ,೥మ|೅|೥సభ ሻ|೅|೥సభ
          (2) 
The K nearest neighbor users who have similar user 
profiles with ݑ௜  is denoted as 
Ňሺݑ௜ሻ ൌ ሼݑ௝|ݑ௝߳ ݉ܽݔܭ൛ݏ݅݉൫ݑ௜ , ݑ௝൯ൟ, ݑ௝ א ܷ ሽ , where 
function maxK () returns the top K most similar users to ݑ௜. 
A set of items that are most frequently tagged by the 
neighbors of the target user or most similar to the target 
user’s items will be recommended to the target user.  
For each target user ݑ௜, a set of candidate items will be 
generated from the items tagged by ݑ௜ 's neighbourhood 
formed based on the similarity of user profiles.  The 
prediction score for each candidate item  ݌௞ denoted as 
ࣛሺݑ௜, ݌௞ሻ can be calculated as: 
ࣛሺݑ௜, ݌௞ሻ ൌ ∑ ݏ݅݉൫ݑ௜ , ݑ௝൯௨ೕఢŇሺ௨೔ሻת௎೛ೖ           (3) 
Where ܷ௣ೖ is the users that tagged item ݌௞ and Ňሺݑ௜ሻ ת ܷ௣ೖ 
is the selected neighbor users Ňሺݑ௜ሻ who have tagged the 
item ݌௞. 
The recommendation algorithm is shown as below: 
Table 2. Recommendation Algorithm 
Algorithm 2: Recommendation 
Input: users’ tagging records [ ݑ௜, ݐ௫, ݌௞] 
Output: recommended item list ݌௟, … , ݌௠ א ܲ െ ௨ܲ೔to each 
user ݑ௜, where ࣛሺݑ௜, ݌௟ሻ ൒ … ൒ ࣛሺݑ௜, ݌௠ሻ  
1:  Begin 
2:     For each user ݑ௜ א ܷ 
3:        Get user profile based on Equation 1 
4:        Get neighbor users based on Equation 2 
5:        For each candidate item 
6:            Get prediction score based on Equation 3 
7:       Recommend top N items to user ݑ௜ 
8:  End 
B. Large Scale Implementation 
To solve the problem of high computation complexity of 
user profiling and recommendation making, we discuss how 
to parallel Algorithm 1 and Algorithm 2 in this section.  
Since Cascading can largely simplify the complexities with 
Hadoop application development, job creation and job 
scheduling, we implemented the proposed application with 
Cascading.  
The recommendation process illustrated in Algorithm 2 
can be divided into three steps: user profiling, neighborhood 
forming and recommendation making. Thus, we firstly 
discuss how to parallel each step individually. Then, we 
discuss how to parallel the three steps. The three steps can be 
implemented by three flows in Cascading. 
 
 
 
 
Step 1: User Profiling 
Figure 2 illustrates the proposed paralleled user profiling 
process. The calculation of each user’s preference weight to 
each tag shown in Algorithm 1 can be implemented by Flow 
fUserProfiling. The two Taps tSource and tSink1 specify the 
input and output of Flow fUserProfiling. The flow includes 
six Pipes: pLine, pItemTag, pUserItem, pUserTag, pTagIuf 
and pUserProfile. Some Pipes can be processed in parallel 
while some need the output of another Pipe as input data. 
The program fragment of the implementation of this flow is 
shown as below.  
Table 3. Program fragment of the Flow fUserProfiling 
Program fragment 1: the implementation of Flow fUserProfiling 
// The setting  of flow fUserProfiling 
String inputPath=args[0]; 
String outputPath1=args[1]; 
Tap tSource = new Hfs(new TextLine(), inputPath); 
Tap tSink1 = new Hfs(new TextLine(), outputPath1+"/",true); 
 
// The implementation of Pipe pLine 
Pipe pLine = new Each("pline", new Fields("line"), new 
RegexSplitter (new Fields("user1","item1","tag1"), "::")); 
 
// The implementation of Pipe pUserItem 
/*Count is an inner aggregator of Cascading that calculates the 
number of items in the current group */ 
Pipe pUserItem=new GroupBy("pUserItem", pLine, new 
Fields("user1","item1"), new Fields("user1")); 
pUserItem=new Every (pUserItem, new Fields("user1","item1"), 
new Count(new Fields("count1"))); 
 
//The implementations of other pipes are omitted 
… 
 
Map<String, Tap> source_1 = 
Cascades.tapsMap( Pipe.pipes(pLine), Tap.taps(tSource)); 
Flow flow_userprofile = flowConnector.connect("userProfiling 
algorithm", source_1, tSink1, pUserProfile ); 
The Pipe pLine splits each line of each input file. The 
Pipe pItemTag calculates the probability of each tag for each 
item. It can be paralleled with the Pipe pUserItem that counts 
the number of tagged items of each user.  The outputs of the 
two Pipes are used as the input data of the Pipe pUserTag to 
calculate the average probability of each tag being used to 
tag the items of the user. The Pipe pUserTag can be 
paralleled with the Pipe pTagIuf that calculates the inverse 
user frequency of each tag. After calculating the product of 
the output results of the Pipe pUserTag and pTagIuf with the 
Pipe pUserProfile, the weight that indicate the degree of each 
user’s preference to a tag can be obtained. The output results 
are stored as files in the output path. The output files can be 
used as input by next step to calculate the similarity of users. 
Step 2: neighborhood forming 
The key job of this step is to calculate the similarity of 
each user pair. To facilitate the implementation of a complete 
recommender system in Cascading, we discuss how to 
parallel cosine similarity in Cascading. Figure 3 illustrates 
the proposed paralleled cosine similarity calculation 
approach. Table 4 shows a program fragment of the 
implementation of this flow. 
   Table 4. Program fragment of the Flow fNeighbourhoodForming 
 
Program fragment 2: the implementation of Flow 
fNeighbourhoodForming 
… 
// The implementation of Pipe pUserI 
/* power () is a self defined sub class extends aggregator class*/ 
Pipe pUserI = new Each ( "pUserI",new Fields ("profileLine"),new  
RegexSplitter(new Fields("u1","t1","w1"))); 
// The implementations of Pipe pPowerI  
Pipe pPowerI=new GroupBy ("pPowerI",pUserI,new 
Fields("u1"),new Fields("u1")); 
pPowerI=new Every (pPowerI,new Fields("w1"),new power(new  
Fields("power1")), new Fields("u1","power1") ); 
…
[ሺݑ௜, ݐ௫ሻ, ଵ|௉ೠ೔| · ∑ ࣪ݎሺݐ௫ | ݌௞ሻ௣ೖא௉ೠ೔ ] Pipe: pItemTag 
[ሺ݌௞, ݐ௫ሻ, ݑ௜ ] 
A 
[ ݐ௫, ݅ݑ݂ሺݑ௜ሻ] 
Flow: fUserProfiling
Tap: tSink1 
Pipe: pUserTag
GB: GroupBy
CoG: CoGroupBy
Pipe: pUserItem 
inputPath/inputFiles 
[ ݑ௜, ݐ௫, ݌௞] 
Pipe: pLine 
Split 
Tap: tSource 
Line 
[ሺݑ௜, ݐ௫ሻ, ݓ௜,௫] 
outputPath1/UserProfiles 
CoG w 
Pipe: pUserProfile
GB 
[ሺ݌௞, ݐ௫ሻ, ࣪ݎሺݐ௫ | ݌௞ሻ]
Pr 
GB Count
[ሺݑ௜, ݌௞ሻ, ݐ௫] 
[ሺݑ௜, ݌௞ሻ, | ௨ܲ೔|] 
[ሺݑ௜, ݐ௫ሻ, ࣪ݎሺݐ௫ | ݌௞ሻ, | ௨ܲ೔|] 
CoG GB
Pipe: pTagIuf
Avg
GB iuf 
[ ሺݐ௫ሻ, ሼݑ௜ሽ] 
 
Figure 2. Paralleled Data Flow of User Profiling 
 
 
 
 
 
Mainly, it parallels the calculation of the accumulated 
sum of the power of each element of a vector and that of 
product of the non-zero value elements of two vectors. The 
Flow fNeighborhoodForming also includes six Pipes: pUserI, 
pUserJ, pPowerI, pPowerJ, pMultiplyIJ, and pSimilarityIJ.  
The input of this Flow is the output user profiles of Flow 
fUserProfiling. Two Pipes pUserI and pUserJ are used to 
split the input lines. The Pipe pPowerI and pPowerJ calculate 
the accumulated sum of the power of each element of the 
two tag vectors. They are paralleled with the Pipe 
pMultiplyIJ that calculates the accumulated sum of the 
product of the non-zero value elements of the two tag vectors. 
The Pipe pSimilarityIJ firstly calculates the root square of 
the product of the outputs of pPowerI and pPowerJ. Then, 
divided by the output of pMultiplyIJ, the similarity of two 
users can be obtained. The output files are stored in another 
output path. The output of this Flow also can be used to 
generate recommendations directly. 
Step 3: Recommendation making 
Figure 4 illustrates the proposed paralleled 
recommendation making approach. The Flow 
fRecommending includes two Pipes: pCandidateItem and 
pRecommender.  
The input of pRecommender is the output of Flow 
fNeighborhoodForming. After filtering those items that are 
tagged by target user, the items that tagged by the top K 
neighbours are selected as candidate items. The Pipe 
pRecommender calculates the prediction score of each 
candidate item for each user. After ranking the candidate 
items by the prediction score, the final output files are stored 
in files in an output path. 
 
 
 
 
Step 4: Parallel the above three steps 
The above three steps have obvious dependency 
relationship. Since Cascading will check the actual 
dependency of Flow instances in run time, the three steps can 
be paralleled.  For example, if two or more Flow instances 
have no dependencies, they will be submitted together so 
they can execute in parallel.  
The program fragment of the parallel of the three steps 
with Cascading is shown in Table 5. 
 
 
topK rec 
outputPath3/RecFiles 
Tap: tSink4
CoG 
Pipe: pRecomender 
[ሺݑ௜ሻ, ሼݑ௝, ݏ݅݉ሺݑ௜, ݑ௝ሻሽ] 
[ሺݑ௜ሻ, ሼ݌௠, ࣛሺݑ௜, ݌௠ሻሽ]
filter
A Pipe: pCandidateItem 
[ݑ௝, ݐ௫, ݌௠] 
B
[ݑ௜, ݑ௝, ݏ݅݉ሺݑ௜, ݑ௝ሻ] 
Flow: fRecommending 
[ݑ௝, ݌௠] 
GB: GroupBy
CoG: CoGroupBy
[ݑ௜, ݑ௝,
∑ ݓ݅,ݖ·ݓ݆,ݖ |ܶ|ݖൌ1
ටሺ∑ ݓ݅,ݖ2ሻ·ሺ∑  ݓ݆,ݖ2|ܶ|ݖൌ1 ሻ|ܶ|ݖൌ1
]  
[ ݑ௜, ݑ௜, ∑ ݓ௜,௭ · ݓ௝,௭|்|௭ୀଵ ] 
Pipe: pPowerI
profileLine 
Pipe: pUserJ 
Split 
Split power
Pipe: pUserI 
CoG multiply
power
outputPath1/UserProfiles 
Tap: tSink2 
[ݑ௜, ݐ௫, ݓ௜,௫] 
Pipe: pMultiplyIJ
Pipe: pSimilarityIJ
CoG CoG
outputPath2/SimFiles 
Tap: tSink3 
sim 
[ݑ௜, ∑ ݓ௜,௭ଶ|்|௭ୀଵ ሿ
Pipe: pPowerJ
[ݑ௝, ∑ ݓ௝,௭ଶ|்|௭ୀଵ ሿ
[ݑ௝, ݐ௫, ݓ௝,௫] 
B 
Flow: fNeighborhoodForming
GB: GroupBy 
CoG: CoGroupBy 
Figure 4. Paralleled Data Flow of Recommendation making 
Figure 3. Paralleled Data Flow of Neighborhood Forming 
 
Table 5. Program fragment of the Parallel of the three steps 
 
Program fragment 3: parallel the three steps 
/* parallelRecsys.class is the name of the self defined class file*/ 
Properties properties = new Properties();   
properties.setProperty("hadoop.job.ugi", "hadoop,hadoop");         
FlowConnector.setApplicationJarClass( properties,  
parallelRecsys.class ); 
FlowConnector flowConnector = new FlowConnector(properties);    
CascadeConnector connector = new CascadeConnector();    
Cascade cascade = connector.connect( fUserProfiling, fNeigh
borhoodForming, fRecommending ); 
 cascade.complete(); 
V. EXPERIMENTS  
A. Datasets 
We conducted the experiments with the Del.icio.us 
dataset [10]. The dataset contains all public bookmarks of 
about 950,000 users retrieved from http://delicious.com 
between September 2003 and April 2008. The retrieval 
process resulted in about 132 million bookmarks or 420 
million tag assignments. The full corpus is about 7GB of 
compressed data. It’s one of the largest folksonomy datasets 
used in research so far. The details of the dataset are 
discussed in [11].  
B. Experiments setup 
1) Experimental environment 
The experimental environment includes the development 
environment and the computation environment. We used a 
local desktop with internet access as the development 
machine. Since the operating system is Windows XP, we 
installed the latest version of Cygwin 6 as the shell to run 
Linux/Unix commands. Java is used as programming 
language and JDK1.6.0 was installed. Eclipse 3.4.1 7  was 
installed as the programming and building tool. Hadoop 
1.18.3 and Cascading 1.0.18 were installed. The stand alone 
mode of Hadoop was used to debug the programs.  
The computation platform is Amazon EC2 Elastic 
MapReduce clouds 8 (i.e., Amazon EMR). The clients can 
select the types or sizes of the clouds and the payment is 
according to the actual running time. Amazon EMR supports 
Cascading and Hadoop MapReduce and can be run in the 
AWS console mode, which makes it easy and convenient to 
submit and run the customer applications/jobs on Amazon 
EC2.  The Amazon S3 is used to store the input and out data. 
The software CloudBerry Explorer for Amazon S3 9  was 
installed in the local machine to transfer the data between the 
local machine with Amazon S3.  
2) Experimental environment setup 
The setup and configuration of the experimental 
environment is very important. The setting of the 
development and computation environment is as below:  
                                                           
6 http://www.cygwin.com/ 
7 http://www.eclipse.org/ 
8 http://aws.amazon.com/elasticmapreduce/ 
9 http://cloudberrylab.com/?page=cloudberry-explorer-amazon-s3 
Step 1. The setup of the development environment. The 
first step is to setup a development environment to develop 
the customer application and make sure that the grammar 
and business logic is correct. As mentioned in 4.2.1, JDK 
1.6.0, Eclipse 3.4.1, Hadoop 1.18.3 and Cascading 1.0.18 
were installed. After we set up the JAVA_HOME for 
Hadoop, we can run the WordCount example of Hadoop in 
the stand alone mode to test whether the development 
environment has been configured successfully. 
Step 2. The implementation of the customer application. 
When the development environment has been setup 
successfully, we can implement the customer application and 
build the executable jar file with Eclipse.  
Step 3. Run and debug the custom executable jar file in 
Cygwin or linux/Unix with Hadoop.  
Step 4. Run the custom executable jar file in Amazon 
EC2 clouds. 
After the implemented customer application run 
successfully in the stand alone mode of Hadoop, we can 
submit the application in real clouds such as Amazon EC2. 
Before we could submit a job, we need to create an Amazon 
EC2 account first. Then, we need to sign in the services of 
Amazon Elastic MapReduce and Amazon S3. S3 is used to 
store the input and output data while EMR is used for 
computation. Though we can use the command of Hadoop to 
download and upload data, the data transfer software is more 
convenient to help users to transfer data between local 
machine and S3. After installed the CloudBerry Explorer for 
Amazon S3 on the local machine, we can connect to Amazon 
S3 with the secure credential information. We need to create 
a buck name in S3. We can create folders in the buck we 
created and upload the custom jar and input data to the buck. 
After uploading the jar and input data to S3, we could run the 
jar in EC2. Since the AWS console supports the job 
submission and the management of jobs with web browser, it 
becomes easy to submit and run custom jobs in EC2. In 
Elastic MapReduce of AWS Management Console 10 , we 
can create a new work flow and select customer jar as the job 
type. Then specify the Jar Location and Arguments. The path 
of Jar Location is <buck name>/path/to/jar while the input 
data path or output data path are 
s3n://<buckname>/path/to/input/ and 
s3n://<buckname>/path/to/output. It will cause “input path of 
file doesn’t exist” error if the path setting is not correct. After 
selecting the size, CPU and memory type of the clouds, we 
can run the job in Amazon EMR. With the console, we can 
easily debug and manage the submitted jobs. The output data 
will be stored in the created buck name of S3. We can 
download the output data to local machine with CloudBerry 
Explorer for Amazon S3. 
C. Results and discussions 
To evaluate the effectiveness of the proposed paralleled 
user profiling and recommendation approaches, we created 
three running Jobs on Amazon EC2 EMR clouds and 
conducted two comparison experiments on both clouds  and 
a local desk top machine. 
                                                           
10 http://aws.amazon.com/console/ 
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