It is proved that if u is a real valued function harmonic in the open unit ball B N ⊂ R N and continuous on the closed ball, then the following conditions are equivalent, for 0 < α < 1:
Introduction
Let S be a subset of the N-dimensional euclidean space R N , and let ω be a majorant, i.e., a continuous increasing function on [0, ∞) such that ω(0) = 0 and ω(t)/t is non-increasing for t > 0.
For a real or complex valued function f on S, we write f ∈ Λ ω (S) if there is a constant C < ∞ such that |f (x) − f (w)| ≤ Cω(|x − w|), x, w ∈ S.
If ω(t) = t α , 0 < α ≤ 1, then we write Λ ω (S) = Λ α (S). Clearly there hold the implications: (A) =⇒ (A1), (B) =⇒ (B1) and (C) =⇒ (C1). In a series of papers [4, 5, 6, 7] , Dyakonov considered the implications (A1) =⇒ (A) and (B1+C1) =⇒ (A) for various classes of functions (defined on more general domains). In [4] , he proved the validity of these implications in the case where f is holomorphic in the unit disk D = B 2 of the complex plane C = R 2 ; the majorant was assumed to satisfy the condition
Following Dyakonov we call such a majorant regular. In [5] , another interesting condition is considered, namely:
where P[|f |] denotes the Poisson integral of the boundary function,
and dσ is the normalized surface measure on the unit sphere. It is proved in [4] that (B1+D) is equivalent to (A).
The following condition together with Lemma A below is often used when verifying (A):
(E) f ∈ Λ 1 (K) for every compact subset K of B N , and there is a constant C such that
Lemma A. Let ω be fast, i.e.,
(See Lemma 3 below.)
We collect Dyakonov's results together with some classical facts in the following way: Theorem A. Let ω be a regular majorant, and let f be a function holomorphic in B 2 . Then there hold the relations:
Part of (1.2), namely [6] ; for (A) ⇐⇒ (B) ⇐⇒ (C), see, e.g., [13, 14] and Lemma 5 below. A simple proof of the equivalences (A1) ⇐⇒ (B1 + C1) ⇐⇒ (B1 + D) is given in [17] (see also [2] ).
It is perhaps worthwhile to note that the proofs given in [4] and [17] show that condition (C1) in Theorem A can be replaced by a weaker one, namely:
In this note we are mainly concerned with the case where f is real valued and harmonic in B N , and we prove the validity of the relations
under the hypothesis that the majorant is regular (Theorems 1 and 2); we do not know whether (C1) can be replaced by (C2). In the case where f is complex valued and harmonic, we can only prove that condition (A1) implies f ∈ Λ √ ω (B N ) (see Theorem 3 below and [7, Theorem 3.2] ).
Finally, it may be of some interest to study the implication (A) =⇒ (E). It is well known and easy to see that this implication holds, for arbitrary majorants, in the class of complex valued harmonic functions, and, in particular, in the class of holomorphic functions. Here we consider some nonlinear classes, such as {|u| p : u real valued harmonic}, p > 1 (see Theorem 4).
Statement of results
Throughout the note we use the notation
We denote by H(B N , R), respectively H(B N , C), the class of all real valued, respectively complex valued, functions harmonic in B N . The subclass of
As in [5] , we call a majorant ω fast if it satisfies (1.1). And, ω is called
Hence, ω is regular if and only if it is both fast and slow. It turns out that these notions can be described in a very simple way.
Proposition 1. [19, Proposition 2] A majorant ω is fast, respectively slow, if and only if
there are constants α > 0 and
respectively there are constants β < 1 and C > 0 such that
Instead of (2.1), respectively (2.2), we can say "ω(t)/t α is almost increasing", respectively "ω(t)/t β is almost decreasing".
Our first result is a direct consequence of a simple but useful observation of Dyakonov (Lemma 1) and the fact that the Poisson integral of a function of the class Λ ω (∂B N ) (ω slow) belongs to Λ ω (B N ) (Lemma 2).
In [5] 
where C is independent of r, y, then u ∈ Λ ω (B N ).
As follows from Lemma 1, the implication (A1) =⇒ (A) holds under the hypothesis that f is real valued and continuous; in the case where f is complex valued and continuous, and 0 < α ≤ 1, Dyakonov [7] proved the validity of the implication
The conclusion f ∈ Λ α/2 (D) is best possible even in the class of all harmonic functions (see [7, Theorem 3.2] ). We will prove that if f is harmonic, then (2.4) remains valid if we remove the condition Re f ∈ Λ α (D) :
Theorem 4. Let ω be an arbitrary majorant, and let g = |f |
p , where f and p satisfy one of the following conditions:
Because of the formula | ∇|f | | = |f | and Lemma A, we get: 
In the case p = 1 this corollary is essentially equal to Dyakonov's theorem. If p is an integer, then we can apply Dyakonov's theorem to the holomorphic function f p .
In the case of real valued harmonic functions we have: 
Proof of Theorem 2
Theorem 2 is a consequence of the following theorem and the definition of a regular majorant.
Theorem 5.
Let ω be a majorant satisfying the (Dini) condition:
where C is independent of r, y, then u ∈ Λ ω 3 (B N ), where
Before the proof some comments are in order. Let
It is clear that these functions are majorants provided they are finite. The function ω 1 is finite by hypothesis. The function ω 2 need not be finite (e.g., take ω(t) = t) but since the definition of Λ ω is independent of the values of ω(t) for t ≥ 2, we can put, for example, ω(t) = ω(2), for t ≥ 2. In this way ω remains a majorant and ω 2 becomes finite. Thus ω 3 is a majorant as a sum of two majorants. But the following formula is more important:
For the proof of Theorem 5 we need a few lemmas. The first lemma provides a sufficient condition for a C 1 -function to be in Λ ω (B N ); for a proof see, for example, [20, Lemma 6.4.8] 
Lemma 3. If a complex valued function f satisfies condition (E), where ω satisfies the Dini condition, then f is in Λ ω 1 (B N ), and in particular f has a continuous extension to the closed ball.
For a function U = U 1 + iU 2 , we write
The following fact is well known, and follows from the inequality
Lemma 4. If ω is an arbitrary majorant, and if U ∈ H(B N , C) is such that
Let u denote the radial derivative of u : u (ry) = ∂u ∂r (ry).
Lemma 5. Let ω be an arbitrary majorant. If u ∈ H(B N , C) satisfies
where C is independent of u.
Proof. We can assume that u is harmonic in a neighborhood of the closed unit ball. Then, in the general case, we apply the result to the functions
where
We start from the (Taylor) formula
The function r 2 u is harmonic, whence r 2 M(r, u ) increases with r, so we have
On the other hand, an application of (3.4) to the harmonic function U(ry) = ru (ry) gives
where K is an constant. Then, putting ρ = r + δ and s = ρ + ε, we get
.
Now we choose a and b so that
Hence, taking supremum on the left side, we get
and finally A ≤ 2/a, which was to be proved.
It is a familiar fact that the radial derivative controls the gradient (see, e.g., [21] ); we state it in the following form:
Lemma 6. If ω is a majorant, and
where ω 2 is defined by (3.2).
Proof. We can suppose that u is real valued. Consider the (harmonic) functions
It follows from (3.5) and the maximum principle that
From this, by Lemma 4, we get
which can be written as
and hence, by integration,
Now we use the identity
to deduce from (3.7) and (3.8) that
Finally, applying the maximum principle to the subharmonic function |∇u|, we get the desired result.
The following lemma is similar to Lemma 3.1 of [7] (Lemma 1 above). 
which completes the proof.
Proof of Theorem 5. It follows from the hypothesis and Lemma 7 that u satisfies (3.9). Then, by Lemmas 5 and 6, u satisfies (3.6). Hence u ∈ Λ ω 3 (B N ), by Lemma 3 (with the obvious change of notation) and formula (3.3) . This completes the proof.
Proof of Theorem 3
This time we use Green's formula in the form
, dν is the normalized Lebesgue measure on B N , γ N a certain constant, and
where ·, · denotes the inner product in R N ; see, for example, [1, p. 11] .
where A N is a constant depending only on N.
Proof. Assume, as we may, that U ∈ H(B N , C). Taking U = |f | 2 and using the formula ∆(|f | 2 ) = 2|∇f | 2 , we get from Green's formula
Hence, using the formulas
(integration in polar coordinates) and
The result follows.
Proof of Theorem 3. Applying Lemma 8 to the function
we get
From this and the hypothesis |f |
It remains to apply Lemma A.
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Proof of Theorem 4
Proof Case (a). We use the inequality
a consequence of Schwarz's lemma (see [17] ). Multiplying this by |f (z)| p−1 , and using the inequality
Proof Case (b). In this case we start from the inequality In the case q = 0 this inequality is a consequence of a result of Hardy and Littlewood [10, Theorem 5] (see [8, 11] , where this fact was observed and proved). It is of fundamental importance, e.g., in proving Fefferman and Stein's theorem that the nontangential maximal function is dominated by the radial maximal function (see [8] and [9] ).
