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Abstract 
In computer vision, the gradient and Laplacian of an image are used in different applications, such as edge 
detection, feature extraction, and seamless image cloning. Computing the gradient of an image is 
straightforward since numerical derivatives are available in most computer vision toolboxes. However, the 
reverse problem is more difficult, since computing an image from its gradient requires to solve the Laplacian 
equation (also called Poisson equation). Current discrete methods are either slow or require heavy parallel 
computing. The objective of this paper is to present a novel fast and robust method of solving the image gradient 
or Laplacian with minimal error, which can be used for gradient-domain editing. By using a single convolution 
based on a numerical Green’s function, the whole process is faster and straightforward to implement with 
different computer vision libraries. It can also be optimized on a GPU using fast Fourier transforms and can 
easily be generalized for an n-dimension image. The tests show that, for images of resolution 801x1200, the 
proposed GFC can solve 100 Laplacian in parallel in around 1.0 milliseconds (ms). This is orders of magnitude 
faster than our nearest competitor which requires 294ms for a single image. Furthermore, we prove 
mathematically and demonstrate empirically that the proposed method is the least-error solver for gradient 
domain editing. The developed method is also validated with examples of Poisson blending, gradient removal, 
and the proposed gradient domain merging (GDM). Finally, we present how the GDM can be leveraged in 
future works for convolutional neural networks (CNN).  
Keywords Computer vision · Poisson image editing · seamless cloning · Green function convolution · 
Gradient Laplacian Solver · gradient domain editing 
 
 
1 Introduction 
In computer vision and signal processing, the images 
can be interpreted as numerical potentials, especially 
when there is an interest in their gradient ( ). For 
example, early computer vision system algorithms 
relied a lot on numerical gradients and Laplacian [1–
6] to extract important information about edges and 
image boundaries. They are computed using simple 
convolution kernel such as Sobel [7–9]. More 
recently, there have been growing interest in gradient 
domain image editing (GDIE) applications, which 
aim at editing or creating images from its gradient 
[1–3, 10, 11].  
Although computing the gradient or Laplacian of 
an image is straightforward, the reverse problem of 
computing the image from its gradient is a non-trivial 
task. In fact, this problem requires to solve a 
differential equation [1–3] without knowing if an 
exact solution exists. When the gradient is computed 
from an image, it always generates a conservative 
field, meaning that the field can be integrated to 
obtain a potential (the original image). For gradient 
domain image editing (GDIE), a non-conservative 
perturbation is voluntarily introduced to the gradient, 
meaning that the resulting field cannot be integrated 
into an exact solution.  
Nevertheless, it is still interesting to solve the non-
conservative gradient since it leads to many gradient-
domain editing applications, such as gradient 
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erasing, seamless cloning and vectorization with 
diffusion curves [1–3, 10, 11]. Furthermore, Bhat et 
al. presented a whole framework of gradient-domain 
image editing with unique and useful applications 
such as color filtering and edge sharpening [12].  
  The first method to solve the image Laplacian 
(also called Poisson’s equation) was presented in 
2003 by Perez et al. [2], which proposed to solve the 
differential equation by iteratively minimizing the 
variational problem. Other research followed by 
optimizing the computation speed and error [2, 10], 
others used the Jacobi method [1], and McCann 
proposes a multi-grid solver [11]. These approaches 
converge to the approximate solution, but they are 
harder to implement since they are iterative, which 
also makes them slower to compute. An alternate 
way of solving the Poisson equation is proposed by 
Tanaka [3] by modifying the Poisson problem into a 
closed-form problem using cosine transforms.  
More recent methods solve this problem by using 
methods based on multipoles and Green’s function 
[13–15]. However, they are only implemented for 
diffusion curves in vector graphics, and not for 
gradient domain image editing. Furthermore, the 
Green’s function methods [13–15] and the Tanaka 
method [3] propose analytical solutions for 
continuous space, but we propose a numerical 
solution developed for a discrete space. Hence, our 
method is more suitable for discrete images and is 
demonstrated to have a lower error than Tanaka in 
section 3.1.4.  
The objective of this paper is to present a novel 
fast and robust method of solving the image gradient 
or Laplacian with minimal error, which can be used 
for gradient-domain editing.  
In the research work presented here, a novel 
method is proposed called Green Function 
Convolution (GFC), which allows solving any 
modified gradient. In the case of a non-conservative 
field, the proposed GFC method is proven to find the 
best possible approximation in terms of gradient 
error. In fact, we mathematically prove in section 2.2 
and empirically in section 3.1.4 that GFC is the 
optimal possible solver for any perturbation added to 
the gradient, meaning that gradient domain editing 
can be done with minimal error.  
Our contributions are summarized below: 
Simple, fast and optimal gradient/Laplacian 
solver. The implementation that we propose is 
simple, requiring only a few lines of code using any 
library that implements the 2D fast Fourier transform 
(FFT). The implementation is also significantly 
faster than competing methods since we showed in 
Fig. 2 a 170x improvement compared to Tanaka’s 
method [3], thanks to our graphics processing units 
(GPU) implementation. We also showed that our 
GFC solver can process 100 images in 1ms using 
Pytorch, making it the fastest method available for 
discrete images. Finally, we demonstrated 
mathematically in section 2.2 and empirically in 
section 3.1.4 that GFC is optimal in the sense that it 
is the least-error solver for gradient domain editing.  
Gradient domain merging applications. 
Inspired by edge saliency sharpening techniques [12] 
and recent edge detection methods [16, 17], we 
develop a novel method of reducing texture 
information and enhancing boundaries contrast. Our 
work proposes the first method to use machine 
learning edge detectors for this purpose. With our 
GFC solver that relies mainly on FFT, we show that 
the solver can be implemented in deep learning 
libraries such as Tensorflow and Pytorch and can be 
leveraged in future works for machine learning 
applications.  
2 Computing the image from its 
gradient or Laplacian 
To understand how to compute the image from its 
gradient field or Laplacian, we first focus on the 
mathematical understanding of the Green’s function 
and its ability to solve any Laplacian [18]. We will 
show how to find the appropriate Green’s function 
and how to solve either the gradient or the Laplacian. 
Then, we will demonstrate mathematically that using 
Green’s function is the optimal tool when there is a 
non-conservative perturbation that is added to the 
gradient field.  
2.1 Green’s function to solve the Laplacian 
This subsection explains how the Green’s function 
can be used to theoretically solve a Laplacian 
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(Poisson equation) on any signal.  
First, we define the gradient field    of a signal 
(image)    in equation (1), where ∇  is the nth 
dimension gradient operator. In many applications 
such as computer vision, computing the gradient is 
very simple to do using numerical derivatives such 
as the Sobel method [7, 19]. However, the reverse 
problem of finding the signal (or image)   from the 
field    defined in (2) is not trivial, since the 
curvilinear integral ∫  
 
 is not always defined. In fact, 
the integral (2) is only defined in the case of a 
conservative field. In the case of gradient domain 
image editing (GDIE), the field is modified via a 
non-conservative perturbation, which renders 
equation (2) unsolvable.  
 
  =    (1) 
   = −     ⋅   
 
 (2) 
 
Instead of solving the gradient, most approaches 
focus on solving the Laplacian (also known as 
Poisson equation) defined in (3).  
 
  =   ⋅   =     (3) 
 
Since the Laplacian is a differential equation, we 
propose to solve it using a Green’s function, which 
is defined as a function that solves a differential 
equation via convolution [18]. This definition is 
expressed in (4), where       is the Green’s function 
of the Laplacian ∇  , ∇ ⋅ is the divergence operator 
and ∗  is the convolution operator. The notation 
       is chosen since it is based on our previous 
work concerning electromagnetic potentials in 
images [4, 5], where the potentials are in fact the 2D 
Green’s function [18]. The equation (4) is at the heart 
of our proposed Green function convolution (GFC) 
method.  
 
  = (   ) ∗  mono 
  = (  ⋅  ) ∗       
(4) 
 
Other GDIE methods proposed using multipoles 
and Green’s function based solvers [13, 15]. 
However, we differentiate ourselves from their work 
[13, 15] by focusing on a purely numerical solution, 
instead of solving the Green’s function analytically.  
The Green’s function  mono  is given in equation 
(5), with the constant       given in equation (6) 
where Γ  is the gamma function and    is the 
Euclidean distance  [4, 13, 15, 18]. For the other 
methods based on the Green’s function [13–15], 
       is modified to account for the rectangular 
boundary around the image, which is not required for 
us since we compute       numerically.  
 
 mono =
−1
    
   (   )   
 mono =
−1
    
⋅  
  ( ) ,   = 2
    
  − 2
,   ≠ 2
 ,     ∈ ℕ∗ 
(5) 
     =
2    ⁄
 (  2⁄ )
,      = 2  (6) 
 
In our previous work [4, 5], we used a physics-
inspired method, which convolved electromagnetic 
dipoles in the direction of the gradient for partial 
contour analysis. Those dipole potentials      are in 
fact the Green’s function of the gradient  , meaning 
that they directly solve the gradient without first 
computing the Laplacian. The gradient solver using 
      is presented in equation (7), where    is the 
number of dimensions (  = 2 for an image) and    
is the axis of each dimension. Hence, each dipole is 
convolved with each component of the gradient. 
Notice that the definition consists of moving the 
divergence operator ∇ ⋅ from   to       in equation 
(4).  
 
  =      
 
   
∗
 
   
( mono)
    
≡    
 
 
(7) 
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Although definitions (4) and (7) are both valid, the 
current paper focuses on the definition given by (4) 
since it requires a single convolution. Furthermore, 
     was developed in previous work to account for 
the strong electromagnetic inspiration. However, 
since it is no longer important in our current work, 
we will favor solving the gradient and Laplacian 
using equation (4).  
2.2 Proof of optimal result for any 
perturbations in the gradient 
The above-presented mathematical equations (4) and 
(7) showed how to re-compute the image   from its 
gradient    or Laplacian    using the convolutions 
with the Green’s function      . However, there are 
many GDIE applications that require adding a 
voluntary non-conservative perturbation to the field, 
such as those presented in section 3.2. The perturbed 
field is noted  p , while the computed field and 
potentials are respectively    and   .  
Since the perturbation can be non-conservative, 
the field     does not have an associated potential 
and cannot be solved exactly. Hence, there is a need 
to find the conservative field     that is the best 
possible approximation of    . This section will 
prove that equations (4) and (7) give the optimal    
and    for any possible perturbation. Thus, it proves 
that the proposed GFC method is robust to 
perturbation and that it will converge to the least 
error solution, where the error is defined as   =
  p −    . 
First, using Hilbert projection theorem, we know 
that the minimum-error solution is given when   is 
orthogonal to any conservative field ∇  at any point 
[20]. Hence, we need to prove that   = 0 (equation 
(8)), where    is the infinitesimal hyper-volume for 
the integration.  
 
F =      p −       
≡ 
⋅       
ℝ 
= 0 (8) 
 
To prove (8), we first replace the value of    by 
its correspondence    , as given in equation (9). 
Then, we substitute     by   ∇ ⋅  p  ∗ Vmono  
according to equation (4). We also define the 
variable   as a temporary variable to make it easier 
to follow the proof.  
 
F =      p −  (  )  ⋅       
ℝ 
 
  =      p −       ⋅  p  ∗  mono                  
≡ 
  ⋅       
ℝ 
 
  =   [  ⋅   ]   
ℝ 
 
(9) 
 
By adding and subtracting the term (∇ ⋅ A)U 
inside the integral, we obtain equation (10). Then, we 
use the divergence properties in equation (11) to 
regroup the positive terms inside an integral and the 
negative terms in another.  
 
F =   [(A ⋅ ∇U) + (∇ ⋅ A)U − (∇ ⋅ A)U]dμ
ℝ 
 (10) 
  =   [  ⋅ (  )]
ℝ 
  
           
≡ 
−   (  ⋅  )   
ℝ 
 
(11) 
 
In equation (11), the term noted   has a value of 0 
and is canceled. This is due to Gauss’s theorem 
which states that the integral of a divergence is the 
integral of the flux outside the surface [18, 21]. 
However, as it is explained later in section 2.3.2, 
since a zero padding is added around the image, then 
the flux is 0 at every point of the boundaries of the 
surface. Therefore, equation (12) is the remaining 
term of equation (11), where the value of    is 
substituted by its definition in equation (8).  
 
  = −      ⋅   p −       ⋅  p  ∗  mono        
ℝ 
 (12) 
 
Then, equation (13) distributes de derivative 
operators according to the properties of the sum and 
the convolutions.  
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  = −      ⋅  p −  
      ⋅  p  ∗  mono    
ℝ 
    
  = −      ⋅  p −     ⋅  p  ∗  
  mono    
ℝ 
    
(13) 
 
Finally, since  mono is the Green’s function of ∇
 , 
then by definition ∇  mono is a Dirac’s delta   [18]. 
Knowing that for any function   convoluted with a 
Dirac’s delta   , we have   ∗   =    [18], equation 
(14) gives us the final result   = 0. Hence,    −    
is orthogonal to any other field. According to 
Hilbert’s theorem, the conservative field    has the 
least error when compared to the perturbed field   .  
 
  = −      ⋅  p −     ⋅  p  ∗         
ℝ 
 
  = −      ⋅  p −   ⋅  p  
ℝ 
    
  = 0  
(14) 
 
This completes the proof that the GFC method 
allows computing the field     and the potential    
which are the optimal conservative approximation 
for any perturbed field  p. Hence, the GFC method 
will always converge to the least-error possible 
solution, meaning that it is robust to any change or 
perturbation added to the field. This proof is also 
valid in the case of an n-dimension image or signal, 
not just in 2D.  
Although we prove that the proposed GFC method 
is a least-error solver, it does not mean that the cited 
competing methods are not also least-error solvers. 
However, section 3.1.4 demonstrates empirically 
that GFC has consistently lower error than the 
competing Perez [2] and Tanaka [3] methods, thus 
supporting the proof that the GFC solver is optimal 
in the case of added perturbation.  
2.3 Numerical implementation 
The mathematical proof of section 2.2 demonstrated 
that the proposed GFC method gives the optimal 
result without any iterative computation, even when 
a perturbation is added to the gradient. The current 
section will show how to implement the optimal 
GFC solver numerically using fast Fourier 
transforms (FFT).   
2.3.1 Problems with the Green’s function 
Although the nth dimension Green’s function is 
defined in equation (5), it cannot be directly applied 
to an image. The reason is that the function is defined 
in a continuous infinite space, while images are a 
bounded discrete space.  
Other works propose to use boundary conditions 
[3, 15] or to find the analytical Green’s function for 
a rectangular space [13]. In our work, we propose 
using a purely numerical solution, that can also be 
generalized to non-Laplacian operators.  
Advantages of our numerical method are that it is 
simple to implement, fast to compute and considers 
the grid structure of the space and the grid nature of 
the FFT.  
2.3.2 The numerical Green’s function  
This subsection shows how to build the numerical 
Green’s function using the convolution theorem and 
the numerical Fourier transform. 
First, the images, gradient, and Laplacian are 
defined as 2D matrices with an intensity value at 
each point. For the gradient, there are 2 matrices, one 
for the horizontal direction and one for the vertical 
direction. For each pixel in an image, there is an 
associated Laplacian and gradient.  
The numerical gradient and Laplace operators are 
defined as smaller kernel matrices, which are applied 
on images via convolution. The numerical Laplace 
operator is given by equation (15) [7, 8].  
 
    =  
0 −1 0
−1 4 −1
0 −1 0
  (15) 
 
We also know that, by definition, the Green’s 
function       convoluted by the Laplacian operator 
 ∇  should give the Dirac’s delta    [18]. This 
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relation is shown in equation (16) where ∗  is the 
convolution operator.  
 
(    ∗      ) =   (16) 
 
We also know that the convolution is defined as 
the product in the Fourier domain as given in 
equation (17) [18], where ℱ is the Fourier transform, 
ℱ    is the inverse Fourier transform, and  ,    are 
any function.  
 
  ∗   = F   F( ) ∘ F( )  (17) 
 
Numerically, the Fourier transform is fast and easy 
to compute using Fast Fourier Transform (FFT) 
algorithms.  
Using equation (16) with the convolution theorem 
(17), we obtain equation (18). Then we isolate       
in equation (19) to obtain a mathematical definition 
of the Green’s function       in the Fourier domain, 
which we note  mono
ℱ .  
 
ℱ   ℱ(   ) ∘ ℱ( mono)  =   (18) 
 mono
ℱ ≡ ℱ( mono) =
ℱ( )
ℱ(   )
 (19) 
 
For this definition to work in a discrete 
environment, we need the matrices to all be the same 
size as the image   . Hence, we define the zero-
padded matrices  ∇   and     in equations (20) and 
(21), where the top left corner are the 3 × 3 
Laplacian and Dirac kernels and the rest of the 
matrices is 0-valued.  
 
    ≡
⎣
⎢
⎢
⎢
⎢
⎢
⎡ 0 −1 0 ⋯ 0
−1 4 −1
0 −1 0
⋮ ⋱
0 0               
    ( ) ⎦
⎥
⎥
⎥
⎥
⎥
⎤
 (20) 
   ≡
⎣
⎢
⎢
⎢
⎢
⎢
⎡0 0 0 ⋯ 0
0 1 0
0 0 0
⋮ ⋱
0 0             
    ( ) ⎦
⎥
⎥
⎥
⎥
⎥
⎤
 (21) 
 
Using the definitions (20) and (21) alongside 
equation (19), we find the Green’s function in the 
Fourier domain   mono
ℱ  in equation (22).  
  
  mono
ℱ =
ℱ    
ℱ     
 (22) 
 
Finally, using the Laplacian solver of equation (4) 
we can solve the least-error potential     from its 
Laplacian   . The result is given in equation (23), 
where ℛ is the real part of a complex number and ∘ 
is the Hadamard element-wise product. We note that 
   =   if the right integration constant   is used.  
 
   = ℛ  ℱ
   ℱ( ) ∘   mono
ℱ    +   (23) 
 
In the cases where the boundaries need to be 
preserved, then it is suggested to add 3-pixel padding 
to    before passing to the gradient domain, then 
retrieve the constant   such as the padded region in 
   has a value of 0. 
We validated numerically equation (23) by 
computing the Laplacian   of the 1000 images from 
the ECSSD dataset [22], then computing    using the 
Green’s function   mono
ℱ . We found the root mean 
square error (RMSE) to be 0.011 on 256 levels, 
which is 0.004% of numerical error, which is 
negligible.  
2.3.3 A universal convolution reversal? 
At first sight, the equations developed in the previous 
section seems to reverse any convolution kernel  , 
since equation (19) finds the reverse kernel of any 
operator. However, the Green’s function is only 
defined for differential operators, meaning that non-
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differential operators do not necessarily have a 
reverse.  
For example, reversing the popular Sobel gradient 
operator [8, 23] can be done with equation (19), but 
there will be a significant error on the regions of high 
gradient. This is because the Sobel operator is a 
blurred version of the gradient operator, which 
dissipates high frequencies and cannot be reversed 
completely. Hence, the resulting image     from 
equation (23) for a Sobel gradient is a blurred version 
of  .  
2.3.4 Computation complexity 
As shown previously, the Laplacian    is solved 
using equation (23), where the only operations 
consist of the Fourier transforms ℱ and the element-
wise product ∘ . In this case, the computation 
complexity will be dominated by the FFT algorithms 
with a computation complexity of  (  log  ) [23], 
where   is the total number of pixels. 
Although the complexity is not linear, the 
logarithmic term becomes less important when the 
number of pixels is near the million, which is typical 
for images.  
3 Applications in computer vision 
There are many already-proven applications of the 
Laplacian solvers in computer vision, including 
seamless cloning, seamless composite, and animated 
diffusion curves [1–3], etc. Those applications are 
part of a branch called gradient-domain image 
editing (GDIE) [12]. 
Since they are already demonstrated, we will only 
focus mainly on showing the proof-of-concept of the 
GFC with some comparison to Perez [2], Jeschke [1] 
and Tanaka [3] methods. Using the development of 
the previous section, we know that equation (23) is a 
least-error solver of the Laplacian. We will also 
demonstrate that the proposed approach is 
significantly faster than competing methods and that 
it can be leveraged for machine learning (ML) 
applications.   
3.1 Solving the image Laplacian 
In this section, we summarize the GDIE process 
using our proposed GFC method. Then, we 
benchmark the solver computation time and error 
against competing methods.  
3.1.1 GDIE process summary 
Fig. 1 shows a summary of the process used to solve 
the modified gradient for GDIE applications. All 
those steps are simple to implement in OpenCV and 
Matlab since they mostly use already available 
functions in their respective computer vision 
toolboxes. Some of the process summary steps, such 
as the gradient editing and color correction, will be 
discussed in later sections.  
 
Fig. 1 Process summary of the gradient domain image 
editing.  
3.1.2 Pseudo-code 
In this section, we demonstrate the simplicity of 
GFC by providing some Python-based pseudo-
codes.  
First, Algorithm A shows how to compute the 
Green’s function green_F for an image of size 
image_size using equation (19). Then, Algorithm 
input image
Separate into its 
RGB channels
Compute the 
gradients
Edit the 
gradients
Add any perturbation, such as 
thresholding or combination
with an edge detection method
Add padding If the application requires
to preserve the boundaries
Create the 
Green’s function 
     
Solve the 
gradient
Add color 
correction
If there is a perturbation 
added to the gradient
Merge the RGB 
channels into 1 
image
Output image
Compute the Laplacian from
the gradient, then solve it using
     
ℱ
Input / output
Facultative steps
Mandatory steps
Next step
Next step with splitted
RGB channels
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B shows how the previous Green’s function is used 
to solve the given Laplacian padded_L with 
equation (23).  
For both algorithms, we must keep in mind that 
the 2D FFT fft and inverse FFT ifft produce 
complex outputs, meaning that the products and 
division must be used accordingly.  
The code simplicity allowed us to implement the 
solver using Matlab, C++ (OpenCV) and Python 
(Tensorflow and Pytorch).   
Algorithm A. Python based pseudo-code for computing 
Green’s function 
# Inputs:  
# image_size: The size of the image 
# pad: The padding to add around the image 
 
# Find the size of the desired matrices 
pad ← 4 
green_function_size ← image_size + 2 * pad 
 
# Create the Dirac and Laplace kernels 
dirac ← zeros(green_function_size) 
dirac[1, 1] ← 1 
laplace ← zeros(green_function_size) 
laplace[0:3, 0:3] ← [[0, 1,  0],  
                     [1, -4, 1],  
                     [0, 1,  0]] 
 
# Compute the Green’s function 
green_F ← fft(dirac) / fft(laplace) 
 
Algorithm B. Python based pseudo-code for solving the 
padded Laplacian 
# Inputs:  
# padded_L: The Laplacian of the padded image 
# green_F: The result of Algorithm A 
 
# Solving the padded Laplacian 
I ← ifft(fft(padded_L) * green_F) 
 
# Integration constant and unpadding 
I ← I – I[0, 0] 
I ← I[pad:-pad, pad:-pad] 
 
3.1.3 Computation time benchmark 
As explained previously, the computation time of our 
proposed GFC method is low since FFT is highly 
optimized on CPUs and GPUs [8, 9]. For example, 
the computation time is around 18ms on MATLAB® 
with an Intel® i7-6700K processor for a gray image 
(single channel) of resolution of 801x1200. Also, 
using MATLAB’s GpuArray with the GPU nvidia® 
GTX 1080 Ti, the computation time when the 
overhead is eliminated is around 0.8ms.  
In all the implementations, we used 32-bit floating 
points, since a double precision is not required.   
Our method (GFC). In Fig. 2, the total time for 
the GFC is noted 1.3ms, which includes 0.5ms for 
the preparation such as verifying the parameters and 
sending the matrices to the GPU. The remaining 
0.8ms is used for solving the gradient.  
For the GFC method, the computation time in Fig. 
2 does not include the computation of the optimal 
Green’s function   mono
ℱ  since it can be pre-computed 
with equation (22). The time to build it is 5ms on the 
GPU and 36ms on the CPU. Even if   mono
ℱ  is not pre-
computed, the method is still fast enough to out-
perform any competing algorithm, since   mono
ℱ  is 
computed only once for the 3 channels of an image.  
With the logarithmic scale of Fig. 2, we can 
observe that the proposed GFC method is orders of 
magnitude faster than competing algorithms, such as 
Perez et al. [2] or Jeschke et al. [1].  
Our method (GFC) using Pytorch batches. 
Since one of our objectives is to develop a method 
compatible with CNN, we decided to implement our 
method on the Pytorch [24] machine learning library. 
For the Pytorch implementation, we use batches of 
100 different images of size 801x1200, since it is 
similar to how CNN use batches of features and can 
be useful for video editing. On a CPU, we found that 
the batches did not improve the computation time. 
However, on a GPU, the computation time for a 
single image (~0.9ms) was almost identical to the 
batch of 100 images (~1.0ms). Hence, the average 
time per image is 0.01ms as noted in Fig. 2. Since 
100 images are near the memory limits of our GPU, 
the 0.01ms per image is the fastest we can achieve in 
parallel.  
Perez method. The Perez [2] algorithm is 
downloaded from MathWorks [25], and later 
optimized to use the full capacities of MATLAB, but 
the matrix inversion alone takes 1770ms with 
another 1270ms to build the sparse matrix. It has no 
GPU implementation.  
Tanaka method. The Tanaka [3] algorithm is 
written by the author and is downloaded from 
MathWorks [26]. The computation time on the CPU 
to perform the cosine-transforms required to solve 
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the Laplacian is around 292ms with a preparation 
time of 2ms.  Furthermore, an additional time of 
85ms is added to compute the cosine-transform 
solver, but it is not included in Fig. 2 since it can be 
pre-computed.  
McCann and Pollard multigrid method. Their 
method could not serve as a benchmark in its current 
form. Indeed, the provided code is implemented on 
older hardware and 32-bit libraries, and since their 
binaries only implement diffusion curves. According 
to their work [11], their proposed multi-grid solver 
requires around 10 iterations to converge, so that the 
process lasts ~110ms for an 801 × 1200 image on 
the older GPU nvidia® GeForce 8600 GTS with a 
performance of 93 GFLOPS [27]. On the nvidia® 
GTX 1080 Ti with 11340 GFLOPS [27], the fastest 
expected time is 0.9ms  
   ⋅  
     
  . This computation 
time is only possible if all the CUDA cores are used 
since the GPU clock is only twice the speed [27]. 
Hence, the method proposed in this paper, which 
solves the gradient in 0.8ms (without preparation 
time), is expected to be equal or faster than McCann 
for a single image. Furthermore, the proposed 
method is parallelizable to 100 images in 1 ms, but 
we do not know if the same is true for McCann.  
Jeschke method (diffusion curve only). The 
Jeschke algorithm is provided with their paper [1], 
but it is only implemented for diffusion curves. 
Hence, an ideal comparison with their algorithm is 
not possible and the time is not included in Fig. 2. 
Their algorithm was benchmarked to 6.2 ms on GPU 
and 476.2 ms on CPU for a single channel 
computation. Although the comparison is not ideal, 
this is orders of magnitude slower than our 
implementations.  
Green’s function based methods. The methods 
proposed by Sun et al. [13, 14] and Ilbery et al. [15] 
are both based on Green’s function diffusion. 
However, they are only implemented for diffusion 
curves and cannot directly work with discrete grids 
for image editing purposes. This is because they 
compute the Green’s function in a continuous 
bounded 2D space for application on vector curves. 
Therefore, a comparison is not directly possible.  
Other methods. Other methods such as the one 
proposed by Bhat et al. do not perform real-time 
image editing as stated in their paper [12], which 
means that it is definitely slower than the proposed 
approach.  
In summary, the proposed GFC algorithm runs 
orders of magnitude faster for discrete images than 
competing algorithms. Compared to the Tanaka 
method, the improvement is 16x faster on CPU and 
172x faster on GPU. Furthermore, our GPU Pytorch 
implementation shows that the computation time for 
batches of 100 images is the same as for a single 
image. Since the method is fast, we expect that a 
major part of the running time in a real application 
will be due to overheads and verifications.  
 
Fig. 2 Computation time (ms) in logarithmic scale for a 
single channel gradient solving of resolution of 801x1200, 
including the preparation time. The Perez [2] and Tanaka [3] 
methods have no GPU implementation. The Pytorch* 
implementation is tested on batches of 100 images, and the 
total time is divided by 100.  
3.1.4 Non-conservative solver benchmark 
We proved in section 2.2 that the Green’s function is 
the least-error solver for any non-conservative fields 
  . In this section, we demonstrate empirically that 
our method has less error than the Perez [2] and 
Tanaka [26] methods.  
To demonstrate it, we use the 1000 images from 
the ECSSD dataset [22] and compute the gradients 
  . We modify the gradients by setting any value 
below a given threshold to 0, with thresholds at 10%, 
30% and 50%, resulting in   . Then, we solve    
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using the different methods and find the new gradient 
  . Finally, we compute the root mean squared error 
(RMSE) between the gradients using equation (24).  
We observe on Fig. 3 that the RMSE of our GFC 
method is consistently lower than competing 
methods. For the 10% threshold, GFC has an RMSE 
16% lower than Tanaka and 76% lower than Perez.  
 
RMSE = mean      −    
 
  (24) 
 
 
Fig. 3 Comparison of the RMSE between     and    , 
where the thresholds are the perturbation used to generate   . 
The displayed values are the mean of the RMSE on the 1000 
images of the ECSSD dataset [22].  
3.2 Gradient-domain image editing 
From the mathematical proof presented in section 
2.2, the GFC proved to be the least-error solver for 
any perturbed gradient. In the case of GDIE, the 
gradient perturbation is voluntary. It is mainly used 
for applications such as Poisson blending, diffusion 
curves [1–3] and edge editing [12].  
This section will show the performance of the 
method for Poisson blending, as well as additional 
possible gradient-domain applications such as the 
proposed gradient domain merging (GDM) based on 
the work of Bhat et al. [12]. Those applications can 
potentially be used in image/video editing software, 
as well as image pre-processing.  
3.2.1 Poisson blending 
Poisson blending is a type of GDIE that allows 
merging the gradient of 2 different images, such that 
the blending is seamless. Since the proposed GFC 
approach has a low computation time for large 
images, as demonstrated in section 3.1.3, our 
implementation of the Poisson blending uses a blend 
region that is bounded by the total size of the image. 
This means that if the cropping region passes through 
a high gradient region, our method is better at 
compensating the error. This is shown inside the blue 
circle of Fig. 4 where the GFC approach solves 
smoothly the cropped edge. Also, the GFC blending 
appears more natural since the left side of the stamp 
is more transparent.  
 
Fig. 4 Example of Poisson Blending application; (a) 
Stamp to copy, with the red-dotted lines being the cropping 
region and the blue dotted circle being a region of the stamp 
that is accidentally cropped; (b) destination image; (c) Poisson 
blending from Perez algorithm [2, 25]; (d) Proposed GFC 
blending.  
In other cases where the cropping region does not 
pass through a high gradient, the results of the 
proposed GFC method is identical to the Perez 
method.  
3.2.2 Preserving the coloration 
The equation (23) presented an optimal Laplacian 
solver in the Fourier domain. In comparison, the 
literature proposes mostly iterative methods on the 
Laplacian [1–3], which gives an advantage for our 
method by making it faster and easier to implement. 
However, computing the Laplacian from the 
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perturbed gradient requires an additional computing 
step to preserve the brightness and contrast.  
The problem when editing the gradient in an 
image is that the desired potential is not necessarily 
the result given by    since we want to preserve the 
color information. Hence, we define a new corrected 
potential   ,      in equation (25), where   indicates 
the standard deviation and the top bar “   ” indicates 
the average. As stated in section 2.3.2, it is possible 
to add any constant to     without changing the 
validity of the equation, which means that the 
addition and subtraction of equation (25) do not 
affect the potential. For the    ratio, it is meant to 
preserve the initial contrast of the image, and it 
simply changes the norm of the gradient by a 
constant factor.  
 
  ,     = (   −   )
 ( )
 (  )
+   ̅ (25) 
 
In case no perturbation is added to the gradient, we 
have    ≈   . This means that almost no correction 
will be added to   , resulting in   ,     ≈   .  
3.2.3 Gradient thresholding 
Using the color preservation of equation (25), Fig. 
5 shows an of thresholding the gradient at 10% of the 
highest possible gradient and computing the solving 
the new image with equations (23) and (25). We can 
see that most features of the initial image are 
preserved, but that there are less texture and fine 
elements.  
 
Fig. 5 Example of gradient thresholding and solver steps. 
(a) Original image; (b) Gradient | |; (c) Thresholded gradient 
at 10%; (d) Solved image   ,    .  
Fig. 6 shows 2 more examples of GDIE with a 
10% gradient thresholding. In those images, the 
castle reflection is completely erased, along with the 
clouds. For the leopard picture, almost all the 
background information is erased except for the 
leopard.  
The differences between our proposed Laplacian 
solver GFC and the one proposed by Perez [2] are 
negligible in the case of gradient removal. Hence, we 
do not present comparison images since the 
differences are imperceptible to the human eye.  
 
Fig. 6 Examples of solved images   ,     after the gradient 
threshold at 10%. (a) Image of a castle; (b) Solved castle 
image after 10% gradient threshold; (c) Image of a leopard; 
(d) Solved leopard image after 10% gradient threshold. 
3.2.4 Gradient domain merging (GDM) 
In this section, we present a method of editing an 
image by merging edges information with gradient 
information.  
A similar approach was used by Bhat et al. [12], 
which computed the salient gradient map to enhance 
the original gradient via cosine similarity. What we 
propose instead is to use the edges produced by ML 
algorithms and merge them to the gradient via a 
geometric average.  
The motivation of using machine learning edges 
prediction is that we believe future work could 
benefit from implementing the Green’s function 
inside ML algorithms. A simple example would be 
to enhance the contrast of the important objects via 
GDM, thus making it easier for the ML method to 
detect the object.  
The proposed GDM approach consists of 
combining the gradient with the edge information 
using a weighted geometric average defined in (26). 
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The product enhances the gradient where edges are 
present but reduces them where edges are not 
present. In the equation,    is the perturbed gradient, 
  is the original gradient,    is the intensity of the 
edge detection, ∘ is the element-wise product, and 
  = [0,1] is the weight associated to the geometric 
mean. Also, the orientation of the perturbed gradient 
    is equal to the orientation of the original gradient 
  . A higher   attributes more weight to the edges, 
while a lower    attributes more weight to the 
gradient.  
 
     = | |
    ∘    
    =    
(26) 
 
3.2.4.1 Contrast enhancement between objects 
Fig. 7 shows the different steps involved in the 
GDM method. The perturbed field    is produced by 
equation (26) and solved by equation (25). We 
observe that the GDM produces a loss of texture, but 
that the contrast between the objects are enhanced.  
 
Fig. 7 Examples of the steps involving the GDM equation 
(26). (a) Original image; (b) | |: Gradient; (c)     : Gradient 
merged with the SE method [16] and   = 0.5; (d) Solved 
image. 
In Fig. 8, we can see the effect of using different 
  parameters. The higher the parameter   is chosen, 
the stronger is the contrast between objects. 
However, a higher    creates discoloration in the 
image. This is because a higher   produces a field 
that is too different from the original field, which 
yields in undesired coloring and brightness artefacts.  
In Fig. 9, we can observe more examples of GDM 
using   = 0.5. We see that the deep learning edges 
RCF [17] produces higher contrast than the between 
objects than the random forest SE edges [16].  
In Fig. 10, we can observe that Bhat [12] method 
of saliency sharpening enhances the folds of the 
clothing and the lines in the background. This is 
opposite to our method which reduces the folds and 
the background texture but enhances the colors of the 
foreground objects. This demonstrates that our 
method is fundamentally different than previously 
proposed edge enhancement methods and should not 
be used for the same purposes. 
 
Fig. 8 Example of GDM using equation (26) with a 
random forest edge detector [16] and varying parameter  .   
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Fig. 9 Examples of solved images   ,     with a perturbed 
gradient from equation (26) with edges information from SE 
method [16] and RCF method [17] and   = 0.5. 
 
Fig. 10 Comparison of edge merging methods. (a) Original 
image; (b) Saliency sharpening from Bhat et al. [12]; (c) 
Enhancement using our GDM method with   = 0.5 and SE 
edge detector. 
3.2.4.2 Painting effect using thin edges 
For the GDM method, it is also possible to thin the 
edges before merging them with the gradient. This 
thinning is often called non-maximal suppression 
(NMS) and is natively implemented in some edge 
detection such as SE [16]. Applying NMS to the 
edges removes almost completely the texture 
information, meaning that the solved image 
resembles a painting, as observed in Fig. 11.  
Since the thin edges   do not necessarily intersect 
the gradient, we thicken the gradient   by using a 
Gaussian filter with a standard deviation   = 1.  
In Fig. 11, we compare our GFC method and the 
one proposed by Perez [2, 25]. First, we notice that 
the GFC approach has better color preservation than 
the Perez method. For example, we observe on the 
person image that the sky has a gradient of different 
colors. We also observe that the castle image has 
many small coloration artifacts inside the castle and 
at the top of the sky. For the leopard image, both 
methods yield similar results. Thus, the proposed 
GFC method produces a more natural painting effect 
since it is more accurate on fine details and color 
restoration than the competing Perez algorithm [2].  
 
Fig. 11 Examples of solved images   ,     with a perturbed 
gradient from equation (26) with edges information from SE 
method [16] with NMS and   = 0.5. 
4 Future work 
In this section, we briefly discuss possible future 
work of our research concerning the convolutional 
neural network (CNN) applications and tensor 
processing unit (TPU) implementation.  
Machine learning applications. As shown in 
Fig. 2, one of the advantages of our method is that 
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the computation time is orders of magnitude faster 
than competing methods, and 100 folds 
parallelizable. Furthermore, Algorithm B shows that 
the code is very simple to implement if a 2D FFT is 
available. These advantages will allow future work 
to use the GFC inside CNN, thus allowing the 
networks to natively learn gradient-domain image 
editing. In fact, our Pytorch and Tensorflow 
implementations of GFC can be easily integrated 
inside a network since the backward propagation of 
the FFT is natively available.  
TPU implementation. To further improve the 
computation speed and the parallel processing of our 
method, it will be interesting to implement it on TPU. 
These new processors allow parallelizing more 
operations by using 16 bits floating points, which can 
heavily benefit the computation of FFT [28].  
5 Conclusion 
This study detailed the development of the GFC 
method, which allows solving any field or Laplacian 
for gradient domain image editing purposes. First, 
we explained the theory behind the Green function 
convolution (GFC), and we mathematically proved 
in section 2.2 that it is the least error solver. Then, 
we demonstrated empirically on 1000 images that the 
RMSE error is negligible with a value of 0.004%. 
Moreover, Fig. 3 also showed that the solver error on 
non-conservative fields is consistently lower than 
competing methods. Fig. 2 also showed that the 
method is almost instantaneous with a computation 
time of 1ms for the parallel processing of 100 images 
with resolution 1200x801. Finally, we demonstrated 
different use-cases of gradient domain image editing 
and introduced GDM, the first method of merging 
learned edges with gradients for texture removal and 
contrast enhancement.  
In summary, this study allowed to build a robust 
and fast way to edit an image from its gradient which 
can be used in many applications. The code is fast 
enough to have a negligible impact on the 
computation time and simple enough to be 
implemented in any language. Future works could 
focus on more concrete applications, such as 
supervised image/video editing and machine 
learning applications.  
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