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Abstract. In this article, the path independent property of additive functionals of
McKean-Vlasov stochastic differential equations with jumps is characterised by nonlinear
partial integro-differential equations involving L-derivatives with respect to probability
measures introduced by P.-L. Lions. Our result extends the recent work [16] by Ren and
Wang where their concerned McKean-Vlasov stochastic differential equations are driven
by Brownian motion.
1. Introduction
Since the seminal work [12, 11], there have been substantial interests to study McKean-
Vlasov stochastic differential equations, which are stochastic differential equations whose
coefficients depend on the law of the solution, which are also referred as mean-field sto-
chastic differential equations, see, e.g., [2] and most recently [1, 9] (and references therein).
Very recently, Ren and Wang [16] explored an interesting result characterising the path in-
dependent additive functionals of McKean-Vlasov stochastic differential equations driven
by Brownian motion by space-distribution partial differential equations, which extends
the earlier work [18, 19] on this direction.
The object of this paper is to extend [16] to the same type of equations driven by com-
pensated Poisson martingale measures (and Brownian motion). We aim to characterise the
path-independence of additive functionals of McKean-Vlasov stochastic differential equa-
tions with jumps by certain partial integro-differential equations involving L-derivatives
with respect to probability measures, following our previous work [14, 15] where therein
stochastic differential equations with jumps in finite and infinite dimensions were studied,
respectively. Let us also mention further interesting work [17, 10], where characterisation
theorems for the path independence of additive functionals of stochastic differential equa-
tions driven by G-Brownian motion as well as for stochastic differential equations driven
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by Brownian motion with non-Markovian coefficients (i.e. random coefficients) are estab-
lished, respectively. It is of course very interesting to extend the two cases to the situation
of the concerned equations with jumps, which we will consider in our forthcoming work.
It is worthwhile to mention our results. We prove the Itoˆ formula for McKean-Vlasov
stochastic differential equations. And its proof is more simple than that in [5] and [9].
Moreover, it does not contain any abstract probability space. Therefore, it is more appli-
cable. Besides, we compare our main result with that in [16] and [14]. And we find that
it is indeed more general.
The rest of the paper is organized as follows. In the next section, we will set up
the framework for introducing the McKean-Vlasov stochastic differential equations. In
Section 3, we will first derive Itoˆ formula for the solutions of our concerned McKean-
Vlasov stochastic differential equations (and the proof is given in the Appendix at the
end of our paper), and then we prove our characterisation theorem.
2. Preliminary
2.1. Notations and notions. In the subsection, we introduce notations and notions
used in the sequel.
For convenience, we shall use | · | and ‖ · ‖ for norms of vectors and matrices, re-
spectively. Furthermore, let 〈· , ·〉 denote the scalar product in Rd. Let A∗ denote the
transpose of the matrix A.
Let B(Rd) be the Borel σ-algebra on Rd and M(Rd) be the space of all probability
measures defined on B(Rd) carrying the usual topology of weak convergence. LetM2(Rd)
be the collection of all the probability measures µ on B(Rd) satisfying∫
Rd
| x |2 µ(dx) <∞.
We put on M2(Rd) a topology induced by the following metric:
ρ2(µ1, µ2) := inf
pi∈C (µ1,µ2)
∫
Rd×Rd
|x− y|2pi(dx, dy), µ1, µ2 ∈M2(R
d),
where C (µ1, µ2) denotes the set of all the probability measures whose marginal distribu-
tions are µ1, µ2, respectively. Thus, (M2(Rd), ρ) is a Polish space.
2.2. McKean-Vlasov stochastic differential equations with jumps. In the sub-
section, we introduce McKean-Vlasov stochastic differential equations with jumps and
path-independence for a type of additive functionals.
Let (Ω,F ,P; (Ft)t>0) be a complete, filtered probability space. Let (Bt) be a m-
dimensional (Ft)t>0-Brownian motion. Let (U, ‖ · ‖U) be a finite dimensional normed
space with its Borel σ-algebra U . Let ν be a σ-finite measure defined on (U,U ). We fix
U0 = {‖u‖U 6 α}, where α > 0 is a constant, with ν(U\U0) <∞ and
∫
U0
‖u‖2U ν(du) <∞.
Following e.g. [7, 8], there exists an integer-valued (Ft)t>0-Poisson random measure
N(dt, du) on (Ω,F ,P; (Ft)t>0) with intensity EN(dt, du) = dtν(du). Denote
N˜(dt, du) := N(dt, du)− dtν(du),
that is, N˜(dt, du) stands for the compensated (Ft)t>0-predictable martingale measure of
N(dt, du). Moreover, Bt and N(dt, du) are mutually independent.
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Now, fix T > 0 and consider the following McKean-Vlaso stochastic differential equation
with jumps on Rd:
dXt = b(t, Xt,LXt)dt + σ(t, Xt,LXt)dBt +
∫
U0
f(t, Xt−,LXt, u)N˜(dt, du), t ∈ [0, T ], (1)
where LXt denotes the distribution of Xt under P. Here the coefficients b : [0, T ]× R
d ×
M2(Rd) 7→ Rd, σ : [0, T ]×Rd×M2(Rd) 7→ Rd×m and f : [0, T ]×Rd×M2(Rd)×U0 7→ Rd
are all Borel measurable. We assume:
(H1) (i) b and σ are bounded,
(ii) There exists a constant L1 > 0 such that for t1, t2 ∈ [0, T ], x1, x2 ∈ Rd, µ1, µ2 ∈
M2(Rd),
|b(t1, x1, µ1)− b(t2, x2, µ2)|+ ‖σ(t1, x1, µ1)− σ(t2, x2, µ2)‖ 6 L1(|x1 − x2|+ ρ(µ1, µ2)).
(H2) There exists a constant L2 > 0 such that for t1, t2 ∈ [0, T ], x1, x2 ∈ Rd, µ1, µ2 ∈
M2(Rd), u ∈ U0,
|f(t1, x1, µ1, u)− f(t2, x2, µ2, u)| 6 L2‖u‖U(|x1 − x2|+ ρ(µ1, µ2)),
and for t ∈ [0, T ], x ∈ Rd, µ ∈M2(Rd), u ∈ U0,
|f(t, x, µ, u)| 6 L2‖u‖U.
Under (H1) (H2), based on [5, Theorem 3.1, Page 7](Although the theorem is proved
in [5] for b(x, µ), σ(x, µ), f(x, µ, u), the proof is right for the time inhomogeneous case),
it holds that for any s ∈ [0, T ] and Xs ∈ L2(Ω,Fs,P;Rd), Eq.(1) has a unique solution
(Xt)t>s with
E
(
sup
t∈[s,T ]
|Xt|
2
)
<∞. (2)
And then we introduce the following additive functional
Fs,t :=
∫ t
s
g1(r,Xr,LXr)dr +
∫ t
s
〈g2(r,Xr,LXr), dBr〉+
∫ t
s
∫
U0
g3(r,Xr,LXr , u)N˜(dr, du)
+
∫ t
s
∫
U0
g4(r,Xr,LXr , u)ν(du)dr, 0 6 s 6 t 6 T, (3)
where
g1 : [0, T ]× R
d ×M2(R
d) 7→ R, g2 : [0, T ]× R
d ×M2(R
d) 7→ Rm,
g3 : [0, T ]× R
d ×M2(R
d)× U0 7→ R, g4 : [0, T ]× R
d ×M2(R
d)× U0 7→ R,
are Borel measurable, g1(t, x, µ), g2(t, x, µ), g3(t, x, µ, u) are continuous in (t, x, µ) and∫
U0
g4(t, x, µ, u)ν(du) is continuous in (t, x, µ), so that Fs,t is a well-defined local semi-
martingale.
Definition 2.1. The additive functional Fs,t is called path independent, if there exists a
function
V : [0, T ]× Rd ×M2(R
d) 7→ R,
such that for any s ∈ [0, T ] and Xs ∈ L2(Ω,Fs,P;Rd), the solution (Xt)t∈[s,T ] of Eq.(1)
satisfies
Fs,t = V (t, Xt,LXt)− V (s,Xs,LXs). (4)
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2.3. L-derivative for functions on M2(Rd). In the subsection we recall the definition
of L-derivative for functions onM2(Rd). And the definition was first introduced by Lions
[2]. Moreover, he used some abstract probability spaces to describe the L-derivatives.
Here, for the convenience to understand the definition, we apply a straight way to state it
([16]). Let I be the identity map on Rd. For µ ∈ M2(Rd) and φ ∈ L2(Rd,B(Rd), µ;Rd),
µ(φ) :=
∫
Rd
φ(x)µ(dx). Moreover, by simple calculation, it holds that µ ◦ (I + φ)−1 ∈
M2(Rd).
Definition 2.2. (i) A function h :M2(Rd) 7→ R is called L-differentiable at µ ∈M2(Rd),
if the functional
L2(Rd,B(Rd), µ;Rd) ∋ φ 7→ h(µ ◦ (I + φ)−1)
is Fre´chet differentiable at 0 ∈ L2(Rd,B(Rd), µ;Rd); that is, there exists a unique ξ ∈
L2(Rd,B(Rd), µ;Rd) such that
lim
µ(|φ|2)→0
h(µ ◦ (I + φ)−1)− h(µ)− µ(〈ξ, φ〉)√
µ(|φ|2)
= 0.
In the case, we denote ∂µh(µ) = ξ and call it the L-derivative of h at µ.
(ii) A function h : M2(Rd) 7→ R is called L-differentiable on M2(Rd) if L-derivative
∂µh(µ) exists for all µ ∈M2(Rd).
(iii) By the same way, ∂2µh(µ)(y) for y ∈ R
d can be defined.
Next, we introduce some related spaces.
Definition 2.3. The function h is said to be in C2(M2(Rd)), if ∂µh is continuous, for
any µ ∈ M2(Rd), ∂µh(µ)(·) is differentiable, and its derivative ∂y∂µh : M2(Rd) × Rd →
Rd ⊗ Rd is continuous, and for any y ∈ Rd, ∂µh(·)(y) is differentiable, and its derivative
∂2µh :M2(R
d)× Rd × Rd → Rd ⊗ Rd is continuous.
Definition 2.4. (i) The function h : [0, T ] × Rd × M2(Rd) 7→ R is said to be in
C1,2,2([0, T ]×Rd×M2(Rd)), if h(t, x, µ) is C1 in t ∈ [0, T ], C2 in x ∈ Rd and µ ∈M2(Rd)
respectively, and its derivatives
∂th(t, x, µ), ∂xh(t, x, µ), ∂
2
xh(t, x, µ), ∂µh(t, x, µ)(y), ∂y∂µh(t, x, µ)(y), ∂
2
µh(t, x, µ)(y, y
′)
are jointly continuous in the corresponding variable family (t, x, µ), (t, x, µ, y) or (t, x, µ, y, y′).
(ii) The function h : [0, T ] × Rd ×M2(Rd) 7→ R is said to be in C
1,2,2
b ([0, T ] × R
d ×
M2(Rd)), if h ∈ C1,2,2([0, T ]×Rd×M2(Rd)) and all its derivatives are uniformly bounded
on [0, T ] × Rd × M2(Rd). If h ∈ C1,2,2([0, T ] × Rd × M2(Rd)) or h ∈ C
1,2,2
b ([0, T ] ×
Rd × M2(Rd)) and h is independent of t, we write h ∈ C2,2(Rd × M2(Rd)) or h ∈
C
2,2
b (R
d ×M2(R
d)).
(iii) The function h : [0, T ] × Rd × M2(R
d) 7→ R is said to be in C1,2,2,1b ([0, T ] ×
Rd ×M2(Rd)), if h ∈ C
1,2,2
b ([0, T ] × R
d ×M2(Rd)) and all its derivatives are Lipschitz
continuous. In addition, if h is independent of t, we write h ∈ C2,2,1b (R
d ×M2(Rd)).
3. Main results and their proofs
In the section, we state and prove the main results. First of all, we prove the Itoˆ formula
which is an important tool in our following proofs.
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Proposition 3.1. (The Itoˆ formula) Suppose that (H1) (H2) hold. Then for any
h ∈ C1,2,2b ([0, T ]× R
d ×M2(Rd)), it holds that for t > 0,
dh(t, Xt,LXt) = (∂t + Lb,σ,f )h(t, Xt,LXt)dt+ 〈(σ
∗∂xh)(t, Xt,LXt), dBt〉
+
∫
U0
[h(t, Xt + f(t, Xt,LXt, u),LXt)− h(t, Xt,LXt)] N˜(dt, du), (5)
where
Lb,σ,fh(t, x, µ) := 〈b, ∂xh〉(t, x, µ) +
1
2
tr
(
(σ∗σ)∂2xh
)
(t, x, µ)
+
∫
Rd
〈b(t, y, µ), (∂µh)(t, x, µ)(y)〉µ(dy)
+
1
2
∫
Rd
tr
(
(σ∗σ)(t, y, µ)∂y∂µh(t, x, µ)(y)
)
µ(dy)
+
∫
U0
[
h
(
t, x+ f(t, x, µ, u), µ
)
− h(t, x, µ)
−〈f(t, x, µ, u), ∂xh(t, x, µ)〉
]
ν(du)
+
∫
U0
∫ 1
0
∫
Rd
〈
∂µh(t, x, µ)
(
y + ηf(t, y, µ, u)
)
−∂µh(t, x, µ)(y), f(t, y, µ, u)
〉
µ(dy)dην(du). (6)
Because its proof is too long, we place it to the Appendix so as to make the context
more compact. Now, it is the position to state and prove our main result.
Theorem 3.2. Assume that b, σ, f satisfy (H1) (H2). Then for V ∈ C
1,2,2
b ([0, T ]× R
d ×
M2(Rd)), g1 ∈ C([0, T ] × Rd ×M2(Rd) 7→ R), g2 ∈ C([0, T ] × Rd ×M2(Rd) 7→ Rm),
g3(·, ·, ·, u) ∈ C([0, T ] × Rd ×M2(Rd) 7→ R) and
∫
U0
g4(·, ·, ·, u)ν(du) ∈ C([0, T ] × Rd ×
M2(Rd) 7→ R), Fs,t is path independent in the sense of (4) if and only if (V, g1, g2, g3, g4)
satisfies the partial integral-differential equation

(∂t + Lb,σ,f )V (t, x, µ) = g1(t, x, µ) +
∫
U0
g4(t, x, µ, u)ν(du),
(σ∗∂xV )(t, x, µ) = g2(t, x, µ),
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ) = g3(t, x, µ, u),
t ∈ [0, T ], x ∈ Rd, µ ∈M2(R
d), u ∈ U0.
(7)
Proof. First, we prove sufficiency. For V ∈ C1,2,2b ([0, T ]×R
d×M2(Rd)), based on Propo-
sition 3.1, it holds that
dV (t, Xt,LXt) = (∂t + Lb,σ,f )V (t, Xt,LXt)dt + 〈(σ
∗∂xV )(t, Xt,LXt), dBt〉
+
∫
U0
[V (t, Xt + f(t, Xt,LXt , u),LXt)− V (t, Xt,LXt)] N˜(dt, du).(8)
Inserting (7) in (8), we have
dV (t, Xt,LXt) = g1(t, Xt,LXt)dt+
∫
U0
g4(t, Xt,LXt, u)ν(du)dt+ 〈g2(t, Xt,LXt), dBt〉
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+∫
U0
g3(t, Xt,LXt, u)N˜(dt, du).
By integrating the above equality from s to t, one can obtain (4). That is, Fs,t is path
independent.
Next, let us show necessity. On one hand, since Fs,t is path independent, it follows from
Definition 2.1 that
V (t, Xt,LXt)− V (0, X0,LX0) =
∫ t
0
g1(r,Xr,LXr)dr +
∫ t
0
〈g2(r,Xr,LXr), dBr〉
+
∫ t
0
∫
U0
g3(r,Xr,LXr , u)N˜(dr, du)
+
∫ t
0
∫
U0
g4(r,Xr,LXr , u)ν(du)dr, t > 0. (9)
On the other hand, by integrating (8) from 0 to t, we get that
V (t, Xt,LXt)− V (0, X0,LX0) =
∫ t
0
(∂r + Lb,σ,f )V (r,Xr,LXr)dr
+
∫ t
0
〈(σ∗∂xV )(r,Xr,LXr), dBr〉
+
∫ t
0
∫
U0
[
V (r,Xr + f(r,Xr,LXr , u),LXr)
−V (r,Xr,LXr)
]
N˜(dr, du). (10)
Thus, V (t, Xt,LXt)−V (0, X0,LX0) has two expressions. Since V (t, Xt,LXt)−V (0, X0,LX0)
is a semimartingale, by uniqueness for decomposition of the semimartingale it holds that
g1(r,Xr,LXr) +
∫
U0
g4(r,Xr,LXr , u)ν(du) = (∂r + Lb,σ,f )V (r,Xr,LXr),
g2(r,Xr,LXr) = (σ
∗∂xV )(r,Xr,LXr),
g3(r,Xr,LXr , u) = V (r,Xr + f(r,Xr,LXr , u),LXr)− V (r,Xr,LXr), r ∈ [0, T ].
And then for any s ∈ [0, T ] and µ = LXs ∈M2(R
d), we know that
g1(s,Xs, µ) +
∫
U0
g4(s,Xs, µ, u)ν(du) = (∂r + Lb,σ,f )V (s,Xs, µ),
g2(s,Xs, µ) = (σ
∗∂xV )(s,Xs, µ),
g3(s,Xs, µ, u) = V (s,Xs + f(s,Xs, µ, u), µ)− V (s,Xs, µ),
and then
g1(s, x, µ) +
∫
U0
g4(s, x, µ, u)ν(du) = (∂r + Lb,σ,f )V (s, x, µ),
g2(s, x, µ) = (σ
∗∂xV )(s, x, µ),
g3(s, x, µ, u) = V (s, x+ f(s, x, µ, u), µ)− V (s, x, µ), x ∈ supp(µ).
To show (7), we replace µ by µn = µ∗Nd(0,
1
n
Id) in the above equality, where Nd(0,
1
n
Id)
denotes the d-dimensional Gaussian distribution with mean 0 and covariance matrix 1
n
Id.
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Note that supp(Nd(0,
1
n
Id)) = R
d, supp(µn) = Rd and µn → µ as n→∞, which together
with continuity of all the related functions in µ yields (7). The proof is completed. 
Next, we give out a solution of the partial integro-differential equation in (7). To do
this, we introduce two McKean-Vlaso stochastic differential equations with jumps on Rd:
for any ξ ∈ L2(Ω,F ,P;Rd) and x ∈ Rd,
X
s,ξ
t = ξ +
∫ t
s
b(r,Xs,ξr ,LXs,ξr )dr +
∫ t
s
σ(r,Xs,ξr ,LXs,ξr )dBr
+
∫ t
s
∫
U0
f(r,Xs,ξr− ,LXs,ξr , u)N˜(dr, du), 0 6 s < t 6 T, (11)
X
s,x,ξ
t = x+
∫ t
s
b(r,Xs,x,ξr ,LXs,ξr )dr +
∫ t
s
σ(r,Xs,x,ξr ,LXs,ξr )dBr
+
∫ t
s
∫
U0
f(r,Xs,x,ξr− ,LXs,ξr , u)N˜(dr, du), 0 6 s < t 6 T, (12)
and a backward McKean-Vlasov stochastic differential equation{
dY s,x,ξt = g1(t, X
s,x,ξ
t ,LXs,ξt
)dt+
∫
U0
g4(t, X
s,x,ξ
t ,LXs,ξt
, u)ν(du)dt,
Y
s,x,ξ
T = Φ(X
s,x,ξ
T ,LXs,ξ
T
).
(13)
Under (H1) (H2), based on [5, Theorem 3.1, Page 7], it holds that the above equations (11)
(12) have unique solutionsXs,ξt , X
s,x,ξ
t , respectively. If we more assume g1,
∫
U0
g4(·, ·, ·, u)ν(du),Φ
are bounded, the above equation (13) also has a unique solution. For Φ ∈ C2,2,1b (R
d ×
M2(Rd)), g1(t, ·, ·) ∈ C
2,2,1
b (R
d×M2(Rd)),
∫
U0
g4(t, ·, ·, u)ν(du) ∈ C
2,2,1
b (R
d×M2(Rd)) and
g1(·, x, µ) ∈ C([0, T ]),
∫
U0
g4(·, x, µ, u)ν(du) ∈ C([0, T ]), set
V (t, x, µ) := E
[
Φ(X t,x,ξT ,LXt,ξ
T
)−
∫ T
t
g1(r,X
t,x,ξ
r ,LXt,ξr )dr
−
∫ T
t
∫
U0
g4(r,X
t,x,ξ
r ,LXt,ξr , u)ν(du)dr
]
, µ = Lξ, (14)
and then by [9, Theorem 9.2, Page 3159], it holds that V (t, x, µ) ∈ C1,2,2b ([0, T ] × R
d ×
M2(Rd)) is the unique solution of the following nonlocal partial integral-differential equa-
tion{
(∂t + Lb,σ,f )V (t, x, µ) = g1(t, x, µ) +
∫
U0
g4(t, x, µ, u)ν(du), t ∈ [0, T ], x ∈ R
d, µ ∈M2(R
d),
V (T, x, µ) = Φ(x, µ).
Thus, by combining Theorem 3.2 with [9, Theorem 9.2, Page 3159], one can have the
following result.
Corollary 3.3. Assume that (H1) (H2) hold, (b(t, x, µ), σ(t, x, µ)) ∈ C
1,2,2,1
b ([0, T ]×R
d×
M2(Rd) 7→ Rd × Rd×m), and all the derivatives of f(t, x, µ, u) in t order 1 and in x, µ
up to order 2 are bounded by L‖u‖U and Lipschitz continuous with a Lipschitz factor
L‖u‖U. Then for V (t, x, µ) defined in (14), g2 ∈ C([0, T ] × R
d ×M2(R
d) 7→ Rm) and
g3(·, ·, ·, u) ∈ C([0, T ]× Rd ×M2(Rd) 7→ R), Fs,t is path independent in the sense of (4)
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if and only if V, g2, g3 satisfy

(σ∗∂xV )(t, x, µ) = g2(t, x, µ),
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ) = g3(t, x, µ, u),
t ∈ [0, T ], x ∈ Rd, µ ∈M2(Rd), u ∈ U0.
In the following we analysis some special cases of Fs,t. If g1 = 0, g4 = 0, Fs,t reduces to
F
g2,g3
s,t :=
∫ t
s
〈g2(r,Xr,LXr), dBr〉+
∫ t
s
∫
U0
g3(r,Xr,LXr , u)N˜(dr, du).
We follow up the above deduction to get that for V (t, x, µ) := E[Φ(X t,x,ξT ,LXt,ξ
T
)], g2 ∈
C([0, T ]× Rd ×M2(Rd) 7→ Rm) and g3(·, ·, ·, u) ∈ C([0, T ]× Rd ×M2(Rd) 7→ R), F
g2,g3
s,t
is path independent in the sense of (4) if and only if V, g2, g3 satisfy

(σ∗∂xV )(t, x, µ) = g2(t, x, µ),
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ) = g3(t, x, µ, u),
t ∈ [0, T ], x ∈ Rd, µ ∈M2(Rd), u ∈ U0.
This result also can be obtained by Theorem 3.2 and [5, Theorem 7.3, Page 47]. If
g1 =
1
2β
|g2|2, β 6= 0, Fs,t reduces to
F
g2,g3,g4
s,t :=
∫ t
s
1
2β
|g2|
2(r,Xr,LXr)dr +
∫ t
s
〈g2(r,Xr,LXr), dBr〉
+
∫ t
s
∫
U0
g3(r,Xr,LXr , u)N˜(dr, du)
+
∫ t
s
∫
U0
g4(r,Xr,LXr , u)ν(du)dr, 0 6 s 6 t 6 T.
Thus, by Theorem 3.2, it holds that F g2,g3,g4s,t is path independent in the sense of (4) if and
only if 

(∂t + Lb,σ,f )V (t, x, µ) =
1
2β
|σ∗∂xV |2(t, x, µ) +
∫
U0
g4(t, x, µ, u)ν(du),
(σ∗∂xV )(t, x, µ) = g2(t, x, µ),
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ) = g3(t, x, µ, u),
t ∈ [0, T ], x ∈ Rd, µ ∈M2(Rd), u ∈ U0.
(15)
Finally, we discuss the relation between Theorem 3.2 and [14, Theorem 2.6] [16, The-
orem 2.2]. Let λ : [0,∞)× U0 → (0, 1] be a measurable function. And then there exists
an integer-valued (Ft)t>0-Poisson random measure Nλ(dt, du) on (Ω,F ,P; (Ft)t>0) with
intensity E(Nλ(dt, du)) = λ(t, u)dtν(du). Denote
N˜λ(dt, du) := Nλ(dt, du)− λ(t, u)dtν(du)
that is, N˜λ(dt, du) stands for the compensated (Ft)t>0-predictable martingale measure
of Nλ(dt, du). Moreover, N˜λ(dt, du) is independent of Bt. We replace N˜(dt, du) by
N˜λ(dt, du) in Eq.(1). Thus, the solution of the new equation is denoted as X
λ
t . Besides,
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we assume that there exists a measurable function b˜ : [0, T ]× Rd ×M2(Rd) → Rm such
that b = σb˜. For convenience of the following deduction, we also assume:
E
[
exp
{1
2
∫ T
0
∣∣∣b˜(s,Xλs ,LXλs )
∣∣∣2 ds}] <∞,∫ T
0
∫
U0
(
1− λ(s, u)
λ(s, u)
)2
λ(s, u)ν(du)ds <∞.
So, set
Γt : = exp
{
−
∫ t
0
〈b˜(s,Xλs ,LXλs ), dBs〉 −
1
2
∫ t
0
∣∣∣b˜(s,Xλs ,LXλs )
∣∣∣2 ds
−
∫ t
0
∫
U0
log λ(s, u)N˜λ(ds, du)
−
∫ t
0
∫
U0
((
log λ(s, u)
)
λ(s, u) +
(
1− λ(s, u)
))
ν(du)ds
}
,
and then by the same deduction to that in [14], it holds that Γt is an exponential mar-
tingale. Define a new probability Q as
dQ
dP
= ΓT .
Thus, under Q,
B˜t := Bt +
∫ t
0
b˜(s,Xλs ,LXλs )ds
is a d-dimensional Brownian motion and
N¯(dt, du) = Nλ(dt, du)− dtν(du)
is the compensated (Ft)t>0-predictable martingale measure of Nλ(dt, du). Moreover,
Eq.(1) becomes
Xλt = X
λ
s +
∫ t
s
σ(r,Xλr ,LXλr )dB˜r +
∫ t
s
∫
U0
f(r,Xλr−,LXλr , u)N¯(dr, du).
That is, Xλt is a local martingale.
Now, take
g1(t, x, µ) =
1
2
∣∣∣b˜(t, x, µ)∣∣∣2 , g2(t, x, µ) = b˜(t, x, µ),
g3(t, x, µ, u) = log λ(t, u), g4(t, x, µ, u) = log λ(t, u) +
( 1
λ(t, u)
− 1
)
.
And then by Theorem 3.2, we know that F λ0,t = − log Γt is path independent in the sense
of (4) if and only if

(∂t + Lb,σ,f )V (t, x, µ) =
1
2
|(σ∗∂xV )(t, x, µ)|
2 +
∫
U0
((
log λ(t, u)
)
λ(t, u) +
(
1− λ(t, u)
))
ν(du),
(σ∗∂xV )(t, x, µ) = b˜(t, x, µ),
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ) = log λ(t, u),
t ∈ [0, T ], x ∈ Rd, µ ∈M2(Rd), u ∈ U0.
(16)
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The equation is just right Eq.(15) with β = 1. And then we rewrite Eq.(16) as

∂tV (t, x, µ) = Lσ,fV (t, x, µ),
b(t, x, µ) = (σσ∗∂xV )(t, x, µ),
λ(t, u) = exp
{
V
(
t, x+ f(t, x, µ, u), µ
)
− V (t, x, µ)
}
,
t ∈ [0, T ], x ∈ Rd, µ ∈M2(R
d), u ∈ U0,
where
Lσ,fV (t, x, µ) := −
1
2
tr
(
(σ∗σ)∂2xV
)
(t, x, µ)−
1
2
|(σ∗∂xV )(t, x, µ)|
2
−
∫
Rd
〈(σσ∗∂yV )(t, y, µ), (∂µV )(t, x, µ)(y)〉µ(dy)
−
1
2
∫
Rd
tr
(
(σ∗σ)(t, y, µ)∂y∂µV (t, x, µ)(y)
)
µ(dy)
−
∫
U0
[
eV (t,x+f(t,x,µ,u),µ)−V (t,x,µ) − 1
−〈f(t, x, µ, u), ∂xV (t, x, µ)〉e
V (t,x+f(t,x,µ,u),µ)−V (t,x,µ)
]
ν(du)
−
∫
U0
∫ 1
0
∫
Rd
〈
∂µV (t, x, µ)
(
y + ηf(t, y, µ, u)
)
−∂µV (t, x, µ)(y), f(t, y, µ, u)
〉
µ(dy)dην(du).
If b, σ, f, V are independent of µ, this is just right Theorem 2.6 in [14]. Moreover, if f = 0,
this is exactly Theorem 2.2 in [16]. Therefore, our result is more general.
4. Appendix
The proof of Proposition 3.1.
Set µt := LXt, and then h(t, Xt,LXt) = h(t, Xt, µt). Define h¯(t, x) := h(t, x, µt), and
then h¯(t, Xt) = h(t, Xt, µt). Moreover, based on h ∈ C
1,2,2
b ([0, T ]×R
d×M2(Rd)), it holds
that h¯ is C2 in x. However, we don’t know the differentiability of h¯ in t. Note that the
differentiability of h¯ in t comes from two parts-h(t, x, µ) in t for fixed x, µ and h(s, x, µt)
in t for fixed s, x. Therefore, to apply the classical Itoˆ formula to h¯(t, Xt), we only need
to consider the second part by h ∈ C1,2,2b ([0, T ]× R
d ×M2(R
d)).
Step 1. We study the differentiability of h(s, x, µt) in t.
Here, we follow the method in [3] to deal with it. For the convenience to our expression,
we take H(µt) := h(s, x, µt). For any positive integer K, set
x1, x2, · · · , xK ∈ Rd, HK(x1, x2, · · · , xK) := H
( 1
K
K∑
l=1
δxl
)
, (17)
and then HK(x1, x2, · · · , xK) is a function on Rd×K . Moreover, by [3, Proposition 3.1,
Page 17], it holds that HK is C2 on Rd×K and
∂xiH
K(x1, x2, · · · , xK) =
1
K
∂µH
( 1
K
K∑
l=1
δxl
)
(xi),
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∂2xixjH
K(x1, x2, · · · , xK) =
1
K
∂y∂µH
( 1
K
K∑
l=1
δxl
)
(xi)δi,j +
1
K2
∂2µH
( 1
K
K∑
l=1
δxl
)
(xi, xj).
(18)
Besides, we take K independent copies X lt , l = 1, 2, · · · , K of Xt. That is,
dX lt = b(t, X
l
t ,LXlt)dt+σ(t, X
l
t ,LXlt)dB
l
t+
∫
U0
f(t, X lt−,LXlt , u)N˜
l(dt, du), l = 1, 2, · · · , K
where Bl, N l, l = 1, 2, · · · , K are mutually independent and have the same distribution to
that of B,N , respectively. And then applying the Itoˆ formula to HK(X1t , X
2
t , · · · , X
K
t )
and taking the expectation on two sides, we obtain that for 0 6 t < t+ h 6 T
EHK(X1t+h, X
2
t+h, · · · , X
K
t+h) = EH
K(X1t , X
2
t , · · · , X
K
t )
+
∫ t+h
t
E∂xiH
K(X1s , X
2
s , · · · , X
K
s )b(s,X
i
s,LXis)ds
+
1
2
∫ t+h
t
E∂2xixiH
K(X1s , X
2
s , · · · , X
K
s )σσ
∗(s,X is,LXis)ds
+
∫ t+h
t
∫
U0
E
[
HK
(
X1s + f(s,X
1
s ,LX1s , u), X
2
s , · · · , X
K
s
)
−HK(X1s , X
2
s , · · · , X
K
s )
−∂x1H
K(X1s , X
2
s , · · · , X
K
s )f(s,X
1
s ,LX1s , u)
]
ν(du)ds
+ · · ·
+
∫ t+h
t
∫
U0
E
[
HK
(
X1s , X
2
s , · · · , X
K
s + f(s,X
K
s ,LXKs , u)
)
−HK(X1s , X
2
s , · · · , X
K
s )
−∂xKH
K(X1s , X
2
s , · · · , X
K
s )f(s,X
K
s ,LXKs , u)
]
ν(du)ds
= EHK(X1t , X
2
t , · · · , X
K
t )
+K
∫ t+h
t
E∂x1H
K(X1s , X
2
s , · · · , X
K
s )b(s,X
1
s ,LX1s )ds
+
K
2
∫ t+h
t
E∂2x1x1H
K(X1s , X
2
s , · · · , X
K
s )σσ
∗(s,X1s ,LX1s )ds
+K
∫ t+h
t
∫
U0
∫ 1
0
E
[(
∂x1H
K(X1s + ηf(s,X
1
s ,LX1s , u), X
2
s , · · · , X
K
s )
−∂x1H
K(X1s , X
2
s , · · · , X
K
s )
)
f(s,X1s ,LX1s , u)
]
dην(du)ds,
where the convention that the repeated indices stand for the summation is used in the
first equality, and the property of the same distributions for X lt , l = 1, 2, · · · , K is used in
the second equality. Inserting (17) (18) in the above equality, we get that
EH
( 1
K
K∑
l=1
δXl
t+h
)
= EH
( 1
K
K∑
l=1
δXlt
)
+
∫ t+h
t
E∂µH
( 1
K
K∑
l=1
δXls
)
(X1s )b(s,X
1
s ,LX1s )ds
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+
1
2
∫ t+h
t
E∂y∂µH
( 1
K
K∑
l=1
δXls
)
(X1s )σσ
∗(s,X1s ,LX1s )ds
+
1
2K
∫ t+h
t
E∂2µH
( 1
K
K∑
l=1
δXls
)
(X1s , X
1
s )σσ
∗(s,X1s ,LX1s )ds
+
∫ t+h
t
∫
U0
∫ 1
0
E
[(
∂µH
( 1
K
δX1s+ηf(s,X1s ,LX1s ,u)
+
1
K
K∑
l=2
δXls
)
◦(X1s + ηf(s,X
1
s ,LX1s , u))
−∂µH
( 1
K
K∑
l=1
δXls
)
(X1s )
)
f(s,X1s ,LX1s , u)
]
dην(du)ds.
Next, we take the limit on two sides of the above equality. Note that
lim
K→∞
E
[
sup
06t6T
ρ2
(
1
K
K∑
l=1
δXlt , µt
)]
= 0,
which comes from [6, Section 5]. And then as K →∞, by continuity and boundedness of
H, ∂µH, ∂y∂µH , and boundedness of ∂
2
µH, b, σ, it follows from the dominated convergence
theorem that
H(µt+h) = H(µt) +
∫ t+h
t
E∂µH
(
µs
)
(X1s )b(s,X
1
s ,LX1s )ds
+
1
2
∫ t+h
t
E∂y∂µH
(
µs
)
(X1s )σσ
∗(s,X1s ,LX1s )ds
+
∫ t+h
t
∫
U0
∫ 1
0
E
[(
∂µH(µs)
(
X1s + ηf(s,X
1
s ,LX1s , u)
)
−∂µH(µs)(X
1
s )
)
f(s,X1s ,LX1s , u)
]
dην(du)ds.
Thus, by simple calculus we obtain that
∂tH(µt) =
∫
Rd
〈b(t, y, µt), ∂µH(µt)(y)〉µt(dy) +
1
2
∫
Rd
tr
(
(σ∗σ)(t, y, µt)∂y∂µH(µt)(y)
)
µt(dy)
+
∫
U0
∫ 1
0
∫
Rd
[(
∂µH(µt)
(
y + ηf(t, y, µt, u)
)
− ∂µH(µt)(y)
)
f(t, y, µt, u)
]
µt(dy)dην(du).
Step 2. We prove (5).
By Step 1., we know that h¯(t, x) is C1 in t and C2 in x. Therefore the classical Itoˆ
formula admits us to obtain that
dh(t, Xt,LXt) = dh¯(t, Xt)
= ∂th¯(t, Xt)dt+ 〈∂xh¯(t, Xt), b(t, Xt, µt)〉dt + 〈∂xh¯(t, Xt), σ(t, Xt, µt)dBt〉
+
∫
U0
[
h¯
(
t, Xt + f(t, Xt, µt, u)
)
− h¯(t, Xt)
]
N˜(dt, du)
+
1
2
tr
(
σσ∗(t, Xt, µt)∂
2
xh¯(t, Xt)
)
dt
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+∫
U0
[
h¯
(
t, Xt + f(t, Xt, µt, u)
)
− h¯(t, Xt)− 〈f(t, Xt, µt, u), ∂xh¯(t, Xt)〉
]
ν(du)dt
= ∂th(t, Xt, µt)dt+ ∂th(s, x, µt)|s=t,x=Xtdt
+〈∂xh(t, Xt, µt), b(t, Xt, µt)〉dt + 〈∂xh(t, Xt, µt), σ(t, Xt, µt)dBt〉
+
∫
U0
[
h
(
t, Xt + f(t, Xt, µt, u), µt
)
− h(t, Xt, µt)
]
N˜(dt, du)
+
1
2
tr
(
σσ∗(t, Xt, µt)∂
2
xh(t, Xt, µt)
)
dt
+
∫
U0
[
h
(
t, Xt + f(t, Xt, µt, u), µt
)
− h(t, Xt, µt)
−〈f(t, Xt, µt, u), ∂xh(t, Xt, µt)〉
]
ν(du)dt
= ∂th(t, Xt, µt)dt+
∫
Rd
〈b(t, y, µt), ∂µh(t, Xt, µt)(y)〉µt(dy)dt
+
1
2
∫
Rd
tr
(
(σ∗σ)(t, y, µt)∂y∂µh(t, Xt, µt)(y)
)
µt(dy)dt
+
∫
U0
∫ 1
0
∫
Rd
〈
∂µh(t, Xt, µt)
(
y + ηf(t, y, µt, u)
)
−∂µh(t, Xt, µt)(y), f(t, y, µt, u)
〉
µt(dy)dην(du)dt
+〈∂xh(t, Xt, µt), b(t, Xt, µt)〉dt + 〈∂xh(t, Xt, µt), σ(t, Xt, µt)dBt〉
+
∫
U0
[
h
(
t, Xt + f(t, Xt, µt, u), µt
)
− h(t, Xt, µt)
]
N˜(dt, du)
+
1
2
tr
(
σσ∗(t, Xt, µt)∂
2
xh(t, Xt, µt)
)
dt
+
∫
U0
[
h
(
t, Xt + f(t, Xt, µt, u), µt
)
− h(t, Xt, µt)
−〈f(t, Xt, µt, u), ∂xh(t, Xt, µt)〉
]
ν(du)dt.
This is just right (5). The proof is completed.
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