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Abstract: Among the many super-resolution techniques for microscopy, single-molecule
localization microscopy methods are widely used. This technique raises the difficult question
of precisely localizing fluorophores from a blurred, under-resolved, and noisy acquisition. In
this work, we focus on the grid-based approach in the context of a high density of fluorophores
formalized by a `2 least-square term and sparsity term modeled with `0 pseudo-norm. We
consider both the constrained formulation and the penalized formulation. Based on recent
results, we formulate the `0 pseudo-norm as a convex minimization problem. This is done by
introducing an auxiliary variable. An exact biconvex reformulation of the `2 − `0 constrained
and penalized problems is proposed with a minimization algorithm. The algorithms, named
CoBic (Constrained Biconvex) and PeBic (Penalized Biconvex) are applied to the problem of
single-molecule localization microscopy and we compare the results with other recently proposed
methods.
© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
1. Introduction
Single-Molecule localization microscopy (SMLM) is an acquisition method that makes it possible
to obtain images with a higher resolution than the diffraction limit. Ernst Abbe first developed
the equation of the diffraction in 1873, which gives the resolution limit of a microscope in the





where λ is the wavelength of the light and N A is the numerical aperture of the optical system [1].
This limit is around 200 nm in the lateral plane of the microscope. This is not sufficient when
observing small biological structures, such as proteins and viruses. An electron microscope has
a resolution up to 0.2 nm but the samples must be pretreated and fixed, and in-vivo imaging
(images of living structures) is then impossible. Among the many super-resolution techniques for
microscopy (STED, SIM etc, see [2]), SMLM is widely used. 20 nm resolution is reported on
SMLM when it was first introduced in [3–5], and can thus be used to observe fine structures.
SMLM uses photoactivable fluorophores. This allows one to activate a sparse subsample of the
fluorophores instead of illuminating all at the same time, as in standard fluorescence microscopy.
The probability that two fluorophores are in the same Point Spread Function (PSF) is low when
only a few fluorophores are activated (low-density images), and precise localization of each is
therefore possible. However, obtaining the image of the whole sample necessitate to acquire a
big number of low-density images, which takes time, and the temporal resolution of the image
may be inadequate. High-density acquisitions reduce the total acquisition time and increase
temporal resolution. However, the fluorophores may be too close to each other, and thus efficient
localization algorithms are needed.
The ISBI 2013 [6] and 2016 [7] SMLM challenges addressed this problem and compared the
localization performed by different algorithms. There are many approaches to solve the problem.
Some algorithms localize spots in the observed image and fit specific shapes (templates, PSF)
on these spots [8]. Other algorithms compare the spot to a pre-defined Gaussian function [9].
Other, more sophisticated algorithms test the likeness between the spot and a sum of different
Gaussians on each spot [10]. Another approach consists of modeling the localization problem as
an inverse problem with a sparsity term. These methods can be grouped into two: Grid methods
and grid-less methods. The grid methods require a fine grid to obtain a sufficient precision,
but at the cost of computational time. Grid-less algorithms do not have this problem, but the
observation model is non-linear. With a grid, this observation model is linear. Some algorithms
of the inverse problem approach are [11, 12].
In this article, we focus on inverse grid method approaches. We work with this formulation of
the problem mainly because of its versatility. Inverse problems with a sparsity term have many
applications beyond SMLM as geophysics, source separation, variable selection, and many more.
2. Direct and inverse problem
2.1. The image formation model
Let d ∈ RM×M be an image acquisition. We suppose that only a small number of fluorophores
have contributed to this image. We want to localize the fluorophores on a finer grid x ∈ RML×ML ,
where L is the refinement factor. The goal is to reconstruct x from d. To do so, we need to model
the acquisition process. The fluorophores are observed through an optical system, and thus we
observe diffraction discs instead of the fine position of the fluorophores. This is modeled by a
convolution with the Point Spread Function (PSF) of the microscope. We suppose the PSF to be
a Gaussian kernel:






where I is a normalization factor. Furthermore, a sensor captures the observation with a resolution
inferior to the fine grid. We model this as an operator that sums pixel groups of L × L. The
result is an observation of size M × M . Finally, this observation is affected by noise η, which is
assumed to be a mix of Poisson noise and Gaussian noise. We simplify the noise assumptions
and consider only Gaussian noise.
The model can be written as
d = Ax + η
where A ∈ RM2×(ML)2 is the matrix that performs a convolution and downsampling.
2.2. Formulation of the inverse problem
With the assumption of Gaussian noise we can write the recovering of x as
arg min
x
‖Ax − d‖22 .
The `2 norm is defined in Notations at the end of section 2. However, A is a matrix with
more columns than lines, and thus the problem is underdetermined and ill-posed. An a priori
knowledge of x is needed to correctly localize the fluorophores. The first hypothesis is that only
a few fluorophores are excited and emit light. Thus the solution should be sparse. We can use
the `0 pseudo-norm to enforce sparsity. This will be, by abuse of terminology referred to as the
`0-norm. It is defined as
‖x‖0 = #{xi, i = 1, · · · (ML)2 : xi , 0}
The second hypothesis is that the fluorophores emit light, and we wish to reconstruct the intensity,
which is positive. We add, therefore, that the solution should be non-negative. This yields that
we can search a solution x̂ as





‖Ax − d‖22 + ι·≥0(x) s.t. ‖x‖0 ≤ k (2)





‖Ax − d‖22 + λ‖x‖0 + ι·≥0(x) (3)
where ι·∈X is the indicator function defined in Notations, and ι·≥0(x) enforces the positivity
constraint. We refer problem (2) to the constrained optimization problem. The problem (3) is
referred to as the regularized problem. The problems differ in the regularization. The constrained
problem reconstruct at maximum k non-zero components. The regularized problem reconstructs
a sparse solution, and the number of non-zero elements depends on the regularization parameter
λ and the acquisition d. In an ideal case, where the fluorophores are sufficiently separated, one
fluorophore would represent a non-zero component in x. Thus the parameter k represents the
maximum number of fluorophores to reconstruct for each acquisition. Indeed, in practice, this is
not the case since we work mainly with high-density acquisitions, and multiple fluorophores can
be situated in one pixel, even on the fine grid. Thus the parameter k will represent the number of
distinguishable fluorophores in the reconstruction.
2.3. State-of-the-art of sparse optimization
The two problems (2) and (3) are not continuous, nor convex and the problems are known to be
NP-hard due to the combinatorial nature of the `0 norm. Due to numerous applications in domains
such as geophysics, variable selection and machine learning (see, among others, [13, 14]), they
have been greatly studied. We present below some methods to solve minimization problems with
a `0 norm.
Greedy algorithms Greedy algorithms are a well-used method in sparse optimization. These
algorithms add one component to the signal x at each iteration. The criterion for choosing a
component depends on the algorithm. One of the easiest and least costly greedy algorithms, the
Matching Pursuit (MP) algorithm [15], adds the component that reduces most the residual R,
defined as R = d − Ax(s), at each iteration s. More sophisticated algorithms have been developed.
Greedy sparse simplex [16] or Single Best Replacement (SBR) [17] can, in contrast to MP, add
and also subtract components.
Relaxations The non-convexity is due to the `0 norm. The convex `1 norm could replace the
non-convex `0 norm, as it is known to promote sparsity. The `2 − `0 problem becomes a `2 − `1
problem. This approach is called a convex relaxation since a convex term replaces the non-convex
term. The solution to the original problem is, however, not always the same as the one of the
convex relaxed problem. This happens only under restrictive conditions on the matrix A [18],
which are not satisfied here. Non-smooth, non-convex, but continuous relaxations were primarily
introduced to avoid the difference between ‖x‖0 and ‖x‖1 when x contains large values. Among
them we find NonNegative Garrote, the Log-Sum penalty, Capped-`1, and the Continuous Exact
`0 (CEL0) penalty which is an exact relaxation for the problem (3), to mention some. The relaxed
problems are still non-convex, and the convergence of the algorithms to a global minimum is not
ensured. A unified view of the non-convex continuous relaxations for the penalty problem is
given in [19].
Mathematical program with equilibrium constraint A more recent method of resolving a
sparse optimization problem is to introduce auxiliary variables to mimic the nature of `0 norm.
This requires a constraint between the primary variable and the auxiliary. Hence the problem
becomes a mathematical program with equilibrium constraint, and among the approaches, we
find Mixed Integer reformulations [20] (designed for small dimension problems), and Boolean
relaxation [21]. Articles, such as [22–25], use reformulations of the `0 norm similar to ours.
Contribution: The aim of this paper is to present two new techniques for SMLM. We start
in section 3 by introducing a reformulation of the `0 norm. We rewrite the norm as a convex
minimization problem by introducing an auxiliary variable. Thus, we can reformulate (2) and (3)
as a mathematical program with equilibrium constraint (MPEC). Based on the reformulation
of the problem, we define a Lagrangian cost function Gρ. The function Gρ : RN × RN → R is
biconvex. In section 4, we propose a Constrained Biconvex (CoBic) algorithm and a Penalized
Biconvex algorithm (PeBic) to minimize the new objective function. The algorithms are based
on already existing and well-known algorithms, and thus easy to implement. In section 5, we
test the algorithms on the problem of SMLM and compare them to the state-of-the-art methods
Deep-STORM [26] and IRL1-CEL0 [27], as well as the well-known IHT algorithms [28]. The
comparison done on the real dataset confirms the efficiency of CoBic and PeBic. Section 7 gives
the mathematical justification of the algorithm.
Note that the reformulation of the `0 norm was presented in [25], and slight variations have
been previously presented in [22–25]. Our work differs from their work, as [23] and [22] did not
work on the minimization problem (3) and (2). [24, 25] study the minimization of the sum of
Lipschitz continuous data term and a sparsity constraint. In this paper, the data term is the square
norm, which is not Lipschitz continuous.
Notations:
• The `2 norm of a vector x is denoted ‖ · ‖2 and defined as
√∑
i x2i .
• To simplify the notation we will set ‖ · ‖ = ‖ · ‖2.
• The `1 norm of a vector x is denoted ‖ · ‖1 and defined as
∑
i |xi |.
• A is a matrix in RP×N , P < N . In this paper P = M × M and N = ML × ML.
• AT is the transposed matrix of A.
• If not stated otherwise, the vector x ∈ RN .
• The observed signal d ∈ RP .
• The function
‖x‖0 = #{xi, i = 1, · · · N : xi , 0}
where # denotes the cardinality of the set, will be, by abuse of terminology, referred to as
the `0-norm.
• For a matrix A ∈ RP×N , the singular value decomposition (SVD) of A is noted A =
UAΣ(A)V∗A.
• For a matrix A ∈ RP×N , we denote ‖A‖ the spectral norm of A defined as
‖A‖ = σ(A)
where σ(A) is the largest singular value of A.
• The indicator function ιx∈X is defined for X ⊂ RN as
ιx∈X (x) =
{
+∞ if x < X
0 if x ∈ X
• −1 ≤ u ≤ 1 is a component-wise notation, i.e, ∀ i, −1 ≤ ui ≤ 1.
• |x | ∈ RN is a vector containing the absolute value of each component of the vector x.
3. Exact reformulation
In this section, we focus on a reformulation of the `0 norm. [25] first introduced this formulation
where they rewrite the `0 norm as convex minimization problem by adding an auxiliary variable.




‖u‖1 s.t ‖x‖1 =< u, x > . (4)
Even though the introduction of the auxiliary variable u increases the dimension of the problem,
the non-convex and non-continuous `0 norm can now be written as a convex and continuous
minimization problem. In this paper, we study the `2 − `0 penalized and constrained problems
using the reformulation of the `0 norm. We also add a non-negativity constraint to the x variable
as it is usually used as a priori in imaging problems. We can get an unified notation for the





‖Ax − d‖2 + I(u) + ι·≥0(x) s.t. ‖x‖1 =< x,u > (5)
where I(u) is, in the case of the constrained problem (2):
I(u) =
{
0 if ‖u‖1 ≤ k and ∀ i, −1 ≤ ui ≤ 1
∞ otherwise
(6)
and for the penalized problem (3):
I(u) =
{
λ‖u‖1 if ∀ i, −1 ≤ ui ≤ 1
∞ otherwise.
(7)




‖Ax − d‖2 + I(u) + ι·≥0(x) + ι·∈S(x,u) (8)
The functional (8) is continuous and biconvex with respect to (x,u): the minimization of
(8) with respect to x while u is fixed is convex, and conversely. However, globally, it is still
non-convex due to the equality constraint. We can relax this constraint by introducing a penalty
term, ρ(‖x‖1− < x,u >), which is based on the method of Lagrange Multipliers.




‖Ax − d‖2 + I(u) + ι·≥0(x) + ρ(‖x‖1− < x,u >). (9)
In this paper, we are interested in exact reformulation methods. This means that any minimizer
of (9) must be also a minimizer of (8). We show in this paper that for ρ > σ(A)‖d‖, with σ(A)
the largest singular value of A, Gρ(x,u) is exact (see Section 7).
4. A minimization algorithm
The minimization algorithm is presented in this section. We refer to the constrained biconvex
algorithm by CoBic and to the penalized biconvex algorithm by PeBic.
The main body of the algorithm depends on two particularities of Gρ; Gρ is convex when
ρ = 0, and the non-convexity of Gρ is due to the coupling term < x,u >. These two properties
inspire the idea of an algorithm for minimizing Gρ(x,u). The minimization is initialized with a
small ρ(0) and (x(0),u(0)) as zero vector. We minimizes Gρ(0) (x(0),u(0)) and the result is denoted
(x(1),u(1)). The penalty parameter ρ increases at each iteration. For a given iteration, p, we
minimize Gρ(p) (x(p),u(p)), with (x(p),u(p)) the solution of arg min Gρ(p−1) (x(p−1),u(p−1)). This
method will hopefully give a proper initialization for the final minimization, which is when
ρ > σ(A)‖d‖. The second attractive property of functional Gρ is the bi-convexity. Minimization
by blocks is therefore suitable. With this in mind, and following [25], we propose the following
algorithm.




x(0) = 0 ∈ RN ; u(0) = 0 ∈ RN ; p = 0;
Repeat:
Solve problem Gρ(p)
{x(p+1),u(p+1)} ∈ arg min Gρ(p) (x(p),u(p)) (10)
Update the penalty parameter
ρ(p+1) = min(σ(A)‖d‖2,2ρ(p)) (11)
Until: ρ(p+1) = σ(A)‖d‖2
Output: x(p+1)
The Proximal Alternating Minimization algorithm (PAM) [29] minimize (10). The algorithm
ensures convergence to a critical point, and thus Algorithm 1 converges to a critical point.
The PAM minimizes functions of the form
L(x,u) = f (x) + g(u) +Q(x,u) (12)
In our case, we have, f (x) = 12 ‖Ax−d‖
2+ρ‖x‖1+ι·≥0(x), g(u) = I(u) andQ(x,u) = −ρ < x,u >.
PAM has the following outline
Repeat
x(s+1) ∈ arg minx
{
Gρ(x,u(s)) + 12c(s) ‖x − x
(s)‖22
}
u(s+1) ∈ arg minu
{





c(s) and b(s) add strict convexity to each block, and c(s), b(s) are bounded from below and above.
In this work, we fix c(s) = b(s) = 104. In the following section we develop minimization schemes
for (13) in the case of the constrained (I(u) defined by (6)) and respectively the penalized (I(u)





‖Ax − d‖2 + I(u) + ρ(‖x‖1− < x,u >) + ι·≥0(x) (14)
where I(u) is defined by (6) or (7). Note that ADMM [30] is not suitable as the algorithm
supposes a linear relation between the variables x and u.
4.1. The minimization with respect to x.
The minimization with respect to x using PAM is




‖Ax − d‖2 + ρ(‖x‖1− < x,u(s) >) +
1
2c(s)
‖x − x(s)‖22 + ι·≥0(x)
which can be rewritten as




‖Ax − d‖2 +
1
2c(s)
‖x − (x(s) + ρc(s)u(s))‖2 + ρ‖x‖1 + ι·≥0(x)
We apply the FISTA algorithm [31] to solve the above problem. This algorithm is designed to
work with functionals on the form of F(x) = f (x) + g(x) where f is a smooth convex function
with a Lipschitz continuous gradient L( f ). g is a continuous convex function and possibly




‖Ax − d‖2 +
1
2c(s)
‖x − (x(s) + ρc(s)u(s))‖2 (15)
g(x) = ρ‖x‖1 + ι·≥0(x) (16)








L( f ) if xi >
ρ
L( f )
0 if xi ≤ ρL( f )
4.2. The minimization with respect to u
We study how to find a solution to the convex minimization problem




‖u − u(s)‖22 − ρ < x
(s+1),u > +I(u)
The above problem can be written as




‖u − (u(s) + ρb(s)x(s+1))‖2 + I(u) (17)
and to simplify, we denote z = u(s) + ρb(s)x(s+1). In the next two paragraphs, we study the
above problem for I(u) defined by (6) or (7).
Firstly, we work with the constrained biconvex formulation of Gρ, CoBic. I(u) is thus defined
by (6). The minimization problem (17) can be written as




‖u − z‖2 s.t. ‖u‖1 ≤ k and ∀ i, −1 ≤ ui ≤ 1
The minimizer of arg minu 12 ‖u − z‖
2 is reached for u = z, and we can write u(s+1) =
sign(z) arg minu 12 ‖u − |z |‖
2. Furthermore, since the ‖ · ‖1 is invariant with respect to the
sign, we can write the minimization problem as




‖u − |z |‖2 s.t. ‖u‖1 ≤ k and ∀ i, 0 ≤ ui ≤ 1
and then u(s+1) = sign(z)|u(s+1) |. The above minimization problem is a variant of the well-known
knapsack problem and can be solved using a classical minimization scheme such as [32] :











and ∀ i, 0 ≤ ui ≤ 1
Secondly, we work with the penalized formulation of Gρ, PeBic, with I(u) on the penalized
form (7). We write the problem as





‖u − z‖2 + ι−1≤·≤1(u).
The solution is reached for
(u(s+1))i =

1 if zi ∈ [1 + λb(s),∞)
zi − λb(s) if zi ∈ (λb(s),1 + λb(s))
0 if zi ∈ λb(s)[−1,1]
zi + λb(s) if zi ∈ (−1 − λb(s),−λb(s))
−1 if zi ∈ (−∞,−1 − λb(s)]
.
The proof is given in Section 7.
5. Numerical experiments
In this section, we perform numerical experiments of CoBic and PeBic and compare them
to other grid-based localization algorithms. They are compared on two datasets from the
ISBI 2013 SMLM challenge [6]. A more recent challenge was launched in 2016. We de-
cided to use the 2013 challenge as the data is denser in the 2013 challenge (220 fluorophores
per acquisition in 2013 compared to 12 in the 2016 challenge). The algorithms are coded
on MATLAB2015 with a computer running on Linux, with CPU INTEL core i7-3920XM,
except Deep-STORM that was launched on a computer running on Linux, with CPU Intel
Xeon E5-2687WV3. The code for PeBic and CoBic, as well as an example can be found at:
https://github.com/abechens/CoBic-and-PeBic-SMLM/
CoBic and PeBic are compared with four algorithms; the IRL1-CEL0 [27], Deep-STORM [26],
as well as the standard Iterative Hard Thresholding (IHT) [28] applied to the constrained and
penalized form. The IRL1-CEL0 is an algorithm that uses the IRL1 [33] to minimize an
exact relaxation [11] of the penalized formulation (3). Deep-STORM is an algorithm that uses
deep-learning to localize the fluorophores. We use the public codes of Deep-STORM [34]. Note
that a relaxation such that the `0 norm in (3) is replaced by the `1 norm is possible, however, this
relaxation is not exact and a full comparison is not done. Table 3 in the Appendix shows the
Jaccard index for the reconstruction. All the algorithms, except Deep-STORM, are based on the
constrained or penalized problem. The IRL1-CEL0, penalized IHT, and PeBic have the trade-off
parameter λ to choose. It is not possible to select this parameter in beforehand, and substantial
trial and fail to obtain a satisfying result is needed. CoBiC and the constrained IHT algorithm
use the sparsity parameter k. This parameter ensures that the algorithm does not reconstruct
more than k elements non-zero in the solution. The parameter k may be easier to use for two
reasons, principally. The user may have an idea of the upper bound of excited fluorophores
in each acquisition. If the user thinks the algorithm reconstructs too many fluorophores, he
can easily reduce k. In the latter case, the user does not know how to change λ to obtain the
wished-for results. The Deep-STORM is a deep learning algorithm. To teach the algorithm, the
user needs to create proper simulated images that represent the dataset. This requires an idea of
the density, knowledge of the PSF, as well as an estimation of the noise level.
5.1. Results of the simulated dataset
The first dataset contains simulated acquisitions, which makes it possible to quantitatively evaluate
the reconstruction, while the second contains real acquisitions. Figure 1 (a), (b) and (c) show
three of the 361 acquisitions of the simulated dataset. We apply the localization algorithms
to each image of the acquisition dataset. The sum of the results of the localization of the 361
acquisitions yields the super-resolution image. We use the Jaccard index in order to perform
Fig. 1. Top: (a) 1st, (b) 200th and (c) 361th frame of the simulated high density data.
Bottom: (d) Ground truth and (e) the sum of all acquisitions.
the numerical evaluation of the reconstructions. The Jaccard index evaluates the localization
of the reconstructed fluorophores (see [6]), and is defined as the ratio between the correctly
reconstructed (CR) fluorophores and the sum of CR-, false negatives (FN)- and false positives
(FP) fluorophores. A perfect reconstruction yields an index of 1, and the lower the index, the




CR + FP + FN
.
The ISBI simulated dataset represents eight tubes of 30 nm diameter. The acquisitions are
captured with a 64×64 pixels sensor where each pixel is of size 100×100 nm2. The Point Spread
Function (PSF) is modeled by a Gaussian function where the Full Width at Half Maximum
(FWHM) is 258.21 nm. In total, there are 81 049 fluorophores on a total of 361 images.
We localize the fluorophores on a fine grid of 256 × 256 pixel image, where the size of each
pixel is 25nm × 25nm. Mathematically, this is equivalent to reconstruct x ∈ RML×ML from
an acquisition d ∈ RM×M , where M = 64 and L = 4. Note that L could be larger, but this
introduces more local minima, and the results might be worse. See Table 4 in Appendix for
a small comparison. The center of the pixel is used to estimate the precise position of the
fluorophore.
We set k equal to the average number of fluorophores for each acquisition, which is 220,
known from the ground truth. In order to observe the reconstruction, we normalize the image
after summing all the reconstruction. Thus the brightest points indicate strong intensity, and dark
spots indicate a low intensity.
We set ρ(0) = 1 for PeBic and CoBic. Note that a smaller ρ could be chosen, but this implies
longer computational time without improving the results.
CoBic reconstructs 99 non-zero pixels on average. Even though 220 fluorophores emit lights
on average, several of these may be within a 25nm × 25nm square, and in the grid case, this will
count only for one pixel. This may be one reason for our algorithm reconstructs only 99 non-zero
pixels. In addition, it may be that the proposed algorithm converges to a critical point and not a
global minimum.
First, we adjust the parameters of the other algorithms such that they reconstruct on average
99 non-zero pixels in order to properly compare the Jaccard index. We initialize the IHT and
IRL1-CEL0 algorithms by applying the conjugate of the operator A on the acquisition as this
gives the best result.
The ground truth and the sum of the 361 acquisitions can be observed Fig. 1(d) and Fig.
1(e), and the results of the reconstructions are presented in Fig. 2. The two IHT algorithms
do not manage to distinguish between two tubes when they are close (see the red case in Fig.
2) compared to the other algorithms. CoBic and PeBic perform quite well, but not as well
as the state-of-the-art IRL1-CEL0 and Deep-STORM. The Deep-STORM algorithm seems to
reconstruct the fluorophores best visually.
Fig. 2. Reconstructed images from the simulated ISBI dataset, 99 non-zero pixels on
average. Top: From left to right: (a) CoBic, (b) Constrained IHT and (c) Deep-STROM.
Bottom: From left to right: (d) PeBic, (e) Penalized IHT and (f) IRL1-CEL0.
The Jaccard index is shown in Table 1 for a reconstruction of on average 90 non-zero pixels,
99 non-zero pixels and 142 non-zero pixels. The last case is optimized for the IRL1-CEL0.
The case of 90 non-zero pixels demonstrate the performance of the algorithms with a k chosen
which is not optimal for IRL1-CEL0 nor CoBic and PeBic. We observe the low Jaccard index
of the IHT constrained algorithm compared to CoBic. With a precision of 150nm and worse,
CoBic performs the best with the 99 non-zero pixels, but IRL1-CEL0 performs best overall. The
Deep-STORM algorithm reconstruct images with an average of 44264 non-zero pixels. Thus,
due to the high number of non-zero pixels, the calculation of the Jaccard index is too demanding,
but the index would be close to 0. Most of the non-zero pixels have a low intensity, with higher
intensity on the tubelins, and that is why we observe in Fig. 2 a good reconstruction. We could fix
a threshold, and let all the pixels with an intensity less than the threshold be zero. However, this
would not be fair to the other methods as the same operation could be performed on them. Further
note that CoBic cannot reconstruct more than 99 non-zero pixels with the given initialization,
and there is no value in the case of 142 non-zeros pixels in Table 1.
Table 1. The Jaccard index obtained for an reconstruction of 90, 99 and 142 non zero
pixels on average.
Jaccard index (%) for 90 | 99 |142 non-zero pixels on average
Method/Tolerance 50nm 100nm 150nm 200nm
Constrained IHT 19.2|20.1|22.0 33.4|35.9|42.2 37.5|40.4|51.0 37.7|41.3|53.1
Penalized IHT 10.4|13.1|12.7 20.9|31.2|28.1 23.7|35.7|32.3 25.0|38.0|34.4
IRL1-CEL0 26.7|29.3|32.7 37.7|41.3|46.9 38.8|42.4|49.2 38.9|42.6|49.9
CoBic 23.9|25.2|- 36.3|40.0 |- 38.2|43.2|- 38.5|43.9|-
PeBic 23.3|25.0|16.3 35.0|39.3|34.2 36.9|42.2|46.4 37.0|42.8|53.7
Deep-STORM × × × ×
Table 2 shows the average computational time for one image acquisition from the simulated
dataset. The Deep-STORM is fast and outperforms the other methods in speed. The other
algorithms have not been optimized with respect to speed, and could possibly be accelerated by
parallel computing and GPU computing.
However, the calibration time, the time to find the best parameters, is something that cannot be
measured by a computer. The advantage of the IHT (penalized and constrained), IRL1-CEL0,
PeBic and CoBic is that we can fine-tune the parameters by testing them on a few images. This
is not possible with Deep-STORM as each change of parameters needs a different training set
which must be simulated and then the deep neural network must be trained. The total training
time is around 2 hours. In contrast to a maximum of 15 minutes if we test the parameters of
another algorithm on 7-10 images. Furthermore, the constrained IHT and CoBic have k as the
main parameter. The parameter is quite easy to choose and to adjust after testing. The λ for the
penalized formulations is trickier to regulate as it is not possible to know how much to change it
to obtain the wished-for result.
Table 2. Average reconstruction time for one image acquisition for IHT Constrained,
IHT Penalized, IRL1-CELO, CoBic, PeBic and Deep-STORM.
Average reconstruction time
Method C. IHT P. IHT IRL1-CEL0 CoBic PeBic Deep-STORM
Time (s) 67 88 105 87 83 < <1
5.2. Results of the real dataset
We compare the algorithms on a high-density dataset of tubulins provided from the 2013 ISBI
SMLM challenge. The dataset contains 500 acquisitions of 128 × 128 pixels, and each pixel is of
size 100 × 100 nm2. The FWHM has been estimated to be 351.8 nm in [35] by averaging many
fitted PSF on observed single molecules in the given dataset. We localize the fluorophores on a
512 × 512 pixel grid. Each pixel is of size 25 × 25 nm2.
We do not have any beforehand knowledge of the solution, and after trial and error, we
set k = 140 for CoBic. We choose the parameters of the other algorithms such that their
reconstructions visually looks best. Figure 3 presents the reconstruction. The results are coherent
with the obtained results of the simulated dataset. The IHT algorithms reconstruct not as well
as the other algorithms and the penalized version is worse than the constrained version. The
reconstructions obtained by the other algorithms are equivalent, with the Deep-STORM algorithm
slightly better.
Fig. 3. Reconstructed images from the real ISBI dataset. Top: From left to right: (a)
CoBic, (b) Constrained IHT and (c) Deep-STROM. Bottom: From left to right: (d)
PeBic, (e) Penalized IHT and (f) IRL1-CEL0.
6. Conclusion
We have presented a reformulation of the `2 − `0 constrained and penalized problem. We propose
CoBic and PeBic, two algorithms to minimize the problems and apply them to SMLM. The
algorithms are easy to implement, as each step can be decomposed to well-studied problems. We
compare the algorithms to the well-known IHT algorithm on constrained and penalized form as
well as the state-of-the-art relaxation CEL0. Furthermore, we compare them to a deep-learning
method. CoBic and PeBic outperform the IHT algorithms visually and numerically. Compared to
the IRL1-CEL0 and Deep-STORM methods, the methods are less precise. However, the choice
of the parameter for CoBic may be more natural to choose for a biologist, as k represents the
maximum number of non-zero pixels which can be translated to the number of distinguishable
fluorophores.
Even though CoBic reconstruct with high precision in the simulated dataset, we can observe
that the constraint is not saturated. This may indicate that the algorithm has converged to a critical
point which is not the global minimum. As a perspective, we are interested in how to avoid these
non satisfactory critical points that may be saddle points. Furthermore, it seems interesting to
further investigate the reformulation of the `0-norm and to introduce it with other data-fitting
terms. The acquisitions from Single-Molecule Localization microscopy has low photon count,
and Poisson noise is dominant. The CEL0 penalization cannot be used with a Poisson fitting data
term, but this may be possible with the proposed reformulation.
7. Mathematical justification of the algorithm
In this section we present the theoretical foundation of our work. Theorem 1 and 2 show that
minimizing (9) is equivalent in terms of minimizers as minimizing (8), given ρ is large enough.
This theorem differs from [24, Corollary 3.2] as their ρ may be arbitrarily large in contrast to
this work where ρ can be calculated precisely. Furthermore, they work with a slightly different
reformulation of the `0-norm and not explicitly with the problem (2) since they assume their
loss-function to be locally Lipschitzian.
First, some important notations that has not been previously stated.
• The subgradient of a convex function f at point x is the set of vectors v such that
∀z ∈ dom( f ) f (z) ≥ f (x) + vT (z − x)
• The normal cone NC(x0) of a convex set C in x0 ∈ C is defined as
NC(x0) = {η ∈ Rn, < η, x − x0 >≤ 0 ∀x ∈ C}.
Theorem 1 (Constrained form). Assume that ρ > σ(A)‖d‖2, and A is full rank. Let Gρ and G
be defined respectively in (9) and (8) with I(u) defined by (6). We have:
1. If (xρ,uρ) is a local (respectively global) minimizer of Gρ, then (xρ,uρ) is a local
(respectively global) minimizer of G.
2. If (x̂, û) is a global minimizer of G, then (x̂, û) is a global minimizer of Gρ.
Theorem 2 (Penalized form). Assume that ρ > σ(A)‖d‖2, and A is full rank. Let Gρ and G be
defined respectively in (9) and (8) with I(u) defined in (7). We have:
1. If (xρ,uρ) is a local (respectively global) minimizer of Gρ, then we can construct (xρ, ũρ)
which is a local (respectively global) minimizer of G.
2. If (x̂, û) is a global minimizer of G, then (x̂, û) is a global minimizer of Gρ.
Some lemmas are needed to prove Theorem 1. We start with presenting and proving the
lemmas, and the proofs of the theorems are presented at the end.
Lemma 1. Let B ∈ RN×l be a semi-orthogonal matrix, that is, a non-square matrix composed
of orthonormal columns. Then, BT B is the identity matrix in Rl×l .
Lemma 2. Let A ∈ RP×N , let ai denote the ith column of A. Defining ω to be a set of indices,
ω ⊆ {1, . . . ,N}. Let the restriction of A to the columns indexed by the elements of ω be denoted
as Aω = (aω[1], . . . ,aω[#ω]) ∈ RP×#ω . Then ‖Aω ‖ ≤ ‖A‖.
Proof. Aω can be written as the product of matrix A and a matrix B. We define the vector
ei ∈ RP , the unitary vector which has zeros everywhere except for the i-th place. The matrix
B ∈ RN×#ω can be constructed with ei ∀i ∈ ω. The matrix B is thus a semi-orthonormal matrix.
The spectral norm of the matrix B is 1, as BT B is the identity matrix (from Lemma 1). We
overbound Aω as
‖Aω ‖ = ‖AB‖ ≤ ‖A‖‖B‖ = ‖A‖ (18)
Lemma 3. [Pshenichnyi-Rockafellar lemma] [36, Theorem 2.9.1] Assume g is a proper lower
semi-continuous convex function. Let C be a convex set, such that int(C) ∩ dom(g) , ∅. Then
x̂ = arg min
x∈C
g(x) ⇔ 0 ∈ ∂g(x̂) + NC(x̂)
where NC is the normal cone of the convex set C.





‖Ax − d‖2+ < w, |x | > (19)
where A ∈ RP×N is a full rank matrix and w a non-negative vector. |x | is a vector which contains
the absolute value of each component of x. Let x̂ be a solution of problem (19). Then ‖Ax̂ − d‖2
is bounded independently of w and
‖Ax̂ − d‖ ≤ ‖d‖ (20)
Proof. Let x̂ be the solution of arg minx 12 ‖Ax − d‖
2+ < w, |x | >, then we have ∀x ∈ RN
1
2
‖Ax̂ − d‖2+ < w, | x̂ | >≤
1
2
‖Ax − d‖2+ < w, |x | > . (21)
In particular, by choosing x = 0 we have:
1
2




Since w is a non-negative vector, the term < w, | x̂ | > is always non-negative; therefore we have
1
2





‖Ax̂ − d‖ ≤ ‖d‖.
Lemma 5. Let f (x) = 12 ‖Ax − d‖
2
2+ < w, |x | > +ι·≥0(x), A be a full rank matrix and w is a
non-negative vector. We have the following result: If wi > σ(A)‖d‖2 then the optimal solution of
the following optimization problem:
x̂ = arg min
x
f (x) (23)
is achieved with x̂i = 0.
Proof. We start by proving that σ(A)‖d‖2 ≥
 (AT (Ax̂ − d)) i . Remark that Lemma 4 is valid for
problem (23), from which we have
σ(A)‖d‖2 ≥ σ(A)‖Ax̂ − d‖2
≥ ‖AT ‖‖Ax̂ − d‖2
≥ ‖AT (Ax̂ − d)‖2
≥ ‖AT (Ax̂ − d)‖∞
≥ |
(
AT (Ax̂ − d)
)
i
| ∀i ∈ {1, . . . ,N}
Then, by choosing, for all i ∈ [1..N], wi > σ(A)‖d‖2, we are sure that wi >
 (AT (Ax̂ − d)) i .
From the Pshenichnyi-Rockafellar lemma, a necessary and sufficient condition for x̂ is a
minimizer of f on C is that
0 ∈ ∂ f (x̂) + NC(x̂)
In our case C is the RN+ and f (x) = 12 ‖Ax − d‖
2+ < w, |x | >. We have that ∂ f (x) =
∂( 12 ‖Ax − d‖
2) + ∂(< w, |x | >) as f (x) is a sum of two convex functions, where the intersection
of the domains is non empty (see [37, Corollary 16.38]).
The optimal condition is therefore
0 ∈ AT (Ax̂ − d) + ∂ < w, | x̂ | > +NRN+ (x̂)
where
(∂ < w, | x̂ | >)i

= wi if x̂i > 0
= −wi if x̂i < 0




= 0 if x̂i > 0
∈ (−∞,0] if x̂i = 0
For x̂i we have the following optimal condition
−AT (Ax̂ − d)i
{
= wi if x̂i > 0
∈ [−wi,wi] + (−∞,0] if x̂i = 0
If wi > σ(A)‖d‖2, then |AT (Ax̂ − d)i | < wi and x̂i cannot be strictly positive, furthermore x̂i
cannot be strictly negative since we work in the non-negative space. Therefore x̂i = 0.
Lemma 6. Let (xρ,uρ) be a local minimizer of Gρ defined in (9), with I on the constrained
form, that is, defined as in (6). Let Gxρ (u) = 12 ‖Axρ − d‖
2 + I(u) + ρ(‖xρ‖1− < xρ,u >). We
denote O the indexes of the k largest values of {i = 1...N, |(xρ)i |}. Q , {i |(xρ)i > 0}, and
S , { j |(xρ)j < 0}. Moreover, define D , O ∩Q, L , O ∩ S and W , {1,2...,N}\{D ∪ L}. If
#(D ∪ L) = k, that is, ‖xρ‖0 ≥ k, then the minimum of Gxρ (u) will be reached with uρ such that
(uρ)i

= 1 if i ∈ D
= −1 if i ∈ L
= 0 if i ∈ W
(24)
If #(D ∪ L) < k, that is, ‖xρ‖0 < k, then
(uρ)i

= 1 if i ∈ D
= −1 if i ∈ L




i∈W |ui | ≤ k − #(D ∪ L).
Proof. The minimization of Gxρ (u) can be viewed as a problem of minimizing − < xρ,u >
+ι−1≤·≤1(u) + ι‖ · ‖1≤k(u) by using the definition of I(u). The results are obvious.
Lemma 7. Let ρ > σ(A)‖d‖2. Let (xρ,uρ) be a local or global minimizer of Gρ(x,u) :=
1
2 ‖Ax − d‖
2 + I(u) + ρ(‖x‖1− < x,u >) with I(u) defined as in (6) or (7). Let ω = {i ∈
{1, . . . ,N}; (uρ)i = 0}. Then (xρ)i = 0∀i ∈ ω.
Proof. Let J denote the set of indices: J = {1, . . . ,N}\ω. If (xρ,uρ) is a local or global
minimizer of Gρ then ∀(x,u) ∈ N((xρ,uρ), γ), where N((xρ,uρ), γ) denotes a neighborhood of
(xρ,uρ) of size γ, we have
1
2
‖Axρ − d‖2 + ι·≥0(xρ) + I(uρ)+ρ(‖xρ‖1− < xρ,uρ >) ≤
1
2
‖Ax − d‖2 + ι·≥0(x) + I(u) + ρ(‖x‖1− < x,u >)
By choosing u = uρ and x = x̃ with x̃J = (xρ)J and x̃ω = xω , with (xω, (uρ)ω) ∈
N(((xρ)ω, (uρ)ω), γ), we have
1
2
‖Axρ − d‖2 + ι·≥0(xρ) + ρ‖(xρ)ω ‖1 ≤
1
2
‖Ax̃ − d‖2 + ι·≥0(x̃) + ρ‖xω ‖1 (26)
We want to show that (xρ)ω is zero. We have






















































xi(AT d)i + ρ‖xω ‖1 + ι·≥0(xω)














xi(AT d)i + ρ‖xω ‖1 + ι·≥0(xω)





‖Aω xω − d‖2 + ρ‖xω ‖1 + ι·≥0(xω) (27)
where Aω is the P × #ω submatrix of A composed by the columns indexed by ω of A. With
Lemma 2 , we have that σ(A) ≥ σ(Aω) and if ρ > σ(A)‖d‖2 we can apply Lemma 5 with w a
vector composed of ρ. We conclude that (xρ)ω = 0.





‖Ax − d‖2 + ι·≥0(x) + ρ(‖x‖1− < x,u >) + I(u)
with I(u) defined as in (6), that is, the constrained form. Then ‖xρ‖1− < xρ,uρ >= 0.
Proof. From Lemma 6, we have that (uρ)i(xρ)i = |(xρ)i |∀ i ∈ J, and (uρ)i = 0∀i ∈ ω. It suffices
to prove (xρ)i = 0∀i ∈ ω. For that we use Lemma 7, and conclude that (xρ)ω = 0.
With the above lemmas we can prove Theorem 1
Proof. We start by proving the first part of the theorem. Let (xρ,uρ) be a local minimizer of Gρ,
with I(u) on the constrained form, that is, defined as in (6). Let S = {(x,u); ‖x‖1 =< x,u >}. If
ρ > σ(A)‖d‖2 then, from Lemma 8,
(xρ,uρ) verifies ‖xρ‖1 =< xρ,uρ > .
Furthermore, from the definition of a minimizer, we have
Gρ(xρ,uρ) ≤ Gρ(x,u) ∀(x,u) ∈ N((xρ,uρ), γ)
and so we have
Gρ(xρ,uρ) ≤ Gρ(x,u) ∀(x,u) ∈ N((xρ,uρ), γ) ∩ S
Since ∀(x,u) ∈ S,Gρ(x,u) = G(xρ,uρ), we have
G(xρ,uρ) ≤ G(x,u) ∀(x,u) ∈ N((xρ,uρ), γ) ∩ S (28)
By the definition, (xρ,uρ) is also a local minimizer of G.
Now we prove part 2 of Theorem 1.
Let (x̂, û) be a global minimizer of G. We necessarily have ‖ x̂‖1 =< x̂, û >. First, we show
that
Gρ(x̂, û) ≤ min Gρ(x,u).
This can be shown by contradiction. Assume the opposite, and denote (xρ,uρ) a global minimizer
of Gρ. We then have
Gρ(x̂, û) > min Gρ(x,u) = Gρ(xρ,uρ) (29)
Lemma 8 shows that ‖xρ‖1 =< xρ,uρ >, so Gρ(xρ,uρ) = G(xρ,uρ) and we have
G(x̂, û) = Gρ(x̂, û) > min Gρ(x,u) = Gρ(xρ,uρ) = G(xρ,uρ)
and more precisely, G(x̂, û) > G(xρ,uρ) which is not possible, since (x̂, û) is a global minimizer
of G.
We therefore have shown that Gρ(x̂, û) ≤ min Gρ(x,u), and we have
Gρ(x̂, û) ≤ min Gρ(x,u) ≤ Gρ(x,u) ∀(x,u)
(x̂, û) is thus a global minimizer of Gρ.
Lemma 9. Let (xρ,uρ) be a local minimizer of Gρ defined in (9), with I on the penalized form
defined as in (7). Let Gxρ (u) = 12 ‖Axρ − d‖
2 + I(u) + ρ(‖xρ‖1− < xρ,u >). The minimum of
Gxρ (u) will be reached with a uρ such that
(uρ)i

= 1 iff (xρ)i ∈ [λρ ,+∞)
= 0 iff (xρ)i ∈ λρ [−1,1]
= −1 iff (xρ)i ∈ (−∞,−λρ ]
∈ (0,1) iff (xρ)i = λρ
∈ (−1,0) iff (xρ)i = −λρ
(30)
Proof. The proof of the necessary condition:
We start by writing the optimal conditions of Gxρ (u).
0 ∈ −ρxρ + N−1≤·≤1(uρ) +

λ if (uρ)i > 0
−λ if (uρ)i < 0
[−λ,λ] if (uρ)i = 0
(31)
We split the study of (31) in five cases.
• If (uρ)i = 1
0 ∈ −ρ(xρ)i + N−1≤·≤1((uρ)i) + λ⇔ (xρ)i ∈
[0,∞) + λ
ρ
Thus, (uρ)i = 1⇒ (xρ)i ∈ [λρ ,+∞)
• If 0 < (uρ)i < 1
0 ∈ −ρ(xρ)i + N−1≤·≤1((uρ)i) + λ⇔ (xρ)i =
λ
ρ
Thus 0 < (uρ)i < 1⇒ (xρ)i = λρ
• If (uρ)i = 0




Thus (uρ)i = 0⇒ (xρ)i ∈ λρ [−1,1]
• If −1 < (uρ)i < 0
0 ∈ −ρ(xρ)i + N−1≤·≤1((uρ)i) − λ⇔ (xρ)i = −
λ
ρ
Thus −1 < (uρ)i < 0⇒ (xρ)i = −λρ
• If (uρ)i = −1
0 ∈ −ρ(xρ)i + N−1≤·≤1((uρ)i) − λ⇔ (xρ)i ∈
(−∞,0] − λ
ρ
Thus, uρ = −1⇒ (xρ)i ∈ (−∞,−λρ ]
The proof of sufficient condition:
We can prove the reverse statement. Rewrite (xρ)i = βρ , for some β ∈ R. We have then, from the






λ if (uρ)i > 0
−λ if (uρ)i < 0
[−λ,λ] if (uρ)i = 0
(32)
0 ∈ [−β + λ,+∞) if (uρ)i = 1 (33)
0 ∈ −β + λ if 0 < (uρ)i < 1 (34)
0 ∈ [−λ − β,λ − β] if (uρ)i = 0 (35)
0 ∈ −β − λ if −1 < (uρ)i < 0 (36)
0 ∈ (−∞,−(β + λ)] if (uρ)i = −1 (37)
Assuming β > λ, then only (33) is possible. If β = λ, then (33), (34) (35) are possible. If
0 ≤ β < λ, then only (35) is possible. If −λ < β < 0, then only (35) is possible. If β = −λ, then
(35), (36) and (37) are possible. If β < −λ, then only (37) is possible.
This finishes the proof.
Lemma 10. Let (xρ,uρ) be a local or a global minimizer of Gρ for the penalized form (I(u)
defined by (7)). If ρ > σ(A)‖d‖2 then ∀ i such that (uρ)i = 0 we have (xρ)i = 0
Proof. From Lemma 9, we have that (uρ)i = 0 iff (xρ)i ∈ (−λρ ,
λ
ρ ). We denote ω the set of indices
where uρ = 0, and we can apply Lemma 7, and conclude that (xρ)ω = 0.
Remark 1. If ρ > σ(A)‖d‖2, note that the cost function Gρ with minimizers (xρ,uρ) is constant
on |(xρ)i | = λρ and |(uρ)i | ∈ [0,1].
Remark 2. In the case of the penalized form, the minimizers (xρ,uρ) of Gρ with ρ > σ(A)‖d‖2
may be such that < xρ,uρ >, ‖xρ‖1. This may only happen if |(xρ)i | = λρ .
Remark 3. If ρ > σ(A)‖d‖2. From Remark 1, from a minimizer (xρ,uρ) of Gρ, we can construct
a minimiser (xρ, ũρ) of Gρ such that ‖xρ‖1 =< xρ, ũρ >. This can be done by denoting Z ,
the set of indices such that 0 < |(uρ)i | < 1. If Z is non-empty, we have < xρ,uρ >, ‖xρ‖1.
From Remark 2, |(xρ)i | = λρ∀i ∈ Z . Take ũρi = sign(xi) ∀i ∈ Z and ũρi = (uρ)i ∀i < Z , then
< xρ, ũρ >= ‖xρ‖1. Furthermore, (xρ, ũρ) is a minimizer of Gρ according to Remark 1 and the
fact that Gρ(xρ,u) is convex with respect to u.
With Lemma 10 and the above remarks, we can prove Theorem 2.
Proof. We start by proving the first part of the theorem. Given (xρ,uρ) a local or global minimizer
of Gρ, with I(u) on the penalized form, that is, defined as in (6). Let S denote the space where
‖x‖1 =< x,u >. If ρ > σ(A)‖d‖2 then, from Remark 3, we can construct (xρ, ũρ) such that
(xρ, ũρ) verifies ‖xρ‖1 =< xρ, ũρ > .
Furthermore, from the definition of a minimizer, we have
Gρ(xρ, ũρ) ≤ Gρ(x,u) ∀(x,u) ∈ N((xρ, ũρ), γ)
and so we get
Gρ(xρ, ũρ) ≤ Gρ(x,u) ∀(x,u) ∈ N((xρ, ũρ), γ) ∩ S
Since ∀(x,u) ∈ S,Gρ(x,u) = G(xρ,uρ), we obtain
G(xρ, ũρ) ≤ G(x,u) ∀(x,u) ∈ N((xρ, ũρ), γ) ∩ S (38)
Then, (xρ, ũρ) is also a local minimizer of G.
The second part of Theorem 2 can be proved as in the proof of Theorem 1.
Lemma 11. [25, Lemma 1] For any x ∈ RN
‖x‖0 = min
−1≤u≤1
‖u‖1 s.t ‖x‖1 =< u, x > (39)
Proof. We consider first the problem
min
−1≤u≤1
‖u‖1 s.t. |xi | = ui xi ∀i (40)
The equality constraint |xi | = ui xi and −1 ≤ ui ≤ 1 yields
ûi

= 1 if xi > 0
= −1 if xi < 0
∈ [−1,1] if xi = 0
(41)










1 if zi ∈ [1 + λb(s),∞)
zi − λb(s) if zi ∈ (λb(s),1 + λb(s))
0 if zi ∈ λb(s)[−1,1]
zi + λb(s) if zi ∈ (−1 − λb(s),−λb(s))
−1 if zi ∈ (−∞,−1 − λb(s)]
Proof. A closed form expression can be found by calculating the subgradient for the problem
(42) with respect to u. The subgradient of the box constraint ι−1≤·≤1 is 0 if |ui | < 1, [0,∞) if
ui = 1 and (−∞,0] if ui = −1. We obtain the following optimal conditions:
0 ∈

λ + [0,∞) + 1
b(s)










(zi) if u(s+1)i = 0
−λ + 1
b(s)
(u(s+1)i − zi) if − 1 < u
(s+1)
i < 0
−λ + (−∞,0] + 1
b(s)
(u(s+1)i − zi) if u
(s+1)
i = −1
and the optimal solution uρ is
(u(s+1)ρ )i =

1 if zi ∈ [1 + λb(s),∞)
zi − λb(s) if zi ∈ (λb(s),1 + λb(s))
0 if zi ∈ λb(s)[−1,1]
zi + λb(s) if zi ∈ (−1 − λb(s),−λb(s))
−1 if zi ∈ (−∞,−1 − λb(s)]
Appendix
Table 3. Jaccard index for the `1 relaxation with a reconstruction of 99 non-zero pixels.
Tolerance 50 100 150 200
Jaccard index 22.3 37.7 42.4 43.8
Table 4. Jaccard index for CoBic with L=8 and L=4 for acquisition 1, 200 and 361, with
99 non-zero pixels. Note that the index is higher when considering only these samples.
Tolerance 50 100 150 200
Jaccard index L=8 30.2 47.3 51.3 52.7
Jaccard index L=4 33.5 53.2 57.4 58.0
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