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We cross correlate large-scale structure (LSS) observations from a number of surveys with cosmic
microwave background (CMB) anisotropies from the Wilkinson Microwave Anisotropy Probe (WMAP)
to investigate the integrated Sachs-Wolfe (ISW) effect as a function of redshift, covering z 0:1–2:5. Our
main goal is to go beyond reporting detections towards developing a reliable likelihood analysis that
allows one to determine cosmological constraints from ISW observations. With this in mind we spend a
considerable amount of effort in determining the redshift-dependent bias and redshift distribution (bðzÞ 
dN=dz) of these samples by matching with spectroscopic observations where available, and analyzing
autopower spectra and cross-power spectra between the samples. Because of wide redshift distributions of
some of the data sets we do not assume a constant-bias model, in contrast to previous work on this subject.
We only use the LSS data sets for which we can extract such information reliably and as a result the data
sets we use are 2-Micron All Sky Survey (2MASS) samples, Sloan Digital Sky Survey (SDSS) photo-
metric Luminous Red Galaxies, SDSS photometric quasars, and NRAO VLA Sky Survey (NVSS) radio
sources. We make a joint analysis of all samples constructing a full covariance matrix, which we sub-
sequently use for cosmological parameter fitting. We report a 3:7 detection of ISW combining all the
data sets. We do not find significant evidence for an ISW signal at z > 1, in agreement with theoreti-
cal expectation in the CDM model. We combine the ISW likelihood function with weak lensing of
CMB (hereafter Paper II [C.M. Hirata, S. Ho, N. Padmanabhan, U. Seljak, and N.A. Bahcall, arXiv:
0801.0644.]) and CMB power spectrum to constrain the equation of state of dark energy and the curvature
of the Universe. While ISW does not significantly improve the constraints in the simplest six-parameter
flat CDM model, it improves constraints on seven-parameter models with curvature by a factor of 3.2
(relative to WMAP alone) to K ¼ 0:004þ0:0140:020, and with dark energy equation of state by 15% to
w ¼ 1:01þ0:300:40 [posterior median with ‘‘1’’ (16th–84th percentile) range]. A software package for
calculating the ISW likelihood function can be downloaded at http://www.astro.princeton.edu/~shirley/
ISW_WL.html.
DOI: 10.1103/PhysRevD.78.043519 PACS numbers: 98.80.Es, 95.36.+x, 98.65.Dx
I. INTRODUCTION
The cosmic microwave background (CMB) has pro-
vided us with a wealth of cosmological information.
The large-scale anisotropies were first discovered by the
Differential Microwave Radiometer on the Cosmic
Background Explorer satellite [1], and the smaller-scale
CMB anisotropies were subsequently measured by various
ground-based/balloon-borne experiments. More recently,
the Wilkinson Microwave Anisotropy Probe (WMAP)
satellite [2,3] produced a cosmic variance limited map of
CMB anisotropies down to l 400. The structure of the
angular power spectrum when combined with other cos-
mological probes (such as the Sloan Digital Sky Survey,
[4], the Hubble Key Project [5], and the 2dF Galaxy
Redshift Survey [6]), allows extremely precise measure-
ments of the cosmological parameters of the CDM
model. While most of the fluctuations seen by WMAP
and other CMB experiments were generated at the last
surface of scattering, structures formed at low redshift
also leave imprints on the CMB. These anisotropies, such
as the thermal Sunyaev-Zeldovich (tSZ) [7] and kinetic
Sunyaev-Zeldovich effects [8], the integrated Sachs-Wolfe
(ISW) effect [9], and gravitational lensing, contribute only
slightly to the CMB power spectrum on scales measured by
WMAP, but they can be detected by cross correlating the
CMB with suitable tracers of the large-scale structure.
This is the first of two papers that measure the integrated
Sachs-Wolfe effect and gravitational lensing (Paper II) in
cross correlation. In this paper, we focus on large-scale
galaxy-temperature correlations and their large-scale cos-
mological source, the ISW effect. The ISW effect results
from the red- or blue-shifting of the CMB photons as they
propagate through gravitational potential wells. As the*shirley@astro.princeton.edu
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potential wells of the Universe (i.e., the spatial metric)
evolve, the energy gained by photons falling into the po-
tential well does not cancel out the energy loss as photons
climb out of the well. This is important at late times when
the Universe is not matter dominated and the gravitational
potential is time dependent. It is only significant on large
scales, since on small scales the amount of time spent by
the photon in each coherence region of the gravitational
potential is small and any small scale fluctuations will be
smoothed out as the photon goes through numerous poten-
tial wells along the line of sight.
To measure the above effect, we cross correlate the
CMB temperature anisotropies with maps of galaxies
from the Two Micron All Sky Survey (2MASS), luminous
red galaxies (LRGs) and quasars from the Sloan Digital
Sky Survey, and radio sources from the NRAO VLA Sky
Survey (NVSS). This incorporates most of the large-scale
structure (LSS) tracers used by previous efforts [10–24] to
detect the ISW effect. Our goal in this work extends this
previous literature by going beyond detecting the ISW
effect to measuring its redshift evolution and using that
to constrain different cosmological models (e.g., the ISW
effect due to spatial curvature occurs at significantly higher
redshifts than that due to a cosmological constant). We
therefore require a large redshift range (z 0 to 2.5) but
with sufficient redshift resolution to unambiguously dis-
cern any redshift evolution of the signal. In addition, to
draw robust cosmological conclusions from an observed
redshift evolution, we must constrain both the redshift dis-
tribution and evolution of the bias with redshift for each of
the samples; the simple assumption of constant bias is in
most cases no longer sufficient. These considerations drive
our survey selections; we discuss these in more detail in
Sec. 1. Our final product is a likelihood code that can be
applied to any cosmological model. In addition to provid-
ing complementary constraints on standard cosmological
parameters, we expect it can be a strong discriminator of
the modified gravity models, which have very distinctive
ISW predictions [25].
We review the theory behind the ISW effect in Sec. II.
The CMB and LSS data sets used are described in Sec. III;
the results of cross correlating the two are in Sec. IV.
Sections V and VI constrain the redshift distributions of
the samples, and possible systematic contamination of the
cross correlations. Section VII presents the cosmological
implications of these results, and Sec. 1 summarizes our
conclusions. The companion paper (Paper II) uses the same
data sets to detect the weak lensing of the CMB. All of the
theoretical predictions are made with WMAP 3 year pa-
rameters (bh
2 ¼ 0:0223, ch2 ¼ 0:128, K ¼ 0, h ¼
0:732, 8 ¼ 0:761) except in Sec. V or otherwise stated.
II. THEORY
We briefly review the ISWeffect and its cross correlation
with the galaxy density (see also Refs. [13,26,27]). The
temperature anisotropy due to the ISW effect is expressed
as an integral of the time derivative of the gravitational
potential  over conformal time ,
TISWð^Þ ¼ 2
Z 0
r
d
@
@
; (1)
where r and 0 are the conformal time at recombina-
tion and today, respectively, and we ignored the effect of
Thomson scattering suppression, which is negligible for
the redshift range of interest here. For scales sufficiently
within the horizon, the gravitational potential  is related
to the mass fluctuation  ¼ =  in Fourier space by the
Poisson equation
ðk; zÞ ¼  3
2
H20
c2
mð1þ zÞðk; zÞ
k2
; (2)
where m is the ratio of the matter density to the critical
density today, H0 is the Hubble constant today, c is the
speed of light, z is the redshift, and k is the comoving wave
number. On large scales where the mass fluctuation  1,
the perturbations grow according to linear theory ðk; zÞ ¼
ðk; 0ÞDðzÞ=Dð0Þ.
We are interested in cross correlating the temperature
anisotropies, T , with the observed projected galaxy over-
density g. The intrinsic angular galaxy fluctuations are
given by
gð^Þ ¼
Z
dzbðzÞðzÞððzÞ^; zÞ; (3)
where bðzÞ is an assumed scale-independent bias factor
relating the galaxy overdensity to the mass overdensity,
i.e., g ¼ b, ðzÞ is the normalized selection function,
and ðzÞ is the comoving distance to redshift z. We focus
on the cross spectrum of the galaxies with the CMB
temperature fluctuation
CgT‘ ¼
2

Z
k2dkPðkÞ½g‘ðkÞ½T‘ðkÞ (4)
where PðkÞ is the matter power spectrum today as a
function of the wave number k, and the functions ½g‘
and ½T‘ are
½g‘ðkÞ ¼
Z
dzbiðzÞðzÞDðzÞj‘ðkðzÞÞ (5)
and
½T‘ðkÞ ¼ 3H
2
0
c2
mTCMB
Z
dz
d
dz
½DðzÞð1þ zÞ j‘ðkðzÞÞ
k2
:
(6)
The Limber approximation, which is quite accurate when
‘ is not too small (‘ * 10), can be obtained from Eq. (4)
by setting PðkÞ ¼ Pðk ¼ ð‘þ 1=2Þ=ðzÞÞ and using the
asymptotic formula that ð2=ÞR k2dkj‘ðkÞj‘ðk0Þ ¼
ð1=2Þð 0Þ (when ‘ 1). We find that the substi-
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tution k ¼ ð‘þ 1=2Þ=ðzÞ is a better approximation to the
exact expressions than k ¼ ‘=ðzÞ. This gives
CgT‘ ¼
3mH
2
0TCMB
c2
1
ð‘þ 1=2Þ2
Z
dzbðzÞðzÞHðzÞ
c
DðzÞ
 d
dz
½DðzÞð1þ zÞP

‘þ 1=2


: (7)
The above discussion ignores the effects of gravitational
lensing, which alters the expected signal through two com-
peting effects—changing the flux limit of the survey as
well as the observed galaxy density. Both of these effects
can be thought of as altering the redshift distribution of the
tracers, and so we defer the discussion to Sec. V.
III. DATA
We describe the CMB and galaxy data sets used in
our analysis below; these are summarized in Table I. The
data sets not used in this paper are discussed further in
Sec. 1, where we provide detailed explanations for the
choices made. All large-scale structure data were pixelized
in the HEALPix system with the resolution and sky cover-
age shown in Table I.
A. CMB temperature from WMAP
The WMAP mission [2,3] measured the all-sky maps of
the CMB at multipoles up to ‘ several hundred. We use
the second public data release of the WMAP data with the
first three years of observations. The all-sky CMB maps
are constructed in the following bands: K (23 GHz), Ka
(33 GHz), Q (41 GHz), V (61 GHz), and W (94 GHz).
These maps are pixelized in the HEALPix [28] resolution 9
format with 3 145 728 pixels, each 47.2 sq. arcmin in area.
These maps are not beam deconvolved and this, with the
scan strategy of WMAP, results in nearly uncorrelated
Gaussian uncertainties on the temperature in each pixel
[3]. We limit our analysis to the Ka through W band as the
K band is heavily contaminated by the galactic emission.
We trim all masks with the WMAP Kp0 mask and point
source mask to remove regions contaminated by galactic
emission and point sources, leaving 76.8% (2 414 613 reso-
lution 9 HEALPix pixels) of the sky for the ISW analysis.
We choose not to use either the WMAP ‘‘internal linear
combination’’ map or the foreground cleaned map to avoid
a number of practical difficulties as these maps lose fre-
quency dependence of the original maps and have compli-
cated pixel-pixel noise correlations.
B. Two Micron All Sky Survey
We use galaxies from the 2MASS Extended Source
Catalog (XSC) [29–31] as mass tracers of the low-redshift
Universe. The median redshift of these objects is 0:1.
We use K20, the Ks-band isophotal magnitude measured
inside a circular isophote with surface brightness of
20 mag arcsec2, as our default flux measure. We extinc-
tion correct the magnitudes from the catalog using the
reddening maps [32]
K20 ¼ K20;raw  AK; (8)
where AK ¼ 0:367EðB VÞ [13]. Note that we ignore
changes to the isophotal radius due to extinction. We re-
move regions with AK > 0:05 in the data set as the gal-
axy density starts to drop drastically. We visually inspects
how the galaxy density changes with AK and decide to
cut with AK > 0:05 as there is a drastic drop. There are
1 586 854 galaxies in the 2MASS XSC after removing
known artifacts and sources in close proximity to a large
galaxy (ccflag  ‘a
0 and ‘z’) and requiring usesrc ¼ 1
(which rejects duplicate observations of the same part of
the sky). The 2MASS XSC can miss objects near bright
stars or overlapping artifacts, and so we used the XSC
coverage map [29] and masked out pixels with <98%
coverage, thus 8% of the sky.
We divided the 2MASS sample into four flux bins:
12:0<K20 < 12:5, 12:5<K20 < 13:0, 13:0<K20 <
13:5, 13:5<K20 < 14:0. Note that the redshift distribution
of these four bins actually overlaps significantly. Our sam-
ple selection for 2MASS is similar to [13] except for the
pixelization.
TABLE I. The large-scale structure data sets used. The effective bias beff and bias-weighted redshift hzib are given here for the
purpose of qualitatively illustrating which redshift ranges are probed by each sample. They are computed for the fiducial WMAP
cosmology as beff ¼
R
fðzÞdz and hzib ¼
R
zfðzÞdz=beff , respectively; the redshift distributions fðzÞ will be computed in Sec. V. The
data are pixelized using HEALPix [28] at the resolutions listed in the table.
Sample (its notation in paper) Area deg2 Density deg2 Number of galaxies HEALPix resolution Number of HEALPix Pixels beff hzib
2MASS, 12:0<Ks < 12:5 (2MASS0) 27 191 1.84 50 096 9 2 073 457 1.63 0.06
2MASS, 12:5<Ks < 13:0 (2MASS1) 27 191 3.79 103 060 9 2 073 457 1.52 0.07
2MASS, 13:0<Ks < 13:5 (2MASS2) 27 191 7.85 213 516 9 2 073 457 1.54 0.10
2MASS, 13:5<Ks < 14:0 (2MASS3) 27 191 16.0 435 570 9 2 073 457 1.65 0.12
SDSS, LRG, low z (LRG0) 6641 35.1 232 888 10 2 025 731 1.97 0.31
SDSS, LRG, high z (LRG1) 6641 93.8 622 646 10 2 025 731 1.98 0.53
SDSS, QSO, low z (QSO0) 6039 20.8 125 407 10 1 842 044 2.36 1.29
SDSS, QSO, high z (QSO1) 6039 18.3 110 528 10 1 842 044 2.75 1.67
NVSS point sources (NVSS) 27 361 40.3 1 104 983 8 521 594 1.98 1.43
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C. Data from Sloan Digital Sky Survey
The Sloan Digital Sky Survey (SDSS) has taken ugriz
CCD images of 104 deg2 of the high-latitude sky [33].
A dedicated 2.5 m telescope [34,35] at Apache Point
Observatory images the sky in photometric conditions
[36] in five bands (ugriz) [37,38] using a drift-scanning,
mosaic CCD camera [34]. All the data processing is done
by completely automated pipelines, including astrome-
try, source identification, photometry [39,40], calibration
[41,42], spectroscopic target selection [43–45], and spec-
troscopic fiber placement [46]. The SDSS is well under-
way, and has produced seven major releases [47–53].
In addition to constructing LRG and quasar maps, we
constructed three additional maps that we use to reject
regions heavily affected by poor seeing or stellar contami-
nation. These include (i) a map of the full width at half-
maximum (FWHM) of the point-spread function (PSF) in
the r band; (ii) a map of stellar density (18:0< r < 18:5
stars, smoothed with a 2 FMHM Gaussian); and (iii) a
similar map using only the red stars (g r > 1:4).
All SDSS magnitudes used here are extinction-corrected
using the maps of Ref. [32]. We use SDSS model magni-
tudes for the LRGs, and PSF magnitudes for the quasars
and stars.
1. Luminous Red Galaxies
We use the photometric LRGs from the SDSS con-
structed as described in [54]. The LRGs have been very
useful as a cosmological probe since they are typically the
most luminous galaxies in the Universe, thus probing a
larger volume than most other tracers. On top of this, they
also have very regular spectral energy distributions and a
prominent 4000 A˚ break, making photo-z acquisition much
easier than the other galaxies. We will not be repeat our
selection criteria here as it is thoroughly described in [54].
We only accept sky regions with EðB VÞ  0:08 (almost
identical to Ar  0:2 as in [54]) and an r band FWHM<
2:0 arcsec.
Furthermore, there are a few regions in SDSS that have
	 60% more red stars than typical for their galactic lati-
tude; we suspect photometric problems and rejected these
regions. The red star cut removed 427 deg2 in assorted
parts of the sky.
We slice our LRG sample into two redshift bins for the
ISW analysis: 0:2  zphoto  0:4 and 0:4  zphoto  0:6.
2. Photometric quasars
We select quasars photometrically from the Sloan
Digital Sky Survey by first generating a candidate quasar
catalog consisting of ultraviolet excess (UVX) objects
[55]. These are point sources with excess UV flux (i.e., u
g < 1:0) observed gmagnitudes fainter than 14.5 (to avoid
saturation problems), extinction-corrected g magnitudes
brighter than 21.0, and the u-band errors less than 0.5 mag
( 	 2 detection in u). We call this the ALL-UVX catalog.
We also have the public catalog of photometric quasars
from Data Release 3 (DR3) generated by Ref. [56], which
we will call DR3-quasar (QSO) objects. We also construct
FIG. 1 (color online). The overdensity maps of various tracer samples in Galactic coordinates. The scale runs from g ¼ 1 (black,
no galaxies) to g ¼ 0:25 (blue), g ¼ 0 (green), g ¼ þ0:25 (red), and g ¼ þ1 (white, 	 2 mean density).
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a UVX object list from only DR3 data, denoted DR3-UVX.
This catalog is used to extend the selection and photo-
metric redshifts from the DR3 region to the ALL region.
Ideally the catalog would have been based on running the
algorithm of Ref. [56] on the ALL region but this option
was not available at the time we constructed the quasar
catalog.
We first match the DR3-UVX objects to the DR3-QSO
objects and then assign the photometric redshifts from the
DR3-QSO objects to the matched DR3-UVX object. For
objects that are in the DR3-UVX catalog, but not in the
DR3-QSO catalog, we mark them as rejects. We now have
a DR3-UVX catalog with every object either assigned a
redshift or marked as a reject. The reject rate for DR3-
UVX (ALL-UVX) is 89% (93%). Then, we lay down the
DR3-UVX catalog in color4 (u g, g r, r i, i z)
space, and then for each ALL-UVX object, we find its
nearest neighbor in this color4 space, then assigning it the
same ‘‘redshift’’ as its matched DR3-UVX neighbor. If
the DR3-UVX object has a redshift (not a reject), then
the ALL-UVX object is classified as a quasar with the same
redshift (photo z only), otherwise it is rejected. This pro-
cedure generates a photometric catalog of quasars in the
full survey area, based on the matching against DR3 qua-
sars in color4 space. However, this catalog only has the
photometric redshifts, but not the actual redshift distribu-
tion. The actual redshift distribution will be discussed in
Sec. VI. The average color offsets of the quasar candidate
to its match for u g, g r, r i, and i z are 0.0018,
0.0056, 0.0075, and 0.0045, while the typical errors on the
colors of the candidates are 0.11 (u g), 0.13 (g r), 0.14
(r i), and 0.17 (i z). As the color differences between
the match and the candidate are well within the error of the
colors, we conclude that the quasar candidates are matched
with high accuracy.
We then cut the catalog according to EðB VÞ< 0:05
and FWHM< 2:0 arcsec. These cuts are determined when
we look at the variation of the quasar number overdensity
over a range of extinction and seeing. Also, since quasars
are more sensitive than LRGs to extinction (as a result of
the importance of the u filter in selecting quasars), we cut
the catalog at a lower EðB VÞ. We also imposed a cut
rejecting region with more than twice average stellar den-
sity, i.e., we require nstar < 564 stars=deg
2.
We further divide the sample into two redshift (photo-z)
bins: 0:65< zphoto < 1:45 (low-z) and 1:45< zphoto < 2:0
(high-z). This division of sample is due to the fact that there
are strong emission lines (e.g., Mg II) that redshift from one
filter into the next around the redshifts of 0.65, 1.45, and
2.0, causing these two redshift bins to be relatively free
of cross contamination. However, as we will see, they do
contain significant contamination from redshifts below
0.65 and above 2.0. We therefore constrain their redshift
distribution by cross correlating these with auxiliary data
sets; we discuss this further in Sec. V.
The construction of the full sample using the DR3
catalog as described above introduces one potentially wor-
rying systematic, namely, the possibility that regions of
the sky observed after DR3 would have a different density
of sources than DR3 regions as a result of the nearest-
neighbor method misbehaving in low-density regions of
color4 space. This would provide a spurious feature in the
quasar maps that resembles the DR3 coverage map. In
order to check for this problem, we look for correlations
between observing dates (if the ALL sample is misbehav-
ing, it will be different from DR3 sample) with galaxy
overdensity, and we do not find any significant correlations
(Fig. 2). We also look at the correlation between quasar
overdensity and the stellar number density to see if there is
significant stellar contamination, we do not find any either
(Fig. 2).
D. NRAO VLA Sky Survey
The NVSS is a 1.4 GHz continuum survey covering the
entire sky north of 40 declination using the compact D
and DnC configurations of the very large array (VLA) [57].
The images all have 45 arcsec FWHM resolution and
nearly uniform sensitivity and yield a catalog of almost
2 106 discrete sources stronger than 2 mJy.
This survey has several potentially major artifacts: ga-
lactic synchrotron emission, spurious power from bright
sources, and a declination-dependent striping problem. All
of these have to be treated properly before one can claim
that the power coming from the cross/auto correlation is
not due to some spurious issues. The galactic synchrotron
emission can in principle be an issue because it contributes
significantly to the noise temperature of the VLA, and for
realistic number counts, increased noise temperature could
change the number of sources with measured flux above
some threshold. (As an interferometer the VLA is not
directly sensitive to the diffuse synchrotron foreground.)
This issue is treated by incorporating a template—the
Haslam map [58]—in the cross correlation analysis and
projecting out the power that is correlated to this template.
Even though the Haslam map is at 408 MHz, the frequency
dependence of the galactic synchrotron emission is fairly
flat, allowing us to use it as a template of the galactic
synchrotron radiation. The bright sources are problematic
since the VLA has a finite dynamic range ( 1000 in
snapshot mode with limited uv-plane coverage) and thus
the identification of faint sources in fields with a bright
source is unreliable. This issue is mitigated by masking out
all the bright sources. Striping is a known systematic effect
in NVSS [59]: the galaxy density has a systematic depen-
dence on declination, which can mimic long-wavelength
modes in the galaxy field. To deal with the above potential
problems, we first impose a flux limit of 2.5 mJy (where
NVSS is 50% complete), mask out a 0.6 radius around all
the bright sources (> 2:5 Jy). Then to reduce striping, we
also include templates to project out the synchrotron and
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declination-striping modes. The implementation of this
projection of spurious power will be further discussed in
Sec. IV.
IV. CROSS CORRELATION POWER
SPECTRUM ANALYSIS
A. Methodology
We start by organizing the temperature fluctuations and
the galaxy overdensities into a single data vector,
x ¼ ðxB;T;xgÞ; (9)
where xB;T is a vector with the measured CMB temperature
(with the monopole and dipole subtracted) in band B at
every HEALPix pixel; analogously, xg is the tracer number
overdensity. The vector x has a total length Npix;CMB þ
Npix;LSS where Npix;CMB and Npix;LSS are the number of
accepted pixels for the CMB and LSS maps, respectively.
We suppress the band subscript for simplicity, with the
implicit understanding that we always refer to the cross
correlation of a single WMAP band with the tracer over-
density. The covariance matrix of x is,
C ¼ Cdiag þ 0 C
gTy
CgT 0
 
; (10)
where Cdiag is given by,
C diag ¼ C
TT þNTT 0
0 Cgg þNgg
 
; (11)
where Nxx is the noise matrix. The submatrices CTT , Cgg,
and CgT are defined by
Cabij ¼
X
lm
Cabl Y


lmðn^ai ÞYlmðn^bj Þ; (12)
where n^ai is the position (on the sky) of the ith point of the
vector xa. The temperature-temperature, galaxy-galaxy,
and galaxy-temperature angular power spectra are denoted
by CTTl ; C
gg
l and C
gT
l , respectively.
The galaxy power spectrum is first estimated using a
pseudo-Cl estimator [60], and fit by the nonlinear power
spectrum of [61], multiplied by a constant linear bias. We
project out the monopole and dipole of both of these power
spectra by setting the power in the l ¼ 0, 1 modes to a
value (101) much greater than the true power spectrum.
We parametrize CgTl as a sum of bandpowers,
~Pi;l, with
amplitudes ci to be estimated,
CgTl ¼
X
i
ci ~Pi;l: (13)
We consider ‘‘flat’’ bandpowers given by
~P i;l ¼

BðlÞ li;min  l < li;max
0 otherwise;
(14)
where BðlÞ is the product of the beam transfer function
[62], and the HEALPix pixel transfer functions at WMAP
and LSS resolution. This parametrizes the power spectrum
as a sum of step functions and is useful when the shape of
the power spectrum is unknown.
We estimate the ci by forming quadratic combinations of
the data [63,64],
qi ¼ 12x
tC1diag
@C
@ci
C1diagx: (15)
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FIG. 2. LRG and QSO overdensity vs various quantities such as reddening, PSF FWHM (r band), observing time (MJD), red star
density, and star density. In each panel the circles show the low-redshift sample and the squares show the high-redshift sample. The
Modified Julian Date (MJD) of the DR3 ending date is 52821. Note that there are very few accepted pixels at the extremes of
reddening, PSF FWHM, and stellar density, resulting in the large fluctuations seen in the figure.
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These are related to the estimated c^i by the response ma-
trix F,
c^ i ¼
X
j
ðF1Þijqj; (16)
where
F ij ¼ 12 tr

C1diag
@C
@ci
C1diag
@C
@cj

: (17)
IfCgTl 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Cggl C
TT
l
q
, then the c^i are good approximations to
the maximum likelihood estimates of the ci. The covari-
ance matrix of the c^i is the inverse of the response matrix, if
the fiducial power spectra and noise used to compute C1diag
correctly describe the data (in this case F is the Fisher
matrix, hence the notation). The matrix Cdiag determines
the weighting and is often called a ‘‘prior’’ in quadratic
estimation theory. Note that this usage has nothing to do
with Bayesian priors—in particular, Eq. (16) is unbiased
regardless of the choice of prior (though for bad choices the
estimator is not minimum variance). Implementing the
above algorithm is complicated by the sizes of the data
sets; the implementation we use is in [17,65,66], and we
refer to the reader to the discussion there.
[In addition to the cross-power spectra in Eq. (14), in
quadratic estimator theory one usually tries to estimate the
CMB and galaxy autopower spectra as well. Because our
prior is diagonal, however, these decouple, i.e., the entries
in Fij that couple the autopowers and cross powers are
zero. For this reason we can leave the autopowers out of the
quadratic estimator.]
As mentioned earlier, the NVSS data set has issues that
require additional processing. Assume a systematic E that
we characterize as follows:
x obs ¼ xtrue þ E: (18)
If estimate c^i, even if C is the true covariance, we will still
have a biased answer. However, the substitution
C ¼ Ctrue þ 	EEt (19)
yields an unbiased estimate of c^i when 	 ! 1. One can
add as many systematic templates E (i.e., modes to project
out of the map) as desired. To immunize the NVSS corre-
lations from possible systematics, we break the NVSS map
into 74 declination rings, and for each ring include a
template map E consisting of either þ1 (for pixels within
the declination ring) or 0 (for all other pixels). This re-
moves the declination-dependent stripes. We also put in the
408MHz Haslammap [58] (technically THaslam  20 K) as
a template for the galactic synchrotron radiation. We ex-
perimented with the values of 	 and found that the cross
spectra are converged with the choice 	 ¼ 1 for the decli-
nation rings and 	 ¼ 103 K2 for the synchrotron map.
B. Priors
To generate the priors Cdiag for the cross correla-
tion power spectrum analysis, we need the approximate
autopower spectrum of the galaxies. The autocorrelation
is done using the same methodology as described in
Sec. IVA. The resulting autopower spectra must be
smoothed, before being used as priors. This avoids statis-
tical fluctuations in C‘ over- or underweighting the corre-
sponding monopoles in the cross correlation, which could
result in underestimation ofCgT‘ signal since wewould arti-
ficially down-weight multipoles that had accidentally high
power in galaxies and place more weight on multipoles that
had little power. We did the smoothing in two different
ways. For the cases where the redshift distribution was
available early enough in the analysis (2MASS or LRG),
we fit the autopower spectrum to the nonlinear matter
power spectrum [61] to get the linear bias. In other cases
(quasars, NVSS) we did not have the redshift distribution
at the time the priors were created; we created the priors by
using a smoothed, splined autopower spectrum of the
sample as the prior.
In the cases where we did a fit using the nonlinear matter
power spectrum, the fit biases are 1.15, 1.18, 1.20, and 1.22
(2MASS, brightest to faintest); 1.92 (LRG low z); and 1.86
(LRG high z). After generating the priors, we made several
modifications to the analysis, including the inclusion of
redshift-dependent bias in 2MASS. Thus while the priors
were not updated since they give a good fit to the observed
autopower spectrum, it should be noted that these bias
values are not used in the cosmological analysis (i.e., for
ISW prediction purposes).
To generate priors for the CMB, we generate the priors
using the theoretical C‘s from WMAP and take into the
account of the effect of pixelization and beams by con-
volving with the pixel and beam window functions.
C. Results of cross correlation
Figures 3–5 plot the cross correlation between WMAP
and the 2MASS, SDSS and NVSS samples, respectively;
the four different symbols in each of these plots correspond
to the four WMAP bands we use. The observed achromatic
nature of the signal is consistent with it being ISW, and is
an important check for frequency-dependent systematics.
The two quasar samples are at the highest redshifts we can
probe, so if there is an ISW cross correlation at z 1–2, it
would mean that there is significant gravitational potential
change at these redshifts. This is not expected in simplest
CDM cosmology, but could be present either in models
where dark energy equation of state is rapidly changing
with redshift or in models where curvature plays a role.
The observed lack of a signal for these redshifts therefore
strongly constrains such models. Note however that the
NVSS cross correlation cannot be automatically inter-
preted as a detection of high-redshift ISW, as (see below)
it covers a wide redshift range.
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V. REDSHIFT DISTRIBUTIONS
The basic problem is to determine for each galaxy
sample i and each cosmological model the function fiðzÞ
that relates the matter density ðrÞ to the two-dimensional
galaxy overdensity gi
giðn^Þ ¼
Z 1
0
fiðzÞ½n^; ðzÞdz: (20)
Equation (20) is understood to be valid on scales where the
galaxies trace the matter distribution. In the absence of
magnification bias, the function fiðzÞ is simply the product
of the bias and the redshift distribution: fiðzÞ ¼ biðzÞiðzÞ,
where iðzÞ is the probability distribution for the galaxy
redshift. In the presence of magnification bias, which is
important for the SDSS quasars and possibly the NVSS
radio sources, fiðzÞ takes on the more complicated form
fiðzÞ ¼ biðzÞiðzÞ þ
Z 1
z
Wðz; z0Þ½
ðz0Þ  1iðz0Þdz0;
(21)
where 
ðz0Þ is the slope of the number counts of the galaxy
density as a function of flux: Nð>FÞ / F
. HereWðz; z0Þ
is the lensing window function
Wðz; z0Þ ¼ 3
2
mH
2
0
1þ z
cHðzÞ sin
2
KðzÞ½cotKðzÞ
 cotKðz0Þ; (22)
where ðzÞ ¼ Rz0 dz00=Hðz00Þ is the radial comoving dis-
tance, sinK is the sine like function (equal to  in a flat
universe), and cotK ¼ dðlnsinKÞ=d is the cotangent
like function (equal to 1= in a flat universe).
FIG. 5. Same as Fig. 3 except for the NVSS cross-correlation.FIG. 3. Galaxy density correlations with WMAP temperatures
(4 bands: Ka (crosses), Q (triangles), V (squares), W (empty
triangles), error bars are from the correlations with V-band. This
contains 2MASS galaxy density correlations with WMAP, start-
ing from (from left to right, top to bottom) the brightest sample,
to the bottom the dimmest sample. We shift the points on x-axis
for clarity. The dotted line shows the predicted signal for the
sample with WMAP 3-year parameters and bdN=dz estimated in
Sec. V.
FIG. 4. Same as Fig. 3 except for the SDSS density maps from
(from left to right, top to bottom): low-z LRG, high-z LRG, low-
z QSO, high-z QSO.
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It is in fact the function fiðzÞ that is required if one is to
predict the ISWeffect in a given cosmology. It is this same
function that is required to predict the linear-regime angu-
lar power spectrum of the galaxies. This section describes
the method by which fiðzÞ is obtained for each of the
samples. The methods are quite different due to the differ-
ent types of information available for each sample. In
particular there are very few spectroscopic redshifts avail-
able for NVSS. Note however that all methods include
galaxy clustering data, as this is needed to determine the
bias even if the redshift probability distribution iðzÞ is
known perfectly.
All of the numbers and plots in this section only that
depend on cosmology are computed using the original
WMAP third-year flat six-parameter CDM cosmol-
ogy (bh
2 ¼ 0:0222, mh2 ¼ 0:1275, h ¼ 0:727, 8 ¼
0:743, and ns ¼ 0:948), i.e., from the first release of
Ref. [67]. However in the Markov chain, the function
fiðzÞ is recomputed for each cosmological model and
used to predict the ISW signal.
A. 2MASS
The 2MASS samples go down to a limiting magnitude of
K20 ¼ 14. At this relatively bright magnitude, almost all
objects (97.9%, after correcting for the fiber collisions)
have SDSS spectra, provided of course that they lie within
the spectroscopic mask. In practice there are two subtleties
that can occur. One is that the bias b2MASS cannot be ob-
tained to high accuracy from linear theory because even the
moderate multipoles (l 20) are nonlinear, especially for
the nearest 2MASS slice, and the lowest multipoles suffer
from cosmic variance. The other is that the bias varies with
redshift: even though the 2MASS galaxies cover a narrow
range in redshift during which the Universe expands by
only 30%, the use of apparent magnitude to define the
samples means that the typical luminosity of a galaxy
varies by several magnitudes across the redshift range of
interest. More biased, this effect shifts the peak of the
effective redshift distribution fðzÞ to higher redshifts than
the actual distribution ðzÞ.
We match the 2MASS galaxies with the SDSS MAIN
galaxy sample by first defining the 2MASS sample as
discussed in Sec. III B, then we select 2MASS galaxies
only within a mask that is more than 90% complete. We
then try to match all the 2MASS galaxies with the SDSS
MAIN galaxies that are within 300 and found that almost all
of the objects from 2MASS sample have SDSS spectra. We
thus use the spectroscopic redshifts of the matched SDSS
galaxies to identify the redshifts of the 2MASS galaxies.
The redshift distribution is binned with z ¼ 0:01. The
redshift distribution for each of the four slices is shown
in Fig. 6.
The problem of nonlinear evolution is generally very
complicated, however for ISW work we only need a solu-
tion accurate to a few tens of percent. Therefore we have
used the Q model [6], which relates the galaxy power
spectrum to the linear power spectrum via
PgalðkÞ ¼ b2 1þQk
2
1þ Ak PlinðkÞ; (23)
where b is the linear bias appearing in Eq. (21). Cole et al.
[6] found in simulations that this function fits the galaxy
power spectrum in simulations for A ¼ 1:7h1 Mpc, while
the required value of Q varies depending on the sample.
Our method is to compute the theoretical angular galaxy
power spectrum Cgg‘ ðthÞ via the Limber integral, and fit this
to the measured Cgg‘ treating b and Q as free parameters.
This procedure can be done either assuming b is constant
with redshift, or (better) taking into account the redshift-
dependent bias,
Pgalðk; zÞ ¼ b2?b2relðzÞ
1þQk2
1þ Ak Plinðk; zÞ; (24)
where brelðzÞ is known and b? is a free parameter. While
there is very little evolution in the 2MASS redshift range,
the nearby and distant galaxies can have very different
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FIG. 6. The 2MASS redshift distribution, binned in units of
z ¼ 0:01. The top panel shows the raw measured distribution,
ðzÞ, and the bottom panel is corrected for relative bias
brelðzÞðzÞ.
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biases because they correspond to different luminosity
ranges. The results for each are shown in Table II. brelðzÞ
is based on taking the r band luminosities of the galaxies
and using brelðLÞ from Tegmark et al. [4]. Note that the
prominent peak of redshift distribution at z 0:08 is a
supercluster known as the Sloan Great Wall. (In principle
Q can depend on redshift as well, so one should be careful
about interpreting the fit value and indeed one can see from
Table II that Q fit in this way is not stable. However the
& 1 changes in hbi seen in the table when we restrict to
much lower lmax suggests that this is not a large effect on
the bias.)
TheQmodel fits for the 2MASS sample (and the LRGs)
are shown in Fig. 7.
B. SDSS LRGs
Next we consider the photometric LRG sample from
SDSS. The sample is faint enough that spectroscopic red-
shifts are unavailable for most of the objects. Fortunately,
precise photometric redshifts are available for LRGs since
they have very uniform spectra whose main broadband
feature is a break at 400 nm. This break passes through
the SDSS g and r filters in the interesting redshift range,
so the g r and r i colors of an LRG correlate very
strongly with its redshift [54]. The error distribution of the
photometric redshifts has been calibrated using spectro-zs
from the 2SLAQ survey [68]; this procedure, and an in-
version method used to determine the actual redshift dis-
tribution given the photo-z distribution, are described in
Padmanabhan et al. [54]. These methods were applied to
determine the redshift probability distributioniðzÞ for the
LRGs used in this sample. The redshift distributions so
obtained are shown in Fig. 8.
The bias is determined by the same Q-model fitting
procedure as we used for 2MASS. The maximum values
of ‘ considered are 240 for the low-z slice and 400 for
the high-z slice, which correspond to roughly k 
0:3h Mpc1 at the typical redshifts of these samples. For
the fiducial cosmology, the low-z LRG slice gives a bias of
b ¼ 1:97 0:05 and Q ¼ 21:7 2:6; the high-z slice
gives b ¼ 1:98 0:03 and Q ¼ 17:1 1:5. In order to
reduce the possible impact of the nonlinear regime on
our results, we also did fits where the maximum value of
‘was reduced by a factor of 2 or 4. The results are shown in
Table III and the bias estimates are seen to be consistent
with each other. In what follows we have used the original
(lmax ¼ 240, 400) fits for the LRG bias, noting that the
remaining uncertainty in b is small compared to the un-
certainty [change in number of sigma detection is: 0.0043
(0.0388) for low-z LRG (high-z LRG)] resulting from
statistical error in the ISW signal. However we note that
it is not clear how well the Q model works for LRGs at
small scales, and we recommend more detailed analysis
before taking the very small statistical error in b at face
value. The Q model fits are shown in Fig. 7.
For the LRGs—unlike the 2MASS galaxies—each of
the two photo-z slices covers a narrow redshift range and
the threshold luminosity varies slowly across that range, so
we expect the bias to not vary significantly across the
redshift range. This expectation has been confirmed in
previous angular clustering studies which found 15%
variation from z ¼ 0:2 to z ¼ 0:6 [69], and also by our
own bias analysis which finds no significant difference
between the two bins. Thus we conclude that for the
purposes of ISW work [where we have a 1:3ð2:7Þ sigma
signal for low-z LRG (high-z LRG) correlation], variation
of the LRG bias within an individual photo-z bin (0.2–0.4
or 0.4–0.6) can be neglected.
We calculate the possible contribution from magnifica-
tion bias given the redshift distribution of the LRGs and
also an assumed cosmology. We find that the possible
contribution from magnification bias is 100–1000 times
(depending on the scale) smaller than the actual signal.
Therefore magnification bias is not contributing signifi-
cantly to our signal.
C. SDSS quasars
The function fiðzÞ for the quasars is more uncertain than
for the LRGs. This is in part due to the limited spectro-
scopic coverage available, but also the difficulty of con-
TABLE II. The bias of the 2MASS galaxies as determined using the Q-model parametrization. The second column in each line
shows the maximum value of ‘ used in the main fits (varying or constant b). The first fit (‘‘varying b’’) uses Eq. (24) and should be
viewed as the main result. For this fit we show the mean bias, i.e., hbi ¼ R bðzÞðzÞdz, as this is easier to compare with other results
than b?. The second fit (‘‘constant b’’) has the bias fixed to a constant value. The third fit (lmax ¼ 24) has a bias varying according to
Eq. (24) but the fit is restricted to the region l < 25 in order to reduce the effect of nonlinearities. Note that the biases obtained from the
varying-b fits are consistent with each other, while the constant-bias fit finds a lower value of b by up to 6% depending on the
sample.
K20 range lmax Varying b fit Constant b fit lmax ¼ 24 fit
hbi Q b Q hbi Q
12.0–12.5 49 1:62 0:08 12 3 1:54 0:08 12 3 1:60 0:13 12 10
12.5–13.0 61 1:52 0:07 17 3 1:44 0:06 17 3 1:57 0:13 9 15
13.0–13.5 74 1:54 0:05 14 2 1:45 0:05 14 2 1:67 0:12 12 16
13.5–14.0 99 1:65 0:04 8 1 1:55 0:04 8 1 1:74 0:10 32 19
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structing quasar photo zs and the lower clustering ampli-
tude, which leads to noisier estimates of bias parameters.
The basic procedure for obtaining fiðzÞ is thus to find a
region of sky with as high spectroscopic completeness as
possible while still retaining a large area; use this to ob-
tain a preliminary estimate ðzÞ; and then fit for the bias
parameters using clustering data, of which several are
needed if ðzÞ is multimodal. The remainder of this sec-
tion describes the details of the fiðzÞ determination and
what possible errors can be introduced by spectroscopic
incompleteness, stellar contamination, redshift-dependent
bias, and cosmic magnification.
In order to determine the redshift probability distri-
bution, we began by constructing a set of five rectangles
that lie within the coverage area of the SDSS, 2QZ
[70], 6QZ [70], and 2SLAQ [71] surveys. These rectan-
gles lie along the equator (the declination range is
010003600 to þ003502400) and cover the five right as-
cension ranges 137–143, 150–168, 185–193, 197–
214, and 218–230. There is a significant amount of area
with coverage from all surveys that is rejected as it was
found to have lower completeness in 2SLAQ because there
is less plate overlap. Spectra in SDSS were required to have
high confidence (zConf> 0:95) [47] and those in 2QZ,
6QZ, and 2SLAQ were required to be of high quality
(quality ¼¼ 11) [70].
Our coverage rectangles contained a total of 1410 low-
redshift and 1269 high-redshift photo-z quasars; these
numbers are lower than the product of the spectroscopic
coverage area and the number density of photo-z quasars
because some parts of the latter catalog were rejected by
our stellar density cuts. Of the low-redshift photo-z
quasars, we found that 257 (18%) had no spectroscopic
redshift determination or low quality ones, 58 (4%) were
identified as stars, and the remaining 1095 (78%) are
extragalactic. For the high-redshift sample these numbers
are 208 (16%), 13 (1%), and 1048 (83%), respectively.
From this data we construct a preliminary redshift proba-
bility distribution prelimðzÞ for each of the photo-z slices
using a kernel density estimator,
prelimðzÞ ¼ 1Nex
XNex
k¼1
1ﬃﬃﬃﬃﬃﬃ
2
p

eðzzkÞ2=22 ; (25)
where Nex is the number of matches to extragalactic ob-
jects, zk is the redshift of the kth object, and  is the kernel
width. The estimator is consistent in the limit that the
number of objects Nex ! 1 and ! 0 at fixed Nex. In
practice,  must be chosen to be small compared to the
width of any real features in the redshift distribution (oth-
erwise these are artificially smoothed out), and large
enough to smooth out shot noise (and redshift-clustering
noise, if significant). We have used  ¼ 0:04 (using  ¼
0:02 changes the fit bias by only 5%). This preliminary
distribution is shown in the top panel of Fig. 9. The redshift
distributions in the two photo-z quasar slices are multi-
 0.001
 0.01
 0.1
 10  100
LC
gg L
L
Galaxy power spectra
2MASS0
2MASS2
LRG0
 0.001
 0.01
 0.1
 10  100
LC
gg L
L
2MASS1
2MASS3
LRG1
FIG. 7. The galaxy power spectra for the four 2MASS and two
SDSS LRG samples, and the Q-model fits. The solid lines show
the range of multipoles used in the fit, the dashed lines are
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modal due to the nature of the photo-z error distribution:
the quasar spectra redward of Lyman 
 are usually char-
acterized by a roughly power-law continuum with super-
posed emission lines. This means that quasar colors os-
cillate as emission lines redshift into and out of the SDSS
filters, resulting in a (approximately) self-intersecting lo-
cus in color space and many degeneracies in the photo-z
solution.
If the quasar bias was constant and magnification bias
negligible, then we would have simply fiðzÞ ¼ cprelimðzÞ,
with the proportionality constant c being the product of the
bias and the probability for a photo-z quasar to actually be
extragalactic. This constant could then be determined by
fitting the amplitude of the quasar autocorrelation function,
as has been done in most past ISW studies. However, in the
real Universe, quasars are known to have an evolving bias,
which is potentially significant across the redshift range
considered, and at redshifts zOð1Þ lensing magnifi-
cation can become significant. The magnification can be
calculated from the slope 
 of the quasar counts near the
g ¼ 21 magnitude limit, which gives 
 ¼ 0:82 for the
low-z sample and 
 ¼ 0:90 for the high-z sample. In
principle the cut on the u-band magnitude error (u <
0:5) could have an additional effect since magnification
will reduce u; however this is not an issue for us since at
the g ¼ 21 threshold, for UVX objects we will have u <
22where the typical magnitude error is<0:5 even account-
ing for extinction (Au;max ¼ 0:26). Since for these samples

 1 is small, we compute the magnification bias using
prelimðzÞ in place of the true distributionðzÞ. That is, we
replace Eq. (21) with
fiðzÞ  biðzÞiðzÞ þ
Z 1
z
Wðz; z0Þ½
ðz0Þ
 1i;prelimðz0Þdz0: (26)
This leaves only the problem of constraining the pro-
duct biðzÞiðzÞ using the clustering data, i.e., the quasar
power spectrum and quasar-LRG cross power. Unfor-
tunately the data is not capable of constraining a full
model-independent distribution, so instead we write
biðzÞiðzÞDðzÞ ¼ AðzÞi;prelimðzÞ; (27)
where DðzÞ is the growth factor, and AðzÞ is a piecewise
constant function of z. This is equivalent to assuming that
the clustering amplitude (divided by spectroscopic com-
pleteness) of the quasars is constant in redshift slices,
which has been found to be a better approximation than
constant bias in most quasar surveys [72]. For comparison,
the empirical ‘‘Model 3’’ of Ref. [73] predicts bðzÞDðzÞ to
change by only 5% from z ¼ 0:65 to 1.45, and by 13%
from z ¼ 1:45 to 2.00. For the more recent model, Eq. (15)
TABLE III. The LRG bias and Q parameter determined using several ranges of ‘. The
‘‘original’’ value lorig is 240 for the low-z slice and 400 for the high-z slice. The Q values are
reported in units of h2 Mpc2.
Value of lmax Low-z slice High-z slice
b Q b Q
lorig 1:97 0:05 21:7 2:6 1:98 0:03 17:1 1:5
lorig=2 2:03 0:07 16 8 1:96 0:04 21 5
lorig=4 1:99 0:12 33 45 2:00 0:07 12 24
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FIG. 9. (a) The preliminary quasar redshift distribution, con-
structed from the successful matches to spectroscopic data. (b)
The best-fit fðzÞ for the two quasar samples as described in the
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of Ref. [74], these numbers are 24% and 15%, respectively.
At higher redshifts (z 	 3) there is a sharp increase in
bðzÞDðzÞ [75] but UVX-selected samples do not contain
objects from this redshift range.
We constrain AðzÞ in as many redshift slices as can be
constrained using the data. In particular since the quasar
redshift distributions are multimodal, we would like to be
able to fit a different clustering amplitude in each peak. The
treatment of the two quasar samples is slightly different
due to the availability of different information in their
redshift ranges, so we now discuss their redshift distribu-
tions separately. In each case, the autopower spectra were
fit to linear theory up to l ¼ 160 (k ¼ 0:1h Mpc1 at z ¼
0:6) and the quasar-LRG cross spectra were fit up to l ¼
140 (k ¼ 0:1h Mpc1 at z ¼ 0:5).
1. Low-z sample: 0:65< zphoto < 1:45
For the low-z quasar sample, we can only constrain one
redshift slice. An examination of Fig. 9 shows that the
distribution is actually trimodal, with peaks at z ¼ 0:32,
1.24, and 2.20. A fit assuming a constant A yields A ¼
1:36 0:10, with 2=dof ¼ 36:32=27 (p ¼ 0:11). Almost
all of the weight for this comes from the central (z ¼ 1:24)
peak. We also ran two-slice fits to determine whether the
clustering data constrain the amplitudes of the low- and
high-redshift peaks. The first such fit is of the form
AðzÞ ¼

A1 z < 0:52
A2 z 	 0:52 ; (28)
which allows the low-redshift slice to vary (z ¼ 0:52 is the
local minimum of i;prelim). This fit gives A1 ¼ 4:74
2:12 and A2 ¼ 1:35 0:10, with 2=dof ¼ 33:77=26. We
also tried a two-parameter fit in which the high-redshift
slice is allowed to vary
AðzÞ ¼

A01 z < 1:83
A02 z 	 1:83 (29)
(the local minimum ofi;prelim between the main and high-
redshift peaks is at z ¼ 1:83). This fit gives A01 ¼ 1:37þ0:090:19
and A02 ¼ 0:0 8:7 (1), with 2=dof ¼ 36:31=27. The
errors on A01 are highly asymmetric in this case because the
constraint comes mainly from the quasar autopower; A01
and A02 are then degenerate because one only knows the
total power, not how much comes from each redshift slice.
The shape of the power spectrum breaks this degeneracy in
principle, however in practice it is far too noisy. The fact
that the high-redshift slice cannot give negative power
accounts for the ‘‘hard’’ upper limit on A01.
From this exercise we conclude that the clustering data
cannot independently measure the bias in either the low- or
high-redshift peak. The reasons are different in each case.
The low-redshift peak contained only 1.7% of the spectro-
scopic identifications, and thus almost certainly contains
only a very small fraction of our quasars. This peak lies at
the same redshift as the low-z SDSS LRGs, and the quasar-
LRG cross correlation is the major constraint on A1.
Unfortunately this cross correlation is drowned out by
the enormous Poisson noise contributed by the quasars in
the other two peaks, and is detected at only 2:2. On the
other hand, the LRGs oversample the cosmic density field
on linear scales and cover the same region of sky as the
quasars. One would thus expect that since the LRG-quasar
correlation is only seen at this low significance, and the
ISWeffect from this redshift range contributes only a small
fraction of the power in the CMB, the contribution of the
low-redshift peak to the quasar-ISW correlation would be
statistically insignificant. We find that the predicted peak of
the quasar-ISW lðlþ 1ÞC‘=2 for only the low-redshift
peak quasars is lower than the entire sample (high-z QSO)
by 0:015 K, which is significantly smaller than the error
on the cross correlation. This is run using a WMAP three
year parameters.
The high-redshift peak contains 10% of the quasars. Its
amplitude must be measured in autocorrelation due to the
lack of other samples at that redshift, which is a serious
drawback since only 1% of quasar pairs comes from the
high-redshift peak. An alternative approach to constraining
its amplitude would be cross correlation against the spec-
troscopic quasar sample at 2:0< z < 2:5, but we did not
pursue this approach here.
2. High-z sample: 1:45< zphoto < 2:00
The high-z photometric quasar sample also has a trimo-
dal distribution: there is one peak at z ¼ 0:22, a second at
z ¼ 0:58, and a third at z ¼ 1:80. In this case however, it is
the highest-redshift peak that contains most of the objects,
with the middle peak in second place and only a few
objects in the lowest-redshift peak. This situation makes
it both possible and necessary to fit separate amplitudes for
the peaks; in this case we will find that two amplitudes can
be constrained, one for the two low-redshift peaks and one
for the main (high-redshift) peak.
As a first step, we attempt to fit all three of the peaks
with separate amplitudes,
AðzÞ ¼
8<
:
A1 z < 0:33
A2 0:33  z < 1:18
A3 z 	 1:18
: (30)
This leads to the results A1 ¼ 8:2 4:5, A2 ¼ 1:34þ0:680:78,
and A3 ¼ 1:38þ0:060:14 (1), with 2=dof ¼ 23:58=25. The
large error bar on A1 indicates that this parameter cannot be
constrained from the data, so we instead try a two-slice fit
in which we fix A1 ¼ A2. This fit gives the tighter con-
straints A1 ¼ A2 ¼ 1:59 0:61 and A3 ¼ 1:35 0:10,
with 2=dof ¼ 25:75=26, and it is what we use for the
rest of the paper.
3. Redshift Distribution Summary
The quasar autopower spectra and quasar-LRG cross
spectra, along with the model fits, are shown in Fig. 10.
For the QSO0 sample, there is excess power ( 3 above
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the prediction) in the lowest-l bin, corresponding to a2%
root-mean-square fluctuation in the number density on
scales of 30. The two most obvious sources of such
power are stellar contamination and photometric calibra-
tion errors. Given that 5% of the photometric ‘‘quasars’’
are actually stars [55] and that the relative photometric
calibration across the sky in SDSS is estimated to be2%
in the u band (the worst band, but one very important for
quasar work) [69], either of these seems plausible. In any
case, these very low multipoles were not used in fitting the
redshift distribution in either auto- or cross power.
It is essential to test the robustness of the quasar fits, in
particular, against the possibility of nonlinear clustering
affecting the range of multipoles used in the fits. The first
way we do this is by repeating our analysis using the
nonlinear matter power spectrum of Smith et al. [61] in
place of the linear power spectrum. In the analysis with the
nonlinear spectrum, the amplitude A for the low-z quasar
slice increases by þ0:02, and the amplitudes for the z <
1:18 and z 	 1:18 parts of the high-z quasar slice increase
by þ0:08 and þ0:02, respectively. If we restrict our atten-
tion to the lowest multipoles l < 100 (instead of cutting at
140 or 160), these changes are þ0:02, 0:14, and þ0:03.
In each case the change is very small compared with the
error bars. Thus we do not believe that nonlinear clustering
is affecting our fQSOðzÞ estimates.
D. NVSS
The function fðzÞ for NVSS is the hardest to obtain
because there are no spectroscopic samples of NVSS ob-
jects that have sufficiently high completeness to obtain the
redshift distribution. Past ISW analyses [14,16] with the
NVSS have been based on the radio luminosity function
ðL; zÞ of Dunlop and Peacock [76], which itself was fit to
a combination of source counts, redshifts for some of the
brightest sources, and the local luminosity function. A con-
stant bias was then assumed. The redshift distribution so
obtained is reasonable, however it has three major draw-
backs: (i) the redshift probability distribution ðzÞ for the
faint sources (which make up most of the sample) is con-
strained only by the functional form used for the luminos-
ity function and not by the data; (ii) it does not give the
redshift dependence of the bias, which could be very im-
portant since the redshift range is broad, and the typical
luminosity of the sources varies with redshift; and (iii) the
absolute bias b is constrained using the NVSS autopower
spectrum, which is known to contain power of instrumental
origin and hence is probably a less reliable constraint than
the cross correlation against other surveys. The alternative
method to measure fðzÞ is by cross correlation against the
other samples whose redshift distributions are known. This
method is adopted here, since it does not have any of the
aforementioned problems. Its main drawback is that the
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FIG. 10. The model fits to the power spectra of the quasars and their cross-correlation with the LRGs. The low- and high-z quasar
slices are denoted ‘‘QSO0’’ and ‘‘QSO1’’ respectively, and a similar nomenclature is used for the LRGs. The model fits using linear
theory are shown with the solid lines over the range of multipoles used in the fit. The dashed lines show the extension of the model
across the remaining range of multipoles. Note that for the highest multipoles the linear theory is expected to break down.
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other samples only probe the range out to z 2:6, and little
data is available to constrain fðzÞ above that.
1. Procedure
In order to measure the effective redshift distribution of
NVSS, we must first obtain the cross correlation of NVSS
with each of the eight other samples (the four 2MASS
samples, and two samples each of LRGs and quasars).
This is done by using the same angular cross spectrum
estimation method as was used for the ISW analysis, and
the cross spectra are shown in Fig. 11. The main subtlety
that arises is that the cross spectrum Cij‘ (where i and j are
LSS samples) can actually contain Poisson noise if there
are objects that are in both samples. The Poisson noise term
is of the form
Cij‘ ¼ Cij‘ ðLSSÞ þ
nij
ni nj
; (31)
where ni is the number of sources per steradian in catalog i,
and nij is the number of sources per steradian that appears
in both catalogs. In order to measure nij we must match the
NVSS to each of the other samples. Note that the positional
errors in NVSS are typically several arc seconds, and con-
sequently there will always be some false matches. There-
fore we estimate the fraction of matches as
ni;NVSS
ni
¼ Nmatch
Ni
 2max nNVSS; (32)
where Nmatch is the number of matches within some radius
max, and Ni is the number of sources in catalog i in the
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FIG. 11. The cross-spectra of NVSS with the other samples. The solid lines show the linear theory predictions in the region used for
the fits, and the dashed lines show the extension to higher or lower multipoles. Note that for the highest multipoles linear theory is not
valid.
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NVSS mask. This was estimated for radii max of 40 and
20 arcsec, and the results are shown in Table IV.
We next computed the cross-power spectra between
NVSS and each of the other samples. These spectra (after
subtraction of the Poisson term) are shown in Fig. 11. The
redshift distribution was then fit to the cross-power spectra.
In this fit the minimum multipole used is lmin ¼ 10 (below
which there is a large amount of spurious power in the
NVSS map) and the highest-l bin used was determined by
the formula lmax ¼ kmaxDA;20, where kmax ¼ 0:1h Mpc1
is the smallest scale to be fit and DA;20 is the distance
corresponding to the 20th percentile of the window func-
tion for that sample as defined in Appendix A. We have fit
fNVSSðzÞ with a  distribution,
fNVSSðzÞ ¼ 


þ1
z
þ1? ð
Þ
beffz

e
z=z? : (33)
This function has three free parameters, beff , z?, and 
. Of
these the normalization beff may be viewed as an effective
bias in the sense that
R
fNVSSðzÞdz ¼ beff; in the absence of
cosmic magnification this would be the bias averaged over
the redshift distribution. The peak of the distribution is at
z?, and 
 controls the width of the distribution. The
parameter fit gives beff ¼ 1:98, z? ¼ 0:79, and 
 ¼ 1:18.
2. High-redshift tail
The above analysis of the NVSS distribution involved
cross correlations against several samples at 0< z < 2.
(The QSO0 sample has a small number of objects at 2:0<
z < 2:6, however they have no significant impact on the fit-
ting of the QSO0 NVSS cross spectrum.) Thus it leaves
open the issue of whether there is a tail of objects at high
redshift, z > 2. Since fðzÞ is a product of bias times red-
shift probability distribution, it need not be normalized—R
fðzÞdz can have any value—so there is no way to tell
from the cross correlation analysis alone whether a por-
tion of the sample is missing. If we also use the NVSS
autopower spectrum then in principle one can determine
whether an additional source of angular fluctuations is
necessary. However the angular clustering at fixed angular
scale l is much stronger at low than high redshift, and the
NVSS autopower spectrum is of low signal-to-noise ratio
and possibly contaminated by systematics, so we have not
chosen this strategy.
An alternative approach to the high-z tail is to directly
match against optical/near infrared (NIR) catalogs. One
can then use the mK  z relation or (if multiband imaging
is available) photometric redshifts. There are always some
radio sources without optical identifications, however this
method enables one to set an upper limit to the number of
NVSS sources that can be at high redshift. For our analysis,
we have matched against the COSMOS field, which has a
modest solid angle (2 deg2), multiband imaging allowing
good photometric redshifts, and deep high-resolution cov-
erage with the VLA. Area is required due to the low density
of NVSS sources (40 deg2), and high-resolution radio
images are required to uniquely identify an NVSS source
with an optical counterpart due to the large positional un-
certainty in the NVSS ( 7 arcsec for faint sources) [57].
The COSMOS field contains 87 NVSS sources that
pass our cuts. We began by matching these to the VLA-
COSMOS observations, which are much deeper and have
typical positional uncertainties of0:2 arcsec [77]. Of the
NVSS sources, 79 have a match within 30 arcsec (we take
the nearest source in the event of multiple matches). The
79 VLA-COSMOS sources that match to NVSS are then
matched to the optical catalog [78]; there are 64 successful
matches within 1 arcsec. This represents 74% of the origi-
nal NVSS catalog. It is of course possible that there are
some false matches. By adding up n2 for each NVSS
source, where n is the density of VLA-COSMOS sources
and  is the distance to the nearest VLA-COSMOS source
(or 30 arcsec if the NVSS source had no match), we
estimate that there are 5 false NVSS/VLA-COSMOS
matches. A similar argument suggests that 0:5 false
matches of VLA-COSMOS to the COSMOS optical/NIR
catalog. Thus we expect that 58.5 of the matches are
correct, corresponding to 67% of the initial NVSS catalog.
TABLE IV. Details of the cross correlation of NVSS with the eight other samples. The second and third columns show the fraction of
objects in each of the samples that match to the NVSS, i.e., ni;NVSS= ni. Results are presented for two matching radii, 40 and 20 arcsec.
The final two columns show the range of multipoles used in the cross correlation.
Sample ni;NVSS= ni Multipoles used
4000 2000 lmin lmax
2MASS 12:0<K20 < 12:5 0.1317 0.1302 10 14
2MASS 12:5<K20 < 13:0 0.0802 0.0787 10 14
2MASS 13:0<K20 < 13:5 0.0473 0.0455 10 24
2MASS 13:5<K20 < 14:0 0.0292 0.0280 10 36
SDSS-LRG low z 0.0450 0.0425 10 87
SDSS-LRG high z 0.0263 0.0249 10 139
SDSS-QSO low z 0.0180 0.0192 10 239
SDSS-QSO high z 0.0189 0.0207 10 159
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We show the photometric redshift distribution of the
matches (according to Mobasher et al. [79]) in Fig. 12.
Our best-fit fNVSSðzÞ (with the  distribution) has 24% of
the bias-weighted source distribution at z > 2 and 8% at
z > 3; if the source bias increases with redshift, as usually
found for optical quasars, this number would be lower.
From Fig. 12 we see that only two out of 64 matches fall
at z > 2, i.e., the high-redshift tail of the  distribution can
only exist in reality if (i) most of the 26% of the sources
with failed matches to COSMOS optical/NIR data are
actually at z > 2, or (ii) the sources at z > 2 have a large
bias. Both (i) and (ii) are physically plausible but we have
no direct evidence for them.
The conservative solution in this case is to consider two
limiting cases for the redshift distribution of the sources at
z > 2. One case, which gives the minimal lensing signal for
all cosmologies, and the minimal (maximal) ISW signal for
CDM (closed) cosmologies, is to set fNVSS ¼ 0 at z > 2.
In the opposite limiting case, we have assumed that all
failed and incorrect NVSS matches, and all sources with
zphoto > 2 (i.e., a total of 35%) are at z > 2, and have
4 times the clustering amplitude measured for the optical
quasars (QSO1 sample), e.g., bðzÞ ¼ 4 1:35=DðzÞ
(where D is the growth factor) for the fiducial cosmology;
the shape of fNVSSðzÞ at z > 2 was left unchanged from the
-distribution fit. In order to understand the change of ISW
and CMB-lensing signals due to changes of our assumption
of the high-z end of the redshift distribution of NVSS, we
look at two different redshift distributions, one with noth-
ing at z > 2 (minimal model) and the other with a ‘‘maxi-
mal’’ number of sources (assuming clustering strength
4 times of the optical quasars and all the failed optical
IDs are at z > 2). We find that the signals for both ISW
(average: 7.8%) and CMB-lensing change by less than
10%, therefore, one will not expect the unidentified
high-z tail of the NVSS sources be a problem in our
analysis.
3. Constraints, robustness, and alternatives
While the fit parameters are formally determined by the
2, it is useful to graphically display the constraints in
order to show what parts of the distribution are constrained
by which data. This we have done in Fig. 13. For each of
the eight samples, we have plotted on the vertical axis the
constant fNVSS value that provides the best fit to cross
correlation with that sample and its 1 error bar. The
horizontal position is determined by the following proce-
dure. We show in Appendix A that the estimated constant
f^NVSS is actually given by an integral over some window
function,
hf^NVSSi ¼
Z 1
0
W ðzÞfNVSSðzÞdz; (34)
where the window functionW ðzÞ integrates to unity. The
horizontal position of the data points in Fig. 13 is the me-
dian of the window function, i.e., the redshift z whereR
z
0W ðz0Þdz0 ¼ 1=2. The error bars extend from the 20th
to the 80th percentile of the window function.
Finally we wish to compare the redshift distribution we
have obtained to that used in previous ISW studies. The
previous results were based on the radio luminosity func-
tion of Dunlop and Peacock [76]. In each case, it appears
that the authors used the luminosity function and k correc-
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FIG. 12. The redshift histogram of NVSS sources matched to
COSMOS using the Mobasher et al. [80] photometric redshifts.
The dashed line is the fit three-parameter fNVSSðzÞ, normalized
to unity (i.e. the redshift distribution assuming constant bias and
negligible effect from magnification).
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FIG. 13. The constraints on the NVSS redshift distribution
from the cross-correlations with the other eight samples. The
horizontal error bars show the redshift window functions as
described in the text. The dashed line shows the result of using
the redshift distribution based on the Dunlop & Peacock [77]
luminosity function assuming constant bias and neglecting mag-
nification, as has been done in most ISW studies.
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tion based on the spectral index to infer the redshift distri-
bution, assumed constant bias, and negligible magnifica-
tion, and determined the one free parameter (the bias) by
fitting to the autopower spectrum. If we do this using the
fiducial WMAP cosmology and our autopower spectrum
we find b ¼ 1:7, and the function fNVSSðzÞ ¼ bðzÞ ob-
tained is shown as the dashed line in Fig. 13. This curve,
while roughly consistent with the NVSS-quasar and
NVSS-LRG correlations, badly overpredicts the NVSS-
2MASS correlation. Note that the problem cannot be fixed
by changing the single bias parameter: if b were reduced
by a factor of3 to fit the 2MASS data, then the LRG and
quasar data would be discrepant.
There are several possible explanations for this:
(1) The shape of fNVSSðzÞ is being modified by magni-
fication bias.
(2) The extrapolation of the luminosity function to faint
sources at high redshift by Dunlop and Peacock is in
error.
(3) It is possible that the Dunlop and Peacock redshift
distribution accurately describes the NVSS sources,
but the bias increases with redshift so as to produce
the shape seen in Fig. 13.
(4) The cut imposed by us (and by other ISW groups)
that requires NVSS sources to be unresolved is
selecting against nearby objects, and hence pulling
down the low-z part of the fNVSSðzÞ curve.
Of these, possibility number 1 is easy to rule out.
Application of Eq. (21) implies that fNVSSðzÞ has a maxi-
mum change due to magnification bias of 0:09j
 1j (z ¼
0:55), and a smaller change at lower redshift (0:03j
 1j
at z ¼ 0:1), where 
 ¼ d logN=d logF is the source
count slope. The NVSS point source counts suggest a slope
of 0.99 between 2.5 and 5.0 mJy, and 0.95 between 5 and
10 mJy, which suggests that the effect of magnification bias
on fNVSSðzÞ is at most of order 0.01. In order to accom-
modate the discrepancy of fNVSSðzÞ between our result
and the Dunlop and Peacock distribution of 0:6 at z <
0:1, we would need an absurd slope, 
  20.
Distinguishing among the remaining three possibilities
is harder. We believe possibility number 2 is unlikely be-
cause the discrepancy between Dunlop and Peacock and
our work occurs at low redshift where their luminosity
function should be most reliable: this regime is constrained
by the local source counts rather than by extrapolation.
Redshift-dependent bias (possibility number 3) exists for
most samples of objects and there is no reason to expect it
to be absent for NVSS. However, based on the Dunlop and
Peacock dN=dz and our fNVSSðzÞ, the bias would have to
change from0:4 at z ¼ 0:1 to2 at z ¼ 0:5. Such a large
variation, combined with the unusually low value of the
bias at z ¼ 0:1, suggests that this is not the full explana-
tion. The final possibility (number 4) is the removal of
extended sources. This is hard to assess because of the
low density of extended NVSS sources above our flux cut
( 8 deg2). Of the 20 such sources in the COSMOS
field, 19 match to VLA-COSMOS and 13 of these matches
are found in the COSMOS optical/NIR catalog. It is worth
noting that eight of these (62%) have zphoto < 0:5, versus
30=64 (30%) for the unresolved NVSS sources. This ap-
pears to go in the right direction, however it is difficult to
make quantitative statements about whether the extended
sources actually resolve the discrepant redshift distribu-
tions because of the unknown (but probably large, espe-
cially for the low-z part of the distribution) sampling
variance error bars.
In summary, while the full explanation for the difference
between our fNVSSðzÞ and that of Dunlop and Peacock
remains unknown, it seems likely (based on process of
elimination) that a combination of redshift-dependent
bias and our rejection of the unresolved NVSS sources
plays a role. Magnification bias is ruled out as the expla-
nation, and the discrepancy occurs in a regime where the
extrapolations used in Dunlop and Peacock probably do
not matter.
VI. SYSTEMATICS
We investigate various systematic effects in our correla-
tions utilizing a specific multipole range. We choose these
multipole bins based on two criteria. First, they should not
be affected by nonlinearities. Second, they should not be
affected by any of the systematic effects in a significant
way. We therefore only utilize the multipoles correspond-
ing to k  0:05h Mpc1 and we also discard the first ‘ bin
for all samples since it is affected by the galactic fore-
ground contamination. The specific l bins that are utilized
are tabulated in Table V.
A. Dust Extinction
Since it is possible that incorrect dust extinction system-
atically adds signals to our ISW cross correlation, we cross
correlate the reddening maps [32] in the same manner as
we cross correlate each of our sample to the cosmic mi-
crowave background. If there is a systematic effect con-
tributed via dust extinction, it will show up as a correlation,
we can then estimate the effect and correct it from our
tracer-CMB correlation.
In order to the verify that dust extinction does not affect
our results, we constructed a vector f of the estimated
spurious cross spectra CgT‘ . The spurious cross spectra
were computed by taking the cross-power spectrum of the
CMB with the reddening map and multiplying by an
estimate of dg=dEðB VÞ. Note that f has an entry for
each ‘ bin for each sample, so it has a total length of 42. We
then compute the quantity (the derivation of this quantity
and its relevance to understand contamination from extinc-
tion is detailed in Appendix C)
Eext ¼ fTC1f: (35)
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Here C is the total 42 42 covariance matrix that is gen-
erated looking at the covariances of the correlation with
each tracer sample and the Monte-Carloed CMB tempera-
ture map [the Monte Carlo 1 (MC1) procedure in the ter-
minology of Cabre´ et al. [80]; see Sec. VII B 2 for details].
Here
ﬃﬃﬃﬃﬃﬃﬃﬃ
Eext
p
is the maximum number of sigmas at which
the effects of dust extinction could be detected if we knew
all cosmological and redshift distributions perfectly; if
Eext  1 then the dust extinction cannot have any statisti-
cally significant effect on any quantity derived from the
cross-power spectrum, including cosmological parameter
estimates. We estimate that dg=dEðB VÞ ¼ 0:1 (all
2MASS samples). For the SDSS samples we did a Poisson-
weighted fit to the LRG and quasar overdensities versus
EðB VÞ (see Fig. 2); this gives 0:76 (low-z LRGs),
0:18 (high-z LRGs), 1:06 (low-z QSOs), and 0:26
(high-zQSOs). (The Poisson error bars are all within 2 of
zero so there is no evidence that any of these derivatives is
TABLE V. The tSZ and point source contamination for each of the samples we used in the analysis. For tSZ the 1 halo and 2 halo
terms are shown separately and combined.
Sample ‘ ½lðlþ 1Þ=2CgT‘ (K)
tSZ 1h tSZ 2h tSZ 1þ 2h pt src
2MASS0 6 0:0085 0:0458 0:0543 0:4056
2MASS1 6 0:0048 0:0324 0:0372 0:0743
2MASS1 11 0:0151 0:0574 0:0725 0.0070
2MASS2 6 0:0027 0:0241 0:0268 0:0875
2MASS2 11 0:0086 0:0458 0:0544 0.0216
2MASS3 6 0:0016 0:0182 0:0198 0:1717
2MASS3 11 0:0050 0:0375 0:0425 0:0089
LRG0 18 0:0045 0:0196 0:0241 0.0020
LRG0 31 0:0132 0:0394 0:0526 0.0261
LRG0 43 0:0251 0:0574 0:0826 0.0123
LRG1 18 0:0017 0:0064 0:0081 0.0018
LRG1 31 0:0049 0:0173 0:0222 0:0379
LRG1 43 0:0094 0:0269 0:0363 0.0109
LRG1 56 0:0159 0:0361 0:0520 0:0028
LRG1 68 0:0240 0:0460 0:0700 0:0332
QSO0 18 0:0003 0:0012 0:0015 0:0039
QSO0 31 0:0010 0:0036 0:0046 0.0058
QSO0 43 0:0018 0:0067 0:0085 0:0254
QSO0 56 0:0031 0:0102 0:0133 0.0097
QSO0 68 0:0047 0:0135 0:0182 0:0509
QSO0 81 0:0064 0:0164 0:0228 0.0660
QSO0 94 0:0086 0:0193 0:0279 0.0169
QSO0 110 0:0118 0:0230 0:0347 0.0626
QSO0 130 0:0164 0:0278 0:0442 0.1854
QSO1 18 0:0006 0:0010 0:0017 0.0000
QSO1 31 0:0018 0:0027 0:0045 0:0169
QSO1 43 0:0035 0:0046 0:0081 0:0131
QSO1 56 0:0058 0:0068 0:0126 0.0030
QSO1 68 0:0088 0:0091 0:0179 0:0073
QSO1 81 0:0121 0:0112 0:0233 0.0332
QSO1 94 0:0163 0:0134 0:0297 0.0627
QSO1 110 0:0223 0:0158 0:0381 0.0801
QSO1 130 0:0311 0:0184 0:0494 0.0794
QSO1 150 0:0413 0:0207 0:0620 0.0924
QSO1 170 0:0530 0:0232 0:0763 0.0223
NVSS 6 0:0001 0:0007 0:0008 0:0398
NVSS 11 0:0003 0:0020 0:0023 0:0124
NVSS 20 0:0010 0:0050 0:0059 0:0111
NVSS 31 0:0023 0:0091 0:0113 0.0014
NVSS 43 0:0043 0:0135 0:0178 0.0103
NVSS 56 0:0073 0:0179 0:0252 0.0025
NVSS 68 0:0107 0:0217 0:0324 0:0141
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nonzero.) We ignore extinction for NVSS since it is at
radio frequencies. This gives
ﬃﬃﬃﬃﬃﬃﬃﬃ
Eext
p ¼ 0:23, so the dust
extinction is not having a significant effect.
B. Galactic foregrounds
To test whether galactic foreground contamination is
important in our analysis, we cross correlate the templates
of galactic emission with the tracer overdensity maps. The
galactic foregrounds that must be considered in producing
a template at higher frequencies are free-free and thermal
dust emission; at lower frequencies an additional compo-
nent is present whose physical origin remains uncertain but
which may include hard synchrotron emission [2] or spin-
ning or magnetic dust [81,82]. We have used Model 8 of
Schlegel et al. [32], Finkbeiner et al. [83] for thermal dust,
and the H
 line radiation template of Finkbeiner [82]
rescaled using the conversions of Bennett et al. [2] for
free-free radiation (see [66] for further details). We then
construct these maps in the same way as in WMAP tem-
perature maps. Cross correlations between these templates
with each of the tracer overdensity maps are then
performed.
To understand the foreground contamination to our re-
sult we compute as above
Efg ¼ fTfgC1ffg (36)
where ffg is the vector of cross-power spectra of the LSS
and foreground maps, andC is the Monte Carlo covariance
matrix. Calculating the
ﬃﬃﬃﬃﬃﬃﬃﬃ
Efg
p
we find that the low multi-
poles of some of the low-redshift samples correlates with
the galactic foreground. We investigate this further and
realize that there is incidentally a low-redshift cluster at
low latitude, thus correlating with the foreground map. We
therefore restrict our l range that contributes to our signal
by leaving out the first multipole bins for all sample. For
the remainder we get
ﬃﬃﬃﬃﬃﬃﬃﬃ
Efg
p ¼ 0:66.
C. Thermal Sunyaev-Zeldovich effect
The tSZ effect has a relatively weak frequency depen-
dence compared to the galactic foregrounds, so we con-
strain it from theoretical models. We look at the tSZ signal
using the halo model, separating the effect of the tSZ signal
into a 1-halo term and 2-halo terms.
The 1-halo term stands for the situation when the flux
added towards the CMBmap via the tSZ effect comes from
the same halo as the one that hosts the galaxies that we
are correlating them with. The theoretical prediction for
the 1-halo term is
CtSZ‘ ð1hÞ ¼
X
N
Z
dF
NF
ng
n2DðN;FÞ (37)
where N is the number of galaxies in that halo, F is the
flux from the halo, ng is the average number of galaxies,
n2DðN;FÞ is the number of halos with N galaxies, and flux
between F and Fþ dF. We then turn Eq. (37) into inte-
grals over halo mass and comoving distance
CtSZ‘ ð1hÞ ¼
Z d
r2
Z
dM
M
0
ðMÞNðMÞ
ng
FðM;Þ; (38)
where ðMÞ is the fraction of the mass in haloes between
M andMþ dM, NðMÞ is the mean number of galaxies in a
halo of massM, and F is the flux from a halo of massM at
comoving distance .
The 2-halo term stands for situation when the flux (from
tSZ) comes from a different halo which hosts galaxies that
cross correlate with the flux. It is
CtSZ‘ ð2hÞ ¼
X
N
Z
dF
NF
ng
n2DðNÞn2DðFÞC‘ðN;FÞ; (39)
where n2DðNÞ is the number of halos with N galaxies per
steradian, n2DðFÞ is the number of halos with flux between
F and Fþ dF per steradian, and C‘ðN;FÞ is the cross-
power spectrum between halos with N galaxies and those
with flux F. We then turn Eq. (39) into integrals over the
mass functions and cosmological distances
CtSZ‘ ð2hÞ ¼
Z d
r2

Z
dM
M
0
ðMÞbðMÞfðÞPlinðkÞFðM;Þ;
(40)
where PlinðkÞ is the 3D linear matter power spectrum.
Now, what is left for us to do is to figure out what the flux
F is for the tSZ effect. One should note that this method is
not limited to the tSZ effect prediction, but any kind of
correlations between galaxy number overdensity and flux
of any kind associated with the halos. For the tSZ effect,
the flux is
F ¼ 2 0TCMB fICMfb
kBTeðMÞ
mec
2
; (41)
where 0 is the mean Thomson optical depth per unit
comoving distance, TCMB is the observed averaged CMB
temperature, fICM is the baryon fraction in the intraclus-
ter medium (ICM), fb is the cosmic baryon fraction, kB is
the Boltzmann coefficient, TeðMÞ is the average tempera-
ture of electrons inside halos of massM, me is the mass of
electrons, c is the speed of light.
In order to assess the effect of tSZ on the ISW correla-
tion, we calculate the CtSZ‘ ð1hÞ and CtSZ‘ ð2hÞ with a high
8 (0.92) in order to give a conservative estimate. We must
also estimateNðMÞ. For the 2MASS samples, we useNðMÞ
of the satellites and the conditional luminosity function
from [84] while assuming that there is one brightest cluster
galaxy per cluster. This is a conservative estimate as some
of the BCGs may fall out of the flux limit. For the LRGs,
we use NðMÞ from [85] for our calculation without modi-
fication, as we use the same galaxy sample. The quasars
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and NVSS are both examples of active galactic nuclei, and
are generally found in haloes of some mass range with a
small probability [i.e., hNiðMÞ< 1] usually interpreted as
the duty cycle. For these cases, we first obtain the redshift
distribution (dN=dz) and bias. For NVSS, we assume that
bias / 1=DðaÞ where DðaÞ is the growth factor of scale
factor a, as there is no better available information (our
determination of fðzÞ is not capable of separately distin-
guishing the bias from the redshift distribution). From the
bias, we constrain the minimum halo mass that will host
a QSO or NVSS object, and then obtain the duty cycle
based on dN=dz. Duty cycles cannot exceed unity, so we
cap fduty at one and above this use dN=dz to get minimum
halo mass. Then, NðMÞ ¼ fduty if M>Mmin and zero
otherwise.
We assess the level of contaminations by calculating
EtSZ ¼ CtSZ‘ ð1hþ 2hÞC1CtSZ‘ ð1hþ 2hÞ; (42)
which is the tSZ analogue to Eq. (35). We find thatﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EtSZ
p ¼ 0:109 using the ‘ bins that are tabulated in
Table V and thus thermal SZ effect is not a significant
contamination for the ISW effect.
We present our results for the tSZ contamination for the
l bins that we use in our analysis of the cosmological
parameter estimation in Table V.
D. Point source contamination
Point source contamination is one of the main concerns
that we have for analysis for cross correlation of CMB with
a large-scale structure, as point sources add to the CMB,
while they are probably correlated with the tracers of the
large-scale matter density field. Therefore, we estimate the
contamination from the point sources by estimating Cps‘ ðÞ
by looking at the differences of cross correlation of the
tracer samples with different frequency maps of WMAP.
We estimate Cps‘ at 61 GHz (V band)
Cps‘ ðVÞ ¼
C‘ðKaÞ  C‘ðVÞ
rKa
2
Ka  rV2V
ðrV2V Þ; (43)
where rX is the ratio of thermodynamic temperature to the
antenna temperature of band X and we assume that TðÞ is
proportional to 2. We assess the level of contaminations
by calculating (similarly as above mentioned foreground
analysis)
Eps ¼ Cps‘ ðÞC1Cps‘ ðÞ: (44)
We find that
ﬃﬃﬃﬃﬃﬃﬃﬃ
Eps
p ¼ 0:495 using the ‘ bins that are tabu-
lated in Table Vand thus point sources are not a significant
contamination for the ISW effect. Note that this includes
some effect from galactic foregrounds (which probably
dominate the low ‘s), since any foreground effects that
have frequency dependence will show up in Cps‘ ðVÞ. In
particular one would be double counting the Galactic fore-
ground if one added Eps and Efg.
We present the point sources contamination for ‘ bins
that we use for our analysis in the last column of Table V.
VII. COSMOLOGICAL IMPLICATIONS
A. Significance of ISW detection after rejecting
contaminating bins
After investigating all the listed systematics and taking
into account the nonlinearities, we decide to only take the
‘- bins as are listed in Table V. The high-‘ bins are cut off
due to the nonlinearities; we cut off all the bins that at the
median redshift for the fiducial cosmology that correspond
to k 	 0:05h Mpc1 using k ¼ ð‘þ 1=2Þ=r. This is a
more conservative cut than the usual k ¼ 0:1h Mpc1
but it must be remembered that in linear theory the
ISW effect is sensitive to the derivative of DðaÞ=a which
contains a cancellation from the growth of structure in
the numerator and the scale factor in the denominator.
Therefore nonlinear effects could be larger than one
naively expects. We cut off the first ‘ bin for all samples
as these are most affected by galactic foregrounds.
We calculate the significance of each of the samples by
the standard method. First, we compute the amplitude of
the signal (Appendix C, in our case, the fiducial model is
based on the WMAP three year parameters)
A ¼ C
data
‘ C1Ctheory‘
Ctheory‘ C1Ctheory‘
; (45)
where C
theory
‘ is the vector of predicted cross-power spectra
for the fiducial cosmology, Cdata‘ is the vector of observed
cross spectra, and C1 is the inverse-covariance matrix.
We obtain C1 by Monte Carlo simulation as described in
the next section.
The error is similarly computed with
 ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
C
theory
‘ C1Ctheory‘
q ; (46)
and the significance in sigmas is obtained by the usual
calculation, A=. The result is shown in Table VI.
In Fig. 14 we plot the amplitude (A) and its error using
covariance matrices and fisher matrices from the correla-
tion of the tracer sample with the WMAP V band, com-
puted with angular and redshift weighting optimized for
the WMAP3 model, together with theoretical predictions
for three cosmological models (open, closed, and flat) to
illustrate the constraining power on K from the ISW
effect. The flat model is the WMAP3 model and by defi-
nition its theoretical prediction is A ¼ 1 [see Eq. (45)]. The
other two models were chosen to lie along the WMAP
degeneracy curve (which essentially keeps fixed mh
2,
bh
2, and , defined to be 100 times the ratio of the sound
horizon to the angular diameter distance to recombination),
although this does not imply they are necessarily good fits
to the WMAP data: the ISW signal in the CMB power
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spectrum itself can break the degeneracy between the
parameters that keep the angular diameter fixed, but be-
cause ISW is a subdominant contribution to primary CMB
even on the largest scales its power to discriminate among
models is limited. We can see that the predicted amplitude
of the ISW signal forCDM is positive (using the standard
sign convention) because at the late time when the cosmo-
logical constant becomes important, growth of the struc-
ture is decreasing in time relative to the Einstein-de Sitter
(EdS) model and the associated gravitational potential,
constant at high-redshift when the Universe is effectively
EdS, begins to decay. The decay is larger if we decrease
m (for which we need to go to a slightly open universe
to preserve angular diameter distance), which in turn in-
creases ISW. On the other hand, a closed universe with
m > 1 accelerates the growth of the structure relative to
EdS, so potential is growing and this model predicts ISW
signal with an opposite sign. While the sign is essentially
determined by the growth rate, its amplitude and scale de-
pendence depend on other cosmological parameters as well
and vary as a function of redshift, as shown in Fig. 14.
As can be seen from Fig. 14 and Table VI we have a
detection of ISW signal in a number of data sets. Most
convincing are SDSS LRG1 and NVSS, both at about 3,
followed by LRG0, QSO1, and 2MASS3 at 1:2–1:5 evi-
dence. Remaining data sets have significance below 1,
although only one among them has negative signal, oppo-
site to CDM model predictions. The overall significance
of detection withCDMweighting is 3:7. We emphasize
that while we use optimal weighting of data to maximize
the signal by downweighting the scales and redshifts where
we do not expect the signal, this depends somewhat on the
assumed model, so the significance of detection can be
somewhat affected by this. For example, we could instead
of CDM have used a model that predicts an upward
feature at l ¼ 30 that only occurs at redshift around 0.5,
therefore taking advantage of the three sigma excess
power seen in LRG1 at that scale (Fig. 4). Using this model
would give high weight to that feature and would lead to a
higher significance of the overall detection. Of course such
a posteriori procedure is not really warranted, but it does
highlight the difficulty of comparing the significance of
detection among different analyses, which may have used
different priors. This problem is exacerbated if cross cor-
relation function analysis is used, as in most of the previous
work, because in that case a narrow feature in Fourier
space would spread out to a broader feature in correlation
function.
While we find a 3:7 detection, we also note that
the observed ISW signal exceeds the predictions of the
WMAP3 CDM model by about 2, since the fit gives
A ¼ 2:23 0:60 relative to model prediction A ¼ 1. The
discrepancy is reduced if we change cosmological parame-
TABLE VI. Amplitude of ISW signal and the associate one
sigma error relative to WMAP3 model and significance of de-
tection for each of the sample and when we combine all samples.
These are calculated using the covariance matrix that are derived
from the correlations with the Monte Carlo CMB maps [as de-
scribed in Eq. (47)].The overall signal is two sigma higher than
the WMAP3 model prediction.
Sample Amplitude (A ) # Sigmas
2MASS0 2:01 11:41 0:18
2MASS1 þ3:44 4:47 0.77
2MASS2 þ2:86 2:87 1.00
2MASS3 þ2:44 1:73 1.41
LRG0 þ1:82 1:46 1.25
LRG1 þ2:79 1:14 2.46
QSO0 þ0:26 1:69 0.16
QSO1 þ2:59 1:87 1.38
NVSS þ2:92 1:02 2.86
All Samples þ2:23 0:60 3.69
FIG. 14. The ISW amplitude (A) and errorbars ðAÞ for all
samples plotted along the redshifts compared with predictions of
WMAP-3 year parameters. The fitting and errors for this figure
used the Fisher matrices from the correlation of the tracer
samples with the various WMAP maps. We also show the
expected amplitude for 3 model Universes along the angular
diameter distance degeneracy curve. We calculate the expected
amplitude by substituting our observed correlations with pre-
dicted correlations for each of the model Universe and proceed
in the same manner as described in Eq.(45). The three model
Universes are:CDMmodel with the WMAP-3 year parameters
(open triangle with dotted line); closed Universe (open penta-
gons with short dashed line)b=0:215,m = 1:25,K =0:29,
h ¼ 0:32, 8 ¼ 0:61; and Open Universe (open squares with
long dashed line) b=0:015, m = 0:089, K = 0:03, h ¼ 1:20,
8 ¼ 0:73. Note that the redshift distribution is very broad for
NVSS, giving rise to the jump in the open model prediction, even
though the effective redshift of the sample is nearly the same as
for low redshift QSO sample.
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ters somewhat and this is explored further in the next
subsection using Markov chain Monte Carlo analysis.
To show that our results are consistent throughout differ-
ent bands in WMAP, thus there is no significant contami-
nation from frequency-dependent systematics, we show the
amplitude of ISW signal and associate one sigma error
relative to the WMAP3 model for each of the samples for
all of the WMAP bands (except the K band) in Table VII.
The differences in frequency AðQÞ-AðVÞ and AðWÞ-AðVÞ
are all <0:25 and most are <0:15, and there is no
consistent sign. This reassures us that the frequency-
dependent foregrounds are subdominant to the statistical
errors in these higher-frequency bands. The comparison
with the Ka band, i.e., AðKaÞ-AðVÞ, is worse especially for
2MASS0 (the difference is <0:5 for the other samples),
probably due to galactic emission.
B. Markov chain Monte Carlo methodology and
likelihood function
1. Markov chain Monte Carlo methodology
A major goal of this paper is to provide a full likelihood
function with which cosmological models can be com-
pared to each other. Here we describe the details of the
likelihood function construction and apply it to some sim-
ple cosmological model parametrizations. Our goal is not
to give an exhaustive parameter estimation analysis, but
just to provide some characteristic examples of possible
applications. We include both ISW analysis of this paper
and the lensing analysis of Paper II. However, the latter
effect has small statistical significance and does not con-
tribute significantly to the likelihood analysis. We decided
to test the following cosmological models: flat CDM
model (mh
2, bh
2, , , ns, As), CDMþK (not
assuming flatness), flat CDMþ w (assuming flatness,
but allowing dark energy to evolve). Herem is the matter
density,b is the baryon density in units of critical density,
K ¼ K=H20 is the curvature K expressed in terms of
critical density, h ¼ H0=100 km=s=Mpc is the Hubble
parameter,  is 100 times the ratio of sound horizon to
angular diameter distance at recombination,  reionization
optical depth and ns and As are the slope and amplitude (at
k ¼ 0:05=Mpc) of primordial power spectrum. We also re-
fit for the bias with the redshift distributions for each of the
data sets used for each of the cosmological parameter sets
for which we calculate the 2. There is a detailed descrip-
tion of the determination of bias and redshift distribution in
Sec. V. We limit our search to models with scalar fluctua-
tions only with no running of spectral index, no tensors,
and no neutrino masses. We assume flat priors on all of the
parameters defined above. The priors we use are shown at
Table VIII. In addition we impose 40 km=s=Mpc<H0 <
100 km=s=Mpc and that age of the Universe has to be at
least 10 Gyr and at most 20 Gyr. These priors are applied to
all the chains that we show in the paper (including those
with WMAP alone).
In most cases the intervals are sufficiently broad that the
boundaries do not matter, with exception of the WMAP
only case with curvature or dark energy, where we apply
additional prior with H0 > 40 km=s=Mpc. We search the
parameter space using COSMOMC [86] with a likelihood
function from the WMAP three year analysis [67]. We
TABLE VII. Amplitude of ISW signal and the associated 1 error relative to theWMAP3
model for each of the sample for the WMAP bands (i.e. Ka, Q, V, W). The fitting and errors for
this table used the Fisher matrices from the correlation of the tracer samples with the various
WMAP maps.
Sample Amplitude A
Ka Q V W
2MASS0 9:04 8:21 3:54 8:19 2:01 8:11 3:38 7:79
2MASS1 1:80 3:97 2:73 3:94 2:17 3:93 1:64 3:86
2MASS2 2:16 2:66 2:95 2:65 2:42 2:63 2:04 2:61
2MASS3 1:74 1:72 2:56 1:72 2:58 1:72 2:39 1:69
LRG0 2:00 1:44 2:05 1:44 1:86 1:45 1:92 1:46
LRG1 2:67 1:04 2:59 1:04 2:85 1:05 2:92 1:06
QSO0 0:62 1:90 0:39 1:92 0:61 1:89 0:63 1:94
QSO1 2:41 1:90 2:17 1:92 2:36 1:90 1:93 1:90
NVSS 2:56 1:01 2:80 1:01 3:04 1:02 2:88 1:02
TABLE VIII. The priors applied to the three different chains.
Note that all priors are flat.
Parameter Minimum Maximum
for all models, six parameters
bh
2 0.005 0.1
ch
2 0.01 0.99
 0.5 10
 0.01 0.8
ns 0.5 1.5
logeð1010AsÞ 2.7 4.0
for CDMþK only
K 0:3 0.3
for CDMþ w only
w 2:1 0:1
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discuss the integrated Sachs-Wolfe likelihood function in
the following section, and leave the discussion of the weak
lensing of CMB likelihood function to Paper II. We test the
convergence of our Markov chains following Dunkley
et al. [87].
2. Integrated Sachs-Wolfe likelihood function
This section describes the ISW likelihood function.
We utilize the amplitude from the galaxy-temperature
cross spectrum CgT‘ from cross correlating the CMB sky
(V band) with the following samples: 2MASS (0–3),
SDSS-LRG (low z and high z), SDSS-QSO (low z and
high z), NVSS. When we construct the likelihood function,
we need three items: (i) the ‘‘data,’’ which is CgT‘ for each
of the samples for each ‘ bin; (ii) the theoretical prediction;
and (iii) the covariance matrix of the fCgT‘ g.
The data vector consists of the measured CgT‘ in each ‘
bin and for each LSS sample used. After our cuts there are
42 such bins remaining, when combining all samples, thus
the data vector has the length 42.
We calculate this covariance matrix by first generating
1000 simulated CMB skies of WMAP resolution and then
cross correlate each of the samples with these simulated
CMB skies. We call these CgTsim;‘ . We then calculate the
covariance among the samples by first calculating the
hCgTsim;‘ i by averaging over all the correlations with all
the simulated maps, then we find
½C ¼ hðCgT;‘  hCgTsim;‘ iÞðCgT;‘  hCgTsim;‘ iÞi: (47)
Note that this is a 42 42 covariance matrix, and that it is
not block diagonal in the LSS samples because there is
some overlap in sample volume. The Monte Carlo proce-
dure, by considering many realizations of the CMB but the
actual realization of the galaxies, includes the implied
correlations between different LSS samples.
The issue of how to construct error bars on estimates
of the galaxy-temperature cross spectrum CgT‘ , or its real-
space equivalent wgTðÞ, has been a contentious issue ever
since the first claimed ISW detections were announced.
The methods used have ranged from Gaussian error esti-
mates based entirely on the theoretical galaxy and CMB
spectra, to jackknife methods that are based entirely on the
data. Among the intermediate options are the Monte Carlo
approach used here (MC1 in the terminology of Cabre´
et al. [80]) in which the real galaxy field is cross correlated
against many random realizations of the CMB.
If we knew the CMB and galaxy power spectra perfectly
from theory or observation, we would like to use analytic
Gaussian error estimates for CgT‘ or do Monte Carlo simu-
lations of random CMB and galaxy fields. Unfortunately,
the galaxy maps, particularly QSO0 and NVSS, are subject
to spurious power at large angular scales for which we have
no good theory, and for which we cannot measure the
power spectrum accurately due to sampling variance. How-
ever we do know the theoretical CMB power spectrum so
we can implement MC1. It would also have been possible
(but computationally expensive) to implement a jackknife;
we chose not to do so because of concerns that at low
multipoles the jackknife regions would not be independent
[13] although we note that the Cabre´ et al. simulations [80]
suggest that at least in some cases this is not a significant
problem. The MC1 method is however subject to two
biases that could understimate the errors: a ‘‘correlation
bias’’ due to neglect of the galaxy-temperature correlation
when determining the error bars, and a ‘‘realization bias’’
due to the fact that only one realization of the galaxy field
is used. These biases are discussed in Appendix B, where
we find them to be negligible.
We construct the likelihood function as the following:
2 ¼ ½xðobsÞ  hxiðpÞ½C1½xðobsÞ  hxiðpÞ;
(48)
where x is simplyCgT‘ ; the index encodes both the ‘ bin
and the sample used. We denote by xðobsÞ the observed
correlations CgT‘ , and hxiðpÞ denotes the mean value pre-
dicted for cosmological parameters p. Note that the vector
x is of the length 42 and that all LSS samples are included
in a single 2; we do not add the 2 values of different
samples separately since they are correlated and such an
addition would be invalid. Among the three components of
the likelihood function, only the predicted CgT‘ needs to be
recalculated for each cosmological model.
C. Parameter fits
We investigate the following cosmological models:
(i) CDM model (bh
2, ch
2, , , ns, As);
(ii) CDM modelþK; and (iii) CDM modelþ w.
Note that  is the ratio of the sound horizon to the angular
diameter distance, while As is the primordial superhorizon
power in the curvature perturbation on the 0:05=Mpc scale.
The numerical results are shown in Table X for both the full
likelihood (CMBþ ISWþWL) and CMB alone. We also
looked at the effect of weak lensing (WL) (or ISW) sepa-
rately in constraining cosmological parameters by analyz-
ing a cosmological model (CDMþK) using only
CMBþ ISW (without lensing). We find the constraints
to be similar to the full case (CMBþ ISWþWL), but
with slightly larger error bars (see Table IX). Note that for
the CMB-only model includingK, the Markov chain ran
up against the H0 > 40 km=s=Mpc boundary, thus artifi-
cially tightening the constraints; this did not occur for the
full CMBþ ISWþWL chains.
For the CDM model, the combined constraints from
WMAPþ ISWþWL are only slightly improved over
using WMAP alone, but do lead to a decrease in m as
expected, because this is the direction of increase in ISW,
which is needed given that we find the measured ISW
exceeds WMAP3 prediction. The effect is smaller than
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expected because moving along the WMAP degeneracy
line in the direction of decrease in m also requires an
increase in h and decrease in8, both of which reduce ISW
(see also Fig. 15).
For the CDMþK model, we improve significantly
over what using CMB alone can do. In Fig. 16 we compare
1D distributions of the andm when we useWMAPþ
ISWþWL versus using WMAP alone. The ISWeffect, as
discussed above, can constrain the change of gravitational
potential of the Universe as it depends linearly on the
change of growth factor of the potential [DðaÞ=a]. For
example, in the closed Universe model we plotted in
Fig. 15, DðaÞ=a increases as redshift decreases, while in
the other two models, DðaÞ=a would decrease as redshift
decreases. As @=@ has a different sign for the closed
Universe model on the WMAP degeneracy curve as com-
pared to the open and the flat Universe model on the same
curve, the sign of the ISWeffect changes too. In Fig. 15 we
TABLE IX. Comparing the constraints for several parameters with and without weak lensing
of CMB in the CDMþK cosmological model. The limits shown are mean and standard
deviation for each of the parameters.
Parameter Limits (CMBþ ISWþWL) Limits (CMBþ ISW)
K 0:068 0:019 0:0073 0:020
 0:746 0:059 0:745 0:065
m 0:261 0:075 0:263 0:083
TABLE X. The percentiles of the posterior distribution (2.5%, 16%, 50%, 84%, and 97.5%) on cosmological parameter for each
model with the CMB only (‘‘C’’) and also including the ISWand weak lensing likelihood functions (‘‘I’’). H0 is in km s
1 Mpc1. For
a Gaussian distribution these percentiles correspond approximately to 2, 1, central, þ1, and þ2 values. Note that for the
seven-parameter chains with CMB only there are significant prior effects in the CMB degeneracy direction.
Parameter C(2:5%) C(16%) C(50%) C(84%) C(97:5%) I(2:5%) I(16%) I(50%) I(84%) I(97:5%)
CDM, six parameters
bh
2 0.0208 0.0214 0.0222 0.0229 0.0236 0.0208 0.0215 0.0222 0.0229 0.0236
ch
2 0.0901 0.0976 0.105 0.113 0.121 0.0901 0.0970 0.104 0.111 0.119
 0.0312 0.0612 0.0911 0.121 0.151 0.0359 0.0662 0.0956 0.125 0.154
ns 0.929 0.943 0.959 0.976 0.993 0.929 0.944 0.960 0.977 0.994
 0.684 0.724 0.760 0.793 0.822 0.698 0.734 0.766 0.796 0.822
m 0.178 0.207 0.240 0.276 0.316 0.178 0.204 0.234 0.266 0.302
8 0.670 0.717 0.767 0.816 0.863 0.671 0.715 0.763 0.810 0.855
H0 67.0 69.9 72.9 76.3 79.7 67.9 70.6 73.5 76.6 79.8
CDMþK, seven parameters
bh
2 0.0203 0.0211 0.0218 0.0226 0.0233 0.0206 0.0213 0.0221 0.0229 0.0236
ch
2 0.0916 0.0990 0.107 0.115 0.123 0.0900 0.0968 0.104 0.112 0.120
 0.0269 0.0546 0.0836 0.113 0.142 0.0330 0.0637 0.0934 0.123 0.152
K 0:147 0:115 0:0499 0:005 74 0.0150 0:0515 0:0235 0:003 95 0.0103 0.0201
ns 0.917 0.932 0.948 0.966 0.984 0.925 0.941 0.958 0.976 0.993
 0.332 0.437 0.606 0.745 0.821 0.610 0.691 0.754 0.802 0.837
m 0.166 0.262 0.445 0.678 0.804 0.148 0.190 0.250 0.330 0.436
8 0.648 0.690 0.738 0.788 0.839 0.663 0.709 0.758 0.807 0.857
H0 40.5 43.6 53.8 69.5 86.6 54.0 62.1 71.0 81.3 92.0
CDMþ w, seven parameters
bh
2 0.0208 0.0215 0.0222 0.0231 0.0239 0.0207 0.0214 0.0222 0.0230 0.237
ch
2 0.0900 0.0981 0.106 0.114 0.122 0.0906 0.0975 0.105 0.112 0.120
 0.0294 0.0600 0.0894 0.119 0.149 0.0347 0.0647 0.0940 0.123 0.153
w 1:731 1:457 1:031 0:573 0:240 1:646 1:401 1:006 0:704 0:425
ns 0.927 0.943 0.960 0.981 1.010 0.928 0.943 0.960 0.978 0.998
 0.457 0.617 0.764 0.844 0.870 0.546 0.672 0.778 0.845 0.871
m 0.130 0.156 0.235 0.383 0.543 0.128 0.155 0.220 0.328 0.454
8 0.437 0.613 0.776 0.919 1.032 0.540 0.659 0.781 0.898 1.00
H0 47.8 57.9 73.8 90.7 98.5 53.2 62.4 75.6 90.2 98.2
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FIG. 15. The predicted ISW signal for the low-z LRGs (above) and high-z QSOs (below) sample for sample open, closed, and flat
CDM models. Parameters are the same as in Fig. 14.
FIG. 16. CDM +K model: the 1-D distributions of andm. The solid (dashed) line represents constraints from using WMAP
+ISW+WL (WMAP alone).
FIG. 17. CDM +K model: the 1-D distribution ofK and the 2-D distribution of andK (68% and 95% confidence contours
shown). The solid (dot-dashed) line represents constraints from using WMAP+ISW+WL (WMAP alone).
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plot the predicted ISW signal using the low-redshift LRG
and the high-redshift quasar distribution for three different
universes along the WMAP degeneracy curve. As ex-
pected, the closed model differs drastically from open
and flat models. We also see that for LRG there is not
much difference between flat and open models even though
the latter hasm ¼ 0:088 compared tom ¼ 0:24, but the
increase in ISW induced by DðaÞ=a is compensated by the
reduction caused by other parameters such as h and 8.
The differences between the two are more significant for
the high-z quasar redshift distribution. The ISW effect
breaks the WMAP degeneracies between K and  (or
m). In Fig. 17 we show the 2D contour plots of this set of
parameters to demonstrate how our analysis improves the
constraints on these parameters.
Finally, we look at the CDMþ w model where we
look for better constraints on the dark energy equation of
state (w). The constraint on w is modestly improved, since
the dark energy equation of state changes the growth factor
along the WMAP degeneracy curve, thus the evolution of
the gravitational potential. We also see that there is a tilt of
 towards lower value when we combine WMAP with
ISW and WL effects. We also plot the 2D contours for the
 and w in Fig. 18.
As mentioned above, the WMAP three year model pre-
dicts ISW amplitude that is about two sigma below our
constraints and this is also the case for the best-fit CDM
model (which is almost the same as theWMAP three year).
Adding curvature or the dark energy equation of state does
not reduce this discrepancy either and in both cases these
two parameters are not needed to improve the fit. While
reducing matter density goes in the desired direction of
increasing ISW in cross correlations, such models also
increase the CMB power at large scales through the ISW
autocorrelation power, which is in disagreement with the
low power observed on large scales in WMAP. For ex-
ample, we find that there are models with m ¼ 0:18
which improve the 2 fit to ISW data by 13 relative to
the best-fit CDMþK model, but at the same time
make the WMAP 2 fit worse by 15. There is thus some
mild tension between low power in WMAP at low l and
the high ISW power we measure, but it is a tenison that
cannot be removed by simple extensions of parameter
space explored here. As this is only a two sigma effect
there is a considerable probability that it is just a statistical
fluctuation.
DISCUSSION
The main goal of this paper is to perform a full analysis
of the integrated Sachs-Wolfe effect using the cross-
correlations between WMAP CMB maps and maps of
large-scale structure. In contrast to previous work on this
subject we place less emphasis on establishing a detection
of ISW and more emphasis on developing a tool with
which cosmological models can be compared to the data
in a close to optimal fashion. For this reason we only select
the data sets that can be reliably used towards this goal, as
discussed in more detail below. The redshift range of the
datasets we use is between 0 and 2.5. We use optimal
weighting of the data both in angular space and in redshift
space to extract the maximum amount of information,
taking into account properly the correlations between
them. Our final product is the likelihood function with
which different cosmological models can be compared to
each other.
As the ISW effect is both a probe of cosmological
parameters and a consistency test of the standard CDM
cosmology, there have been significant previous efforts
made to detect it. A number of different analysis methods
have been used and the WMAP data have been cross
correlated with several samples. These include the
2MASS XSC; several SDSS samples including magnitude-
limited galaxy samples, LRGs, and quasars; the NVSS; and
the HEAO hard X-ray map. Most of these samples (or
samples with similar spatial coverage and redshift range)
are included in the present work, but not all. Here we com-
pare our analysis with the previous work and comment on
the reasons for our choice of data sets.
(1) Near-infrared galaxies (2MASS). The 2MASS gal-
axies are useful for ISW due to high sky coverage
and the ability to see closer to the galactic plane in
the near-IR than in the optical. However they can
only probe the lowest redshifts (z < 0:2). Afshordi
et al. [13] and Rassat et al. [24] have measured the
ISW signal using the 2MASS sample and we delib-
erately cut our 2MASS sample into brightness bins
such as theirs so that we can compare the results. We
find that our measured signal from 2MASS is very
similar. We do however derive cosmological con-
straints using a Markov chain (which fits all the
cosmological parameters instead of just ) from
FIG. 18. CDM + w model: the 2-D distribution of  and w
(68% and 95% confidence contours shown). The solid (dashed)
line represents constraints from using WMAP+ISW+WL
(WMAP alone).
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these samples. We also take into account (albeit in
a crude way) the redshift dependence of the bias
resulting from seeing all nearby galaxies but only
the brightest and most biased galaxies at z 	 0:1.
(2) Optical galaxies (SDSS, APM). Wide-angle multi-
color galaxy surveys such as SDSS open almost
limitless possibilities for constructing galaxy sam-
ples, and many of these samples have been used in
previous ISW work. Most work so far has been on
either flux-limited samples [11,19], which have a
broad redshift distribution, or photometric LRGs
[11,12,17,19], which can be seen to larger distances
and for which it is easier to construct reliable
photo-z cuts. In SDSS, photometric LRG samples
oversample the linear density field in the redshift
range 0:2< z < 0:6 and the lower redshifts are cov-
ered by 2MASS, so the flux-limited galaxy sam-
ples would be redundant in terms of volume for
our study; we therefore did not include them. Our
LRG samples cover the largest solid angle to date of
any SDSS ISW analysis (6641 deg2) and for the
purposes of cosmological analysis are split into
two photo-z slices. Fosalba and Gaztan˜aga [15]
have also used galaxies from the Automated
Plate Measuring (APM) survey [88], which adds
4300 deg2 in the southern hemisphere inacces-
sible to SDSS. Their APM sample has a typical
redshift z  0:15 and thus would add some infor-
mation beyond the most distant of our 2MASS
samples. Considering that APM area is only 16%
of 2MASS and that it only marginally extends the
redshift range we have not used APM in our analy-
sis. However adding a deeper galaxy survey in the
South, comparable to or deeper than SDSS, would
be valuable for improving ISW constraints. Overall
signal-to-noise from SDSS-LRG galaxies is about
3, most of which comes from the higher redshift
sample around z 0:5.
(3) Optical quasars (SDSS). Photometrically selected
quasars can probe large-scale structure at much
higher redshifts than ‘‘normal’’ galaxies because
they are bright enough to be seen in wide-angle
surveys (such as SDSS) even at z 2. The only
ISW analysis with quasars so far has been that
of Giannantonio et al. [20], who cross correlated
WMAP with a sample of photometric quasars from
the SDSS. Our analysis uses similar selection crite-
ria, but we have used photo-z cuts to eliminate most
of the lower-redshift objects, and used a combina-
tion of spectroscopic data and angular clustering to
constrain b 
 dN=dz taking into account the multi-
modal nature of the photo-z failures. We also slice
our quasars into two photo-z bins. Despite these
improvements we find that the significance is only
1:3 (1:24 for the high-redshift sample with
z > 1), and we therefore do not confirm that the
2:1 signal seen in [20] comes from z > 1.
(4) Radio sources (NVSS). There have been several past
WMAP NVSS ISW analyses [14,16,22,23], tak-
ing advantage of the high-redshift (compared to
most optical samples) and wide sky coverage of
the NVSS. We have used the angular power spec-
trum whereas the previous works have used corre-
lation functions or wavelet coefficients. However,
the most important difference between our analysis
and the previous result is that we fit b 
 dN=dz from
cross correlations rather than using the Dunlop and
Peacock model [76] for the redshift distribution and
assuming constant bias. This is important as we find
the fit b 
 dN=dz looks very different (see Fig. 13).
All of these studies, including ours, have found posi-
tive cross correlations at the 3 level. However,
the interpretation of this result depends sensitively
on one’s ability to measure b 
 dN=dz and this is
where we believe our analysis is an improvement
upon previous efforts.
(5) Hard X-ray background (HEAO). Boughn and
Crittenden [14] have used the HEAO hard X-ray
map [89] for ISW cross correlation. The background
is due mainly to unresolved (by HEAO) active ga-
lactic nuclei and hence traces large-scale structure at
redshifts of order unity. This, combined with the all-
sky nature of HEAO, is beneficial for ISW projects.
However, we decided not to add in the HEAO
sample to our analysis for several reasons. First is
the difficulty in understanding the bðzÞ 
 dN=dz of
the sample (we use the general notation dN=dz here
even though for unresolved x-ray flux it would be
more accurate to write dF=dz). Only 75% of the
background is resolved by Chandra into sources
with measured redshifts [90,91], and we have little
guidance on where to place the other 25%. Even if
we knew dN=dz perfectly, this does not tell us b 

dN=dz: the modeled dN=dz spans the range 0<
z < 3 and it is unlikely that the bias would be even
approximately constant over this range. An alterna-
tive is to fit for their bias and redshift distributions
up to high z using a cross correlation method similar
to that done for NVSS in Sec. V. Unfortunately
HEAO has FWHM of 2 and does not resolve
individual sources, so we would have to fit the data
to the model without small-scale information, which
loses signal-to-noise on the cross correlation very
rapidly. A secondary reason is that there is consid-
erable overlap between HEAO and NVSS, so it is
likely that the two trace partly the same structure,
and thus the improvement in ISW constraint is
not as large as adding two independent data sets.
We note that it may make sense to include the hard
x-ray maps in parameter estimation in the future
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if a robust determination of b 
 dN=dz becomes
available.
In summary, we believe we used most of the available
large-scale structure data useful for ISW analysis. This not
only updates previous work on ISW effect [11–25], but is
also the first one that attempts to do the tomography of
ISW, in the sense of encompassing a wide redshift range
via our mass tracers going from the local Universe to z
2:5, while reducing the amount of overlap in area and
redshift as much as possible. We have argued that many
of the previous measurements have a considerable overlap
in redshift and area, which means that they cannot be
combined independently and that the effective redshift of
the sample is not necessarily the redshift from where most
of the ISW signal is coming from. Our analysis, while
attempting to minimize the overlap in the first place, takes
the residual correlations into account explicitly via the
construction of the full covariance matrix. We note that
Giannantonio et al. 1 are also pursuing an ISW tomography
analysis, with somewhat different choices of LSS samples
and cross-correlation methodologies.
We spend a significant fraction of our analysis obtaining
the correct redshift distributions for all of the samples. To
be more accurate, it is the b 
 dN=dz that we constrain for
all samples. The signature of ISW effect is highly affected
by the redshift distribution of the tracer, and thus one
would need to have an accurate idea of what the redshift
distribution is in order to interpret the correlation. Apart
from employing spectroscopic datasets that overlap in
magnitude range and sky coverage, we correlate the tracer
samples with one another so as to obtain the b 
 dN=dz for
some of the samples. This is mainly possible because
LRGs have relatively good photometric redshifts and so
we correlate the LRGs with other overlapping datasets to
determine what are the b 
 dN=dz at the redshift range that
LRGs cover. In addition, we account for redshift-
dependent bias in 2MASS and for the multimodal error
distributions for the quasars. We also made the first deter-
mination of b 
 dN=dz for NVSS sample which is not
based simply on a theoretical model fitting the luminosity
function.
Correlations of mass tracers with the CMB sky can be
caused not only by the ISW effect, but also by other
cosmological effect such as thermal SZ, Galactic fore-
grounds and extinction, and extragalactic point sources.
We provide an estimate for all these effects and only
include the scales deemed reliable, where the contamina-
tion is subdominant or negligible.
We report a detection of 3:7 of the ISWeffect combin-
ing 2MASS, SDSS, and NVSS withWMAP data. Wemake
a joint analysis of all samples by constructing a reliable
covariance matrix including cross-correlations of different
samples, which is needed for cosmological parameter fit-
ting. We combine our ISW correlation functions with weak
lensing of the CMB (Paper II) to derive cosmological
constraints on three different cosmological models: (i)
the ‘‘vanilla’’ CDM model, (ii) CDM+K, and (iii)
CDM+w. We find a slight improvement of our measure-
ment of w in model (iii) over the measurement made by
CMB alone: w ¼ 1:01þ0:300:40 instead of 1:03þ0:460:43. The
constraining power of our analysis is however most promi-
nent in determining that curvature of the Universe: for
CMB+ISW+WL we find K ¼ 0:004þ0:0140:020 instead of
0:050þ0:0440:065 for CMB alone. These constraints are not as
tight as that obtained by some other methods, such as
combining the CMB with baryonic oscillations or with
supernovae [68,93,94], but it is subject to very different
systematics. It is thus reassuring that all of them are con-
sistent with each other. Even more importantly, there are
other models where ISW can be crucial in distinguishing
them from standard CDM, such as fðRÞ models in which
the growth of structure is not fixed by the background
geometry [26]. Some of these models may already be
inconsistent with our ISW signal; we plan to present such
constraints in a future paper. These constraints should
improve further in the future with deeper galaxy surveys
that should reach the cosmic variance limit out to z 1
2, and future CMB data that enables lower-noise lensing
reconstruction.
Finally, we would like to note that we plan to release a
package for calculating ISW likelihood function given the
datasets and cosmological parameters. This will be de-
scribed further in the documentation for the package.
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APPENDIX A: NVSS REDSHIFT
WINDOW FUNCTIONS
In Sec. VD3, we fit a constant fNVSS to the cross spectra
of NVSS and the other LSS samples. We argued that this
procedure gave an estimator f^NVSS whose expectation
value was given by Eq. (34). The purpose of this appen-
dix is to prove this equation and construct the functional
formW ðzÞ.
We begin by noting that we have measured cross spectra
Ci;NVSS‘ and their covariance matrix 
i
ll0 . The theoretical
cross spectrum is on the other hand simply the Limber
result,
Ci;NVSS‘ ðthÞ ¼
Z 1
0
fNVSSðzÞfiðzÞP

k ¼ ‘þ 1=2
r

 dz½rðzÞ2HðzÞ

Z 1
0
fNVSSðzÞi‘ðzÞdz; (A1)
where rðzÞ is the comoving angular diameter distance and
i‘ðzÞ is defined by the equivalence in the second line. The
2 fitting procedure for the constant fNVSS is to minimize
2 ¼X
‘‘0
½i1‘‘0 ðC^i;NVSS‘  fNVSSKi‘Þ
 ðC^i;NVSS‘0  fNVSSKi‘‘0 Þ; (A2)
where K‘ ¼
R1
0 
i
‘ðzÞdz and C^i;NVSS‘ are the measured
cross spectra. The minimum value of 2 is obtained for
f^ NVSS ¼
P
‘‘0
½i1‘‘0C^i;NVSS‘ Ki‘0P
‘‘0
½i1‘‘0Ki‘Ki‘0
: (A3)
Since the C^i;NVSSl have expectation value given by Eq. (A1),
we have
hf^NVSSi ¼
P
‘‘0
½i1‘‘0Ki‘0
R1
0 fNVSSðzÞi‘ðzÞdzP
‘‘0
½i1‘‘0Ki‘Ki‘0
: (A4)
This proves Eq. (34) and shows that the window function is
W ðzÞ ¼
P
‘‘0
½i1‘‘0Ki‘0i‘ðzÞP
‘‘0
½i1‘‘0Ki‘Ki‘0
: (A5)
APPENDIX B: ERROR BARS ON
GALAXY-CMB CORRELATIONS
The purpose of this appendix is to discuss our choice of
the ‘‘MC1’’ estimator for the error bars on the CgT‘ estima-
tor, and then give a crude estimate for the possible biases
that are induced by its use. As mentioned in the main text
there are two biases: the correlation bias (because the
galaxies and CMB are correlated and MC1 does not take
this into account) and a realization bias (since we have only
one realization of the galaxies). The correlation bias is de-
terministic in the sense that the error bar is always under-
estimated in every l bin. The realization bias is more
subtle: if CgT‘ ¼ 0, then the MC1 estimator returns an
unbiased estimate of 2ðCgT‘ Þ. However the ‘ bins where
the error is underestimated are weighted more heavily than
those where it is overestimated, resulting in a final error bar
on cosmological parameters that is biased low.
We consider each of these issues separately in a toy
model. The toy model has the following assumptions:
(1) We are computing cross spectra CgT‘ in M ‘ bins
(call these cross spectra x1 . . . xN).
(2) The galaxies and CMB temperature are Gaussian
random fields. (We are at linear scales where large-
scale structure is Gaussian; the systematics may
not be.)
(3) In the ith ‘ bin, there areNi galaxy modes, and all of
the CMB modes in this region are observed. (This is
true except that NVSS goes slightly closer to the
galactic plane than WMAP.) We ignore mode cou-
pling at the boundaries, i.e., each mode is ascribed to
a single ‘ bin.
(4) We are fitting the cross correlation data to some
parameter, say an amplitude A of some template ti.
More generally, when the ISW effect is essentially
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constraining one direction in parameter space with
all others constrained by the CMB alone (the case
with CDMþK and CDMþ w models here)
the template would be dxi=dpwhere p parametrizes
the CMB-degenerate direction. The fit is done using
the Monte Carlo covariance matrix.
(5) The objective is to determine what is the ratio of the
‘‘true’’ error bar on A to that derived from the fitting
procedure.
Within these assumptions, we evaluate the correlation
bias R1 and realization bias R2, which we define to be the
ratio of true to estimated variance. We find, using correla-
tion coefficients and numbers of modes for the worst-case
bins, that R1  1:02 and hR2i ¼ 1:11. This corresponds to
6% underestimation of the error bars in the worst case,
which is negligible.
1. Correlation bias
We will introduce the notation ~Cgg‘ ¼ Cgg‘ þ n1 for the
galaxy power spectrum including Poisson noise, and for a
matrix covariance (Cov) we will write Cov1ij to mean the
ij element of Cov1 rather than the reciprocal of Covij. (In
the cases considered in this appendix the covariance ma-
trices are diagonal so this distinction will not matter.) We
will also use the shorthand CgTi for the galaxy-temperature
cross spectrum in the ith bin.
The estimator for the cross correlation is
xi  C^gT‘i ¼
1
Ni
X


g
T
; (B1)
where 
 ¼ 1 . . .Ni is a mode index.
The true uncertainty in Gaussian theory, using indepen-
dence of modes, is
Cov ij  Covðxi; xjÞ ¼
ij
Ni
½ ~Cggi CTTi þ ðCgTi Þ2: (B2)
However the MC1 procedure gives
dCov ij ¼ 1NiNj
X

;
g
ghT
TiMonteCarlo; (B3)
where the 
modes are in bin i, the beta modes are in bin j,
and g is the actual realization of the galaxies. Simplifying
with CMB covariance matrix gives
dCov ij ¼ ij
N2i
X


g2
C
TT
i : (B4)
Note that this is diagonal, even though we have only
Monte-Carloed one of the data sets.
In the presence of a nonzero cross correlation, the MC1
covariance matrix is biased
R1 
CovijdCovij ¼ 1þ 
2
i ; (B5)
where the correlation coefficient is
i ¼ C
gT
iﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~Cggi C
TT
i
q : (B6)
For the fiducial cosmology and the bins that we used,
the maximum predicted correlation coefficient is 0.067
(LRG1, ‘ ¼ 18). This would suggest an underestimate of
the error bar by a factor of R1 ¼ 1:0044. For some cosmo-
logical models, such as those with lower m or higher 8,
the correlation coefficient could be larger. Indeed there is
some evidence for this: we observe an overall ISW ampli-
tude of 2:2 0:6 times the prediction. If we multiply the
correlation coefficient  by 2.2 then the underestimate of
the error bar grows to R1 ¼ 1:02; even this is negligible.
2. Realization bias
Having taken into account the correlation bias, we now
consider the case where the cross correlation coefficient is
small ( 1). In this case, the covariance matrix of the
CgT‘ that we obtain from the CMB Monte Carlos is un-
biased. The realization bias comes from the fact that we
invert the covariance matrix, and unbiased Cov does not
imply unbiased Cov1.
The true covariance matrix of the estimator Eq. (B1)
for xi is
Cov ij ¼ Covðxi; xjÞ ¼
ij
Ni
~Cggi C
TT
i ; (B7)
where ~Cggi and C
TT
i are the true (ensemble-averaged) gal-
axy and CMB power spectra, including Poisson noise for
the galaxies. The estimated covariance matrix is instead
given by Eq. (B4). Now define the number
yi 
dCovii
Covii
; (B8)
which is the ratio of the estimated to true variance in a
given bin. This simplifies to
yi ¼
P


g2

~Cggi Ni
; (B9)
i.e., it is a 2 distribution with Ni degrees of freedom,
divided by the number of degrees of freedom. In particular
hyii ¼ 1: the covariance matrix is unbiased, but we have
from 2 distribution theory hy1i i ¼ ð1 2=NÞ1 andhy2i i ¼ ð1 2=NÞ1ð1 4=NÞ1.
However what we really want to compare are the true
and estimated errors on the parameter A. The estimate A^ of
the amplitude A is
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A^ ¼
dCov1ij tixjdCov1ij titj : (B10)
Its estimated variance is
dVarðA^Þ ¼ 1dCov1ij titj : (B11)
Its true variance is
Var ðA^Þ ¼ th
dCov1hi CovijdCov1jk tk
ðdCov1ij titjÞ2 : (B12)
(Note that xi and dCovij are uncorrelated because the proba-
bility distribution is symmetric in T
 ! T
, under which
xi changes sign but dCovij does not.) The ratio is
R2  VarðA^ÞdVarðA^Þ ¼
thdCov1hi CovijdCov1jk tkdCov1ij titj : (B13)
Using the definition of yi and diagonality of the matrices
Cov and dCov,
R2 ¼
P
i
t2iCov
1
ii y
2
iP
i
t2iCov
1
ii y
1
i
: (B14)
We now consider two limiting cases. If we have a single ‘
bin, then the ratio is R ¼ y11 and
hR2i ¼ 11 2=Ni : (B15)
If we have many ‘ bins contributing then the sums go to
their mean values and we get
hR2i ¼ 11 4=Ni ; (B16)
if there were the same number of modes in each ‘ bin. This
is larger than Eq. (B15) because with only a single bin there
is then no possibility for the amplitude estimator to re-
weight the bins to take advantage of the ones with smaller
estimated variance.
The number of modes per bin is, in the limit of negli-
gible mode coupling,
Ni ¼ ½ð‘max þ 1Þ2  ‘2minfsky: (B17)
This is 40 for the lowest-‘ 2MASS bin that we use in
parameter fits, 77 for the lowest-‘ LRGs, 70 for the qua-
sars, and 40 for NVSS. To be pessimistic, if we take
Eq. (B16) for all these cases the worst number we get is
hR2i ¼ 1:11, which means that in this pessimistic case we
have underestimated the error bar () on the cross corre-
lation by 5%. In reality much of the constraint comes from
higher-‘ bins whereNi is greater, so this should be taken as
an upper limit.
APPENDIX C: SIGNAL-TO-NOISE ESTIMATE
AND UPPER LIMIT ON FOREGROUND
CONTAMINATION
To assess the statistical signal-to-noise we look at cor-
relation between the galaxy overdensity and the tempera-
ture of the CMB (CgT‘;obs), which is the data vector called
~d.
We also need its inverse-covariance matrix (C1) and the
theoretical prediction, which we can model as amplitude A
times a fiducial model ~t. To assess the possible contami-
nation from foregrounds, tSZ, point sources, etc. to our
signal we need to estimate the associated cross correlation
contamination ð ~fÞ. For example, for foregrounds we look
at the correlation between the galaxy overdensity and the
foreground temperature CgðfgÞ‘ [which is what we calcu-
lated using models such as described by Eq. (44)].
Consider the usual 2 analysis, where we are trying to fit
for A given ~d, ~t and C1
2 ¼ ð ~d A~tÞ C1ð ~d A~tÞ: (C1)
We minimize 2 and get
A ¼
~d C1 ~t
~t C1 ~t : (C2)
This is Eq. (45) and the associated variance is given by
Eq. (46). The ratio of estimated amplitude to its variance is
the estimated signal-to-noise.
Since the total signal is a sum of the true signal and
contamination such as foreground, tSZ or point sources,
the latter contribute to the signal-to-noise,
A
ðAÞ ¼
~f C1 ~tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~t  C1 ~t
p ¼
~f  C1 ~tﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~t  C1 ~t
p 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~f  C1 ~f
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~f  C1 ~f
q : (C3)
While we could use this expression to estimate the possi-
ble contamination we can make it less dependent on the
weighting by theoretical model by using the Cauchy in-
equality, here written in the (primed) diagonal basis with
eigenvectors normalized to eigenvalue, ~f0  ~t0 <ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~t0  ~t0
q ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
~f0  ~f0
q
, to derive from Eq. (C3)
A
ðAÞ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Econt
p  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ~f C1 ~fq : (C4)
We use this expression in our estimates of contamination; it
represents an upper limit on the number of sigmas of
contamination introduced by the foreground ~f.
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