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AN EXTENSION OF THE LMO FUNCTOR
YUTA NOZAKI
Abstract. Cheptea, Habiro and Massuyeau constructed the LMO func-
tor, which is defined on a certain category of cobordisms between two
surfaces with at most one boundary component. In this paper, we ex-
tend the LMO functor to the case of any number of boundary compo-
nents, and our functor reflects relations among the parts corresponding
to the genera and boundary components of surfaces. We also discuss a
relationship with finite-type invariants and Milnor invariants.
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1. Introduction
In the early 1990s, Kontsevich [19] defined the Kontsevich invariant (the
universal finite-type invariant) of knots by the integral on the configuration
space of finite distinct points in C. All rational-valued Vassiliev invariants
are recovered from the Kontsevich invariant through weight systems.
In the late 1990s, Ohtsuki [27] showed that one can consider an arithmetic
expansion of the quantum SO(3)-invariant of rational homology spheres.
The result of this expansion is called the perturbative SO(3)-invariant. Oht-
suki [28] also introduced integer-valued finite-type invariants of integral ho-
mology spheres. Kricker and Spence [20] proved that the coefficients of the
perturbative SO(3)-invariant are of finite-type. On the other hand, the per-
turbative SO(3)-invariant was extended to the perturbative PG-invariant
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2 Y. NOZAKI
for any simply connected simple Lie group G, where PG is the quotient
Lie group of G by its center. Moreover, using the Kontsevich invariant, Le,
Murakami and Ohtsuki [23] introduced the LMO invariant of connected ori-
ented closed 3-manifolds. It is known that the LMO invariant is universal
among perturbative invariants of rational homology spheres.
Bar-Natan, Garoufalidis, Rozansky and Thurston [2, 3, 4] gave an alter-
native construction of the LMO invariant of rational homology spheres by
introducing the A˚rhus integral that is also called the formal Gaussian inte-
gral. In these papers, it is suggested that the A˚rhus integral can be extended
to an invariant of tangles in a rational homology sphere, which is called the
Kontsevich-LMO invariant in [11] and [7]. Using the Kontsevich-LMO in-
variant, Cheptea, Habiro and Massuyeau [7] defined the LMO functor as a
functorial extension of the LMO invariant. In fact, the value for a rational
homology cube M (in which case the boundary of M is S2) coincides with
the LMO invariant of the closed 3-manifold obtained from S3 \ Int[−1, 1]3
and M by gluing their boundaries, see [7, Section 3.5]. One of the advantage
of the LMO functor is that we can use its functoriality to calculate its values
and to prove its properties.
Figure 1.1. A cobordism introduced in [7] (left) and a new
one (right) both with parametrizations on their boundaries
The LMO functor is defined for a connected, oriented, compact 3-manifold
regarded as a certain cobordism between two surfaces. Here, these surfaces
are assumed to be with at most one boundary component. The purpose of
this paper is to construct an extension of the LMO functor to the case of
any number of boundary components (compare two figures in Figure 1.1).
It is expected that this extension enables us to introduce many categorical
operations on cobordisms, for instance, which corresponds to the pairing or
shelling product defined in [1].
We define the braided non-strict monoidal category LCobq to be La-
grangian q-cobordisms extended as above (see Definition 5.1 and Remark 6.2).
The main result is the following theorem.
Theorem 1 (Theorem 5.8). There is a tensor-preserving functor Z˜ : LCobq →
tsA between two monoidal categories, which is an extension of the LMO
functor.
A generating set of LCobq as a monoidal category is determined in Propo-
sition 6.3 and the values on them are listed in Table 6.2. Therefore, the func-
toriality and tensor-preservingness of Z˜ enable us to compute the value on
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a Lagrangian q-cobordism by decomposing it into the generators. It should
be emphasized that there are diagrams colored by both + (or −) and 0 in
Table 6.2, which implies that our extension is non-trivial.
Habiro [14] and Goussarov [10] introduced claspers and clovers respec-
tively that play a crucial role in a theory of finite-type invariants of arbitrary
3-manifolds. In [7], using claspers, it was shown that the LMO functor is
universal among rational-valued finite-type invariants. We prove that our
LMO functor Z˜ has the same property.
Theorem 2 (Theorem 7.6). Z˜ is universal among rational-valued finite-type
invariants.
In [25], Milnor defined an invariant of links, which is called the Milnor µ-
invariant. Habegger and Lin [12] showed that this invariant is essentially an
invariant of string links. In [7], it was proven that the tree reduction of the
LMO functor is related to Milnor invariants of string links. By extending
the Milnor-Johnson correspondence (see, for example, [11]) suitably, we show
that the same is true for Z˜.
Theorem 3 (Theorem 8.9). Let (B, σ) be a string link in an integral ho-
mology sphere B. Then the first non-trivial term of Z˜Y,t(MJ−1w (B, σ)) is
determined by the first non-vanishing Milnor invariant of (B, σ), and vice
versa.
Finally, in [8], [1] and [18], one can find related researches from different
points of view from this paper.
Organization of this paper. In Section 2, we define cobordisms and
bottom-top tangles that are main object in this paper. Section 3 is de-
voted to reviewing Jacobi diagrams and the formal Gaussian integral. In
Section 4, the Kontsevich-LMO invariant of tangles in a homology cube is
explained, which plays a key role in the subsequent sections. The main part
of this paper is Section 5, where we construct an extension of the LMO
functor.
In Section 6, we shall give a generating set of the category LCob and
calculate the values on them. These values will be used later. Section 7 is
devoted to reviewing clasper calculus and proving the universality among
finite-type invariants. Finally, in Section 8, we apply our LMO functor
Z˜ to some cobordisms arising from knots or string links. In particular, the
relationship between Z˜ and Milnor invariants of string links will be discussed.
Notation. Throughout this paper, we denote by H∗(X) the homology
groups of a topological space X with coefficients in Z. (However, arguments
in Sections 2–5 are valid for the case of coefficients in Q, see Remark 5.10.)
Let bne∗ denote the set {1∗, . . . , n∗}, where ∗ is +, −, 0 or we omit ∗. Let X
and Y be geometric objects equipped with the “top” and “bottom”, for ex-
ample, cobordisms or tangles. Then, the composition of X and Y is always
defined by stacking the bottom of Y on the top of X.
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We use almost the same notation and terminology as in [7]. However,
their definitions are suitably extended.
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2. Cobordisms and bottom-top tangles
In this section, we give the definition of cobordisms and a way to express
them as certain tangles.
2.1. Cobordisms. We first introduce some notation. Let Mon(x1, . . . , xk)
denote the free monoid generated by letters x1, . . . , xk. Similarly, we denote
by Mag(x1, . . . , xk) the free magma generated by x1, . . . , xk. We call an
element of Mon(x1, . . . , xk) or Mag(x1, . . . , xk) a word. Let w be a word.
We denote by wxi the element obtained from w by replacing all letters except
for xi with the empty word e. Let |w| denote the word length of w. For
example, if w = •((◦•)•) ∈ Mag(•, ◦), then |w•| = | • (••)| = 3.
Next, we prepare two kinds of surfaces. Let w ∈ Mon(•, ◦) and let
g = |w•|, n = |w◦|. We define the oriented compact surface Fw in R3 as
illustrated in Figure 2.1, which has handles and inner boundary components
corresponding to letters • and ◦ in w, respectively. Moreover, let α1, . . . , αg,
β1, . . . , βg and δ1, . . . , δn denote the oriented simple closed curves based at
∗ as drawn in Figure 2.1. We often regard the above closed curves as free
loops.
δ α
β
11
1 2
2 2
β
α δ
x
yz
Figure 2.1. An example of Fw with w = • ◦ • ◦
Let w+, w− ∈ Mag(•, ◦) such that |w◦+| = |w◦−| =: n, and let σ be an ele-
ment of the nth symmetric group Sn. We define the reference surface R
w+
w−,σ
as illustrated in Figure 2.2, which is an oriented closed surface consisting
of four kinds of surfaces: the top surface Fw+ , the bottom surface −Fw− ,
n tubes and four sides, where −Fw− is the surface Fw− with the opposite
orientation. The boundary of the tubes are attached to the inner boundary
of the top surface and bottom surface according to the permutation σ.
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Figure 2.2. An example of R
w+
w−,σ with w+ = • ◦ ◦ •, w− = ◦ • ◦
Definition 2.1. Let w+, w− ∈ Mon(•, ◦) such that |w◦+| = |w◦−| =: n. A
cobordism from Fw+ to Fw− is an equivalence class of triples (M,σ,m), where
• M is a connected, oriented, compact 3-manifold,
• σ is an element of the nth symmetric group Sn,
• m : Rw+w−,σ → ∂M is an orientation-preserving homeomorphism.
Here, (M,σ,m) is equivalent to (N, τ, n) if σ = τ and there is an orientation-
preserving homeomorphism f : M → N satisfying f |∂M ◦m = n.
Let m± denote the restriction of m to ±Fw± .
We define the category Cob of cobordisms as follows: The set of objects is
the monoid Mon(•, ◦). A morphism from w+ to w− is a cobordism from Fw+
to Fw− . The composition of (M,σ,m) ∈ Cob(v, u) and (N, τ, n) ∈ Cob(w, v)
is defined by
(M,σ,m) ◦ (N, τ, n) := (M ∪m+◦n−1− N, στ,m− ∪ n+) ∈ Cob(w, u),
namely, the composition is obtained by stacking the bottom of N on the top
of M . The identity of w is the cobordism (Fw × [−1, 1], IdS|w◦| , Id), where
the last Id means the obvious parametrization.
Moreover, Cob is a strict monoidal category, where the tensor product of
two cobordisms is their horizontal juxtaposition and the unit is the empty
word e.
Remark 2.2. We denote by Cob• the full subcategory whose objects belong
to the monoid Mon(•), namely, Cob• is the category Cob defined in [7]. The
full functor K: Cob → Cob• is defined to be killing the extra boundary, that
is, for M = (M,σ,m) ∈ Cob(w+, w−), K(M) is obtained by attaching |w◦+|
tubes to M .
Definition 2.3. Let w ∈ Mon(•, ◦) such that |w◦| = n, and let ∗1, . . . , ∗n
be points on each inner boundary component. We recall that ∗ is the point
on the outer boundary as drawn in Figure 2.1. The mapping class group of
Fw is defined by
M(Fw) :=
{
h ∈ Homeo+(Fw)
∣∣∣∣ h(∗) = ∗,h({∗1, . . . , ∗b}) = {∗1, . . . , ∗b}
}/
isotopy,
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where an isotopy fixes the set {∗, ∗1, . . . , ∗n} pointwise. For any h ∈M(Fw),
we denote by C(h) the mapping cylinder of h, that is, the cobordism
(Fw × [−1, 1], pi(h), Id× (−1) ∪ h× 1),
where pi(h) ∈ Sn is defined by h(∗i) = ∗pi(h)(i). Note that an isotopy does
not necessarily fix ∂Fw, however, by definition, C(h) is well-defined. One
can show that the map
C: M(Fw)→ Cob(w,w)
is an injective monoid homomorphism.
It is obvious that the image of C is contained in the group consisting of
invertible elements of Cob(w,w). In fact, the following proposition holds.
Proposition 2.4. Let w ∈ Mon(•, ◦) and M ∈ Cob(w,w). Then M is left-
invertible if and only if it is right-invertible. Moreover, the group Cob(w,w)×
consisting of invertible elements of Cob(w,w) is equal to Im C.
The definition of the mapping class group is different from [17], although
the same proof as [17, Proposition 2.4] is valid for our monoid homomor-
phism C.
Remark 2.5. The mapping class group of Fw is usually defined by
M0(Fw) := {f ∈ Homeo(Fw) | f |∂Fw = Id∂Fw} / isotopy rel ∂Fw,
which is isomorphic to the kernel of the homomorphism pi : M(Fw)  Sn.
If w ∈ Mon(◦), thenM(Fw) andM0(Fw) are called the framed braid group
and the framed pure braid group on n strands, respectively.
We should restrict cobordisms to the good ones in order to define the
Kontsevich-LMO invariant (see Section 4.3) and to let it take value in
the space of top-substantial Jacobi diagrams (see Section 5.2). Let w ∈
Mon(•, ◦). We define the subgroups of H1(Fw) by
Aw :=
〈
α1, . . . , α|w•|
〉
, Bw :=
〈
β1, . . . , β|w•|
〉
, Dw :=
〈
δ1, . . . , δ|w◦|
〉
.
Definition 2.6. A cobordism (M,σ,m) ∈ Cob(w+, w−) is Lagrangian if the
following two conditions are satisfied:
(1) H1(M) = m−,∗(Aw−) +m+,∗(H1(Fw+)),
(2) m+,∗(Aw+) ⊂ m−,∗(Aw−) +m+,∗(Dw+).
It follows from a Mayer-Vietoris argument that the composition of two
Lagrangian cobordisms is again Lagrangian. (One can get an alternative
proof by Lemma 2.16 and [7, Claim 3.18] or the fact that M is Lagrangian if
and only if K(M) is Lagrangian in the sense of [7].) Thus, we obtain the wide
subcategory LCob whose morphisms are Lagrangian cobordisms. Actually,
we need a non-strict monoidal category LCobq defined in Section 5.1.
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Lemma 2.7. Under the condition (2), (1) is equivalent to the following
condition: (1’) the map
m−,∗ ⊕m+,∗ : Aw− ⊕ (Bw+ ⊕Dw+)→ H1(M)
is an isomorphism.
Proof. It is easy to see that (1’) implies (1). Let us prove the converse. It
follows from (1) and (2) that b1(M) ≤ g−+ g+ +n, where b1(M) is the first
Betti number of M . Since M is a compact odd-dimensional manifold, we
have χ(∂M) = 2χ(M), and thus b1(M) = g− + g+ + n+ b2(M). Hence, the
above inequality is an equality, that is, m−,∗ ⊕m+,∗ is an isomorphism. 
Remark 2.8. By the proof of the above lemma, we have b2(M) = 0. Since
H2(M) is free, we conclude H2(M) = 0, namely M is a homology handlebody.
In particular, a homology handlebody of genus zero is called a homology cube.
Example 2.9. The mapping cylinder of h ∈ M(Fw) is Lagrangian if and
only if h∗(Aw ⊕ Dw) = Aw ⊕ Dw. Indeed, if C(h) is Lagrangian, then we
have h∗(Aw⊕Dw) ⊂ Aw⊕Dw. Since h∗ is an isomorphism, so is h∗|Aw⊕Dw .
The converse is obvious.
2.2. Bottom-top tangles. In this subsection, we translate cobordisms to
certain tangles in a homology cube. Let w ∈ Mon(•, ◦). We prepare the ref-
erence surface Fe with the pairs of points {p1, q1}, . . . , {p|w•|, q|w•|} and the
points r1 . . . , r|w◦| corresponding to the letters •’s and ◦’s in w, respectively.
These points are on the x-axis according to w as drawn in Figure 2.3.
p q p q11 g gr1x
yz
Figure 2.3. The reference surface with the points corre-
sponding to w such that |w•| = g.
Definition 2.10. Let w+, w− ∈ Mon(•, ◦) such that |w◦+| = |w◦−| and let
σ ∈ S|w◦+|. A bottom-top tangle of type (w+, w−, σ) is an equivalence class
of pairs (B, γ), where
• B = (B, ∅, b) is a cobordism from Fe to Fe,
• γ is a framed oriented tangle in B, which consists of the top com-
ponents γ+1 , . . . , γ
+
|w•+|, the bottom components γ
−
1 , . . . , γ
−
|w•−| and the
vertical components γ01 , . . . , γ
0
|w◦+|, where
– each γ+i runs from pi × 1 to qi × 1,
– each γ−i runs from qi × (−1) to pi × (−1),
– each γ0i runs from ri × 1 to rσ(i) × (−1).
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Here, (B, γ) and (B′, γ′) are equivalent if they are of the same type and B
is equivalent to B′ as cobordisms by a homeomorphism that sends γ to γ′
and respects their framings.
We define the category tbT as follows: An object of tbT is an element
of Mon(•, ◦). A morphism from w+ to w− is a bottom-top tangle of type
(w+, w−, σ) for some σ ∈ S|w◦+|. The composition of (B, γ) ∈ tbT (v, u) and
(C,ω) ∈ tbT (w, v) is the bottom-top tangle obtained by inserting ([−1, 1]3, Tv)
between them and performing the surgery along (2|v•|)-components link
γ+ ∪ Tw• ∪ω− as illustrated in Figure 2.4. The identity of w is the bottom-
top tangle as depicted in Figure 2.4. Indeed, one can check that
Idw− ◦ (B, γ) = (B, γ) = (B, γ) ◦ Idw+ ,
using the Kirby move II and the useful fact that if a disk D in a 3-manifold
M intersects a framed knot K once, then the result of surgery along K and
∂D with 0-framing is again M (see Figure 2.5).
v
v w
w
Figure 2.4. The bottom-top tangle ([−1, 1]3, Tv) and the
identity Idw
Figure 2.5. An example of the equality Id•◦ ◦ (B, γ) = (B, γ)
Moreover, tbT is a strict monoidal category, where the tensor product of
two bottom-top tangles is their horizontal juxtaposition and the unit is the
empty word e.
The next lemma is used in the following theorem and so on.
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Lemma 2.11 (see [7, Definition 3.15]). Let (B, γ) be a bottom-top tangle.
Then there exist a framed link L and a tangle γ′ in [−1, 1]3 such that (B, γ) =
([−1, 1]3L, γ′), where [−1, 1]3L is the 3-manifold obtained by surgery along L.
The pair (L, γ′) is called a surgery presentation of (B, γ).
Theorem 2.12 ([7, Theorem 2.10]). The operation as drawn in Figure 2.6
gives an isomorphism D: tbT → Cob between two strict monoidal categories.
dig pull up
rotate	

by −π/2
Figure 2.6. Correspondence between a bottom-top tangle
and a cobordism
Proof. Precisely, D is defined by digging a bottom-top tangle ((B, b), γ) and
parametrizing the boundary of the resulting manifold in accordance with
the homeomorphism b : Ree,Id → ∂B and the framings of γ. It is easy to see
that D satisfies the definition of a monoidal functor except
D((B, γ) ◦ (C,ω)) = D(B, γ) ◦D(C,ω).
To prove this equality, we take a surgery presentation (L, γ′) of (B, γ). More-
over, using an additional surgery link L′, (B, γ) is expressed as the bottom-
top tangle obtained from a bottom-top tangle ([−1, 1]3, γ˜) such that γ˜+ is
trivial by surgery along L ∪ L′. Each γ˜+i bounds a half-disk Di that could
intersect γ˜− ∪ γ˜0 or L ∪ L′. We now gather the intersections on Di, and we
regard the components intersecting Di as a bundle in a neighborhood of Di.
Since Di intersects the bundle once, we can apply the argument in the proof
of Idw− ◦ (B, γ) = (B, γ), and thus the desired equality is obtained.
Next, let (M,σ,m) be a cobordism. The inverse of D can be constructed
by attaching 2-handles [0, 1]2 × [0, 1] to the boundary of M . (We recall
that the way of attaching a 3-dimensional 2-handle is uniquely determined
by the way one glues the attaching sphere of the 2-handle with ∂M .) We
obtain the 3-manifold B by attaching 2-handles along m+(βi)’s, m−(αi)’s
and m+(δi)’s and define γ
′ by the co-cores of the 2-handles. By construction,
this correspondence gives the inverse of D. 
Example 2.13. Let c be a simple closed curve on the surface IntFw that is
the interior of Fw. We denote by τc the Dehn twist along c. By the definition
of a Dehn twist and surgery, the cobordisms C(ταi), C(τβi) and C(τδi) are
sent by D−1 to
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+1
+1+1
i+
−i
i+
−i
i0
, and
respectively. C(ταi), C(τδi) are Lagrangian while C(τβi) is not.
There is a natural question when a bottom-top tangle is sent to a La-
grangian cobordism by D. We introduce an extension of the linking matrix
defined in [7, Definition 2.11] to answer this question.
Definition 2.14. Let ((B, b), γ) be a bottom-top tangle of type (w+, w−, σ)
such that B is a homology cube, and let g± := |w•±|, n := |w◦+|. Prepare the
manifold S3 \ Int[−1, 1]3 containing four kinds of arcs: g+ copies of ∩-like
arcs, g− ∪-like arcs, n parallel arcs and a braid β ∈ Bn such that pi(β) = σ−1,
as illustrated in Figure 2.7. Then the linking matrix of γ in B is defined by
LkB(γ) := LkB̂(γ̂)−Og++g− ⊕ σ−1 · Cr(β) ∈ 12 Sympi0γ(Z),
where Lk
B̂
(γ̂) is the usual linking matrix of the link
γ̂ := γ ∪ (the arcs and braid in S3 \ Int[−1, 1]3)
in the homology sphere B̂ := B∪b(S3\Int[−1, 1]3). Here, Cr(β) is the matrix
whose (i, j)-entry is half the number of positive crossings of the ith strand
and the jth strand minus the number of negative ones, and σ−1 · Cr(β) is
the matrix obtained from Cr(β) by permuting its rows and columns by σ−1.
…
…
…
… …
β(B, γ)
∪
Figure 2.7. The union of (B, γ) and additions, that is, (B̂, γ̂)
Moreover, we set Lk(M) := LkB(γ) for a cobordism (M,σ,m) = D(B, γ),
where B is a homology cube.
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Remark 2.15. The above map Cr represents a non-trivial class of the first
cohomology group H1(Bopn ;
1
2 Symn(Z)), where B
op
n is the group obtained
from Bn by reversing the order of multiplication. Indeed, B
op
n acts on
1
2 Symn(Z), via the anti-homomorphism pi : B
op
n → Sn, such that β · X :=
pi(β)−1 ·X. Then Cr: Bopn → 12 Symn(Z) is a crossed homomorphism, that
is, it satisfies
Cr(ββ′) = Cr(β) + β · Cr(β′).
Furthermore,
∣∣Im (d0(X) : Bopn → 12 Symn(Z))∣∣ ≤ n! for anyX ∈ 12 Symn(Z).
While, | Im(Cr)| =∞.
The next lemma is proved in much the same way as [7, Lemma 2.12].
Lemma 2.16. Let (B, γ) be a bottom-top tangle. Then D(B, γ) is La-
grangian if and only if B is a homology cube and LkB(γ
+) = O holds.
3. Jacobi diagrams and some operations
3.1. Jacobi diagrams. Let D be a uni-trivalent graph, which is depicted
by dashed lines. A univalent (resp. trivalent) vertex of D is called an internal
(resp. external) vertex. We denote by i-degD (resp. e-degD) the number
of internal (resp. external) vertices of D and we set degD := (i-degD +
e-degD)/2.
Let X be a compact oriented 1-manifold and let C be a finite set. A Ja-
cobi diagram based on (X,C) is a vertex-oriented uni-trivalent graph whose
vertices are either embedded into X or are colored by elements of C. When
identifications of pi0X with pi0X
′ and C with C ′ are given, two Jacobi di-
agrams D based on (X,C) and D′ based on (X ′, C ′) are identified if there
exists a homeomorphism f : X ∪D → X ′ ∪D′ respecting the identification,
orientations of X and X ′ and the vertex-orientations of D and D′.
A Jacobi diagram is drawn in the plane whose vertex-orientation agrees
with the counter-clockwise order. We denote by A(X,C) the quotient Q-
vector space spanned by Jacobi diagrams based on (X,C) subject to the
AS, IHX and STU relations depicted in Figure 3.1.
0
Figure 3.1. The AS, IHX and STU relations. These figures
represent local relations, namely, the lest of the diagrams are
identical.
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Since these relations preserve the degree of a Jacobi diagram, A(X,C)
is a graded Q-vector space. Thus, we can take the degree completion of
A(X,C) and denote it by A(X,C) again. Note that the internal degree is
not well-defined for Jacobi diagrams of A(X,C). A Jacobi diagram D ∈
A(X,C) is said to have i-filter at least n if D is written as a series of Jacobi
diagrams whose internal degrees are at least n, and then we use the notation
i-filterD ≥ n.
If X = ∅ (resp. C = ∅), then we simply write A(C) (resp. A(X)) for
A(X,C) when no confusion can arise. It is well known that A(C) is natu-
rally equipped with a connected, commutative, cocommutative, graded Hopf
algebra structure. There are two important subsets of A(C). We first set
G(A(C)) := {x ∈ A(C) | ∆(x) = x⊗ x, ε(x) = ∅},
where ∅ denotes the empty diagram. G(A(C)) is a group whose multiplica-
tion is disjoint union unionsq, and its element is said to be group-like. Let Ac(C)
denote the subspace of A(C) spanned by non-empty connected Jacobi di-
agrams, which is identified with the quotient by the subspace generated
by ∅ and disconnected Jacobi diagrams. The image of x ∈ A(C) by the
quotient map is denoted by xc. Moreover, it is well known that the map
expunionsq : Ac(C) → G(A(C)) defined by expunionsq(x) :=
∑
n≥0 x
unionsqn/n! is a group
isomorphism.
We further use two subalgebras of A(C) which play an important role in
this paper. The subalgebra generated by Jacobi diagrams only with struts
(resp. without struts) is denoted by As(C) (resp. AY (C)) that is identified
with the quotient by the ideal generated by diagrams with i-deg > 0 (resp.
the ideal generated by struts). The quotient maps are called the s-reduction
(resp. Y -reduction), the images of x ∈ A(C) is denoted by xs (resp. xY ).
Lemma 3.1 ([7, Lemma 3.5]). The group G(A(C)) coincides with the set
{x ∈ A(C) | xs, xY ∈ G(A(C)) and x = xs unionsq xY }.
Remark 3.2. The subspace AY (C) can also be regarded as the result of
the internal degree completion, since (degD)/2 ≤ i-degD ≤ 2 degD holds
for all D ∈ AY (C). We denote by Ai(C) the subspace of all homogeneous
elements of internal degree i.
Next, we review an analogue of the Poincare´-Birkhoff-Witt isomorphism.
Let ↓S (resp. 	S) denote |S| intervals (resp. circles) indexed by elements of
a finite set S.
Definition 3.3. The graded linear map χS : A(X,C ∪ S)→ A(X ↓S , C) is
defined for a Jacobi diagramD ∈ A(X,C∪S) to be the average of all possible
ways of attaching the s-colored vertices in D to the s-indexed interval, for
all s ∈ S, as depicted in Figure 3.2.
It is well known that χS is a graded coalgebra isomorphism. Similarly, an
isomorphism χS : A(X,C∪S)/∼ → A(X	S , C) is defined, where ∼ denotes
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1
2
1
c
21
c
3 21
c
3
+2! 1! 0!
1χS
Figure 3.2. An example of χS with X = 	, S = {1, 2, 3}
and c ∈ C
the S-link relation defined in [3, Section 5.2] (see also [7, Remark 3.7]). We
need an extension of χS to construct the composition law of the category
tsA defined later.
Definition 3.4. Let S′ be a copy of the above set S. The graded linear
map
χS,S′ : A(X,C ∪ S ∪ S′)→ A(X ↓S , C)
is defined for a Jacobi diagram D ∈ A(X,C ∪ S ∪ S′) to be stacking of the
s′-indexed interval on the s-indexed interval in χS ◦χS′(D), for all s ∈ S, as
illustrated in Figure 3.3.
1
1
2
2
2
1 2 1 2 1 2 1 2
+++2! 1! 0! 2!  
1
'
'
χS,S'
Figure 3.3. An example of χS,S′ with X = C = ∅, S =
{1, 2} and S′ = {1′, 2′}
Similar ideas appear, for example, in [7, Claim 5.6], [3, Proposition 5.4]
and [16, (3.3)]. Before finishing this subsection, we recall the following
lemma that is used several times.
Lemma 3.5 ([7, Lemma 8.19]). Let D be a Jacobi diagram based on (X ↓S
, C). Then we have
χ−1S (D) = D˜ + (i-filter > i-degD),
where D˜ is obtained from D by deleting the S-indexed intervals.
3.2. The formal Gaussian integral. We first review S-substantial Jacobi
diagrams according to [7].
Definition 3.6. A Jacobi diagram D ∈ A(X,C ∪ S) is S-substantial if D
contains no strut both of whose vertices are colored by the elements of S,
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and an element of A(X,C ∪ S) which can be written as a series of such
diagrams is also called S-substantial.
Let D and E be Jacobi diagrams based on (X,C ∪ S) such that at least
one of them is S-substantial. If D and E have the same number of s-colored
vertices, for all s ∈ S, then we define 〈D,E〉S ∈ A(X,C) by
〈D,E〉S :=
(
sum of all ways of connecting the s-colored
vertices in D with those of E, for all s ∈ S
)
.
Otherwise, we set 〈D,E〉S := 0. If D and E have no S-colored vertex, we
naturally interpret 〈D,E〉S as their disjoint union.
From now on, we identify a symmetric matrix (aij)i,j∈S with a linear
combination of struts
∑
i,j∈S
aij
j
i
, and let [x] := expunionsq(x) for any x ∈ A(C).
Definition 3.7. An element G ∈ A(X,C ∪S) is Gaussian in the variable S
if there are a symmetric matrix L ∈ SymS(Q) and an S-substantial element
P ∈ A(X,C ∪S) such that G = [L/2]unionsqP . Here, if detL 6= 0, then G is said
to be non-degenerate, and we set∫
S
G :=
〈
[−L−1/2], P〉
S
∈ A(X,C)
that is called the formal Gaussian integral of G along S.
Remark 3.8. If L and P exist, they are unique. L is called the covariance
matrix of G in [2].
4. The Kontsevich-LMO invariant
In this section, we review the domains and codomains of the Kontsevich
invariant and Kontsevich-LMO invariant in accordance with [7].
4.1. Domain of the Kontsevich-LMO invariant. In order to define the
Kontsevich invariant and the Kontsevich-LMO invariant as functors, we use
the categories Tq, TqCub and A.
We define the non-strict monoidal category TqCub as follows: The set of
objects is the magma Mag(+,−). A morphism from w+ to w− is a q-tangle
in a homology cube of type (w+, w−), that is, a properly embedded compact
1-manifold whose boundary corresponds to letters in w±. The composition
of (B, γ) ∈ TqCub(v, u) and (C,ω) ∈ TqCub(w, v) is stacking C on the top
of B. The identity of w is the q-tangle ([−1, 1]3, ↓w), where ↓w is the union
of ↓’s and ↑’s and each ↓ (resp. ↑) corresponds to a letter + (resp. −) in
w. The tensor product of q-tangles is their juxtaposition. The unit is the
empty word e.
Moreover, we denote by Tq the wide subcategory whose morphisms are
q-tangles in [−1, 1]3.
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4.2. Codomain of the Kontsevich-LMO invariant. Next, we define the
strict monoidal category A as follows: The set of objects is Mon(+,−). A
morphism from w to v is an element of
∐
X A(X, ∅), the union is taken over
all oriented compact 1-manifolds X such that each start (resp. end) point
corresponds to a letter + in w or − in v (resp. − in v or + in w). Roughly
speaking, we assign + to the boundary of an interval which faces downward.
The composition of two elements D ∈ A(v, u) and E ∈ A(w, v) is defined to
be stacking E on D according to the letters in v. We often denote by D\E
the composite D ◦A E. The identity of w is the intervals ↓w. The tensor
product of two morphisms is defined to be their disjoint union. The unit is
the empty word e.
Here, we prepare three operations in accordance with [7]. Let ∆ and S
denote the doubling map and orientation reversal map defined as usual:
∆: A(X ↓, C)→ A(X ↓↓, C), S : A(X ↓, C)→ A(X ↑, C).
Let w,w1, . . . , wn ∈ Mon(+,−) such that |w| = n. We define the linear map
∆ww1,...,wn : A(X ↓w, C)→ A(X ↓w1···wn , C)
by applying ∆ as much as (|wi|− 1) times to the interval indexed by the ith
letter in w for i = 1, . . . , n, and applying S to the intervals where the two
letters differ.
4.3. Definition of the Kontsevich-LMO invariant. We first fix an (ra-
tional) associator Φ ∈ A(↓↓↓) to define the Kontsevich invariant of a q-tangle
in [−1, 1]3. The Kontsevich invariant ZK is defined by ZK(γ) := Z(γ) for
a q-tangle γ, where Z is the Kontsevich integral in [7]. By definition, ZK
defines a tensor-preserving functor Tq → A, that is, it satisfies the following
conditions:
(1) ZK(Idw) = ↓w,
(2) ZK(γ ◦ ω) = ZK(γ) ◦ ZK(ω),
(3) ZK(e) = e,
(4) ZK(γ ⊗ ω) = ZK(γ)⊗ ZK(ω).
Next, we review the Kontsevich-LMO invariant of a q-tangle in a homol-
ogy cube B. We define U± by
U± :=
∫
{∗}
χ−1{∗}Z
K(	±1)]ν ∈ A(∅, ∅),
where ∗ is the label of the (±1)-framed unknot, and ν denotes the Kontsevich
invariant of the 0-framed unknot, and ] means the multiplication induced by
the connected sum of two circles. The Kontsevich-LMO invariant ZK-LMO
is defined by
ZK-LMO(B, γ) := U
−σ+(L)
+ unionsq U−σ−(L)− unionsq
∫
pi0L
χ−1pi0LZ
K(Lν ∪ γ) ∈ A(γ, ∅)
for a q-tangle (B, γ), where (L, γ) is a surgery presentation of (B, γ), σ±(L)
is the number of positive/negative eigenvalues of the linking matrix of L,
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and let ZK(Lν ∪ γ) denote ZK(L ∪ γ)]ν⊗L. One can check that ZK-LMO
defines a tensor-preserving functor TqCub → A.
Here, a bottom-top q-tangle in a homology cube B is regarded as a q-
tangle in B via the embedding tbTq(w, v) → TqCub(w′, v′), where words
v′, w′ ∈ Mag(•, ◦) are obtained from words v, w ∈ Mag(+,−) by the rule
• 7→ (+−), ◦ 7→ +.
Then we denote by Z(B, γ) the Kontsevich-LMO invariant of a bottom-top
q-tangle (B, γ).
The next lemma is used in Section 5.3 and proved similarly to [7, Lemma
3.17]. The only difference is that the definition of LkB(γ) is extended.
Lemma 4.1. Let (B, γ) be a bottom-top q-tangle. Then χ−1pi0γZ(B, γ) ∈
A(pi0γ) is group-like and its s-reduction is equal to [LkB(γ)/2].
5. Extension of the LMO functor
In this section, we construct categories LCobq, tsA and an extension of
the LMO functor Z˜ : LCobq → tsA.
5.1. q-cobordisms. We refine cobordisms by replacing the monoid Mon(•, ◦)
with the magma Mag(•, ◦). Let w ∈ Mag(•, ◦). We denote by Fw the com-
pact surface Fw′ defined in Section 2.1, where w
′ is the word in Mon(•, ◦)
obtained from w by forgetting its parenthesization. In the same manner, we
use the notation R
w+
w−,σ.
Definition 5.1. Let w+, w− ∈ Mag(•, ◦) with |w◦+| = |w◦−|. A q-cobordism
from Fw+ to Fw− is a cobordism from Fw+ to Fw− equipped with the paren-
thesizations of w+ and w−.
We define the category Cobq of q-cobordisms by the same way as the
category Cob in Section 2.1. Similarly, the wide subcategory LCobq of La-
grangian q-cobordisms is obtained, which is the domain of an extension of
the LMO functor.
Furthermore, we set Z(M) := Z(D−1(M)) for a q-cobordismM = (M,σ,m),
where the functor D has been defined in Section 2.2, and Z(M) is called the
unnormalized LMO invariant of M in [7].
5.2. Top-substantial Jacobi diagrams. An element x ∈ A(bge+∪bfe−∪
bne0) is said to be top-substantial if x is bge+-substantial. Recall that the
term S-substantial is defined in Section 3.2.
We define the strict monoidal category tsA as follows: The set of objects
is the set Z2≥0 of pairs of non-negative integers. A morphism from (g, n) to
(f, n) is a pair (x, σ), where x ∈ A(bge+ ∪ bfe− ∪ bne0) is top-substantial
and σ ∈ Sn. There is no morphism from (g, n) to (f,m) if n 6= m, and we
simply denote tsA((g, n), (f, n)) by tsA(g, f, n). The composition of (x, σ) ∈
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tsA(g, f, n) and (y, τ) ∈ tsA(h, g, n) is defined to be(
χ−1bne0 ◦ χbne0,bne0′
〈(
x
/
i+ 7→ i∗,
i0 7→ τ−1(i)0
)
,
(
y
/
i− 7→ i∗,
i0 7→ i0′
)〉
bge∗
, στ
)
,
where two kinds of χ’s have been defined in Section 3.1. The identity of
(g, n) is
[
g∑
i=1
i+
i−
]
. The tensor product of (x, σ) ∈ tsA(g, f, n) and (y, τ) ∈
tsA(g′, f ′, n′) is defined to be(
x unionsq (y/j± 7→ (n+ j)±, j0 7→ (n+ j)0), σ ⊕ τ) ,
where σ⊕τ ∈ Sn+n′ maps i to σ(i) (resp. n+τ(i−n)) if i ≤ n (resp. i > n).
Finally, (g, n) ⊗ (g′, n′) := (g + g′, n + n′) and the unit is (0, 0). Note that
we omit σ from (x, σ) when no confusion can arise.
Let us describe the above composition law concretely.
Lemma 5.2 (see [7, Lemma 4.4]). Let x = (x, σ) ∈ tsA(g, f, n), y = (y, τ) ∈
tsA(h, g, n) and let C = (ci−,j+) be a bfe− × bge+ matrix that is regarded as
a linear map C : Qbge+ → Qbfe−. Then ([C] unionsq x) ◦ y is equal to
χ−1bne0χbne0,bne0′
〈
(x/j+ 7→ j∗, j0 7→ τ−1(j)0), (y/j− 7→ j∗ + Cj+, j0 7→ j0′)
〉
bge∗
,
where (y/j− 7→ Cj+) := ∑fi=1(ci−,j+y/j− 7→ i−).
Similarly, let D be a bge− × bhe+ matrix. Then x ◦ ([D] unionsq y) is equal to
χ−1bne0χbne0,bne0′
〈
(x/i+ 7→ i∗ +Di−, i0 7→ τ−1(i)0), (y/i− 7→ i∗, i0 7→ i0′)
〉
bge∗
.
The next lemma is proven by applying the previous lemma repeatedly.
Lemma 5.3 (see [7, Lemma 4.5]). Let x, y be as above and suppose that
they are decomposed as x = [X/2] unionsq xY and y = [Y/2] unionsq yY , where
X =
 O X+− X+0X−+ X−− X−0
X0+ X0− X00
 , Y =
 O Y +− Y +0Y −+ Y −− Y −0
Y 0+ Y 0− Y 00
 .
Then x ◦ y is equal to
[X−−/2 + Y +−X+− +X−+Y −−X+−/2]
unionsq χ−1bne0χbne0,bne0′
(
[τ−1(X00/2 +X−0) + Y 00/2 + Y +0] unionsq 〈L,R〉bge∗
)
,
where
L :=
(
[τ−1X+0] unionsq xY /i+ 7→ i∗ +X−+Y −−i− + Y +−i−, i0 7→ τ−1(i)0) ,
R :=
(
[Y −−/2]/i− 7→ i∗) unionsq ([Y −0] unionsq yY /i− 7→ i∗ +X−+i+, j0 7→ j0′) .
Corollary 5.4. In the above lemma, if Y =
O Ig OIg O O
O O O
 and ε(x) =
ε(y) = ∅, then (x ◦ y)s = [X/2].
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Proof. By the previous Lemma, we have
x ◦ y = [X−−/2 +X+−] unionsq χ−1bne0χbne0,bne0′
(
[X00/2 +X−0/2]
unionsq 〈([X+0] unionsq xY /i+ 7→ i∗ + i+), (yY /i− 7→ i∗ +X−+i+)〉bge∗).
Hence, using Lemma 3.5, (x ◦ y)s is equal to
[X−−/2 +X+−] unionsq χ−1bne0χbne0,bne0′
(
[X00/2 +X−0/2] unionsq [X+0]) = [X/2].

5.3. Construction of an extension of the LMO functor. In [7], a cer-
tain element Tg ∈ A(bge+ ∪ bge−) is introduced, which roughly corresponds
to the bottom-top tangle Tw defined in Section 2.2. We first set
λ(x, y; r) := χ−1{r}
 x
y
r
 ∈ A(∅, {x, y, r}),
where [
]
is the map exp\ : A>0(↓)→ A(↓). Next, T(x+, x−) ∈ A({x+, x−})
is defined to be
U−1+ unionsq U−1− unionsq
∫
{r+,r−}
〈
λ(y−, x−; r−) unionsq λ(x+, y+; r+), χ−1Z(T ν• )
〉
{y+,y−} .
Finally, Tg is defined by
Tg := T(1
+, 1−) unionsq · · · unionsq T(g+, g−) ∈ A(bge+ ∪ bge−).
Since T(x+, x−) is group-like and its s-reduction is equal to
[
x+
x−
]
([7,
Lemma 4.9]), Tg is also group-like and its s-reduction is equal to [Ig].
The proof of the following key lemma is similar to [7, Lemma 4.10], how-
ever, we must pay attention to the additional map χ−1bne0 ◦ χbne0,bne0′ in the
definition of the composition law in the category tsA.
Lemma 5.5. Let B = (B, γ), C = (C,ω) be bottom-top q-tangles of type
(v, u, σ), (w, v, τ) respectively and suppose that D(B), D(C) are Lagrangian.
Then we have(
χ−1
pi0(γ−∪ω+∪γ0ω0)Z(B ◦ C), στ
)
= (χ−1pi0γZ(B), σ) ◦ T|v•| ◦ (χ−1pi0ωZ(C), τ),
where T|v•| = (T|v•|, IdS|v◦|) is regarded as an element of
tsA(|v•|, |v•|, |v◦|).
Proof. Let (K, γ), (L, ω) be surgery presentations of B, C respectively. Let
T− (resp. T+) be the framed link in B ◦C obtained from γ+ and the bottom
components of Tv (resp. ω
− and the top components of Tv) by gluing their
boundaries. Finally, let T := T− ∪ T+ and S := K ∪ T ∪ L. Then (S, γ− ∪
ω+ ∪ γ0ω0) is a surgery presentation of B ◦ C, and thus
Z(B ◦ C) = U−σ+(S)+ unionsq U−σ−(S)− unionsq
∫
pi0S
χ−1pi0SZ
K
(
Sν ∪ (γ− ∪ ω+ ∪ γ0ω0)) .
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Here, the above integration is computed as follows:∫
pi0S
χ−1pi0S
(
ZK(Kν ∪ γ)\(Z(Tw)]ν⊗2g)\ZK(Lν ∪ ω)
)
=
∫
pi0T
χ−1pi0T
∫
pi0K
χ−1pi0KZ
K(Kν ∪ γ)\(Z(Tw)]ν⊗2g)\
∫
pi0L
χ−1pi0LZ
K(Lν ∪ ω),
where g := |v•|, and \ means the composition in the category A. It follows
from the identity σ±(S) = σ±(K) + g + σ±(L) ([7, (4-2)]) that
Z(B ◦ C) = U−g+ unionsq U−g− unionsq
∫
pi0T
χ−1pi0T
(
Z(Kν ∪ γ)\(Z(Tw)]ν⊗2g)\Z(Lν ∪ ω)
)
.
Therefore, χ−1
pi0(γ−∪ω+∪γ0ω0)Z(B ◦ C) is equal to
U−g+ unionsq U−g− unionsq
∫
pi0T
χ−1
pi0(T∪γ0ω0)
(
χ−1
pi0γ−
Z(Kν ∪ γ)\(Z(Tw)]ν⊗2g)\χ−1pi0ω+Z(L
ν ∪ ω)
)
.
Let us introduce notation to calculate the above integration:
pi0(T
−) = bge⊥, pi0(T+w•) = bgeO, pi0(ω+) = bhe+,
pi0(γ
+) = bfe∪, pi0(T−w•) = bgeM, pi0(ω−) = bhe∩,
pi0(γ
−) = bfe−, pi0(T+) = bge>,
where f := |u•|, h := |w•|. Then, the above integrand is computed as
follows:
χ−1
pi0(T∪γ0ω0)
(
χpi0γ+χ
−1
pi0γ±
Z(B)\χpi0Tw•χ
−1
pi0Tw•
(Z(T νw•) ↓bne
0
)\χpi0ω−χ
−1
pi0ω±
Z(C)
)
= χ−1
pi0(T∪γ0ω0)
〈 g⊔
i=1
iM
i∪
i⊥
unionsq
g⊔
i=1
i∩
iO
i>
, χ−1pi0Tw•Z(T
ν
w•) unionsq χ−1pi0γ±Z(B)\χ
−1
pi0ω±
Z(C)
〉
M∩∪O
= χ−1
pi0(γ0ω0)
〈〈
Λ, χ−1pi0Tw•Z(T
ν
w•)
〉
MO
, χ−1
pi0γ±
Z(B)\χ−1
pi0ω±
Z(C)
〉
∪∩
= χ−1
pi0(γ0ω0)
〈〈
Λ, χ−1pi0Tw•Z(T
ν
w•)
〉
MO
, χpi0γ0,pi0ω0
(
χ−1pi0γZ(B) unionsq χ−1pi0ωZ(C)
)〉
∪∩
,
where the ith component of γ0 corresponds to the τ−1(i)th component of
ω0, and Λ ∈ A(bgeM ∪ bfe∪ ∪ bge⊥ ∪ bhe∩ ∪ bgeO ∪ bge>) is defined by
Λ :=
g⊔
i=1
λ(iM, i∪; i⊥) unionsq
g⊔
i=1
λ(i∩, iO; i>).
Therefore, the above integration is written as follows:
χ−1
pi0(γ0ω0)
χpi0γ0,pi0ω0
〈∫
pi0T
〈
Λ, χ−1pi0Tw•Z(T
ν
w•)
〉
MO
, χ−1pi0γZ(B) unionsq χ−1pi0ωZ(C)
〉
∪∩
.
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Here,
U−g+ unionsq U−g− unionsq
∫
pi0T
〈
Λ, χ−1pi0Tw•Z(T
ν
w•)
〉
MO
=
g⊔
i=1
U−1+ unionsq U−1− unionsq
∫
{i⊥,i>}
〈
λ(iM, i∪; i⊥) unionsq λ(i∩, iO; i>)
〉
=
g⊔
i=1
T(i∩, i∪) =
(
Tg
/
i+ 7→ i∩
i− 7→ i∪
)
.
Therefore, the left-hand side of this lemma is equal to
χ−1
pi0(γ0ω0)
χpi0γ0,pi0ω0
〈(
Tg
/
i+ 7→ i∩
i− 7→ i∪
)
, χ−1pi0γZ(B) unionsq χ−1pi0ωZ(C)
〉
∪∩
.
On the other hand, the right-hand side of this lemma is obtained as
follows: Connect the i−-colored vertices and i+-colored vertices in Tg with
the i∪-colored vertices in χ−1pi0γZ(B) and i
∩-colored vertices in χ−1pi0ωZ(C)
respectively and apply the composite map χ−1
pi0(γ0ω0)
χpi0γ0,pi0ω0 . 
We can now define Z˜, which is the main purpose of this paper.
Definition 5.6. Let v, w ∈ Mag(•, ◦) with |v◦| = |w◦| = n and let f := |v•|,
g := |w•|. The normalized LMO invariant Z˜ of (M,σ,m) ∈ LCobq(w, v) is
defined by
Z˜(M,σ,m) :=
(
χ−1pi0γZ(B, γ), σ
) ◦tsA (Tg, IdSn) ∈ tsA(g, f, n).
Let Z˜s(M) (resp. Z˜Y (M)) denote the s- (resp. Y -) reduction of Z˜(M) =
Z˜(M,σ,m). The next lemma follows from Lemma 4.1 and Corollary 5.4 (1).
Lemma 5.7. Z˜(M,σ,m) is group-like and Z˜s(M,σ,m) = [Lk(M)/2].
Theorem 5.8. The normalized LMO invariant defines a tensor-preserving
functor
Z˜ : LCobq → tsA,
which is called (an extension of ) the LMO functor, that is, Z˜ satisfies the
following conditions:
(1) Z˜(Idw) = Id(|w•|,|w◦|),
(2) Z˜(M ◦N) = Z˜(M) ◦ Z˜(N),
(3) Z˜(e) = (0, 0),
(4) Z˜(M ⊗N) = Z˜(M)⊗ Z˜(N).
Proof. (3) and (4) follows from these of ZK (see Section 4.3). (2) is due to
Lemma 5.5. Let us prove (1). By the previous lemma, Z˜(Idw) is group-like,
thus it is written as ∅ + (i-deg > 0). We assume that the higher-degree
terms are not zero, and write
Z˜(Idw) = ∅+ x+ (i-deg > k) (deg x = k).
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It follows from (2) that Z˜(Idw) = Z˜(Idw) ◦ Z˜(Idw). By comparing both side
of this equality,
χ−1bne0χbne0,bne0′
〈(
Z˜Y (Idw)
/
i+ 7→ i∗
)
,
(
Z˜Y (Idw)
/
i− 7→ i∗
i0 7→ i0′
)〉
bge∗
= χ−1bne0χbne0,bne0′
(
∅+ x+ (x/i0 7→ i0′) + (i-deg > k)
)
= ∅+ 2x+ (i-deg > k).
Thus we have x = 2x, and it is a contradiction. Therefore, Z˜Y (Idw) = ∅,
and we conclude (4). 
Remark 5.9. By definition, if w ∈ Mag(•), then Z˜ coincides with the
original LMO functor defined in [7]. Moreover, the diagram
LCobq K //
Z˜

LCob•q
original Z˜

tsA (−/i
0 7→0) // tsA
commutes, where K is the functor defined in the same manner as K in
Remark 2.2. In contrast, if w ∈ Mag(◦), then we have
Z˜(D([−1, 1]3,−σ)) = (χ−1pi0σZK(−σ), IdSn)
for any (not necessarily pure) string link σ in [−1, 1]3 on n strands.
Remark 5.10. By the same manner, one can define the category QLCob
of rational Lagrangian q-cobordisms and the functor Z˜ : QLCobq → tsA,
see [7, Remark 2.8, 3.19, 4.14]. Indeed, the formal Gaussian integral is
originally defined under rational condition and linking matrices in this paper
are defined homologically.
6. Generators and the values on them
In [7], it was proven that the category Cob•, see Remark 2.2, is generated
as a monoidal category by the morphisms µ, η, ∆, ε, S±1, ψ±1•,•, v± and Y
listed in Table 6.1, and the values on them was calculated up to internal
degree 2. We shall add some morphisms and calculate the values on them.
6.1. Generators of the category LCob. We first define some bottom-
top tangles as Table 6.1. By Lemma 2.16, the corresponding cobordisms are
Lagrangian, and we use the same notation to represent the cobordisms. The
bottom-top tangles except ψ•,◦, ψ◦,•, ψ◦,◦, τ and β are same as in [7].
Remark 6.1. When we write Y as a morphism of LCobq, we always regard
it as a morphism from (••)• to e. In general, when we regard a morphism of
Cob as one of Cobq, we use the left-handed parenthesization (· · · ((∗∗)∗) · · · ∗)
unless otherwise stated.
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η := ε := v+ := v− :=
µ := ∆ := ψ•,• := ψ◦,◦ :=
τ := β := ψ•,◦ := ψ◦,• :=
S := Y :=
Table 6.1. Some morphisms of the category LCob
Remark 6.2. Four kinds of ψ’s and their inverses induce braidings ψv,w : v⊗
w → w ⊗ v, which make the category LCob into a braided strict monoidal
category.
It is easy to see that the cobordisms
, , and
are the (two-sided) inverses of ψ•,•, ψ•,◦, β and S in the category LCobq. In
the same manner, one finds the inverses of ψ◦,◦, ψ◦,• and τ . (By Proposi-
tion 2.4, it suffices to check that they are left or right inverses.)
Proposition 6.3. The category LCob is generated as monoidal category
by the morphisms µ, η, ∆, ε, S±1, ψ±1•,•, v±, Y , ψ±1•,◦, ψ±1◦,•, ψ±1◦,◦ and τ .
Moreover, LCobq is generated by the morphism
Pu,v,w :=
u v w( ))(
u v w( ))(
for u, v, w ∈ Mag(•, ◦) and their inverses together with the above morphisms.
Proof. The latter follows from the former. We prove that every M ∈
LCob(w, v) belongs to the category C generated by the above morphisms.
Using the braidings, it suffices to consider the case of M = (M, IdSn ,m) ∈
LCob(•⊗g◦⊗n, •⊗f◦⊗n). Namely, the bottom-top tangle (B, γ) := D−1(M)
is represented as follows:
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= =… …
… …
…
…
……
.
(This correspondence is essentially same as the preferred bijection τn in [15,
Section 13].) Since LkB(γ
+) = O, it suffice to show that the bottom-top
tangle αn at the lower right in the right-hand side of the above equality
belongs to C. Here, one can show the following equalities
α1 = (ε⊗ Id◦) ◦ ψ−1•,◦ ◦ τ ◦ ψ−1◦,•, αn = (braidings) ◦ α⊗n1 .
Therefore, the proof is completed. 
Example 6.4. One can check the following decomposition
= ((ε⊗Id◦)τˇ⊗Id◦)(Id•⊗ψ2◦,◦)(ψ−1•,◦⊗Id◦)(τ⊗Id◦)(Id◦⊗v−⊗Id◦),
where the composition ◦ is omitted and the morphism τˇ is defined by
τˇ := = ψ−1•,◦ ◦ τ ◦ ψ•,◦ .
6.2. The values on the generators. From now on, we assume an asso-
ciator Φ ∈ A(↓↓↓) is the one derived from a rational even Drinfel’d series
ϕ(A,B) ∈ Q〈〈A,B〉〉, which was introduced in [22, Section 3]. By the pen-
tagon and hexagon relations and the evenness, ϕ(A,B) must be of the form
1 +
1
24
[A,B] + (deg > 3).
Thus, under the above assumption, we have
Φ = ϕ
(
,
)
= +
1
24
+ (deg > 3).
We can calculate the values on ψ±1•,◦, ψ±1◦,•, ψ±1◦,◦ and β using [7, Lemma 5.7],
and the results are written in Table 6.2.
On the other hand, to calculate the value on τ±1, we need Lemma 6.5
that is an upside-down version of [7, Lemma 5.5]. One can prove Lemma 6.5
in a similar way.
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M logunionsq Z˜s(M) logunionsq Z˜Y (M) mod (i-deg > 2)
µ
1+
1−
+
2+
1−
−12
1+ 2+
1−
+ 112
1+1+2+
1−
+ 112
1+2+2+
1−
η 0 0
∆
1+
1−
+
1+
1−
1
2
1+
1− 2−
+ 112
1+
1−2−2−
+ 112
1+
1−1−2−
− 14
1+ 1+
1− 2−
ε 0 0
S±1 −
1+
1−
∓14
1+
1−
∓ 14
1+ 1+
1− 1−
ψ±1•,•
1+
2−
+
2+
1−
∓12
1+ 2+
2− 1−
v± ∓12
1− 1−
1
48
1− 1−
Y 0 −
1+ 2+ 3+
+ 12
1+1+ 2+3+
+ 12
2+2+ 3+1+
+ 12
3+3+ 1+2+
Pu,v,w
|u•|+|v•|+|w•|∑
i=1
i+
i−
0
ψ±1•,◦
1+
1−
±12
1+
1−
10+ 18
1+
1−
10
10
ψ±1◦,•
1+
1−
±12
1+
1−
10+ 18
1+
1−
10
10
ψ±1◦,◦ ±12
10 20
− 132 1
0 20± 124
10 20
10 20
τ
1+
1−
+
1+
10
−12
1+
1−
10
+ 14
1+1+
1−
10 + 112
1+
1−1−
10 + 112
1+
1−
10
10
− 14
1+
10 + 14
1+1+
10
10
τ−1
1+
1−
−
1+
10
1
2
1+
1−
10 − 14
1+1+
1−
10 − 112
1+
1−1−
10 + 112
1+
1−
10
10
β±1
1+
1−
±
1−
10
∓12
1+
1−
10 − 18
1−
10 ± 112
1+1+
1−
10 − 112
1+
1−
10
10
± 18
1−1−
10
10
Table 6.2. The values on the generators, τ−1 and β±1.
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Lemma 6.5. Let M ∈ LCobq(w, v). Suppose D−1(M) is the composition of
the q-tangle
U :=
wf1w
and some q-tangle L in [−1, 1]3. Then Tf ◦ Z˜(M) ◦ T−1g ∈ tsA(g, f, n) is
equal to the image by χ−1
pi0(U+∪L) of the composition of the series of Jacobi
diagrams
1wC
1
Cwf
f
and ZK(L) ∈ A(L, ∅) in the category A. Here, Cwi and a directed rectangle
is same as in [7, Lemma 5.5].
Remark 6.6. The lower degree terms of T1 and T
−1
1 are given in [7,
Lemma 5.7] and its proof.
7. Universality among finite-type invariants
Le [21] proved that the LMO invariant is universal among rational-valued
finite-type invariants of rational homology spheres (see [21, p. 89, Remark 1]).
As mentioned before, Cheptea, Habiro and Massuyeau showed that the
LMO functor is universal among rational-valued finite-type invariants of
3-manifolds. We prove that the extension Z˜ has the same property.
7.1. Clasper calculus. In this subsection, we prepare terminology of clasper
calculus based on [14]. Consider pairs (M,γ) where M is a compact oriented
3-manifold and γ is a framed oriented tangle in M . If M has a boundary, we
take into account a parametrization of ∂M . Moreover, if γ has a boundary,
it must be attached to assigned points in ∂M .
Definition 7.1. A graph clasper is an oriented compact surface with a
certain decomposition into three kinds of pieces: disks, bands and annuli,
which are called nodes, edges and leaves respectively. Each leaf should be
connected to a node and no leaf by a band. Each node should be connected
to nodes or leaves by exactly three bands.
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The surface on the left of Figure 7.1 is one of the simplest example of
a graph clasper. For simplicity, it is represented as the graph on the right
of Figure 7.1, that is, leaves, nodes and bands of a graph clasper G are
replaced with circles, points and arcs respectively, here we should remember
information required for recovering G.
Figure 7.1. An example of a graph clasper and its alterna-
tive expression
Next, consider surgery along a graph clasper G in a 3-manifold M . Let
Y (G) denotes the graph clasper obtained from G by applying the fission rule
illustrated in Figure 7.2 to each edge connecting two nodes. The resulting
graph is the disjoint union of i-degG copies of Y -graphs, where i-degG is
the internal degree of G, that is, the number of nodes of G.
Figure 7.2. The fission rule
The pair (MG, γG) obtained from (M,γ) by surgery along G is defined as
follows: Consider the case in which G is a Y -graph. Let Y0 be a Y -graph
in R3 and N(Y0) be its neighborhood, namely a genus three handlebody.
Then there is an orientation-preserving homeomorphism h : N(Y0)→ N(G)
sending Y0 to G. Here, we replace Y0 with the six-components framed link
drawn in Figure 7.3. We denote by MG the manifold obtained from G by
surgery along the framed link in N(G) corresponding to the above link, and
let γG denote the image of γ in MG. In the general case, we perform surgery
along each Y -graph of Y (G).
Definition 7.2. Let k ≥ 1. A pair (M,γ) is Yk-equivalent to (M ′, γ′) if
there exists a graph clasper G such that the internal degree of each connected
component is equal to k and G satisfies (MG, γG) = (M
′, γ′).
It is known that the Yk-equivalence is an equivalence relation (see, for
example, [10, Theorem 3.2]). Let us fix a Y1-equivalence class M0 of 3-
manifolds with tangles (see [7, Theorem 7.6]).
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Figure 7.3. A Y -graph, its neighborhood and the corre-
sponding link
Definition 7.3. We define Fk(M0) to be the Q-vector space spanned by
{[M,G] |M ∈M0, i-degG = k}. Here, [M,G] is defined by
[M,G] :=
∑
G′⊂G
(−1)|G′|MG′ ∈ QM0,
where G′ runs over all connected components of G, and |G′| is the number
of connected components of G′. (The above sum consists of 2|G| terms.)
We have the Y -filtration
QM0 = F0(M0) ⊃ F1(M0) ⊃ · · · ,
and we set Gi(M0) := Fi(M0)/Fi+1(M0). Moreover, the associated graded
vector space G(M0) is defined by G(M0) := ∏i≥1 Gi(M0).
Definition 7.4. Let V be a Q-vector space and let d ≥ 0. A map f : M0 →
V is a (V -valued) finite-type invariant of degree d if the linear extension
f˜ : QM0 → V is non-trivial on Fd(M0) and trivial on Fd+1(M0).
7.2. Proof of the universality. To state Theorem 7.5 below, we review
the surgery map S according to [7]. Fix a Y1-equivalence class M0 of
LCobq(w, v) and let g := |w•|, f := |v•|, n := |w◦|. Let D be a Jacobi
diagram in the vector space AYi (bge+ ∪ bfe− ∪ bne0).
We first construct an oriented surface S(D) by replacing the internal
vertices, external vertices and edges to disks, annuli and bands respectively,
where the vertex orientation of D induces the orientation of disks, and the
bands connect the disks so that the orientations are compatible. For each
annulus, A, the core of A is defined to be the push-off into IntA of the outer
boundary of A that is the boundary connecting with an edge. Namely, the
core is an oriented simple closed curve on A.
Next, we take a q-cobordism (M,σ,m) ∈ LCobq(w, v). The graph clasper
G(D) is defined to be the image of an embedding S(D) into M such that
each annulus corresponding to the j−- (resp. j+-, j0-) colored vertices is the
push-off into IntM of a (unoriented) neighborhood of m−(αj) ⊂ ∂M (resp.
m+(βj), m+(δj)) and its core corresponds to the oriented curve m−(αj)
28 Y. NOZAKI
(resp. m+(βj), m+(δj)). Here, G(D) is called a topological realization of a
Jacobi diagram D.
j−
− jN(m  (α ))
embed
Figure 7.4. A Jacobi diagram, the corresponding graph
clasper and its embedding into a 3-manifold
The manifold MG(D) depends on the choice of the cobordism (M,σ,m)
and the topological realizationG(D). However, it is known that [M,G(D)] ∈
Gi(M0) is independent of the choice, and the following theorem holds.
Theorem 7.5 ([9, Corollary 1.4]). The graded linear map
S : AY (bge+ ∪ bfe− ∪ bne0)→ G(M0)
defined by D 7→ [M,G(D)] is well-defined and surjective.
Using this theorem, we prove the next theorem saying that Z˜ is univer-
sal among rational-valued finite-type invariants. The following proof is an
obvious extension of the proof of [7, Theorem 7.11].
Theorem 7.6. Let AY := AY (bge+ ∪ bfe− ∪ bne0). The map Z˜Yi : M0 →
AY ×{σ} = AY is a finite-type invariant of degree at most i. Moreover, the
induced map Gr Z˜Y : G(M0)→ G(AY ) = AY satisfies
Gr Z˜Y ◦S(D) = (−1)i+c+eD,
where i := i-degD, c := |D| and e is the number of internal edges of D. Con-
sequently, S and Gr Z˜ are isomorphisms, and Z˜Yi is a finite-type invariant
of degree i.
Proof. Let us prove that Z˜Yi−1 is a finite-type invariant of degree at most i−1.
We first take a graph clasper G in a cobordism M = (M,σ,m) ∈ M0 such
that [M,G] ∈ Fi(M0). Let i := i-degG, c := |G| and Y (G) = G1 unionsq · · · unionsqGi.
Then we have
[M,Y (G)] =
∑
J⊂bie
(−1)|J |M⊔
j∈J Gj
=
∑
G′⊂G
(−1)|G\G′|+|Y (G\G′)|(−1)|Y (G′)|MG′
=
∑
G′⊂G
(−1)c−|G′|+iMG′ = (−1)i+c[M,G],
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where the second equality follows from the equality
|G\G′|∏
j=1
(
(1 + tj)
|Y (Gj)| − t|Y (Gj)|j
) ∣∣∣
tj=−1
= (−1)|G\G′|+|Y (G\G′)|
and the fact that surgery along a part of a connected component is same
as doing nothing. Using the transformation depicted in Figure 7.5, the
bottom-top tangle D−1(MG) can be expressed as Figure 7.7, where R is some
cobordism of LCob(w, v ⊗ ((••)•)⊗i). Moreover, Y1, . . . , Yi are the bottom-
top tangles illustrated in Figure 7.6, which are same as the cobordism Y
listed in Table 6.1.
=
Figure 7.5. A transformation
Figure 7.6. An
expression of Y by
using a Y -graph
Id Yv
w
(f+3j)th
(f+3j−1)st
1 iY
ev ee
R
(f+3j−2)nd
Figure 7.7. A bottom-top tangle (The thick lines are parts
of tangles and claspers.)
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Then we have, by the functoriality of Z˜,
(−1)i+cZ˜([M,G]) = Z˜([M,Y (G)])(7.1)
=
Z˜(Idv)⊗ i⊗
j=1
(
Z˜((ε⊗ ε)⊗ ε)− Z˜(Yj)
) ◦ Z˜(R)
=
[ f∑
k=1
k+
k−
]
unionsq
i⊔
j=1
(
−Z˜1(Yj) + (i-deg > 1)
) ◦ Z˜(R).
Since the composition in tsA preserves the filtration {tsA≥i}i≥0, we conclude
Z˜Yi−1([M,G]) = 0.
Next, we prove the equality in the second statement. We take a Jacobi
diagram D ∈ AYi and define G to be a topological realization G(D) in some
cobordism M . The goal is to show Gr Z˜([M,G]) = (−1)i+c+eD. We first
define three sets by
L :=
i⋃
j=1
{f + 3j − 2, f + 3j − 1, f + 3j} ⊂ bf + 3ie,
O := {l ∈ L | the lth leaf is originally a leaf},
T := {(t1, t2) ∈ L × L | the t1th and t2th leaves arise by the fission rule}.
Since the leaf corresponding to l ∈ O arises from some external vertex of D,
we define c(l) to be its color. On the other hand, T is divided into T< and
T>, where T≶ := {(t1, t2) ∈ T | t1 ≶ t2} and |T≶| = e. We now have
Lk(R) = Lk(MG) +
∑
l∈O
(El−,c(l) + Ec(l),l−)−
∑
(t1,t2)∈T
Et−1 ,t
−
2
(=: B),
where Ei,j is the matrix unit. It follows from this equality, (7.1) and
Lemma 5.3 that
(−1)i+cZ˜Yi ([M,G])
=
〈 i⊔
j=1
−Z˜1(Yj)
/
k+ 7→ k∗+B−−k−
+B+−k−
 , ([B−−/2 +B−0]/k− 7→ k∗)〉
bf+3ie∗
=
〈 i⊔
j=1
−Z˜1(Yj)
/
l+ 7→
{
c(l) if l ∈ O,
l∗ otherwise.
 , ⊔
(t1,t2)∈T<
−
t∗2
t∗1
〉
{l∗|l∈L\O}
= (−1)eD,
where the second equality follows from the following argument: Since the
linear combination on the left in the angular brackets contains no k0-colored
vertex, [B−0] can be moved to the left as Lemma 5.2. 
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8. Relations with knot theory
We focus on cobordisms derived from knots with additional information.
8.1. Cobordisms between two annuli. We first review a natural con-
struction of a cobordism from a knot according to [6, Section 2.2]. Let Y
be a homology sphere and let K be an oriented framed knot in Y . The
boundary of Y \ IntN(K) is a torus with the oriented longitude determined
by the orientation and framing of K. Here, let m : R◦◦,Id → ∂(Y \ IntN(K))
be a homeomorphism that maps the oriented simple closed curves δ1 and
δ̂1 depicted in Figure 8.1 to the meridian and longitude of K, respectively.
Then we obtain C(Y,K) := (Y \ IntN(K), IdS1 ,m) ∈ LCobq(◦, ◦).
δ1
δ1
Figure 8.1. The reference surface R◦◦,Id with two curves δ1, δ̂1
Proposition 8.1. Let K ⊂ Y be an oriented framed knot in a homology
sphere. Then, under the canonical isomorphism A(↓) ∼= A(	),
χb1e0Z˜(C(Y,K)) = ZK-LMO(Y \ Int[−1, 1]3,K)]ν−1.
Proof. Let (B, γ) := D−1(C(Y,K)). Then the closure (B̂, γ̂) defined in Sec-
tion 2.2 coincides with the pair (Y,K). Therefore,
χb1e0Z˜(C(Y,K)) = ZK-LMO(Y \ Int[−1, 1]3, γ)
= ZK-LMO(Y \ Int[−1, 1]3,K)]ν−1.
The proof is completed. 
Since Z˜ is a functor, we have
Z˜(C(Y1,K1)) ◦ Z˜(C(Y2,K2)) = Z˜(C(Y1,K1) ◦ C(Y2,K2)).
Here, C(Y1,K1) ◦ C(Y2,K2) can be interpreted as a certain connected sum
defined as follows: Consider an embedding between pairs ιi : ([−1, 1]3, 0 ×
0 × [−1, 1]) → (Yi,Ki) that preserves the orientations and framing. Then
the above composition is equal to the pair(
(Y1,K1) \ Int[−1, 1]3 unionsq (Y2,K2) \ Int[−1, 1]3
)
/ι1(x, y, z) ∼ ι2(x, y,−z).
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8.2. Cobordisms derived from a link and its Seifert surfaces. Let Y
be an integral homology sphere and let L be an oriented link in Y . One can
take a Seifert surface F of L, and let g be its genus. We fix an orientation-
preserving homeomorphism h : Fw → F , where w ∈ Mon(•, ◦) satisfies
|w•| = g, |w◦| = |L| − 1. Using the above information, we construct the
cobordism (M, Id,m) ∈ Cob(w,w) (that is not necessarily Lagrangian) as
follows: Define M to be the manifold obtained from Y \ IntN(L) by cutting
along F . Now, ∂M is the union of the surface F+ to which the normal vec-
tors point, F− and the [−1, 1]×L. Therefore, we decide m+ : Fw → F− and
m− : Fw → F+ by h, and the rest is uniquely determined by the meridians
of L.
Example 8.2. Let L be the negative Hopf link in S3. Since we need a
Seifert surface that is easy to see, we represent the pair (S3, L) by surgery
along the (+1)-framed unknot depicted in Figure 8.2. One can now easily
construct a Seifert surface by avoiding the surgery knot, and we give the
parametrization indicated by the line drawn in the middle of Figure 8.2.
Then we have the Lagrangian cobordism M illustrated in Figure 8.2, where
the oriented closed curve represents h(δ̂1).
Hence, Z˜(M) is exactly equal to χ−1b1e0 exp\
(
1
2
)
. It follows from [5,
Exercise 5.4] that
Z˜(M) = Ω unionsq
(
expunionsq
(
1
2 10 10
))
=
[
1
2 10 10
+
1
48 10 10
+ (i-deg > 2)
]
.
+1
+1 −1
*
*
L
Figure 8.2. A Hopf link L, its Seifert surface and the cobor-
dism obtained by cutting
8.3. Milnor invariants of string links. Habegger and Masbaum [13]
proved that the first non-vanishing Milnor invariant of a string link ap-
pears in the tree reduction of its Kontsevich invariant. The same is true
for the Kontsevich-LMO invariant of string links in a homology cube, which
was shown in [26]. Moreover, the same holds for the LMO functor of the
cobordisms derived from string links in a homology cube, which was proven
in [7]. We prove that the same is true for the extension of the LMO functor.
We first review the Milnor invariants of string links along [7].
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Definition 8.3. A string link on l strands is an orientation-reversed bottom-
top tangle of type (w,w, IdSl), where w is a word in Mon(◦) of length l.
Namely, each strand runs from ri × (−1) to ri × 1.
Actually, we are interested in the monoid
Sl := {string link (B, σ) on l strands | B is an integral homology cube}.
Let (B, σ) ∈ Sl. Then (S, IdSl , s) := D(B, σ) is a cobordism from Fw to Fw.
However, in this subsection, we use the surface Dl with the oriented simple
closed curves x1, . . . , xl as in Figure 8.3 instead of Fw with the oriented
simple closed curves δ1, . . . , δl Note that the orientation of xi differs from
the one of δi.
x1 xl
Figure 8.3. The surface Dl = Σ0,l+1 with the closed curves x1, . . . , xl
Let $ denote the fundamental group pi1(Dl, ∗) and $n is its lower central
series defined by $k := [$k−1, $], $1 = $. Since the continuous maps
s+, s− : Dl ↪→ ∂(Dl × [−1, 1]) s−→ S
induce isomorphisms on their first homologies and surjections on their second
homologies ([29, Theorem 5.1]), they induce isomorphisms
s+,∗, s−,∗ : $/$k → pi1(S)/pi1(S)k
for all k ≥ 1. The kth Artin representation is the monoid anti-homomorphism
Ak : Sl → Aut($/$k+1) defined by Ak(B, σ) := s−1+,∗ ◦ s−,∗. We set Sl[k] :=
KerAk, and the filtration
Sl = Sl[1] ⊃ Sl[2] ⊃ · · ·
is obtained.
From now on, we suppose that each strand of σ is 0-framed, and let λi
be the preferred longitude of the ith strand of σ. It is well known that
(B, σ) ∈ Sl belongs to Sl[k] if and only if λi ∈ pi1(S)k for all i (see, for
example, [13, Remark 5.1]).
Definition 8.4. The kth Milnor invariant is the monoid homomorphism
µk : Sl[n]→ $/$2 ⊗$k/$k+1 defined by
µk(B, σ) :=
l∑
i=1
xi ⊗ s−1+,∗(λi).
The following lemma is well known and directly follows from the above
fact.
Lemma 8.5. Let (B, σ) ∈ Sl[k]. Then µk(B, σ) = 0 if and only if (B, σ)
belongs to Sl[k + 1].
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Next, we regard µk(B, σ) as a linear combination of connected tree Jacobi
diagrams. The subalgebra of A(C) generated by tree Jacobi diagrams is de-
noted by At(C), which is identified with the quotient by the ideal generated
by looped Jacobi diagrams, and the image of x ∈ A(C) by the quotient map
is denoted by xt. Moreover, the subspace of At(C) spanned by connected
Jacobi diagrams is denoted by At,c(C).
The free Lie algebra over Q generated by a set C is denoted by Lie(C)
and its degree n part is denoted by Lien(C). We define the linear map
ηn : At,cn (C)→ QC ⊗Q Lien(C) by
ηk(D) :=
∑
v
(color of v)⊗ comm(Dv),
where v runs over all external vertices in D, and Dv is the tree rooted at v.
Here, comm(Dv) is defined as follows:
comm

c
v
1 ccc 32 4 = [c1, [[c2, c3], c4]].
Moreover, it is well known that the sequence
0→ At,ck−1(C)
ηk−1−−−→ QC ⊗Q Liek(C) [−,−]−−−→ Liek+1(C)→ 0(8.1)
is exact (see, for example, [24, Theorem 1]).
Remark 8.6. The map ηk is same as in [17, Section 4.3], which differs from
[11], [24], [26] and [7] by (−1)k.
Let G be the free group generated by C = {c1, . . . , cr} and let Gk be its
lower central series. Recall the well-known fact that there exists a natural
isomorphism αn : (G/G2 ⊗Gk/Gk+1)⊗Q→ QC ⊗Q Liek(C). In particular,
if C = ble∗, then one can show that [−,−]◦αk ◦µk = 0. The exact sequence
(8.1) enable us to define µAk (B, σ) ∈ At,ck−1(C) to be the unique element sent
to αk(µk(B, σ)) by ηk−1.
Finally, we discuss a relation between cobordisms and string links. Let
w ∈ Mon(•, ◦) and let g := |w•|, n := |w◦|, l := 2g+n. Figure 8.4 represents
a map from {(M, τ,m) ∈ LCob(w,w) | τ = IdSn} to Sl, which sends Idw to
the trivial string link on l strands, which is an extension of the original one
defined in [11], [7].
Definition 8.7. The Milnor-Johnson correspondence MJw is the bijection
from the Y1-equivalence class of Idw in LCob(w,w) to the Y1-equivalence
class of the trivial string link in Sl, depicted in Figure 8.4.
Let us introduce a map Rw for w ∈ Mon(•, ◦) to state the main theorem in
this section. We first define the bijection ρw : bge+∪bge−∪bne0 → b2g + ne∗
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MJw
Figure 8.4. The Milnor-Johnson correspondence
by sending the jth color in the sequence
(
w/ith • 7→ i−i+, ith ◦ 7→ i0) to
j∗. Next, Rw : A(X, bge+ ∪ bge− ∪ bne0)→ A(X, b2g + ne∗) is defined by
Rw(D) :=
(
D
/
i− 7→ −ρw(i−), i+ 7→ ρw(i+), i0 7→ −ρw(i0)
)
.
For example, if w = •◦, then we have
Rw(D) =
(
D
/
1− 7→ −1∗, 1+ 7→ 2∗, 10 7→ −3∗) .
=
Figure 8.5. An example of a transformation with w = • ◦ •
Lemma 8.8. There exists a linear map
Ψ: A( xbge+ xbge−↓bne0)→ A(↓b2g+ne∗)
such that Ψ(Z(D−1(M))) = ZK-LMO(MJw(M)). Moreover, Ψ satisfies
χ−1b2g+ne∗Ψ(E) =
[
g∑
i=1
ρw(i+)
−ρw(i−)
]
unionsqRw(E˜) + (i-deg > i-degE),
for any Jacobi diagram E ∈ A( xbge+ xbge−↓bne0).
Proof. The string link MJw(M) can be transformed as illustrated in Fig-
ure 8.5. Therefore, we set
Ψ(E) := ZK-LMO(bottom part)◦(Id⊗Sbge−∪bne0(E)⊗Id)◦ZK-LMO(top part),
where Sbge−∪bne0(E) is the element obtained from E by applying the orien-
tation reversal map S to the (bge−∪bne0)-indexed components of E. Then,
Ψ has the desired property. 
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Theorem 8.9. Let l ≥ 1, k ≥ 2, (B, σ) ∈ Sl[k] and let w ∈ Mon(•, ◦) such
that l = 2|w•|+ |w◦|. Then Z˜Y,t<k(MJ−1w (B, σ)) is equal to
∅+R−1w (µAk (B, σ)) ∈ AY<k(bge+ ∪ bge− ∪ bne0).
Conversely, if (B, σ) ∈ Sl[2] and Z˜Y,t<k(MJ−1w (M,σ)) is of the form
∅+ x (i-deg x = k − 1),
then (B, σ) belongs to Sl[k], and Rw(x) is equal to µAk (B, σ).
Proof. Let (B, σ) ∈ Sl[k] and let g = |w•|, n = |w◦|. We set (M, IdSn ,m) :=
MJ−1w (B, σ). Let us prove the former by induction on k. We first assume
that it is true up to k−1, where k ≥ 3. (The case k = 2 is mentioned later.)
It follows from Lemma 8.5 that Z˜(M) is written as
[I+−g ] unionsq (∅+ x+ (i-deg ≥ k or looped)) ,
where deg x = k − 1. Hence, Lemma 5.3 implies
Z˜(M) ◦tsA T−1g
= T−1g + [I
+−
g ] unionsq
〈(
x+ (i-deg ≥ k or looped)
/
i+ 7→
i∗ + i+
)
,
(
(T−1g )
Y
/
i− 7→
i∗ + i−
)〉
bge∗
= T−1g + [I
+−
g ] unionsq x+ (i-deg ≥ k or looped).
By applying the composite map χ−1b2g+ne∗Ψχbge+∪bge−∪bne0 , we have
χ−1b2g+ne∗Ψχbge+∪bge−∪bne0(Z˜(M) ◦ T−1g )
= χ−1Ψχ(T−1g ) +
[
g∑
i=1
ρw(i+)
ρw(i−)
]
unionsqRw
(
˜χ([I+−g ] unionsq x)
)
+
(
i-deg ≥ k
or looped
)
= χ−1Ψ(Z(Idw)) +
[
g∑
i=1
ρw(i+)
ρw(i−)
]
unionsqRw
(
[I+−g ] unionsq x
)
+
(
i-deg ≥ k
or looped
)
= ∅+Rw(x) + (i-deg ≥ k or looped),
where we use Lemma 8.8 and the fact that χ−1Ψχ(looped) ⊂ (looped). On
the other hand, by [26, Theorem 3],
χ−1Ψχ(Z˜(M) ◦ T−1g ) = χ−1ΨZ(M)
= χ−1ZK-LMO(MJw(M))
= ∅+ µn(B, σ) + (i-deg ≥ k or looped).
Comparing the internal degree k parts of each tree reduction, we conclude
µk(B, σ) = x.
Here, we have to consider the case n = 2. In general, Z˜Y,t(M) is of the
form ∅ + x + (i-deg > 1) where i-deg x = 1. Hence, applying the above
argument, we conclude x = µ2(B, σ).
The latter follows from the former and Lemma 8.5. 
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Example 8.10. Let us compute the second Milnor invariant of σ = ([−1, 1]3, σ) ∈
S3[2] illustrated in Figure 8.6.
MJ
1
2 31
1 1
1 2 3
closure
+
−
0
* **
Figure 8.6. An examples of a bottom-top tangle, the cor-
responding string link and its closure
First, one can check that MJ−1•◦ (σ) = ψ◦,• ◦ ψ•,◦, where ψ◦,• and ψ•,◦ are
the cobordisms define in Table 6.1. It follows from the functoriality of Z˜,
Lemma 5.3 and Table 6.2 that
Z˜Y (MJ−1•◦ (σ)) = χ
−1
10
χ10,10′
(
∅+
1
2
1+
1−
10+
1
2
1+
1−
10
′
+ (i-deg > 1)
)
= ∅+
1+
1−
10+ (i-deg > 1).
Thus the previous theorem implies µA2 (σ) = (−1)2
2∗
1∗
3∗. Therefore,
µ2(σ) = x1 ⊗ [x2, x3] + x2 ⊗ [x3, x1] + x3 ⊗ [x1, x2] ∈ $/$2 ⊗$2/$3.
Moreover, by [7, Remark in page 1160], the Milnor µ-invariants of length
3 of the closure of σ, which is the Borromean rings, are as follows:
µσ̂(j1, j2; i) =
{
sgn(j1 j2 i) if {j1, j2, i} = {1, 2, 3},
0 otherwise.
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