Introduction
Let μ, b be n × 1 vectors and Σ = (σ i j
be n × n positive definite matrix. The problem of minimization of the function f :
subject to linear equality constraint a  r  m  e  l  ,  3  1  9  0  5  H  a  i  f  a  ,  I  s  r  a  e  l  ,  E  -m  a  i  l  :  l  a  n  d  s  m  a  n  @  s  t  a  t  .  h  a  i  f  a  .  a  c  .  i  l  .†   T  h  e  a  u  t  h  o  r  w  o  u  l  d  l  i  k  e  t  o  t  h  a  n  k  t  h  e  F  I  M  f  o  r  t  h  e  h  o  s  p  i  t  a  l  i  t  y  a  n  d  fi  n  a  n  c  i  a  l  s  u  p  p  o  r  t  d  u  r  i  n  g  h  i  s  v  i  s  i  t  E  T  H has many applications, among which are those related to risk management in financial economics. In this note, we obtain the conditions under which the solution of this problem exists, and for that case we show how the solution can be effectively computed. First, let us notice that function f (x) is convex as a sum of the linear functional and a convex function. The convexity of the square root of the quadratic term follows from the observation that for any u, v ∈ R n and t ∈ R,
is a strictly convex function of t (the square root of a quadratic univariate polinom with a positive leading coefficient is strictly convex), and consequently √ x T Σx is strictly convex and so functions f (x) and
are strictly convex and strictly concave, respectively. We provide the explicit closed form solution for the problem of minimization of function f (x) subject to restriction (2) . This obviously solves the problem of maximization of function f 1 (x) subject to the same restriction by simple substitution of μ with −μ in the solution.
Let us notice that the problem of minimization of quadratic function
under constraint 1
where 1 is vector-column of n ones, is directly related to the Markowitz optimal portfolio solution, which is well documented (see, for example, [2] , Section 8. 
V ar(P ) is variance of P, which is called the variance premium (see [6] , Sect: Premium principles). Then function (1) can be rewritten as
which has a special meaning in the Actuarial sciences: it is the standard deviation premium ( [6] , Sect: Premium principles). Let us notice that the solution of the problem of the minimization function (1) with constraint (6) also provides the optimal portfolio management under other risk measures which are important in financial economics, such as short fall (or value-at-risk) and expected short fall (or tail conditional expectation) for the class of multivariate elliptical distributions of risks ( see [9] , [7] , [8] ). The details of these applications are actually beyond the scope of this paper, and will be considered separately. At the same time, we point out another interpretation and application of the presented result which are related to relative projections onto closed convex sets.
We denote, as usual,
and
be the Fenchel conjugate of h. Then function
is called the generalized distance in R n . For any ξ ∈ R n and for any closed convex nonempty set C in R n , there exists a unique minimizer of the function W h (ξ, ·) over C (see [4] , Section 4.2). This vector is denoted P h C (ξ) and is called the projection of ξ on C relative to the function h (or the proximal projection of ξ relative to h). Then the purpose of the present paper is, in fact, equivalent to that of determining the minimum of W h (−μ, ·) over the closed set
Since μ which we are considering is an arbitrary vector in R n , solving the problem which we pose above is equivalent to exactly solving the problem of computing P h C (ξ) for any ξ. Notice that the function h is a norm in R n when Σ is positive definite, which is the case here. Moreover, h satisfies the requirements of Theorem 4.8 in the [4] (when placed in the specific context of the space R n ). Therefore, Theorem 4.8 applies and gives the formula for computing the vector P h C (ξ) with C as above. However, calculability of P h C (ξ) by that formula depends on the calculability of the gradient of the Fenchel dual of h. Our result shows an explicit way of determining P h C (ξ) when h and C are as above (see (8) and (9)). This is important because it may help solve numerically feasibility and optimization problems such as those discussed in the book [5] . In fact, once computation of P h C (ξ) is numerically doable in an efficient manner, many feasibility and optimization algorithms became practically implementable. This is one of the merits of the present paper: it makes some sophisticated algorithms applicable, such as those for solving the optimization and equilibrium problems discussed in [3] to a larger class of the problems than previously known.
Main result
Choosing the first n − 1 variables we have the natural partition of vector
, and the corresponding partition of vectors μ
is vector of n − 1 ones, and matrix Σ,
where
Lemma 1 As Σ is positive definite, Q is also positive definite.
Proof. We give the probabilistic proof of the Lemma. Along with positive definite matrix Σ one may consider an n−variate normally distributed vector Z with vector -expectation 0 and covariance matrix Σ (see [11] , Section 1.2.1), and so we say Z N (12)
the problem of minimization of function (1) subject to (6) has the finite solution
Proof. From constraint (6) it follows that x
T and then straightforwardly
Then the goal-function As a corollary of the well known solution of the quadratic programming problem
(see, for example, [10] , Chapter 14.1). This means that function x
. For the same reasons as given in (3) is the unique solution of the vector-equations
where 0 is vector of (n − 1) zeros, which can be rewritten in the form , from (20) we have
Substituting (21) into the first equation of (20), we get straightforwardly
taking into account (19), (15) and (17). Squaring both the parts of the equation and using the partitions of matrices Q and Q − 1
we get
Consider partitions of matrices Q and Q
− 1
into the four matrices, respectively
where Q ). Of course, partitions into two and into four matrices are consistent in the sense that
Then, using the partition of vector τ
), one obtains, taking into account (22) 
Moreover, using the same partition of (n − 1) × (n − 1) unit matrix I = I 
