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Metric entropy quantities, like covering numbers or entropy
numbers, and positive definite kernels play an important role in
mathematical learning theory. Using smoothness properties of the
Fourier transform of the kernels, Zhou [D.-X. Zhou, The covering
number in learning theory, J. Complexity 18 (3) (2002) 739–767]
proved an upper estimate for the covering numbers of the unit ball
of Gaussian reproducing kernel Hilbert spaces (RKHSs), considered
as a subset of the space of continuous functions.
In this note we determine the exact asymptotic order of these
covering numbers, exploiting an explicit description of Gaussian
RKHSs via orthonormal bases. We show that Zhou’s estimate is
almost sharp (up to a double logarithmic factor), but his conjecture
on the correct asymptotic rate is far too optimistic. Moreover we
give an application of our entropy results to small deviations of
certain smooth Gaussian processes.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The pioneering paper by Cucker and Smale [6] gave a new impetus to the statistical theory of
learning, which studies how to ‘‘learn’’ unknown objects from random samples. In particular they
demonstrated the important role of functional analytic methods in this context. For example, in order
to estimate the probabilistic error and the number of samples required for a given confidence level
and a given error bound, metric entropy quantities such as covering and entropy numbers are very
useful, see also the monographs by Cucker and Zhou [7] and by Steinwart and Christmann [17] and
the paper by Williamson et al. [21].
The concept of metric entropy is very basic and general, it has numerous applications in many
other branches of mathematics, e.g. in approximation theory, probability theory (small deviation
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problems for stochastic processes), operator theory (eigenvalue distributions of compact operators),
PDEs (spectral theory of pseudodifferential operators). For more information on these subjects we
refer to the articles by Kuelbs and Li [12] and Li and Linde [14] on small ball problems for Gaussian
measures, the monographs by König [11] and Pietsch [16] on eigenvalues of compact operators in
Banach spaces, and the book by Edmunds and Triebel [8] on function spaces and spectral theory of
PDEs.
If A is a subset of a metric space M and ε > 0, the covering number N (ε, A;M) is defined as
the minimal number of balls in M of radius ε which cover the set A. The centers of these balls form
an ε-net of A in M . A possibly wider known but closely related notion is Kolmogorov’s ε-entropy
H(ε, A;M) := logN (ε, A;M), see e.g. [10]. Obviously,
A is precompact ⇐⇒ N (ε, A;M) <∞ for all ε > 0.
Thus the growth rate ofN (ε, A;M) orH(ε, A;M) as ε→ 0 can be viewed as ameasure of the ‘‘degree
of compactness’’ or ‘‘massiveness’’ of the set A.
Many modern machine learning methods such as support vector machines use Gaussian radial
basis functions,which generate a reproducing kernelHilbert space.Motivated by these facts, Zhou [23]
studied covering numbers of the unit ball of RKHSs, considered as a subset of the space of continuous
functions. The results were expressed in terms of smoothness properties of the Fourier transform of
the kernels. To illustrate his general results he gave an upper estimate for these covering numbers
in the case of Gaussian RKHSs (see Example 4 on p. 761 ff. in [23]) and stated a conjecture about the
exact asymptotic behaviour (p. 763 f. in [23]). For further results in this direction see also [24,20].
Using completely different methods we determine the exact asymptotic behaviour of these
covering numbers. It turns out that Zhou’s upper estimate is almost sharp, up to a double logarithmic
factor, but his conjecture is too optimistic. Essential tools in our proof are recent results by Steinwart
et al. [18] on the structure of Gaussian RKHSs, in particular we exploit the specific orthonormal bases
(ONB) of these spaces given in [18]. A quite interesting detail of the proof of the lower bound is the
fact that finite sections of the famous Hilbert matrix come into play.
As an application we obtain the sharp asymptotic rate of small deviation probabilities of certain
smooth Gaussian processes. Here we use the close connection between metric entropy and small
deviations that was discovered by Kuelbs and Li [12].
The organization of the paper is as follows. In Section 2 we describe the necessary background
for our main result. We introduce covering numbers of (bounded linear) operators between Banach
spaces, a variant of the covering numbers defined above, and state some simple properties that will
be needed in the sequel. Moreover, we briefly recall some general facts from the theory of RKHSs and
the result from [18] on ONBs in Gaussian RKHSs. In Section 3 we state and prove our main result on
covering numbers, and Section 4 contains the application to small deviation probabilities.
2. Preliminaries
In this sectionwe fix notation and recall somewell-known basic facts concerning the two concepts
mentioned in the title—covering numbers and reproducing kernel Hilbert spaces. Throughout the
paper we consider only real Banach spaces, and ‘‘operator’’ always means ‘‘bounded linear operator
between Banach spaces’’. The Euclidean norm in any Rd will be denoted by ‖ · ‖2. For functions
f , g : (0,∞)→ Rwe write
f (ε) ∼ g(ε)(strong equivalence), if lim
ε→0
f (ε)
g(ε)
= 1 and
f (ε) ≍ g(ε)(weak equivalence), if 0 < lim inf
ε→0
f (ε)
g(ε)
≤ lim sup
ε→0
f (ε)
g(ε)
<∞.
The same notation will be used for sequences and n →∞.
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2.1. Covering numbers of operators
For the formulation and proofs of our results it is convenient to introduce a variant of covering
numbers for operators. Let ε > 0 and X, Y be Banach spaces with unit balls BX and BY , respectively.
Then the covering numbers of an operator T : X → Y are defined as
N (ε, T ) = min

n ∈ N : ∃y1, . . . , yn ∈ Y s.t. T (BX ) ⊆
n
k=1
(yk + εBY )

,
i.e.N (ε, T ) = N (ε, T (BX ); Y ). Clearly, for ε ≥ ‖T‖ one hasN (ε, T ) = 1.
In the following lemma we collect the properties of covering numbers that will be needed
in the sequel. We skip the simple proofs which are along the same lines as the proofs for the
corresponding properties of entropy numbers, see e.g. [11, Sections 1.d and 2.d]. In particular the last
two inequalitities are due to volume arguments.
Lemma 1. Let S, T : X → Y and R : Z → X be operators in (real) Banach spaces and ε, δ > 0. Then
N (ε + δ, T + S) ≤ N (ε, T ) ·N (δ, S) (1)
N (εδ, TR) ≤ N (ε, T ) ·N (δ, R) (2)
N (ε, T ) ≤

1+ 2‖T‖
ε
rank T
if rank T <∞ (3)
N (ε, T ) ≥ | det T | ·

1
ε
n
if T : X → X and dim X = n. (4)
As an easy consequence we have for operators T : H → G acting between two (real) n-dimensional
Hilbert spaces the estimate
N (ε, T ) ≥

1
ε
n
det(T ∗T ). (5)
Indeed, select any orthogonal map A : G → H , then (2) implies N (ε, T ) = N (ε, AT ). By elementary
properties of determinants we have
(det(AT ))2 = det((AT )∗) det(AT ) = det(T ∗A∗AT ) = det(T ∗T ),
and applying (4) to the operator AT : H → H we obtain (5).
2.2. Gaussian reproducing kernel Hilbert spaces
The concept of reproducing kernel Hilbert spaces (RKHSs) is widely used in mathematics. The first
systematic treatment was given by Aronszajn [1] in 1950, and his article is still a standard reference
on this subject.
We consider here only real-valued kernels K : X × X → R defined on a non-empty set X . A
kernel K is called positive definite, if for all n ∈ N and every choice of elements x1, . . . , xn ∈ X and
a1, . . . , an ∈ R the inequality
n−
i,j=1
aiajK(xi, xj) ≥ 0
holds. Consider the functions kx : X → R, defined by kx(y) := K(x, y). The RKHS HK (X) generated
by the kernel K is defined as the completion of span{kx : x ∈ X} with respect to the inner product
⟨kx, ky⟩ := K(x, y). Since the completion is only defined up to isometric isomorphisms, one should say
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more precisely that among all possible completions there is a unique space whose elements are func-
tions from X toR, and this isHK (X). The details of this construction can be found e.g. in [17, Chapter 4].
All RKHSs HK (X) possess the reproducing property
f (x) = ⟨f , kx⟩ for all x ∈ X and f ∈ HK (X),
which is extremely useful in applications.
Prominent examples of positive definite kernels are Gaussian radial basis function (RBF) kernels,
or short Gaussian kernels, i.e. functions of the form
K(x, y) = exp(−σ 2‖x− y‖22) (6)
defined on a subset X ⊂ Rd with non-empty interior. Here σ > 0 is an arbitrary parameter whose
inverse 1
σ
is calledwidth in themachine learning literature. Although these kernels are frequently used
inmodernmachine learningmethods, very little was known about the structure of the corresponding
RKHSs until this question was addressed in [18]. In particular, for Gaussian kernels of the form (6) the
authors found explicit orthonormal bases of the corresponding RKHSs Hσ (X). In the proofs they used
methods from complex analysis for related complex-valued Gaussian kernels on subsets of Cd.
For simplicity we will restrict ourselves to the special case when X is the d-dimensional unit cube
[0, 1]d. First we need some notation. For σ > 0 and n ∈ N0 := N ∪ {0} consider the functions
en : [0, 1] → R given by
en(x) :=

(2σ 2)n
n! x
n exp(−σ 2x2).
For any multi-index ν = (n1, . . . , nd) ∈ Nd0 let |ν| := n1 + · · · + nd and define the function
eν : [0, 1]d → R by
eν(x) =
d∏
j=1
enj(xj) for x = (x1, . . . , xd).
We also use the tensor product notation eν = en1 ⊗ · · · ⊗ end for these functions.
Lemma 2 ([18, Theorem 8]). Let σ > 0 and d ∈ N. Then the system eν : ν ∈ Nd0 is an orthonormal
basis in the reproducing kernel Hilbert space Hσ ([0, 1]d) generated by the kernel (6).
3. Main result and proof
In connection with mathematical learning theory Zhou [23] proved – among many other things –
that for every σ > 0 and d ∈ N the covering numbers N (ε) of the unit ball of the RKHS Hσ ([0, 1]d),
considered as a subset of C([0, 1]d), behave asymptotically like
logN (ε) = O

log
1
ε
d+1
as ε→ 0
and conjectured that the correct bound is

log 1
ε
 d
2+1. Moreover he proved a lower bound of order
log 1
ε
 d
2 , see [24, Example 1 on p. 1747]. Our main result in this note shows that Zhou’s upper bound
is almost correct, up to a double logarithmic factor, but his conjecture was much too optimistic.
Theorem 3. Let σ > 0 and d ∈ N. Then the covering numbers of the embedding Iσ ,d : Hσ ([0, 1]d) →
C([0, 1]d) behave asymptotically like
logN (ε, Iσ ,d) ≍

log 1
ε
d+1
log log 1
ε
d as ε→ 0. (7)
The same is true for Iσ ,d : Hσ ([0, 1]d)→ Lp([0, 1]d), 2 ≤ p <∞.
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Proof. Due to the obvious norm estimates ‖f ‖2 ≤ ‖f ‖p ≤ ‖f ‖∞ it is enough to prove the upper
bound for the covering numbers with respect to the sup-norm and the lower bound with respect to
the L2-norm.
Step 1. Upper estimate for the sup-norm.
First we determine the norm of the operator Iσ ,d : Hσ ([0, 1]d) → C([0, 1]d). If HK (X) is a RKHS
generated by a bounded kernel K on X , then
‖id : HK (X)→ ℓ∞(X)‖ = sup
x∈X

K(x, x), (8)
see [17, Lemma 4.23]. As a direct consequence we get
‖Iσ ,d : Hσ ([0, 1]d)→ C([0, 1]d)‖ = 1.
Nevertheless we give an alternative proof that is based on the special ONB in Hσ ([0, 1]d), because the
same argumentswill be needed below in further norm estimateswhich do not follow from the general
result (8). We have
‖Iσ ,d‖2 = sup
‖f ‖Hσ =1
sup
x∈[0,1]d
|f (x)|2
= sup
x∈[0,1]d
sup
‖f ‖Hσ =1

−
ν∈Nd0
⟨f , eν⟩eν(x)

2
= sup
x∈[0,1]d
−
ν∈Nd0
eν(x)2
= sup
x∈[0,1]d
−
ν∈Nd0
d∏
j=1
(2σ 2x2j )
nj
nj! · exp(−2σ
2‖x‖22).
By the multinomial theorem the sum in the last expression equals−
ν∈Nd0
d∏
j=1
(2σ 2x2j )
nj
nj! =
∞−
n=0
1
n!
−
|ν|=n
n!
n1! · · · nd!

2σ 2x21
n1 · · · 2σ 2x2dnd
=
∞−
n=0
1
n!

2σ 2(x21 + · · · + x2d)
n = exp(2σ 2‖x‖22),
which implies ‖Iσ ,d : Hσ ([0, 1]d)→ C([0, 1]d)‖ = 1.
Next we introduce for all N ∈ N the orthogonal projections
PN onto span{eν : |ν| < N},
QN onto span{eν : |ν| ≥ N}
in Hσ ([0, 1]d). By the same arguments as above for ‖Iσ ,d‖we obtain
‖Iσ ,dQN‖2 ≤ sup
x∈[0,1]d
∞−
n=N
1
n!

2σ 2‖x‖22
n · exp(−2σ 2‖x‖22).
The sum in this formula is the tail of the Taylor series of the exponential function, and setting
t = 2σ 2‖x‖22 Taylor’s theorem implies
∞−
n=N
tn
n! ≤
tN
N! exp(ξ) for some ξ ∈ (0, t).
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Combining this with the previous formula and using N! ≥ Ne N we get
‖Iσ ,dQN‖ ≤ sup
x∈[0,1]d

2σ 2‖x‖22
N
N!
1/2
≤

2σ 2ed
N
N/2
=: δN .
Given any sufficiently small real number ε > 0, there exists a natural number N = Nε ∈ N with
δN ≤ ε < δN−1. By this choice we have
log
1
ε
∼ N
2
log

N
2eσ 2d

∼ N
2
logN and N ∼ 2 log
1
ε
log log 1
ε
.
From ‖Iσ ,dQN‖ ≤ δN we get N (δN , Iσ ,dQN) = 1, and since ‖PN Iσ ,d‖ ≤ ‖Iσ ,d‖ ≤ 1 we can use (1)–(3)
from Lemma 1 to bound the covering numbers of the operator Iσ ,d as follows.
N (2ε, Iσ ,d) ≤ N (ε + δN , Iσ ,dPN + Iσ ,dQN)
≤ N (ε, Iσ ,dPN) ·N (δN , Iσ ,dQN)
= N (ε, Iσ ,dPN) ≤

1+ 2
ε
rankPN
.
By the trivial estimate rank PN ≤ Nd we finally get the desired upper bound
logN (2ε, Iσ ,d) ≤ Nd log

1+ 2
ε

≍

log 1
ε
d+1
log log 1
ε
d . (9)
Step 2. Lower estimate for the L2-norm.
The idea is to apply the lower estimate (5) for covering numbers, which involves determinants. To
this endwewill relate the operator Iσ ,d to finite rank operators whose determinants can be computed
explicitly. For the construction of such operators and estimates of their determinants we use tensor
product techniques. We begin with the
Case d = 1. Recall that the functions
ek(x) = µkxk exp(−σ 2x2) (k ∈ N0)
form an ONB in Hσ ([0, 1]), where we have set
µk :=

(2σ 2)k
k! .
For arbitrary n ∈ Nwe consider the operator
Tn : En Jn−→ Hσ ([0, 1]) Iσ ,1−→ L2([0, 1]) Mσ−→ L2([0, 1]) Pn−→ Fn,
where
Jn is the embedding from En := span{e0, e1, . . . , en−1} into Hσ ([0, 1]),
Mσ is the pointwise multiplication operatorMσ f (x) = exp(σ 2x2)f (x),
Pn is the orthogonal projection onto Fn := range ofMσ Iσ ,1 Jn.
The operator Tn : En → Fn is uniquely determined by
Tnek(x) = µkxk for k = 0, 1, . . . , n− 1.
The idea of working with the multiplication operator Mσ consists in the elimination of the ‘‘nasty’’
factor exp(−σ 2x2). This simplifies the representing matrix An = (aij)n−1i,j=0 of the operator T ∗n Tn : En →
En with respect to the ONB {e0, e1, . . . , en−1} of En, so that we can explicitly compute its determinant.
The entries of An are
aij = ⟨Tnei, Tnej⟩L2 = µiµj
∫ 1
0
xi+j dx = µiµj
i+ j+ 1 .
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That means we have the factorization
An = DnHnDn,
where
Dn is the n× n-diagonal matrix with diagonal entries µ0, . . . , µn−1, and
Hn is the n-th section of the Hilbert matrix,
Hn =

1
i+ j+ 1
n−1
i,j=0
=

1
1
2
1
3
· · · 1
n
1
2
1
3
· ·
1
3
· ·
· · ·
· · ·
· · ·
1
n
· · · · · 1
2n− 1

.
The well-known determinant formula (see e.g. [5, p. 306])
detHn = [1! 2! · · · (n− 1)!]
4
1! 2! · · · (2n− 1)!
implies
det An = (detDn)2 detHn = (2σ
2)
n(n−1)
2
1! 2! · · · (n− 1)! ·
[1! 2! · · · (n− 1)!]4
1! 2! · · · (2n− 1)! .
Using elementary calculus one can easily check that
log(1! 2! · · · (n− 1)!) ∼ n
2
2
log n as n →∞.
(Remember that∼means strong equivalence.) This gives
log(det An) ∼ n
2
2
log

2σ 2
+ 3
2
n2 log n− 1
2
(2n)2 log(2n) ∼ −n
2
2
log n.
Case d > 1. For the d-fold tensor product of An we have
det(A⊗dn ) = (det An)dn
d−1
. (10)
This follows by induction from the formula
det(A⊗ B) = (det A)m(det B)n
for the tensor product of an n× n-matrix A and anm×m-matrix B.
Alternatively we can argue as follows. If λ1, . . . , λn are the eigenvalues of the matrix An, then
det An = ∏ni=1 λi. The eigenvalues of A⊗dn are all possible products λi1 · · · λid with ij ∈ {1, . . . , n},
whence
det(A⊗dn ) =
n∏
i1,...,id=1
λi1 · · · λid .
This product consists of dnd factors of the form λi, where each of the n numbers λi appears equally
often, i.e. dnd−1 times. This proves (10).
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Now consider the d-fold tensor product T⊗dn of the operator Tn. Clearly the representing matrix of
the operator (T⊗dn )∗T⊗dn : E⊗dn → E⊗dn with respect to the ONB {en1 ⊗ · · · ⊗ end : 0 ≤ nj < n} of E⊗dn is
the tensor product A⊗dn , whence we have for all n ∈ N
log

det(A⊗dn )
 = dnd−1 log(det An) ∼ −d2nd+1 log n.
From the factorization
T⊗dn : E⊗dn
J⊗dn−→ Hσ ([0, 1]d) Iσ ,d−→ L2([0, 1]d) M
⊗d
σ−→ L2([0, 1]d) P
⊗d
n−→ F⊗dn
and the norm estimates
‖M⊗dσ ‖ ≤ eσ
2d and ‖J⊗dn ‖ = ‖P⊗dn ‖ = 1,
taking also into account that dim E⊗dn = dim F⊗dn = nd, we obtain from (5) the following bound for
the covering numbers of Iσ ,d,
N (e−σ
2dε, Iσ ,d) ≥ N (ε, T⊗dn ) ≥

det(A⊗dn ) ·

1
ε
nd
for all ε > 0.
Finally we optimize over n. For sufficiently small ε > 0 we choose
n = nε =

2
d
· log
1
ε
log log 1
ε

,
where [t] denotes the greatest integer part of t ∈ R. In particular this implies log nε ∼ log log 1ε , and
putting all our estimates together we arrive at
logN (e−σ
2dε, Iσ ,d) ≥ 12 log

det(A⊗dnε )
+ ndε log 1ε
∼ −d
4
nd+1ε log nε + ndε log
1
ε
∼ 1
2

2
d
d log 1
ε
d+1
log log 1
ε
d ,
which is equivalent to the desired lower bound. The proof is finished. 
Remark 4. Let us add some information on the constants that are hidden in the weak asymptotic
equivalence (7). For simplicity of notation we set
ψd(ε) :=

log 1
ε
d+1
log log 1
ε
d
for d ∈ N and sufficiently small ε > 0. The functions ψd are slowly varying in the sense that for all
constants C > 0 the relation
lim
ε→0
ψd(Cε)
ψd(ε)
= 1
holds. In the proof of the upper bound for the covering numbers one can replace the rough estimate
rank PN ≤ Nd by the exact value
rank PN = card {ν ∈ Nd0 : |ν| < N} =

N − 1+ d
d

.
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This can be shown by standard combinatorial arguments and gives the sharper upper bound
rank PN ≤

e(N + d)
d
d
∼

eN
d
d
.
From (9) and our choice of N = Nε ∼ 2 log
1
ε
log log 1ε
we obtain for the operator Iσ ,d : Hσ ([0, 1]d) →
C([0, 1]d) and sufficiently small ε > 0
logN (ε, Iσ ,d) ≤

eN
d
d
log

1+ 4
ε

∼

2e
d
d
ψd(ε),
whence
lim sup
ε→0
logN (ε, Iσ ,d)
ψd(ε)
≤

2e
d
d
.
From the lower bound for the covering numbers that was shown in the proof we obtain
lim inf
ε→0
logN (ε, Iσ ,d)
ψd(ε)
≥ 1
2

2
d
d
.
The same remains true for Iσ ,d : Hσ ([0, 1]d) → Lp([0, 1]d), 2 ≤ p < ∞. It is an open question
whether the limit limε→0
N (ε,Iσ ,d)
ψd(ε)
exists.
The influence of the parameter σ and the dimension d on the covering numbers of Gaussian RKHSs
has been studied in several papers, e.g. in [23,19,20,22]. The corresponding results are weaker in ε
than ours, but they give concrete constants depending on σ and d, which is important in learning
theory. In particular we mention Theorem 2.1. in [19] which describes a suitable trade-off between
the influence of ε and σ .
Remark 5. Weareworking in this notewith real spaces only, but the real Gaussian RKHSs have natural
complex extensions whose elements are analytic functions, see e.g. [18]. Therefore it is not surprising
that our main entropy estimate (7) in Theorem 3 looks similar to the results by Kolmogorov and
Tihomirov [10, Theorem XX] on metric entropy in classes of analytic functions on Cd. The asymptotic
entropy behaviour is the same in both cases, the proofs, however, are completely different.
4. An application to small deviations of Gaussian processes
Let X = (X(t))t∈T be a stochastic process indexed by a set T , typical examples are T =
[0, 1], (0,∞),R or [0, 1]d. The small deviation problem (also called small ball or small value problem)
for the process X consists in finding the asymptotic behaviour of the function
ϕ(ε) := − log P (‖X‖ ≤ ε) as ε→ 0,
where ‖.‖ is for example the norm in some Lp(T ) or in C(T ). Small deviation probabilities play a
fundamental role in many problems in probability theory such as the law of the iterated logarithm of
Chung type, strong limit laws in statistics, quantization and approximation of stochastic processes, see
e.g. the survey [15], the lecture notes [13] and the literature compilation [4]. For Gaussian processes
many results are available in the literature, mostly showing a polynomial behaviour of the small
deviation function ϕ(ε). However, for smooth processes much less is known, see [3,2].
The RKHS H of a centered Gaussian process X = (X(t))t∈T is given by the positive definite kernel
K(s, t) := E X(s)X(t), s, t ∈ T ,
which describes the covariance structure of X . If X attains values in a Banach space E, then the RKHS
H embeds compactly into E. Kuelbs and Li [12] discovered a close, but quite complicated connection
between the small deviation function ϕ(ε) of the process and themetric entropyH(ε) of the unit ball
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of the RKHS, considered as a subset of E. However, under certain regularity conditions on ϕ(ε) and/or
H(ε) this connection is more direct. For example, Aurzada et al. [3, Corollary 2.6] showed that for any
α > 0 and β ∈ R
ϕ(ε) ≍

log
1
ε
α 
log log
1
ε
β
⇐⇒ H(ε) ≍

log
1
ε
α 
log log
1
ε
β
.
This enables us to translate our entropy estimates in Theorem 3 directly into the following small
deviation result.
Theorem 6. Let σ > 0, d ∈ N and Xσ ,d =

Xσ ,d(t)

t∈[0,1]d be the centered Gaussian process with
covariance structure
K(s, t) := E Xσ ,d(s)Xσ ,d(t) = exp
−σ 2‖s− t‖22 .
Then the small deviation probabilities of Xσ ,d(t) with respect to the sup-norm behave asymptotically, as
ε→ 0, like
− log P

sup
t∈[0,1]d
|Xσ ,d(t)| ≤ ε

≍

log 1
ε
d+1
log log 1
ε
d .
The same estimates hold for small deviations with respect to any Lp-norm with 2 ≤ p <∞.
Remark 7. The one-dimensional case (d = 1) of our sup-norm estimate
− log P

sup
t∈[0,1]
|Xσ ,1(t)| ≤ ε

≍

log 1
ε
2
log log 1
ε

coincides with a result in [3], see Theorem 1.1, case ν = 2.
For other small deviation results for smooth Gaussian fields we refer to [9, Proposition 4.2]. In this
paper the authors consider only deviations with respect to the L2-norm, but in this case they even
obtain exact constants.
Remark 8. Concerning strong equivalence∼ of the small deviation probabilities our methods give no
information. This is a challenging open problem which requires new techniques for its solution.
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