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ABSTRACT 
 
 
Cooperation in wireless content distribution networks has been proposed as an effective approach to 
improve system performance in terms of bit rate enhancement and energy consumption reduction. To 
enable such cooperation, wireless nodes need to be grouped into clusters; in each cluster, a node is 
selected as a cluster head and acts as a relay between the access point and other nodes. In this thesis, 
we address the problem of clustering in wireless content distribution networks with intelligent 
cooperation among nodes. We propose and analyze three clustering methods based on practical system 
parameters such as estimated signal strength levels among the nodes and the number of neighbors in 
the vicinity of each node. Simulation results are presented for various network scenarios to demonstrate 
the characteristics of the proposed approaches and compare their performance gains. In addition, we 
present and analyze via simulations a practical approach to detect a class of spoofing attacks on the 
proposed cluster formation methods in wireless content distribution networks. 
 
 
Keywords: Cooperative Networks, Clusters, Cluster Heads, Received Signal Strength (RSS), 
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Chapter One 
Introduction 
 
Wireless network is a set of wireless nodes connected together. Nodes are collection of PC 
devices, mobile devices, sensors or other equipment that are connected to each other directly 
using the IP network. These nodes have limited energy level in many applications such as in 
wireless sensor networks. In order to have a better wireless network that takes into consideration 
the limitations of the network such as limited bandwidth and energy, a cooperative wireless 
network is introduced.   
Cooperative networks are very effective and used in almost all wireless networks. It reduces the 
energy consumption of the overall network, enhances reliability, and increases the data bit rate of 
transmission. On the way to the development of cooperative communication, there is a 
considerable need to understand its practical benefits and limitations, and its inter-dependence 
with networking functions. It is important to understand how to improve the network 
performance (allocating many cooperating nodes) against the network cost (power, interference, 
delay, overhead). The main contribution in cooperative networks is grouping nodes in the 
network into a cluster to cooperate with each other. Clustering methods are applied to these 
networks in order to enhance the bandwidth of the network and prolong its lifetime. 
Clustering algorithms are methods used in cooperative networks so that the nodes can work 
cooperatively with each other.  Clustering approaches have proven to be effective for the 
organization of the network to a connected hierarchy. Large wireless networks require efficient 
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organization of the network topology for the purpose of balancing the load and prolonging the 
network lifetime. In cooperative networks, clustering is used to group nodes which are located 
close to each other. In many cases, such as video streaming, the data bit rate is the major factor 
that should be considered. As a result, additional parameters should be included while clustering 
like the Received Signal Strength (RSS) between the nodes and access point and the nodes 
themselves to increase the data bit rate of transmission. Clustering is the grouping of nodes in a 
network into groups called clusters. Each cluster is composed of a cluster head and other non-
cluster heads nodes. The benefits of clustering in wireless networks made it an important subject 
for researchers to study deeply. 
Moreover, when working in any network, security measures cannot be ignored. It is of vital 
importance to take into consideration some security measurements when talking about any kind 
of networks. Network security is the process by which digital information assets are protected, 
the main objectives of security are to keep confidentiality, maintain integrity, and assure 
availability. The openness of wireless networks and the deployment of wireless devices, 
networks are becoming increasingly tempting targets for malicious attacks. 
Wireless nodes have limited energy level due to constrained battery capacities. They can be far 
from the access point which leads to low download bit rates. The main objective of this thesis is 
to develop clustering methods based on practical parameters that can lead to performance 
enhancement in terms of bit rate, network lifetime, and scalability. In addition, we addressed 
security spoofing attacks against cooperative wireless network scenarios and detected the 
malicious nodes performing these attacks. 
The rest of this thesis is organized as follows: Chapter 2 presents the background and related 
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work in the fields of cooperation, clustering, and security measurements. In Chapter 3, we 
describe our system model. We propose our three clustering methods in Chapter 4 and give an 
example for each method; in addition we discuss the advantages and limitations of the methods. 
In Chapter 5, we present the fake RSS detection method followed by results and analysis in 
Chapter 6. Finally, Chapter 7 concludes the thesis. 
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Chapter Two 
Background 
 
In wireless networks, nodes cooperate together to form a cooperative network. The idea of 
cooperation in wireless networks is becoming very important since it supports the user mobility, 
limited energy, radio spectrum resources, and data bit rate that make challenges in the wireless 
networks in terms of performance and capacity. The development of cooperation in wireless 
networks needs high effort from advanced signal processing and communication to network 
protocol design and optimization. 
In [39], the authors stated the benefits of user cooperation in terms of improving reliability of the 
channel, enhancing the throughput, and achieving seamless service provisioning. They focused 
on the cooperation at network, transport layers, and the medium access control and stated the 
challenging issues and future researches that should be considered. 
Authors in [18] made a survey for the cooperative communication schemes stating the 
advantages in enhancing the diversity and capacity of the system. They also made an 
examination of the applications of cooperative schemes in LTE- advance systems. They showed 
that by using cooperative schemes, the network capacity and coverage can be improved.  
Moreover, cooperative schemes can be employed in cognitive radio networks. It was shown 
large improvement in sensing accuracy while the efficiency of the sensing is ignored. In [36], 
they explained the major tradeoff between sensing accuracy and efficiency in spectrum sensing. 
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They also presented some mechanisms on cooperation and analyzed the efficiency and accuracy 
of sensing tradeoff with respect to the gain of transmission and the sensing overhead. 
In wireless cooperation, the spectrum and power allocation (SA and PA, respectively) are 
required between the source and the relay nodes. In [38], they presented incentive mechanism on 
game theory for encouraging the cooperation between selfish nodes. They developed an 
integrated cooperative bargaining fame framework and analyzed the PA, SA and simultaneous 
multi-resource allocation (SMRA) problems. 
In addition, two well-known cooperative schemes are the Amplify-and-Forward (AF) and the 
Decode-and-Forward (DF). These schemes have positive impact on networks since they improve 
the capacity of the wireless channel by using multiple antennas for spatial diversity. But it was 
shown that the lack of incentives for wireless nodes to participate in the cooperative 
communication is a major problem that blocks their applications. Authors in [31] defined a 
survey of the common game theoretical solutions that are used in cooperation in AF and DF. 
They later discussed the challenges they faced when applying game theory in such cooperative 
communication.  
Network coding has developed as an unselfish way to cooperation where the intermediate nodes 
cooperate to pass the packets to the destination. In wireless cooperative networks, it is a 
challenging thing to efficiently allocate the resources to these intermediate nodes. They proposed 
in [4] a new algorithm based on buffer allocation algorithm to show the problem of packet 
scheduling on the nodes of the network. They also stated some guidelines to extend this 
algorithm to more general scenarios.  
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Furthermore, cooperative communication has large impact on topology control and routing 
protocol design. In [7], they proposed a new scheme to improve the mobile ad hoc networks 
capacity. This scheme is to optimize the capacity in cooperative communication taking the 
benefit of the physical-layer cooperative communication. 
Finally, as published by Cisco, most of the mobile data traffic in the world will be video by the 
year 2015. So the issue to deliver mobile video traffic efficiently using cooperation will become 
the main concern of researchers. In [5], they propose a new scheme transmitting video by taking 
into consideration the source coding, power allocation, relay processing parameters, and error 
concealment strategy to achieve the best video quality. After they did some experiments, they 
showed that the scheme they proposed outperforms other transmission schemes. 
2.1 Clustering Techniques 
The main technique that represents cooperative networks is clustering. Clustering is a method 
where nodes in a given network are grouped in clusters according to some parameters such as 
geographical location of the nodes. Each cluster is composed of a cluster head and other non-
cluster heads nodes. Many researchers have been done on clustering algorithms and many 
challenges were faced. In this section, we show some work done on clustering algorithms and 
state the advantages and disadvantages of these methods.  
In [21], they studied different algorithms for clustering methods that are based on finding the 
best location of cluster heads in wireless sensor networks. The main advantage of their work is to 
reduce the overall energy consumption of the network. They assumed that the information of the 
location of all nodes and their distribution are known. They proposed three cases, for each case 
an algorithm was designed for free-space and multi-path energy consumption. First, they 
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proposed an algorithm in order to find the best location of the cluster head in a single cluster. 
Then, they proposed another algorithm to find the best formation of a given number of clusters 
where each cluster head has to communicate with base station directly. After that they described 
an algorithm to get the best formation of a given number of clusters where there can be ad-hoc 
transmission between cluster heads. After showing theoretical analysis and simulations, results 
showed that these algorithms can achieve good results very quickly. The different methods 
showed that the energy consumption of the overall network is reduced. 
Among the cluster-based routing protocols for wireless sensor networks, LEACH [9] is the most 
popular protocol among the other used for clustering. Many researchers have worked to improve 
LEACH like in [8, 25]. In most of the papers, the same technique of distributed cluster designing 
with little improvement as in LEACH [3, 8, 14, and 22] is used.  LEACH protocol for cluster 
head election and cluster head rotation is a very popular method used in most clustering method. 
This idea is illustrated in Equation 1. 
       
 
         
 
 
 
        
           
   (1) 
Where P is the probability of the cluster head and r is the number of the current round, and G is 
the set of nodes that are not yet elected as the cluster head in the last 1/P rounds. Every node in 
the deployed node set becomes the cluster head only once. 
The further researches that have been done on improving LEACH to include additional 
parameter to the equation such as energy [22] distance from AP, or with some additional 
techniques to replace the existing routing process of LEACH. Moreover, to extend the scalability 
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of LEACH, more effort is done like adding vice cluster heads or primary and secondary cluster 
heads [20]. 
Authors in [33] proposed a new modified version of LEACH where the cluster heads are only 
responsible for sending data received by other clusters. This leads to less energy consumption 
than LEACH since it used multi-hop instead of direct-hop. In addition, a proposed approach in 
this improved method of LEACH indicates to locate vice cluster head to take the place of the 
main selected cluster head in case it crashed or died before the expected time. 
In [22], they proposed a level-based hierarchical clustered algorithm, named EELBCRP: Energy- 
Efficient Level. Hierarchal clustering algorithms are important since it is proved to prolong the 
network lifetime [34]. EELBCRP works on decreasing the number of dead nodes and thus, 
decreasing the energy consumption of these nodes. As a result, this increases the overall lifetime 
of the network. The authors deployed a network of random n sensor nodes to obtain a clustered 
network. They assume that the network is consisted of a fixed base station located in the center 
of this network with the fixed energy-limited sensor nodes. The data is reached to the base 
station through intermediate nodes by adjusting dynamic power. After the nodes are being 
deployed, a level 1 signal is sent using the minimal power by the base station where all the 
recipient nodes set their level to 1. Later, in the second step, a level-2 signal is sent with more 
power by the base station. Likewise, all the non-level 1 recipient nodes change their level to 2. 
To pass on all the organized nodes, the BS continues on sending signals to assign the levels to 
the boundary nodes at the other end of the base station and give it the corresponding level. After 
that, a hello message is broadcasted by the BS that has all the information of the higher and 
lower limit. The upper and lower limit of a level i is denoted by Ui and Li respectively. So the 
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node will be able to calculate the distance from BS on the received signal strength. The updated 
version of LEACH formula to elect the cluster head is presented in Equation 2. 
       
 
         
 
 
 
   
         
     
     
       
       
 
 
         
           
   (2) 
  According to Equation 2,   
  : refers to the probability of the cluster head. It is the network team’s responsibility to 
describe the maximum number of clusters   needed upon a given network. 
 r: refers to the current round.  
Every round indicates one successful packet delivery from source to destination. 
 X: a constant number between 0 and 1.  
   : represents the upper limit of level-i. 
   : represents the lower limit of level-i. 
        : the distance between any node (n) and the base station 
       ): the energy of a node n 
          the initial energy of node n 
where k is a number from 1 to 3 
 
The authors used the CSMA MAC protocol at the Medium Access Control Layer that is the 
second layer. First, the CHs broadcast message while electing the CH for the continuing round 
with the same transmission. The other non-cluster head nodes send back to this specific CH to 
which they are finalized to be in this cluster. If the non-cluster head nodes receive advertisement 
from many cluster heads, the decision of these nodes to choose which cluster to be a member of 
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is based on the received signal strength. In other words, it replies with a message to the cluster 
head that it receives higher signal strength and chooses to be a member of its cluster. 
Later on, authors in [21] have also proposed a new version of LEACH protocol called EEE 
LEACH, Energy-Efficient Extended LEACH. This new protocol works on the same main idea of 
LEACH but establishes a multilevel clustering approach that minimizes the distances between 
nodes. It introduces new master CHs besides the CHs. This idea is assumed that as the number of 
cluster increases the distance decreases. The energy efficiency of the protocol itself increases. 
This new enhanced version of LEACH outperforms the basic LEACH protocol. They used 
MATLAB to verify the stimulation results; they evaluated the performance by taking two 
parameters: energy consumption and effect of communication distance. Moreover, another 
enhanced version of LEACH, centralized cluster designing (CCD), was introduced by [10]. They 
assume that the base station takes the decision for the selection of cluster heads and chooses the 
k optimal number of clusters. The benefit of CCD is that it reduces the load distributed of 
computation and passing of the messages for obtaining the values of the parameter for that 
computation over deployed low-energy nodes.  
Some centralized-low energy designing algorithms are described in this part. C-LEACH, 
Centralized-Low Energy Adaptive Clustering Hierarchy, is a based approach of LEACH but 
gives a better performance in terms of energy consumption and load balance [10]. The location 
of the node and its energy level are communicated to the BS. To ensure that the clusters are 
better sized, it is assumed that the energy load of the deployed nodes is equally distributed. The 
sink node calculates the energy of the average node; the nodes that have energy level below this 
average are eliminated from the process of electing the clusters. The other nodes that are 
remained are the possible cluster heads. They used the annealing algorithm [24], which is a well-
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known neighborhood approach, so that the base station selects the clusters to solve the NP- hard 
problem in finding the k optimal clusters. 
Moreover, authors in [35] worked in large homogeneous wireless sensor networks and proposed 
two algorithms: energy-efficient and dynamic clustering (EEDC) and energy-efficient and 
power-aware (EEPA). The first algorithm, EEDC, is a clustering designing algorithm based on 
dynamic distribution, while the second algorithm, EEPA, is a multi-hop routing algorithm that is 
based on a clustered architecture. The received signal strength from the neighbor nodes are 
monitored and each node estimates how many active nodes exists in real time. After that, the 
probability of the node to become a cluster head is computed so that the energy consumption in 
cluster communications is reduced. So the node with the highest degree will be chosen as the 
cluster head. The minimal battery power-level for a node to be active is represented as Bmin. 
However, the clusters formed are of unequal size because the cluster members (CM) join the 
cluster which is closest to the CH based on the RSSI. Moreover, if the node degree is decreased, 
re-clustering is essential so that the clusters are combined to sustain the normal size of the 
cluster. 
In [11], the authors proposed a “Threshold based Load Balancing Protocol for Energy-Efficient 
Routing (TLPER)” Protocol, a same style of cluster formation protocol as the previous one. The 
nodes in the network communicate based on the node’s density and geographic location to the 
base station. The node with the highest density will be elected as the cluster head by the base 
station. The base station communicates with the deployed nodes of the network and the cluster 
heads broadcast their status informing the other nodes that it is a cluster head. The other non-
cluster head nodes will be selected in a cluster based on the RSSI strength to the cluster head 
according to the status messages. So in every cluster, the node with the highest energy level will 
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be selected as the assistant cluster head (ACH) so that the load of the cluster head will be shared 
on both the CH and ACH. This load is shared through the load balance threshold (LBT) 
technique and helps in the efficiency of the cluster head rotation through the RTT technique. The 
stimulation results are stated on the overall network energy consumption and effect of the 
balance load of the total number of packets interested by the neighbor heads and the total energy 
consumption of the network. 
In [12], “Multilayer Cluster Designing Algorithm (MCDA)” is proposed for the energy 
demanding part of clustering methods in a wireless sensor networks. Their results showed that 
MCDA outperforms the other cluster-based network architectures proposed before, CCD and 
DCD. The main parameters considered in these protocols are energy consumption, number of 
packets broadcast and number of cluster to be formed.  According to the stimulation 
experiments, it was shown that the energy consumption in CCD is an exponential increasing 
function with respect to the network size while keeping the number of nodes constant. On the 
other hand, DCD does not have a huge effect on the network. It was shown that the energy 
conservation level of MCDA is higher by 26% in medium scale network (MSN) and 47% in 
large scale network when compared to TLPER (CCD). According to energy consumption, V-
LEACH outperformance results of MCDA are 30% and according to EELBCRP (DCD) it is 
32% in MSN. While in LSN the results are 19 and 22% respectively. During clustering, the 
exchanging of messages uses large amount of consuming energy. If we regard the number of 
broadcast packets as a parameter for evaluation, we can see that the proficiency of MCDA 
outperforms TLPER with 36% in MSN and 58% in LSN. With respect to EELBCRP and V-
LEACH (DCD), results show that MCDA has priority value of 41 and 43% in MSN respectively, 
and 33 and 34% in LSN respectively. This indicates that MCDA has better performance than 
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both. We conclude that MCDA is a better choice for clustering in MSN and LSN comparing to 
centralized and distributed cluster design architectures. The main goal of this architecture is to 
produce an energy-efficient clustering algorithm. 
Many clustering approaches have been proposed. These methods are taking into consideration 
the distance between the nodes themselves to form clusters. These nodes can be distant from the 
access point which decreases the download bit rates. In our thesis, we take the signal strength 
between the nodes and the access point in order to form clusters. This will lead to increase data 
bit rates and prolong network lifetime. Then, we added more parameters to optimize the number 
of clusters in the network and balance the number of nodes per cluster.  
2.2 Detecting Spoofing Attacks 
Due to the openness of wireless networks, many attacks may occur on these networks that 
violates its performance. This issue has been of vital importance to researchers to detect types of 
attacks that might occur on the network. 
Authors in [27] detected two attacks performed against their cluster based QoS-OLSR protocol: 
identity spoofing and wormhole attacks. They used a cooperative watchdog approach in order to 
detect the attacks; then added the Bayes rule function to the model in order to enhance the 
detection results. 
In [32], they proposed a new technique to detect spoofing attacks based on received signal 
strength (RSS) in wireless network. This strength is physical property to each device and is hard 
to falsify. They showed the theoretical analysis that the use of spatial correlation of RSS obtained 
from wireless nodes for attack detection. They analyzed the test statistic based on analyzing the 
clusters of the received signal strength readings. This approach showed good results in detecting 
 14 
 
attacks and knowing the number of attacks in the network letting them to localize any number of 
attackers and delete them. It is hard to obtain the number of adversaries in a network. So they 
used a mechanism called SILENCE that employs the minimum distance testing other than 
analyzing the cluster. In this way, they will assure better accuracy of determining how many 
attackers are in the network than other methods that use only cluster analysis (i.e. system 
evolution). Moreover, when they have the training data, they improved the accuracy of obtain the 
number of attackers in a network by using Support Vector Machines-based mechanism. 
Furthermore, they have done experiments in two real office building using 802.11 networks 
(WIFI) and 802.15.4 (ZigBee) network. It was shown that their detection method is very 
effective in attack detection (98%) and determining the number of adversaries (90%).  Their 
method showed that it can localize any number of adversaries even if the malicious nodes used 
fake transmission power levels. This approach is proven to be very effective to detect wireless 
spoofing attacks, determine the number of adversaries and localizing them. 
These approaches showed good effect on detecting spoofing attacks by analyzing clusters and 
localizing the attackers. In this thesis, we used received signal strength values and nodes’ 
information stored by the Access Point in order to detect the spoofing attacks launched against 
cooperative network. This method ensures the accuracy of the results. 
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Chapter Three 
System Model 
 
 
This chapter presents our system model. First, we describe the different components that build 
our network and explain how it works. Then, we give an example of our network model and 
apply clustering to it.  
Our network is presented in Figure 1. The nodes are connected to their neighbors using a short 
range wireless technology. Thus, a node can communicate with all its neighbors through SR. All 
the nodes in the network are connected to the Access Point through a long range wireless 
technology; and the AP is connected to the server which stores the resources.  
 
Figure 1: Network model 
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The components that form our model are the following: 
 Server: It stores the contents of a file and makes them accessible for wireless devices in a 
network. 
 Access Point (AP): It allows wireless devices to connect to a given network technology. 
In our examples, we use Wi-Fi as the network technology. The AP is connected to the 
server and has the information of all the nodes in the network. 
 Nodes: The nodes are wireless devices that are connected to the Access Point through a 
long range wireless network technology. These nodes communicate with the cluster head 
(CH) using short range wireless technology. 
 Neighbor: Node within the same transmission range  
 Long Range Connection (LR): Link established with long range connection technology 
such as Wi-Fi, cellular (3G/4G). 
 Short Range Connection (SR): Link established with short range connection technology 
such as Bluetooth, WiFiDirect. 
 Received Signal Strength Indicator (RSSI): Received Signal Strength is a 
measurement of the power present in received radio signal. It is a negative number 
measured in dBm(decibels). 
 RAni: It is the Received Signal Strength between a node ni and the access point.  
 Rninj:  It is the Received Signal Strength between each pair of nodes (ni and nj). We are 
assuming that RSS from node ni to nj is equal to RSS from node nj to ni. 
Clustering is an effective technique that reduces energy consumption. In a wireless network, 
clustering is required to form a number of clusters, where each cluster consists of a cluster head 
 17 
 
and other nodes. The cluster heads collects information (requests) from non-cluster heads and 
forward to AP. Cluster heads gets all the content from AP and sends them to the other nodes in 
the cluster. In this thesis, we work on deriving a clustering method that enables positive 
cooperation among nodes to deliver better quality of experience to users by increasing 
throughput and bit rate, and reducing energy consumption. 
One main parameter that we utilize for clustering is RSSI. To do so, we assume that the RSS 
from each node to the AP are saved and each node is given a numeric value according to Table 1 
[15]: 
Table 1: RSS estimated values 
RSS in dbm Strength Strength Level (RAni) 
<= -100 Very Poor 0 
Between -99 and -80 Poor 1 
Between -80 and -40 Fair 2 
>= - 40 Excellent 3 
 
The aim of the clustering method is to divide network into clusters to allow cooperation within 
wireless networks. Each cluster has a head node that is responsible of managing resources in this 
cluster.  An example is given in Figure 2 where the network is divided into two clusters (A and 
B) where nodes 1 and 4 are the heads of clusters A and B. 
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Figure 2: Clustered network 
 
Assume that nodes in Figure 2 request to download a file from the server. The cluster heads, 
nodes 1 and 4, download data from the Access Point over a long range wireless connection and 
then send it to other nodes within the same cluster over a short range wireless connection 
increases data bit rate: cluster head 1 downloads the file and sends it to nodes 2 and 3 which are 
in cluster A. Similarly, cluster head 4 sends the file to nodes 5, 6, and 7 in cluster B. 
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Chapter Four 
Cluster Formation Methods 
 
Many methods have been proposed for clustering in cooperative networks. Yet, these methods 
reduce the lifetime of the network. In other clustering methods, unbalanced clusters are formed 
due to the clustering algorithms. In this chapter, we propose three clustering methods. Our aim is 
to increase the data bit rate, extend the network lifetime, while having balanced clusters’ sizes in 
the network. We proposed three clustering methods in order to form the clusters in our network. 
The notations used in our thesis are presented in Table 2 below: 
 
Table 2: Notations 
Notation Significance 
     Received Signal Strength between node ni and access point 
Rninj Received Signal Strength between each pair of nodes ni and nj 
G(ni) Number of neighbors of node ni 
N Total number of nodes 
M(ni) 
 
Mutual RSS of node ni 
W(ni) Weight of node ni 
 
The Mutual RSS of node ni is the product of RSS between ni and each one of its neighbors 
divided by number of neighbors of ni. It is calculated based on Equation 3: 
       
     
     
   
     
  (3) 
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Assume we have, in Figure 3, six nodes where the RAni is a numeric value shown above each 
node. Rninj is also presented on the edges between each pair of connected nodes. 
 
Figure 3: Sample model 
 
According to the sample network presented above, we will show our three clustering methods 
work. 
 
4.1 Method 1: Using Node Strength Level 
The first clustering method presented select the heads based on their received signal strength 
values only. First, we compute the weight value W1 for each node in the network using    
Equation 4: 
               (4) 
 
In this method, the assigned weight value of each node depends only on the RSS between the 
given node and the access point. Therefore, we only need to check the strength values of the 
nodes in order to select the heads and form the clusters. Algorithm 1 shows how this method 
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works. We store in an array (Heads) all the nodes that will serve as cluster heads. Neighbors 
table saves the neighbors of each node. A matrix Cluster is used in order to save the clusters 
formed in the network.  
 
For n=1 to N 
{ 
 count = 0 
If RAn == 3 
{ 
 Heads[c] = n //Array of heads 
 count++  
} 
} 
 
For i=1 to (count-1) 
{ 
k = 0 
head = Heads[k] 
Flag[head] = 1 
Cluster [i][k]=head  //Add head to the cluster 
For k=1 to G(head) 
{ 
If Flag[neighbors(head,k-1)] = 0 
{ 
Cluster [i][k]=neighbors (head,k-1)    //Add neighbors of head to the cluster formed 
Flag[neighbors (head,k-1)] = 1 
} 
} 
} 
Algorithm 1: Cluster selection using strength value 
 
The algorithm works as follows: All the nodes that have a strength value equal to 3 are selected 
to serve as heads in our network. We store these nodes in an array. Each head node in this array 
will form a cluster and all the neighbors of this node will be added to this cluster if they are not 
assigned to another cluster. 
The example in Figure 4 demonstrates how the strength level based method works. Table 3 
presents the information of the nodes in this network. It includes the RSS values of each node in 
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dbm and its corresponding strength value. It also provides information about the neighbors of 
each node in the network. 
Table 3: Strength value nodes information 
 
 
 
 
 
In our example (Figure 4), nodes 1 and 3 are chosen as cluster heads because their strength level 
is equal to 3 according to Table 3. Node 1 will form the first cluster A. The neighbor nodes (2, 4, 
and 5) will be added to cluster A. Similarly, node 3 will form the second cluster B and only one 
of its neighbors (node 6) will be added to the cluster. Node 5 which is neighbor with head node 3 
will not be added to cluster B because it is already part of cluster A. 
 
Figure 4: Cluster selection using strength values example 
 
ID RSS in dbm (actual value) RAni =  W1(n)  Neighbors  
1 -40 3 2, 4, 5 
2 -100 0 1, 5 
3 -20 3 5, 6 
4 -60 2 1, 5, 6 
5 -70 2 1, 2, 3, 4, 6 
6 -85 1 3, 4, 5 
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As we can see in this method, the network lifetime will be prolonged because the head nodes 1 
and 3 are the only nodes consuming energy when downloading the file using LR connection. 
While other nodes in the cluster, are only using SR connection which does not require large 
energy consumption. These nodes get part of the file from the head node, and can exchange other 
parts with the nodes in the same cluster.  Moreover, data bit rate will be increased since we are 
only communicating with the AP through head nodes which have the largest RSS values based 
on this method. However, in larger networks, many clusters consisting of one or two nodes will 
be formed while electing the cluster heads. Thus, another parameter should be considered when 
choosing the head nodes. In the second method, we use the number of neighbors of a given node 
in addition to the node strength value as the main parameters to form the clusters. 
4.2 Method 2: Using Node Strength Level and Number of Neighbors 
The second method proposed selects the heads based on their received signal strength values and 
their number of neighbors. The weight value W2 for each node in the network is computed based 
on Equation 5: 
 
        
           
 
  (5) 
 
In this method, the assigned weight value of each node depends on the RSS between the given 
node and the access point, and on the number of neighbors. We divide the obtained result by the 
total number of nodes in the network for normalization issues so we don’t get large numbers. 
Algorithm 2 shows how this method works. An array MaxW2 is used in order to store the weight 
values of the nodes from highest to lowest with their corresponding ids, number of neighbors and 
values W2. Each node is stored with its corresponding id and number of neighbors. A threshold 
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value is used in order to optimize the number of clusters in the network. The Threshold value is 
the number of nodes with the highest two weight values W2. HeadsMaxW is used in order to 
save the nodes that will serve as head clusters. HeadsMinG array stores these heads from the 
lowest to the greatest number of neighbors. The heads are stored in increasing order of their 
number of neighbors in order to optimize the number of nodes within the same cluster. Starting 
with the head node that has the largest number of neighbors will form clusters that have 
unbalanced number of nodes (i.e., one cluster may have 15 nodes while another cluster may have 
only 2). Same as first method, an array flag and Neighbors table, and matrix Cluster are used in 
order to form the clusters.  
For i = 0 to (Threshold-1) 
{ 
 HeadsMaxW[i][0] = MaxW2[i][0] 
HeadsMaxW[i][1] = MaxW2[i][1] 
} 
 
For i=0 to (Threshold-1) 
{ 
k = 0 
head = HeadsMinG[k] 
Cluster [i][k]=head  //Add head to the cluster 
For k=1 to G(head) 
{ 
If neighbors [head][k-1] not in another cluster  
Cluster [i][k]=neighbors [head][k-1]    //Add neighbors of head to the cluster formed 
} 
} 
Algorithm 2: Cluster selection using strength values and number of neighbors 
 
The algorithm works as follows: The nodes with the highest two weight values W2 serve as head 
nodes. They are stored in an array and sorted by increasing number of neighbors. Each one of 
these head nodes will form a cluster and all the neighbors of this node will be added to this 
cluster if they are not part of another cluster. 
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The example in Figure 5 shows how the method based on strength values and number of 
neighbors works. Table 4 presents the information of the nodes in this network. It includes the 
RSS values of each node in dbm and its corresponding strength value. It also provides the 
number of neighbors G(ni), the weight value W2(ni), and the neighbors of each node in the 
network. 
Table 4: Strength values and number of neighbor nodes information 
 ID RSS in dbm  RAni G(ni)  W2(ni) Neighbors  
1 -40 3 3 3x3/6 = 1.5 2, 4, 5 
2 -100 0 2 0x2/6 = 0 1, 5 
3 -20 3 2 3x2/6 = 1 5, 6 
4 -60 2 3 2x3/6 = 1 1, 5, 6 
5 -70 2 5 2x5/6 = 1.67 1, 2, 3, 4, 6 
6 -85 1 3 1x2/6 = 0.33 3, 4, 5 
 
In our example (Figure 5), nodes 1 and 5 are chosen as cluster heads because they have the 
highest two W2 values (1.5 and 1.67). To avoid clusters with low number of neighbors, we will 
start our algorithm by the head node that has the smallest number of neighbors (Node 1). Node 1 
will form the first cluster A. The neighbor nodes (2 and 4) will be added to cluster A. Node 5 
neighbor to node 1will not be added because it is a cluster head. Similarly, node 5 will form the 
second cluster B and only two of its neighbors (nodes 3 and 6) will be added to the cluster. 
Nodes 1, 2, and 4 which are neighbors with head node 5 will not be added to cluster B because 
they are already part of cluster A. 
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Figure 5: Cluster selection using strength values and number of neighbors example 
 
Likewise, this method also prolongs the network lifetime and increases data bit rate because we 
are taking RSS as the main parameter while clustering. Moreover, by taking the number of 
neighbors as a second parameter, we will avoid having clusters with small number of nodes (1 or 
2 nodes). However, the RSS between the head node and other nodes in the cluster may be weak. 
Thus, another parameter should be also considered when choosing the head nodes, which is 
mutual RSS between head node and nodes in the cluster.  
4.3 Method 3: Using Node Strength Level, Number of Neighbors, 
and Mutual RSS 
The third method proposed selects the heads based on their received signal strength, their 
number of neighbors, and their mutual RSS values. The weight value W3 for each node in the 
network is computed based on Equation 6: 
        
                
 
  (6) 
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In this method, the assigned weight value of each node depends on the RSS between the given 
node and the access point, its number of neighbors, and the mutual RSS between this node and 
all its neighbors. Algorithm 3 shows how this method works. As in method 2, an array MaxW3 is 
used to save the weight values of the nodes from highest to lowest with their corresponding ids, 
number of neighbors and values W2. A threshold value is used for optimizing the clusters. The 
Threshold value is the number of nodes with the highest two weight values W3. HeadsMaxW is 
used in order to save the nodes that will serve as head clusters. HeadsMinG array stores these 
heads from the lowest to the greatest number of neighbors. The heads are stored in increasing 
order of their number of neighbors in order to optimize the number of nodes within the same 
cluster. Same as the two methods above, an array flag and Neighbors table, and matrix Cluster 
are used in order to form the clusters.  
 
For i = 0 to (Threshold-1) 
{ 
 HeadsMaxW[i][0] = MaxW2[i][0] 
HeadsMaxW[i][1] = MaxW2[i][1] 
} 
 
For i=0 to (Threshold-1) 
{ 
k = 0 
head = HeadsMinG[k] 
Cluster [i][k]=head  //Add head to the cluster 
For k=1 to G(head) 
{ 
If neighbors [head][k-1] not in another cluster  
Cluster [i][k]=neighbors [head][k-1]    //Add neighbors of head to the cluster formed 
} 
} 
Algorithm 3: Cluster selection using strength values, number of neighbors, and mutual RSS 
 
The algorithm works as follows: The nodes with the highest two weight values W3 serve as head 
nodes. They are added to an array and sorted by increasing number of neighbors. Each head node 
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of this array will form a cluster and all the neighbors of this node will be added to this cluster if 
they are not assigned to another cluster. 
The example in Figure 6 shows how method 3 works. Table 5 presents the information of the 
nodes in this network. It includes the RSS values of each node in dbm and its corresponding 
strength value. It also provides the number of neighbors G(ni), the Mutual RSS value M(ni), the 
weight value W3(n), and the neighbors of each node in the network. 
Table 5: Strength values, number of neighbors, and mutual RSS nodes information 
 
In our example (Figure 6), nodes 1 and 5 are chosen as cluster heads because they have the 
highest two W3 values (3 and 2). We will start by the node that has the smallest number of 
neighbors (Node 1). Node 1 will form the first cluster A. The neighbor nodes (2 and 4) will be 
added to cluster A. Node 5 neighbor to node 1will not be added because it is a cluster head. 
Similarly, node 5 will form the second cluster B and only two of its neighbors (nodes 3 and 6) 
will be added to the cluster. Nodes 1, 2, and 4 which are neighbors with head node 5 will not be 
added to cluster B because they are already part of cluster A. 
ID RSS in 
dbm 
RAni G(ni) M(ni) W3(ni) Neighbors  
1 -40 3 3 2 3x3x2/6 = 3 2, 4, 5 
2 -100 0 2 3 0x2x3/6 = 0 1, 5 
3 -20 3 2 1.5 3x2x1.5/6 = 1.5 5, 6 
4 -60 2 3 0.67 2x3x0.67/6 = 0.67 1, 5, 6 
5 -70 2 5 1.2 2x5x1.2/6 = 2 1, 2, 3, 4, 6 
6 -85 1 3 1 1x3x1/6 = 0.5 3, 4, 5 
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Figure 6: Cluster selection using strength values, number of neighbors, and mutual RSS example 
This method as well prolongs the network lifetime and increases data bit rate because we are 
taking RSS as the main parameter while clustering. In addition, it avoids having clusters with 
small number of nodes. It also considers strong mutual RSS between the head and the other 
nodes in the clusters. 
In this chapter, we presented three clustering methods. By applying clustering based on strength 
values, network lifetime will be prolonged and data bit rate will be increased. By adding the 
number of neighbors to the strength value based method, we will avoid having clusters with 
small number of nodes. And by adding the mutual RSS between the heads and nodes in the 
clusters to the previous two methods, we will have strong mutual RSS between head nodes and 
other nodes in the network.  
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Chapter Five 
Deployed Security Measurements to Detect 
Spoofing Attacks 
 
In a wireless network, any node can perform a malicious act and thus affect the performance, 
lifetime, and security of the network. Thus, many security measures should be applied to the 
network. One of these measures is to detect and prevent attackers in the network. 
In this chapter, we study the resilience of the clustering methods in the presence of security 
attacks. We consider the attack when a malicious node sends fake information to the Access 
Point in order to be selected as cluster head. Then, we present a method to detect this attack 
using RSS. Finally, we provide an example to illustrate the method proposed. 
5.1 How the Attack is Performed 
The attacker performs a spoofing attack by sending fake information to the Access Point in order 
to be selected as a head node. In this way, it will be able to access all the resources, modify the 
requested content, and forbid other nodes in the network from receiving the content from the 
server. The AP stores the information of every node in the network in Table 6: 
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Table 6: Nodes initial information stored at AP 
 
After launching the attack, the weight value of the attacking node, computed in Equation 6, will 
be modified depending on the type of attack. The malicious node can spoof a fake strength value 
RAni, a fake number of neighbors G(ni), or both. 
In Figure 7, we illustrated an example to show how the spoofing attack is launched on similar 
networks. We assume node 2 is the attacker, it sends to the access point either fake RAn2 or/and 
fake number of neighbors G(n2). In this way, it will be selected as the cluster head and thus, 
perform the malicious actions on the network.  
 
Figure 7: Spoofing attack 
ID RSS in 
dbm 
RAni G(ni) M(ni) W3(ni) Neighbors  
1 -40 3 3 1.33333.. 3x3x1.33/6 = 1.99 2, 4, 5 
2 -100 2 2 2 2x2x2/6 = 1.33 1, 5 
3 -20 3 2 1.5 3x2x1.5/6 = 1.5 5, 6 
4 -60 2 3 0.67 2x3x0.67/6 = 0.67 1, 5, 6 
5 -70 2 5 1.2 2x5x1.2/6 = 2 1, 2, 3, 4, 6 
6 -85 1 3 1 1x3x1/6 = 0.5 3, 4, 5 
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We will present examples on the three attacks: 
5.1.1 Spoofing RSS Attack 
The attacking node will send a fake RSS value to the Access Point in order to be able to perform 
its malicious act. Suppose that node 2 sends to the AP a fake RSS (equal to 3). Thus the fake W3 
for node 2 will be equal to: 
             
                     
 
 
                                                         
     
 
 
                                                      
After sending a fake RSS value to the AP, node 2 will have the highest weight value W3 = 2 and 
thus will be chosen as head node. Hence, node 2 will be able to access and modify the content 
received from the AP and perform the attack successfully. 
5.1.2 Spoofing Neighbors Attack 
Another attack that can be performed against the network is when an attacker sends a fake 
number of neighbors to the Access Point.  Assume that node 2 in Figure 7 sends to the AP fake 
number of neighbors. It will claim that it also is connected to nodes 3 and 6 and thus has four 
neighbors. Thus the fake W3 for node 2 will be equal to: 
             
                    
 
 
                                                           
     
 
 
                                                            .67 
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Node 2 will send a fake number of neighbors to the AP and, hence, will be chosen as cluster 
head because it has the highest weight value W3 = 2.67.  Consequently, node 2 will be able to 
perform the malicious action. 
5.1.3 Spoofing RSS and Neighbors Attack 
Moreover, an attacker can send fake RSS value and number of neighbors to the Access Point to 
guarantee that it will be chosen as a cluster head. Suppose that node 2 in Figure 7 sends to the 
AP a fake RSS value and a fake number of neighbors. It will claim that it has an RSS value equal 
to 3 and that it is also connected to node 3(thus has 3 neighbors). Therefore, the fake W3 for node 
2 will be equal to: 
             
                          
 
 
                                                  
     
 
 
                                                    
After sending a fake RSS value and false number of neighbors to the AP, node 2 will have the 
highest weight value W3 = 3 and will be chosen as head node. Thus, node 2 will successfully 
attack the network. 
5.2 Clustering Head Spoofing Attack Detection Method 
A detection method should be provided in order to secure the network from all the malicious 
actions. We will present how our detection method works and provide the detection algorithm.  
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5.2.1 Detection Algorithm Description 
The Access Point is responsible of detecting the spoofing attacks. AP stores information about 
all the nodes in the network in its table (AP_Table). It saves the RSS between itself and each 
node in the network. Moreover, it has information about all the neighbors of a corresponding 
node and the mutual RSS values between each pair of nodes. Hence, when a spoofing RSS or 
spoofing neighbors attack is performed, the AP will be able to detect this attack by comparing 
the values of the Fake_RAn  and Fake_G(n) with the initial RSS and number of neighbors values. 
Algorithm 4 shows how our detection method works: 
If (CheckRSS(Attacker) == 1 OR CheckNeighbors(Attacker,Fake_G(Attacker)) == 1) 
Attack is detected 
 
CheckRSS(n) 
{ 
 If (Fake_RAn == RAn) 
  Return 0 
 Else 
  Return 1 
} 
 
CheckNeighbors(n,G(n)) 
{ 
 For i = 0 to G(n) -1 
{ 
 If(G[i] & n are not neighbors) 
  Return 1 
} 
Retrun 0 
} 
Algorithm 4: Spoofing attacks detection 
The AP will check the RSS of the attacking node using checkRSS method. It will compare this 
RSS with the initial RSS stored in AP_Table. If the values of RSS are different then the attack 
will be detected. Similarly, for the neighbors spoofing attack, the AP checks the number of 
neighbors of the attacking nodes using CheckNeighbors method.  For each claimed neighbor, the 
AP verifies if this node is neighbor with the attacking node by checking the neighbors list of the 
claimed neighbor. If the two nodes were neighbors, then it checks the other nodes in the 
attacker’s neighbors list.  Else, if the two nodes were not neighbors, the attack is detected. 
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Moreover, the attacker may send a fake RSS and a fake number of neighbors. Therefore, the AP 
will check if both RSS and number of neighbor’s values are correct. 
5.2.2 Example 
According to Figure 7 where node 2 is launching the RSS spoofing attack against the network.  
Node 2 is sending a fake RSS to the AP (equal to 3). The detection algorithm will check the RSS 
using CheckRSS(n2) method.  Fake_RAn2 = 3 is different from RAn2 = 2. Thus, CheckRSS(n2) 
will return 1 and the attack is detected. 
Similarly, when node 2 launches the neighbors spoofing attack, Node 2 sends fake number of 
neighbors equal to 4 by claiming that it is neighbor with nodes 1, 3, 5, and 6. In fact Node 2 is 
only neighbor with nodes 1 and 5. The AP will check the neighbors of the attacking node using 
CheckNeighbors(n2, 4) method. First it checks if node 1 has node 2 as a neighbor. If yes, it 
continues to the other neighbors in the list. When it checks node 3, it will notice that node 3 is 
not neighbor with node 2 and hence return 1 and detect the spoofing attack. 
In this chapter, we presented the detection method applied. First, we presented an example to 
show how the nodes can perform attacks against the network by sending fake RSS and fake 
number of neighbor’s values. Then, we proposed the detection algorithm that can detect these 
spoofing attacks. We illustrated the examples in order to verify our methods. 
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Chapter Six 
Results and Analysis 
 
 
In this chapter, we simulate our results using Matlab. First, we give an example of our model. 
Then, we present the results of our three clustering methods and show how the use of RSS 
enhances the selection of clusters in the network. Moreover, we show the efficiency of our attack 
detection method. 
6.1 Model Example  
Figure 8 presents a sample model of our simulated network. Given 20 nodes in the network, our 
clustering method based on strength value, Mutual RSS, and number of neighbors divided the 
network into three clusters.  
 
Figure 8: Sample model simulation 
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Nodes 10, 12, and 14 are chosen as heads because they have the highest weight values. We start 
by the head node that has the smallest number of neighbors, node 14, in order to form the first 
cluster, then node 10 which forms the second cluster, and finally, node 12. 
6.2 Clustering Methods Results 
We simulated the results of our three clustering methods for 100 iterations. First, we present the 
number of clusters formed for different number of networks. Then, we show the minimum, 
average and maximum number of nodes per cluster that can be formed. Second, we compare the 
average signal strength given different number of nodes in the networks with and without 
cooperation. Third, we illustrate the average time needed to download a file and compare the 
results for a cooperative network and not cooperative network. Finally, we show the scalability 
of our methods in large networks with and without clusters. 
6.2.1 Clusters Formation in the Network 
Figure 9 presents the number of clusters given different number of nodes ranging from 10 to 100 
for method 1 which is based on the strength values only. We can see that the number of clusters 
increases when the number of nodes increases in the network.  The number of clusters reaches 22 
with 100 nodes in the network. This method takes into consideration the RSS values of the 
nodes. Each node that has an RSS value of 3 is selected as cluster head. 
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Figure 9: Number of clusters for different number of nodes using Method 1 
  
Figure 10 shows the minimum, average and maximum number of nodes per cluster that can be 
formed. We can notice that there is large difference between the minimum and the maximum 
number of nodes in different clusters in the network. This indicates that this method does not 
obtain an optimal number of clusters in a proposed network. If we have many clusters so we 
have many cluster heads using their maximum energy to get the content from the access point 
and thus the network lifetime is not prolonged and failing to achieve the main goal of clustering. 
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Figure 10: Min, avg, max number of nodes per cluster for Method 1 
Figure 11 shows that the nodes distribution within clusters is not optimized since we have one 
cluster of 2 nodes and another of 8 nodes. 
 
Figure 11: Nodes distribution in clusters for Method 1 
 
In order to get a more balanced clustering method, a second parameter is added to the clustering 
algorithm that is the number of neighbors. 
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In Figure 12, the number of clusters increases when the number of nodes increases. We have 17 
clusters given 100 nodes in the network using method 2. The number of clusters is lower 
compared with the first model because we are taking into consideration the strength values and 
the number of neighbors when choosing the head nodes. 
 
Figure 12: Number of clusters for different number of nodes using Method 2 
 
Similarly, Figure 13 represents the minimum, average, and maximum number of nodes per 
cluster according to Method 2 proposed in Section 4.2. We notice that there is slight difference 
between the minimum and maximum numbers indicating that the clusters are well balanced in 
the network. This shows that this method is outperforms Method 1 presented in Section 4.1 since 
by including the number of neighbors of the node to be selected as cluster head provides a more 
balanced clustered network. This leads to prolonging the lifetime of the overall network. 
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Figure 13: Min, avg, max number of nodes per cluster for Method 2 
 
Figure 14 shows that the nodes distribution within clusters is more optimized than Method 1 
since the nodes per clusters are balanced. 
 
 
Figure 14:  Nodes distribution in clusters for Method 2 
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In Figure 15, method 3 shows that the number of clusters reaches 13 given 100 nodes in the 
network. The number of clusters is the lowest compared with the two models above because this 
method takes three parameters when choosing the head nodes (the strength values, number of 
neighbors, and the mutual RSS). Therefore, this method is the most efficient one to choose head 
nodes and form the clusters in the network. 
 
Figure 15: Number of clusters for different number of nodes using Method 3 
 
If we compare the results shown in Figure 16, we can deduce that the clustering algorithm of 
Method 3 proposed in Section 4.3 provides a well clustered-based wireless network. The number 
of nodes in the clusters are approximately equal. The difference of number of nodes from one 
cluster to another is not larger than 1 or 2 nodes. So the cluster are equally balanced. Obtaining 
equal number of clusters in a network is very important since the network lifetime will be 
prologed by not having many cluster heads consuming all their energy for small clusters that are 
formed of  one or two nodes.  
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Figure 16: Min, avg, max number of nodes per cluster for Method 3 
 
Figure 17 shows that the nodes distribution within clusters is the most optimized among the three 
methods. 
 
Figure 17: Nodes distribution in clusters for Method 3 
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6.2.2 Average Signal Strength 
As shown in Figure 18, the average signal strength in clustered networks is higher than un-
clustered networks. Based on the first clustering method proposed, the average RSS is constant at 
3 in networks with clusters because we are only considering the nodes with the maximum RSS to 
serve as cluster heads. Networks without clusters have lower average signal strength by almost 
half the value. 
 
Figure 18: Average signal strength given different number of nodes for Method 1 
 
This method shows to be effective in terms of data rate and energy consumption. The data bit 
rate is higher in clustered networks which reduce the energy consumption since the data takes 
less time to be communicated and, thus, the wireless interface is active for shorter period of time 
which consumes less energy.  
Applying the same simulation to the second clustering method, it was shown in Figure 19 that 
the average signal strength in networks with clusters is also higher than without clusters. 
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Figure 19: Average signal strength given different number of nodes for Method 2 
 
Results for method 1 are better than method 2 in terms of data bit rate; but clusters are not 
optimized and we may obtain many clusters with small number of nodes. In the second method, 
the clusters are optimized since we took the number of neighbors of the nodes as additional 
parameter with the RSS for clustering algorithms. In this method, the network lifetime is 
prolonged since we are considering only the necessary nodes to serve as cluster heads. These 
nodes are responsible of data transmission from the access point. 
Similarly, in Figure 20, after computing the same results for the third clustering method, we 
show that the average signal strength with clusters is higher than without clusters. In this method, 
we are taking also the mutual RSS between the nodes themselves.  
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Figure 20: Average signal strength given different number of nodes for Method 3 
 
This method seems to be the most effective method among the three proposed methods. The 
clusters are also optimized since we are considering three parameters while clustering. The three 
parameters are: RSS between the node and the AP, the number of neighbors of the node, and the 
mutual RSS between the node and its neighbors. By including the mutual RSS as the third 
parameter, the average signal strength increases, which leads to an increase in the data bit rate. 
6.2.3 Average Computed Time 
To check if the proposed methods increase the data bit rate of the network, we calculated the 
time needed for each method to download a file. We assigned a 10Mb file and tested the time 
needed for transmission from the access point. Table 7 presents the download speed for the 
nodes with different strength values.  
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Table 7: Download speed for different strength values 
Signal Strength Speed 
3 2 Mb/second 
2 1.33 Mb/second 
1 0.66 Mb/second 
 
The time required for a node to download a file, T(ni), is calculated based on Equation 7: 
      
      
         
 
where, F_Size is the size of the file in Mb and Speed(ni) is the download speed of node ni. 
Simulation results are conducted for the three methods in networks with and without clusters. In 
networks with clusters, we are considering the average time needed by the cluster heads to 
download the file, since head nodes are only responsible of downloading the whole file from the 
AP. However, in networks without clusters, we are calculating the average time required by all 
the nodes in the network to download the file from the AP. 
Figure 21 presents the average time needed to download a file using the proposed Method 1. As 
shown, the time needed to download the 10Mb file in networks with clusters is 5 seconds. While 
in networks without clusters, the time needed to download the same file is higher and varies from 
9 to 11 seconds depending on the size of the network. Our clustering methods show better results 
in terms of download time since only nodes with high strength values (CH) are downloading the 
file from the AP. While, in networks without clusters, nodes with low strength values are also 
downloading the file. 
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Figure 21: Average download time given different number of nodes using Method 1 
 
In Figure 22, for Method 2, the time needed to download the file in network with clusters is also 
lower than networks without clusters. For networks with clusters, the time required for the file 
transmission is between 25 and 50 seconds according to the size of the network. While for 
networks without clusters, the time varies between 1 and 2 minutes. 
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Figure 22: Average download time given different number of nodes using Method 2 
 
In Figure 23, the same results are applied for Method 3. Simulation results show that the time 
required for the file to be transmitted is lower in clustered networks. Time varies between 6 and 
9 seconds for networks with clusters and between 15 and 25 seconds for networks without 
clusters. 
 
Figure 23: Average download time given different number of nodes using Method 3 
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Method 3 is the most effective method among all the three methods since the average signal 
strength is high, the time needed to download content from access point is low and the clusters 
are optimized with approximately equal number of nodes in each cluster in the network. 
6.2.4 Scalability in Networks 
As for large networks, we tested our proposed clustering algorithms to check their scalability. 
Results shown in Figures 24, 25, and 26 below are for the three clustering methods. Simulation 
results show that also in large networks, these methods are effective and that the average signal 
strength is higher in networks with clusters than networks without clusters. 
 
Figure 24: Average signal strength in large networks using Method 1 
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Figure 25: Average signal strength in large networks using Method 2 
 
 
Figure 26: Average signal strength in large networks using Method 3 
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We based our clustering algorithms on the received signal strength in order to increase the data 
bit rate and the network lifetime. By increasing the average strength of the network, the bit rates 
will also increase since they are a function of signal strength. Higher signal strength leads to 
higher signal to noise ration which in turn leads to higher bit rate. This will also leads to lower 
the energy consumption since the data takes less time to be communicated. So, the wireless 
interface will be active for a shorter period of time which consumes less energy and prolong the 
network lifetime. Moreover, clustered networks require less transmission from the access point 
than in non-cooperative networks. So, the capacity of the access point is higher and the access 
point will serve more nodes using its available pool of resources. 
However, clustering has a disadvantage which is fairness since the cluster head will consume 
more energy than the other nodes in the clustering. One way to deal with this problem is by 
dynamically assigning different cluster head within each cluster over time. This can be the most 
effective in the third proposed clustering method by checking the energy level of the cluster 
head. When it decreases to a certain threshold value another node in the cluster should be 
assigned as a cluster head to this cluster and thus, include the energy level of the nodes as a 
parameter while clustering.  
6.3 Spoofing Cluster heads Detection Result 
Figure 27 presents the spoofing detection method for different number of attacking nodes in the 
network. We assumed that random nodes are sending fake strength values and neighbors’ links 
and performing the spoofing attack. These nodes claim to have higher strength values and/or 
larger number of neighbors than their actual values in order to be selected as cluster heads and 
have access to the content of the file. Our detection approach compares the strength values and 
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neighbors’ information sent by the nodes with the information collected and stored by the AP. 
After testing our method for 50 iterations, results show that 90 to 100% of the attacks were 
detected using RSS values and information about the nodes stored in the AP table. According to 
Figure 27, the percentage of detection remains high as the number of attackers increases. 
 
Figure 27: Spoofing attack detection given different number of attackers 
 
In this chapter, we proved the efficiency of our clustering methods. Method 3 is the best 
clustering approach because it is based on three parameters: the strength value, the number of 
neighbors, and the mutual RSS between the head and the nodes. Moreover, we illustrated the 
performance of our Spoofing Attack detection method and showed the efficiency of using RSS in 
detecting the attacks performed against the network. 
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Chapter Seven 
Conclusion and Future Work 
 
Many clustering approaches have been proposed for cooperative networks. However, nodes in 
these networks suffer from limited battery capacities and low download bit rates. Therefore, we 
proposed three clustering methods based on practical parameters. These methods enhance the 
network performance by increasing data bit rate, prolonging network lifetime, and improving 
scalability. In addition, we considered spoofing attacks that can be performed against cooperative 
networks and proposed a detection approach to discover malicious nodes. First, we presented our 
clustering methods that are based on received signal strength. By considering the strength values 
of the nodes, data bit rates will be increased and network lifetime will be extended. This will also 
lead to decrease the energy consumption since the data takes less time to be transmitted. 
Moreover, clustered networks require less transmission from the access point than in non-
cooperative networks because only the nodes with high RSS values serve as cluster heads and 
are responsible of getting the data. Thus, the AP is serving only the cluster heads so its capacity 
will be higher and available for other nodes. In addition, we considered and analyzed security 
spoofing attacks on cooperative wireless networks and proposed a basic detection approach. 
Finally, simulation results are conducted, in order to compare between our three clustering 
methods. We showed that method 3 which is based on strength value, number of neighbors, and 
mutual RSS is the most efficient method in terms of data bit rate, energy consumption, and 
cluster optimization. Moreover, we compared between networks with clusters and without 
clusters using our proposed methods. Results show that, in clustered networks, average signal 
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strength is higher, download is faster, and scalability is maintained. We also simulated the results 
of our detection method and showed that it is efficient in detecting spoofing attacks against the 
network.  
As a future work, one can take into consideration the current battery energy capacity of the nodes 
as another parameter while applying clustering methods. Moreover, energy-abundant nodes 
should be considered as cluster heads so we can re-cluster the network periodically. By doing so, 
different nodes will be chosen as cluster heads and thus, the energy level of a specific node (CH) 
will not be always consumed in the network. So, a main disadvantage of clustering methods is 
fairness since the cluster head is consuming more energy than the other nodes in the same 
cluster. A solution to this problem might is to dynamically assign different cluster heads within 
each cluster over time.  It is also interesting to complement the presented results with 
experimental measurements using practical test beds. 
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