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R E S U M O
\
Este trabalho trata do problemavdas empresas de pres 
tação de serviços com veículos. 0 objetivo desta pesquisa e ana 
lisar estas empresas e obter o numero otimo necessário de veícu 
los .
A abordagem sistêmica ê usada para representar a em 
presa. A empresa ê vista como um sistema com uma entrada- uma 
saída, um elemento de realimentação e interações entre eles. A 
entrada ê a demanda de serviços. A saída é o serviço realizado. 
A realimentação ê a informação do cliente. A entrada, sendo de 
natureza estocãstica, faz o sistema empresa ser um sistema e£ 
tocãstico".
0 critério de desempenho do sistema é a soma pondera 
da do custo operacional dos veículos e o custo devido o .atraso 
dos serviços. Usando técnica de programação inteira, o numero o 
timo necessário de veículos pode ser determinado.
VA B S T R A C T
This vjork treats the problem of the enterprise that 
deals with vehicles which render services. The objective of 
this research is to analyse these enterprises and obtain an 
optimum number of vehicles needed.
\
System-theoretic approach is used to represent the 
enterprise. The enterprise is viewed as a system with an input, 
an output, a feedback element and interactions between them 
The input is a demand of services.. The output is the realized 
service. The feedback is the information from the costumer.The 
input being stochastic in nature, the enterprise system is a 
"stochastic system".
The criterion of performance of the system is cho 
sen as the weighted sum of cost of operation of the vehicles ' 
and cost due to delay of the services. Using integer program­
ming technique, the optimum number of vehicles needed can be 
determined.
/
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1INTRODUÇÃO
Na atual organização humana os veículos são imprescindí­
veis â realização da atividade econômica. Os veículos represen­
tados para os propósitos deste trabalho por carros, caminhões e 
similares, são utilizados largamente no deslocamento de mate­
riais, informação e pessoas.
Existem empresas empenhadas na exploração da atividade 
de transporte com fins lucrativos. Outras tem, nesta atividade, 
importante auxiliar do seu processo produtivo, Neste sentido, u 
tilizam veículos próprios ou os serviços prestados pelas primei, 
ras.
Para evitar que o projeto e a reestruturação desta ativi 
dade de transporte sejam feitos empiricamente, torna-se necessa 
rio uma análise da mesma, com a finalidade de caracterizá-la. A 
análise deverá determinar os objetivos, as restrições ao alcan­
ce do objetivo e as partes componentes de empresa com suas rela 
ções funcionais. Do ponto de vista do empresário, a meta da ana 
lise e caracterização e a obtenção de elementos para o projeto 
e manutenção da empresa em operação a um mínimo custo e atenden 
do a finalidade para a qual foi criada.
Orientados neste sentido, existem algums estudos realiza
dos e apresentados como aplicações de probabilidade e estatísti
ca em publicações de probabilidade aplicada ou, em artigos de
revistas de Pesquisa Operacional, Engenharia Industrial e ou-
\ v
tras. Estes estudos-^esparsos, alguns sofisticados no seu trata 
mento matemático, não permitem uma visão geral dos elementos e 
da constituição funcional destas empresas, porque estão dirigi, 
dos a situações e realizados com finalidade específica.
Para suprir, em parte, esta deficiência, este trabalho 
tem por objetivo a caracterização e a análise das empresas que 
prestam serviços utilizando veículos. Para englobar todas as si 
tuações existentes, optou-se por uma abordagem macroscópia. I_s 
to significa que o enfoque adotado considera somente as caracte 
rísticas gerais e comuns a todas as empresas para as quais o 
presente estudo e válido. Serão, portanto, ignoradas as particu
2laridades das diversas organizações. Os capítulos I. II e III -a 
presentam de maneira sistemática as características das empre­
sas que prestam serviços com veículos, chamadas para facilida- 
de de referência, sistemas com veículos.
A utilização dos elementos e de suas relações funcionais 
e discutida no capítulo IV, quando a determinação da quantidade 
necessária de veículos e abordada. Neste capítulo, discute ~ se 
os tipos de modelos adequados a representação do seu funciona - 
mento, orientando a discussão para o problema numero de veícu 
los .
Embora as ideias aqui desenvolvidas estejam dirigidas pa 
ra veículos, poderão ser usadas para outras empresas de presta­
ção de serviços similares.
Espera-se que o presente trabalho propicie uma visão glo 
bal necessaria das empresas de prestação de serviço .
\
3CAPÍTULO I
■ 1. - CARACTERIZAÇÃO DAS EMPRESAS COMO SISTEMAS
1.1 - INTRODUÇÃO
Devido a diversidade de situações onde os veículos são 
utilizados,a caracterização das empresas só e possível, do pon 
to de vista macroscópico, pela utilização da abordagem de siste 
mas. A teoria de sistemas permite uma abordagem ao mesmo tempo 
geral e simples.
Iniciando com noções sobre sistemas, para embasar o 
leitor no assunto, este capítulo utiliza elementos da teoria de 
sistemas 'para apresentar de forma unificada as características 
comuns a todas as organizações que empregam veículos.
Para tornar a exposição, mais clara, . parte do assunto 
foi transferida para os subsequentes capítulos II e III .
1.2-'NOÇÕES DE SISTEMAS
1.2.1 *■ 0 Conceito de Sistema
0 termo.sistema tem muitos diferentes significa 
dos, porque no atual ambiente orientado para sistemas, todos pa 
recem neles estar trabalhando. Existem sistemas de radar, siste 
mas de processamento de dados, sistemas de comunicaoão, siste 
mas de produção, sistemas administrativos, sistemas de pesquisa 
de mercado. Estas atividades e serviços de natureza diversa po£ 
suem algo em comum para assim serem chamadas.
^ ^ D e  acordo com relatório do Grupo de Cibernética 
e Ciência de Sistemas do Instituto de Engenharia e Eletrônica 
(IEEE), o termo sistema 1 e definido como segue:
?’Um sistema e um conjunto de diversos elementos 
humanos e de maquinas interagindo, integrados para alcançar um 
objetivo comum pela manipulação e controle de materiais, infor 
mações, energia e/ou pessoas".
1 - REF. 15 - pg. 52
oEsta definição indica que qualquer atividade , 
serviço, máquina, pessoas, ou combinação homem-máquina, pode 
ser considerado um sistema. Um sistema supõe um conjunto de ele 
mentos unidos funcional e operacionalmente, formando um proces­
so em andamento para alcançar um objetivo.
Os exemplos iniciais se enquadram perfeitamente 
nesta ideia, podendo ser considerados como sistemas.
1•2•2 - Os Elementos dos Sistemas
Embora os sistemas não sejam iguais, de uma for- 
ma global, todos apresentam os seguintes elementos:
a) Entrada
b) Processo ou Transformação
c) Saída
d) Restrição
e) Realimentação e Controle
A Figura 1 mostra a relação entre os elementos 
ou parâmetros do sistema. Parâmetro ã definido como uma constan 
te na qual propriedades e valores podem ser associados. Qual­
quer sistema pode ser definido em termos de seus parametros e 
de suas propriedades  ^ .
4
c o n t r o l eNt
ENTRADA 
Xv--
\ j l
processo
hL.
* SAIDA
REALIMENTAÇAO
FIG. 1 - Relação entre os parâmetros de um sistema,
Entrada é o componente de inicialização e ativo, 
ção da operação (funcionamento). Num sistema de produção a en­
trada está representada pela força de trabalho, energia e mate 
riais.
2 - REF. 1 - pg. 14
Saída e o resultado da. operação. Num sistema de 
pesquisa de mercado, os relatórios dos resultados da pesquisa 
constituem as saídas.
Processo e o conjunto de atividades que tornam 
possível a transformação da entrada em saída. As instalações, o 
processo e os procedimentos de produção formam o processo de um 
sistema de produção.
V  _
A entrada, a saída e o processo são os parâmetros
básicos.
Todos os sistemas funcionam com restrição. A re£ 
trição estipula, para um sistema, as orientações internas e ex­
ternas que limitam a sua atuação, f, composta de dois elementos:
o objetivo e as restrições ao seu alcance. A restrição limita o 
objetivo e acrescenta dimensões que o fazem mais real. Juntos 
tornam possível a fixação de um critério ou um índice de perfor 
mance. 0 critério e um meio através do qual uma alternativa de 
estrutura, organização e funcionamento é medida e escolhida. As 
restrições atuam na entrada, processo e saída.
A realimentação e o controle são os parâmetros 
que ocorrem juntos. A realimentação é saída readmitida como en~ 
trada. A realimentação é introduzida no processo do qual a saí 
da foi derivada. Pode, também, ser caracterizaca como a opera­
ção que torna possível o controle da operação do sistema. Meste 
caso, temos o controle-realimentação,. definido com uma função 
do sistema que.compara a saída com um critério. A realimentação 
com o objetivo de controle, abastece o sistema com informações 
sobre a saída. Realizamos o controle pela correção das discre - 
pâncias entre a saída e o critério adotado. 0 controle é exerci 
do sobre entrada, processo e saída.
1.2.3 ~ Classificação dos Sistemas
No desenvolvimento de noções sobre sistemas, é 
util classificá-los em algumas categorias gerais para melhor en 
tende-los.
Uma distinção elementar divide os sistemas em na 
turais e feitos pelo homem. Os sistemas feitos pelo homem são
6divididos em três categorias gerais:
a) de máquinas
b ) humano s
c ) homem-máquina
Os sistemas de máquinas são constituídos por má 
quinas. A característica primária destes sistemas é a performa.n 
ce automática. Chamamos performance automática à habilidade de 
perseguir, sem intervenção humana, através de caminhos lógicos 
pré-definidos, um objetivo. Na realidade, no atual estágio de 
desenvolvimento, o contacto humano não. é completamente excluí­
do . Embora o grau de envolvimento venha mudando, cabe ao homem 
algumas decisões de natureza administrativa e de controle. Tipi 
cos sistemas de máquinas são centrais de comutação telefônica , 
processos contínuos de fabricação, como refinarias e processos 
automáticos de produção de peças e materiais. A segunda e últi­
ma importante característica destes sistemas é o alto grau de 
integrabilidade, ou seja, são capazes de adaptação a todas as 
variações do seu ambiente, produzindo as saídas desejadas.
Os'sistemas humanos são projetados para operar 
so com pessoas. Devido a presença humana não são estáveis . e 
previsíveis. Esta instabilidade e imprevisibilidade acarretam ' 
um desempenho variável, ocasionando grande variação na confiabi 
lidade. Estas características são explicadas pelo tipo de traba~ 
lho realizado pelas pessoas nestes sistemas, pela sua influen - 
ciabilidade por outras pessoas e pelo estado psicológico varia 
vel, resultado da interação do homem com seu ambiente. Nos sis­
temas humanos - como sistemas administrativos - as pessoas são 
os elementos responsáveis pelas transformações das entradas em 
saída e pelo controle.
Os sistemas homem-máquina, como o nome diz, in­
cluem homens e máquinas entre os seus elementos. Possuem toda a 
complexidade inerente a organização humana para alcançar um ob­
jetivo, acrescida dos problemas de projeto de equipamentos con 
fiáveis, com operação automática ou não. Um motorista e seu car 
ro, um operador e a~máquina que opera, são exemplos de sistema 
homem-máquina. Para alcançar elevada performance é importante 
uma exata integração homem-máquina. A eficiência atinge o máxi
7mo quando a maquina própria ao serviço acrescentamos a pessoa a 
dequada na sua operação.
Uma segunda distinção divide os sistemas em aber
tos e fechados.
Um sistema aberto troca materiais, energia e/ou 
informações com seu ambiente. Quando a .troca não existe, o sis~
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tema e fechado.
Ambiente é o conjunto de todos os elementos cu­
jos atributos são mudados pela conduta do sistema, e que exer­
cem influência no sistema quando se alteram. É razoável supor 
que os elementos não incluidos no sistema constituem o seu am­
biente^ Em geral, e difícil separar ambiente e sistema. Esta di 
visão e feita arbitrariamente de acordo com a conveniência da 
pessoa que esta analisando o sistema. Uma tendência nesta dis­
tinção está baseada no controle que o administrador ( elemento 
do sistema ) exerce sobre os objetos envolvidos. Os elementos 
da situação foras do controle são considerados pertencentes ao 
ambiente.
Dos conceitos de sistema e ambiente, surge a i- 
dêia da divisão de um sistema em sub-sistemas. Podemos identifi 
car como sub-sistemas determinadas funções dentro do sistema to 
tal. Numa empresa, áreas funcionais como produção, pessoal, ven 
das e contabilidade, podem ser consideradas sub-sistemas. As en 
tidades pertancentes a um sub-sistema são também parte do am­
biente de outro, ou de muitos outros sub-sistemas. Baseados nas 
definições de sistema e sub-sistemas, podemos concordar com a 
frequente observação de que elementos de um sistema podem ser 
sistemas de menor ordem ou, colocado de outra maneira, todos os 
sistemas são sub-sistemas de um sistema de maior ordem. Isto im 
plica numa hierarquia de sub-sistemas e vários níveis de sub­
sistemas dentro de um sistema.
Um sistema ou um sub-sistema aberto torna-se fe 
chado de duas maneiras: quando a interação com o ambiente ê cor 
tada ou quando a parte do ambiente que envolve a troca de ener 
gia, materiais ou informação é incluida no sistema. Portanto , 
um sistema é considerado aberto ou fechado dependendo da conve­
niência do analista.
Uma terceira classificação distingue sistemas a- 
daptativos e não adaptativos. Os sistemas adaptativos reagem ãs 
mudanças no ambiente de maneira desejável, considerando o obje­
tivo para o qual foi criado.
Num dado tempo, os valores dos parâmetros podem 
ser usados para descrever o estado do sistema. Se os valores 
„ * - \  • - dos parametros permanecem constantes , ou dentro de certos limi­
tes, com o decorrer do tempo, o sistema é estável. Em caso con 
trario, o sistema e instável. 0 equilíbrio - definido em termos 
do estado do sistema ~ existe quando na ausência de uma mudança 
externa brusca o estado do sistema, permanece inalterado . Se, 
apos uma alteração brusca, há o retorno ao estado de equilíbrio
o sistema é chamado estável.
Finalmente, temos a classe dos sistemas estocás- 
ticos. São assim denominados os sistemas com características a- 
leatórias. Os sistemas representados por modelos de filas são 
exemplos desta categoria. Neles a entrada e o processo são me­
lhor descritos em termos de distribuições de probabilidade.
1.2.4 - Caracterização e Análise de Sistemas
Os valores dos parâmetros e as propriedades de 
um sistema o definem e o caracterizam. A caracterização ê, mui 
tas vezes, difícil devido a complexidade apresentada. Um siste­
ma pode ser constituído de sub-sistemas integrados de tal manei, 
ra que, a saída de um seja a entrada de outro, cujas saídas re­
tornem, em parte 3 como entrada ao sub-sistema inicial.
A caracterização de um sistema inicia-se pela 
determinação dos sub-sistemas que o compõe.
Esta divisão do sistema total em sistemas compo 
nentès ê uma das etapas da análise de sistemas. Definè-se análi 
se como a separação de um todo nas suas partes componentes para 
identificar seus componentes e suas relações. Envolve o concei­
to de separação e particionamento de um complexo em partes meno 
res mais facilmente identificáveis.
A divisão do sistema total está associada à de­
9terminação do grau de integração de seus componentes. A inte­
gração - definida como o arranjo de sub-sistemas que torna pos_ 
sível o processamento ininterrupto de entradas, num fluxo contí 
nuo, ate completar seu uso no sistema total - é um dos concei­
tos chaves da analise de sistemas. A integração e - descoberta 
com base no postulado de que o analista pode fazer uma compara 
ção entre as necessidades funcionais de um sub-sistema com seu 
imediatamente relacionado. Dois sub-sistemas, formando um siste 
ma simples, estão integrados quando a saída de um deles é' a ade 
quada entrada do outro. A Figura 2 ilustra um sistema integra­
do de dois sub-sistemas.
CONTROLEE— ^RESTRIÇÃO
1
ENTRADA —  PROCES SO SA IDA
CONTROLE*-* RE ST RI r ÇÃO
I
ŒALIMENTAÇAO
ENTRADA I— [PROCESSOt— H SA IDA 1
REALIMENTAgAO
FIG. 2 - Sistema integrado de dois sub-sistemas
Se o sistema total for formado de diversos sub­
sistemas, a integração e obtida quando todos tem a adequada en 
trada originada de um ou mais sub-sistemas componentes ou da en 
trada do sistema total. A Figura 3 exemplifica um sistema
integrado de quatro sub-sistemas.
ENTRADA
SUB-SISTEMA
1
SUB-SISTEMA
2
1
u T
SUB-SISTEMA
3
SUB-SISTEMA 
4
SA IDA
FIG. 3 - Exemplo de sistema integrado de quatro 
sub-sistemas.
A divisão de um sistema em partes componentes e 
a determinação da integração destas partes são feitas em conjun 
to. A caracterização através da definição de parâmetros e sub­
sistemas 5 com suas relações e propriedades, ê o resultado da a- 
nalise. Especificamente;, este resultado descreve o sistema se 
incluir:
a) Uma descrição de todos os elementos necessários para 
sua operação e manutenção em operação.
b) A políticaj estrategia, ou objetivo operacional que 
interrelaciona os elementos e ê seguido na operação 
do sistema em estudo.
c) Fatores chaves, características ou atributos do siste 
ma e de seus elementos. •
Entretanto, a profundidade dos detalhes da des 
crição ou a omissão de partes depende da fronteira ou limites 
desejadas para a caracterização. Chamamos fronteira de uma des_ 
crição como o limite dentro do qual o analista realizará a des 
crição ou fora do qual não e necessário esclarecimentos. A fron 
teira e definida pelos limites ou restrições ao alcance do obje 
tivo da descrição. Assim, a caracterização de um sistema com o 
objetivo de estudar o seu funcionamento difere da descrição com 
a finalidade de estudar os custos envolvidos na sua operação.
Na caracterização do sistema com veículos,a des_ 
crição será limitada pelos objetivos do presente trabalho.
1.2.5 ~ 0 Desempenho de um Sistema
Determinado sistema existe para cumprir uma fi 
nalidade específica. Comparando a capacidade de dois sisL^uti 
de igual finalidade para atingir o mesmo objetivo, notamos que 
podem ter eficiencias diferentes. 0 mais eficiente ê o mais pro 
priamente organizado e com a mais adequada integração entre as 
suas partes constituintes. Os sistemas com a melhor alternativa 
de integraçao são sistemas otimizados. Tais sistemas excluem as 
desnecessárias e não produtivas entradas para processamento. Um 
sistema totalmente integrado e, então, um sistema ótimo, contem 
a mais econômica combinação de homens 5 máquinas, energia e in­
formação .
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Verificamos a eficiência e o desempenho pela 
comparação dos resultados da saída com um critério. Desta for­
ma, e controlado5 tambéms a capacidade do sistema para atingir 
o objetivo desejado. Os critérios, ou medidas da eficiência,são 
utilizados como um meio para determinar se as saídas são confia 
veis e precisas e, se satisfazem âs restrições. Neste sentido , 
os critérios são uma exigência operacional^
No projeto e na reestruturação de um sistema, a 
melhor alternativa de organização e funcionamento-é escolhida 
pela utilização de critérios e de modelos. Visto de outro ângu-
._ -v
lo5 a metodologia de otimizaçao dc sistemas envolve a experimen 
tação com modelos.
Os modelos representam o sistema mas não o sub£ 
tituem. Reduzem complexos a proporções manuseáveis e servem pa­
ra facilitar nosso pensamento e percepção.
A construção de um modelo inicia-se pela obser­
vação do sistema. Da observação surgem elementos para a formula 
ção de hipóteses como explanações possíveis da conduta do siste 
ma. 0 modelo surge como uma extensão e formalização dessas hipÓ 
teses. /
Na prática, um modelo só é útil quando duplica 
a conduta do sistema. Entretanto, em determinadas situações, re 
presentam um sistema mais simples. Isto e feito sem grande5 
perda, porque na experimentação alguns detalhes podem ser igno­
rados .
Construido o modelo, quer seja físico, probabi- 
lístico, determinístico ou de simulação, é necessário testar a 
sua validade.
0 teste ou validação do modelo é realizado pela 
comparação dos dados obtidos através do modelo com os dados re­
ais observados ou, dados de outro modelo aceito como representa 
tivo do sistema em estudo. 0 modelo será uma boa representação 
do sistema se fôr capaz de produzir os mesmos resultados do sis_ 
tema real ou aproximações aceitas. Quando isto não ocorre, as 
hipóteses implícitas no modelo não são confirmadas e este deve 
ser modificado.
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Testado e aceito, o modelo permite que previ­
sões sejam feitas. Neste sentido, são úteis na experimentação , 
tornando possível a otimização. Mais especificamente, variando 
os parâmetros controláveis do sistema através de seus equivalen 
tes do modelo, chega-se a situação que melhor satisfaz ao cri­
tério adotado.
Portanto, os modelos e 'critérios são imprescin- 
diveis na otimização de um sistema. 0 método'científico é basi 
camente o estabelecimento de modelos. Os modelos são usados pa 
ra experimentação e previsões independentes de dados de observa 
ção. Os critérios fornecem um índicevcontínuo da maneira na 
qual o sistema está operando e continuam a ser uteis nos está­
gios subsequentes de projeto, operação e otimização do sistema.
1 .3 - SISTEMAS COM VEÍCULOS
1.3.1 - 0 que é um Sistema com Veículos
Um sistema que emprega veículos para transformar 
suas entradas em saídas é um sistema com veículos.
Atualmente muitas organizações usam veículos pa 
ra desenvolver as suas atividades. Em certas organizações, são 
imprescindíveis ao sucesso. Nesta categoria estão incluidas as 
empresas de transporte, quer sejam de transporte coletivo, de 
materiais e/ou informações. Para estas empresas os veículos 
constituem os elementos principais de transformação das entra­
das em saídas. Em outras organizações os veículos são auxilia­
res importantes, sem, entretanto 5 se constituírem nos elem^ntoc, 
fundamentais do processo de transformação das entradas em saí 
das. Para esta situação, o sistema com veículos é um sub-sistema 
do sistema total formado pela empresa.
Independente da sua condição de sub-sistema ou 
sistema total, um sistema de veículos possue homens e máquinas. 
São, portanto, enquadrados na categoria de sistema homem-máqui- 
na. A presença humana - essencial ao seu funcionamento é in 
dispensável, atuando como elemento de processo e controle.
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Deve ser considerado aberto, pois recebe do am 
biente as tarefas ou serviços a serem realizados, a energia ne 
cessaria e informações que permitem verificar a sua eficiência. 
Age sobre o ambiente nele produzindo alterações.
A sua continuidade depende da adaptabilidade âs 
mudanças do ambiente. Se o número de serviços aumentar, o sis 
tema devera sofrer aumento na capacidade de^transporte. Esta 
alteração pode ser traduzida em termos de um^número maior de 
veículos ou pela utilização de outro tipo de veículos, com ma 
ior capacidade. \
Embora possuam características comuns com ou­
tros sistemas, a diferenciação entre um sistema de veículos e 
os demais está baseada no elemento de transporte. Somente os 
primeiros utilizam veículos.
1.3.2 - Os Parâmetros do Sistema com Veículos
a) Entrada
Os sistemas com veículos são destinados â pres­
tação de serviços. Os serviços ou tarefas são entradas.
Entendemos por tarefa determinada solicitação ! 
ao sistema constituído de características proprias. Diferencia 
mos as tarefas pela importância relativa e natureza. Assim,são 
tarefas distintas a distribuição de um produto acabado e o 
transporte de matéria-prima.
0 trabalho realizado pelos veículos compõe - se 
( de um número finito de tarefas iguais ou diferentes. 0 número 
de ocorrências de cada tarefa constitui um processo aleatório 
e o conjunto de ocorrências das tarefas uma coleção de process 
sos aleatórios, portanto, um processo estocástico. Uma comple­
ta caracterização do processo de ocorrência das tarefas ê obti 
da pela distribuição de probabilidade conjunta do número de o- 
corrências em cada tempo ou pelo conhecimento da sua foram re 
presentativa. 0 processo de ocorrência das tarefas serâ discu­
tido em maiores detalhes no capítulo II .
14
b) Saída
A saída do sistema está representada pelas tare 
fas atendidas. 0 atendimento das solicitações é o objetivo do 
sistema. Todas as entradas devem sair na forma de serviços rea 
lizados.
c) Processo
Os serviços, apõs a entrada no sistema, sofrem 
um processo de seleção para atendimento. Mos sistemas coiri veí­
culos existem basicamente três maneiras de seleção. A seleção 
poderã ser feita de tal modo que o atendimento seja provido
19) Na ordem, de chegada - Atendimento PEPS 
Primeiro a chegar, primeiro a sair
2?) Em ordem aleatória - Atendimento EOA
39) De acordo com regra de prioridade
No atendimento PEPS as tarefas são realizadas ' 
na ordem de ocorrência. Este procedimento parece ser o mais in 
dicado quando os diferentes serviços são igualmente ou aproxi­
madamente de mesma importância. Quando existem diferenças na 
importância, o atendimento na ordem de chegada não e aconselha 
vel. Em.alguns casos, a não adoção do atendimento PEPS deve 
ser analisado criteriosamente. Nesta situação, aparecem certos 
serviços prestados a pessoas que, de um modo geral, consideram 
injusto um atendimento em ordem diferente da ordem de chegada.
No atendimento EOA, as tarefas são seleciona - 
das para atendimento por um processo de escolha aleatória apli 
cado ao total de tarefas a realizar num determinado instanl;^ 
Este procedimento de seleção implica num sorteio, uma vez que 
as tarefas ocorrem numa sequência. Não e usual uma seleção de_s 
ta natureza. Entretanto, quando o controle do processo de en­
trada apresentar deficiências, o atendimento naturalmente pode 
ra tender a ç>rdem aleatória.
No atendimento com prioridade, as tarefas de 
mais alta prioridade tem preferência sobre as tarefas de menor 
prioridade. Se uma tarefa A, com prioridade I, tiver seu aten
,{
í
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dimento interrompido no momento da chegada de uma tarefa B, com 
prioridade 1+1 , dizemos que B tem prioridade com interrupção 
Se, entretanto, A puder ser atendida completamente, B tem prio™ 
ridade sem interrupção. Quando são prestados serviços com veícu 
los, não é pratico interromper o atendimento. Um sistema com 
veículos comporta somente prioridade sem interrupção. 0 estabe- 
lecimento de prioridades obedece critérios baseados na importân 
cia representada pelas tarefas para a empresa.
A tarefa selecionada é preparada para atendimen­
to. Esta preparação significa torná-la em condição de transpor 
te. Em muitos sistemas, não há necessidade de preparação. As ta 
refas ja ocorrem em condição de atendimento.
A tarefa apta para o transporte aguarda a dispo- 
nibilidade de veículos. Para c.. sistema a tarefa foi atendida’ 
quando o veículo está novamente disponível para outro serviço. 
0 tempo de permanência de uma tarefa'em processamento será abor 
dado no Capítulo III.
A transformação das entradas em saídas, e , num 
sistema com veículos, um processo simples constituído de sele­
ção, preparação e atendimento. Este processo envolve homens e 
veículos e possue características aleatórias, representadas pe 
lo tempo de permanência no sistema.
d) Restrições
Na teoria de sistemas, as restrições abrangem' 
os objetivos do sistema e os entraves ao seu alcance. Para a de 
terminação do número necessário de veículos, o sistema tem como 
objetivo o atendimento dos serviços. Atuam como restrições, o 
custo da operação, um tempo de atendimento médio pré-fixade  ^ * 
capacidade do sistema (veja item 1.3.3~c).
É interessante realizar o transporte num tempo 
aceito como razoável pelo cliente, sob pena de perde-lo, acarre 
tando o desprestígio e a consequente diminuição dos lucros. Em 
geral, quanto mais rápido fõr o atendimento, maior o custo. Eri 
tretanto, em muitas situações, o maior preço ê aceito pelo cli­
ente, tendo em vista a maior rapidez conseguida. Estas relações 
devem ser consideradas para a fixação do melhor tempo médio de
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de atendimento.
Se num dado tempo , os serviços exederem a capaci­
dade de atendimento, o sistema ficará com uma quantidade de. ta 
refas sem condição momentânea., de atendimento. Naturalmente, a.s 
tarefas excedentes serão perdidas para o sistema ou aguardarão 
atendimento quando o número de solicitações diminuir. Quando a 
última alternativa ocorre, o tempo de permanência no sistema au 
menta., Um aumento na capacidade de atendimento diminui o tempo 
de permanência e aumenta o custo do sistema.
Existe uma capacidade de atendimento que possibi 
lita o atendimento das tarefas dentro de um tempo médio máximo 
pre-fixado.e a um custo mínimo. Esta valor da capacidade ê pro 
curado no projeto e reprojeto do sistema. Um modelo relacionan- 
p objetivo do sistema e as restrições permite experimentação * 
neste sentido1. 0 modelo acrescido 'de critérios - são ' as ferramen 
tas da otimização da capacidade do sistema. -As restrições são 
úteis no estabelecimento de modelos do sistema e na fixação . de 
critérios através dos quais alternativas de estrutura e organi­
zação são medidas e avaliadas. , _
e) Controle e Realimentação
0 controle num sistema com veículos consiste, ba 
sicamente, na manutenção do sistema em operação dentro de cer­
tos padrões ou critérios pré-estabelecidos.
* Em geral, a ocorrência das tarefas foge ao con­
trole direto. É precária a ação .de elemento do sistema para al^  
terar o número de ocorrências ou para tornar as chegadas mais 
Regulares. Para eficiente, operação e controle é necessário so 
mente um registro.dos tempos de ocorrência e tipos de tarefas.
0 controle no processo mantêm os veículos em con 
dição de uso, assegura o atendimento de acordo com o processo * 
de seleção adotado e mantêm o tempo médio de permanência no sis 
tema dentro dos valores pré-fixados..
A realimentação alimenta o processo com informa­
ções sobre o término do atendimento e a satisfação dos clien 
tes. - ■
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Todos os sistemas devem manter um registro de 
suas operações para comparação com os padrões estabelecidos nos 
diversos níveis do processamento das entradas. Sem ele, o con 
trole e impraticável. As informações destes registros permitem 
a verificação das discrepãncias em relação aos critérios adota 
dos.
\
1-3.3 - Características de Diferenciaçao
Além das diferenças^nos parâmetros existem ou­
tras características que permitem diferenciar os sistemas de 
veículos. Entre elas se destacam:
a) Tipo de Organização 'de Atendimento
b) Disponibilidade de veículos por tipo de tarefa
c) Capacidade do sistema
d) Ponto de Recebimento das Tarefas
e) Tipos de Operação
f) Numero de canais de chegada
a) Tipos de 0rganização de__a_tendimento
A organização em paralelo é a mais comum. 0 atendimen 
to é realizado em paralelo quando um. veículo atende totalmente 
uma tarefa apos iniciá-la. Difere da organização em série, onde 
uma tarefa seria atendida por dois ou mais veículos, numa se­
quência determinada.
b) Disponibilidade de Veículos por Tipo de Tarefa
Quando a disponibilidade de um. veículo dependei' 
tipo de serviço, pode ocorrer:
1) Disponibilidade Total - Os veículos atendem qual 
quer tipo de tarefa que ocorrer.
2) Disponibilidade com Restrição - Determinado veícu
lo atende somente certos tipos de tarefas.
3) Sem Disponibilidade - 0 veículo não atende as ta
refas. Ocorre quando o veículo está em reparo ou 
manutenção.
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Muitas frotas são compostas de conjuntos de veículos 
destinados a serviços específicos3 onde cada conjunto atende so 
mente à determinadas tarefas. Uma empresa pode possuir veículos 
do tipo A para rotinas administrativas e veículos do tipo B pa 
ra a distribuição de seus produtos acabados. Evidentemente, a 
disponibilidade dos veículos do tipo A esta restrita a certas ' 
tarefas. Na analise de sistemas com. disponibilidade restrita, a 
frota total pode ser considerada como um^conjunto de sub-frotas 
divididas de acordo com a disponibilidade para os diversos ti­
pos de serviços. A analise torna-se mais complexa quando duas 
ou mais sub-frotas podem atender^ além da exclusividade de cer 
tos serviços, tipos iguais de tarefas-.^
c) Capacidade do Sistema
A capacidade do sistema é o número de tarefas que po 
dem ser atendidas ao mesmo tempo.
De um modo geral, o número de veículos é sempre me­
nor ou igual a capacidade do sistema. A capacidade ajuda no pro 
jeto do sistema como elemento utilizado na determinação das ne 
cessidades humanas e do cálculo das necessidades em instala- 
ções físicas.
d) Ponto de Recebimento das Tarefas
Quanto ao ponto de atendimento das tarefas, os siste 
mas de veículos estão divididos em:
1) Sistemas de Ponto Único - Quando as tarefas são 
recebidas para realização num ponto determi^do . 
Os veículos cumprem as tarefas recebidas e reter 
nam ao mesmo ponto para iniciar outro serviço.
2) Sistemas de Vários Pontos - Quando as tarefas são 
recebidas para realização em diversos pontos de­
terminados. Os veículos cumprem as tarefas recebi 
das e não retornam necessariamente ao mesmo ponto 
para iniciar outro serviço.
Um sistema típico de vários pontos está relacionado 
com as empresas de transporte coletivo operando numa região'. As
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diversas cidades sao pontos de recebimento das tarefas. Por ou 
tro lado, muitos sistemas são de ponto único. 0 serviço de en­
tregas de uma loja é um exemplo.
c) Tipos de Operação
Um sistema com veículos pode operar de duas manei­
ras:
lã) Operação em Tempo Contínuo - Quando o atendimento pode 
iniciar em qualquer instante,, dentro do período de serviço. En 
globa os sistemas onde um veículo pode atender um grupo de tare 
fas e aqueles onde cada veículo atende uma só tarefa. 0 atendi- 
mento em grupos apresenta, para certas situações, a vantagem de 
propiciar um melhor aproveitamento do veículo, sendo menor o 
custo por tarefa. Este procedimento, entretanto, aumenta o tem 
po no sistema dos serviços devido, a necessidade de espera para 
a formação de lotes econômicos. Quando a rapidez e importante o 
atendimento isolado apresenta maior vantagem. As empresas de 
transporte de mercadorias adotam a primeira alternativa, enquan 
to um pronto-socorro utiliza seus veículos atendendo uma ocor­
rência de cada vez.
2§.) Operação em Tempo Discreto - Quando o atendimento somen 
te inicia em instantes determinados dentro do período,de servi 
ço. Nas empresas de transporte coletivo este tipo de operação e 
universal.
Números de Canais de Chegada
Quanto .ao número de canais de chegada, distingue-se 
' sistemas com um so canal e sistemas com múltiplos canais. Nos
1 K   ^ sistemas com vários canais'de chegada, as tarefas, dependendo * 
do tipo, tomam um ou outro canal. Este tipo de sistema e o ind_i 
cado quando existirem veículos de disponibilidade com restri­
ção .
’ 1.4 - CONCLUSÕES
De uma forma global, um sistema com veículos é um siste
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ma simples constituído de entrada aleatória. A estooasticidade 
da entrada e do processo ocasionam características aleatórias e 
produzem saídas probabilísticas. Forma, portanto, um sistema es 
tocástico.
A multiplicidade de formas que aparece resulta da natu 
reza variada de seus parâmetros, da variedade de característi - 
cas de diferenciação e de suas possívei's-vcombinações.
Caracteriza-se como um sistema de prestração de servji 
ço possuindo veículos e pessoas como elementos principais de 
processo.
0 controle só e possível pela existência de critérios 
baseados nas restrições e de registros dos diversos níveis de 
operação.
A otimização pela utilização dos modelos procura dimen 
sionar a sua capacidade. Os modelos para esta finalidade devem 
relacionar as restrições do sistema.
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CAPÍTULO II
2. - A CARACTERIZAÇÃO DA EMPRESA - O PROCESSO DE OCORRÊNCIA DOS 
SERVIÇOS PRESTADOS PELOS VEÍCULOS.
\
\
2 .1 - INTRODUÇÃO
Os instantes nos quais as tarefas individuais entram 
no sistema,são chamados instantes de chegada. Os intervalos en 
tre instantes consecutivos de chegada são os tempos entre chega 
das. As tarefas admitidas no sistema formam uma fila esperando 
atendimento quando não há veículos disponíveis.
0 processo de ocorrência das tarefas e influenciado p£ 
la capacidade da fila e pelo tamanho da fonte de tarefas. 0 nu 
mero máximo possível de elementos na fila ê a sua capacidade 
Quando finita, as tarefas excedentes são perdidas para o siste 
ma. Se tarefas não são recusadas em nenhum momento, a capacida­
de da fila é infinita. A totalidade dos serviços que podem de­
mandar atendimento é a fonte ou população de tarefas. A popula 
ção pode ser finita ou infinita. Por fonte finita entendemos u 
mi população com um número limitado de serviços, enquanto que, 
uma população com um número infinito ou muito grande constitui 
uma fonte infinita de tarefas.
Embora os sistemas sejam projetados para atender simul 
taneamente um número maior que a média das ocorrências, filas 
são formadas devido a ocorrência aleatória das 'tarefas. Mesmo 
as tarefas de ocorrência determinística podem ser' consideradas 
como um caso particular de ocorrências probabilísticas com va­
riância zero.
Para melhor caracterizar o processo de ocorrência das 
tarefas, seguem alguns conceitos básicos sobre processos esto- 
cásticos.
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2i2 ~ PROCESSOS ESTOCÂSTICOS
2 . 2ò1 - Definição
Um processo estocãstico é uma coleção (X(t) , 
t e T} de variáveis aleatórias..
Para um dado t , X(t) '-pode assumir valores 
pertencentes a um espaço amostrai fi , real ou complexo. 0 con 
junto T ê chamado Conjunto de índices do processo. Se T so 
mente possue valores inteiros, o processo estocãstico e chama 
do processo de parâmetro discreto è3, se T englobar qualquer 
valor num dado intervalo, processo de parâmetro contínuo.
Muitos fenômenos observados na nossa vida coti 
diana são processos estocãsticos, obedecendo a definição aci­
ma. Em particular, o processo de ocorrência das tarefas se en 
quadra perfeitamente. Se t representar um intervalo de tem- 
pò, X(t ) -■ o número de ocorrências no intervalo t - assumir 
os valores do espaço amostrai 0 = { 0 , 1 , 2 ,  3, o con
junto de ocorrências (X(t), t e T} será um processo estocãs 
tico.
2.2.2 - Descrição de um Processo Estocástico
Para um dado valor t fixo, X(t) assume os 
valores de um espaço amostrai , cujos elementos ocorrem se 
gundo uma determinada distribuição de probabilidade. Esta fun 
ção distribuição de probabilidade pode ser normal, poisson, bi 
nomial, gama, etc., dependendo do processo particular. X(t]_), 
X(t2 ), . X(tn) tem, num dado processo, a mesma distribui­
ção .
Com finalidades práticas, T e um conjunto fi 
nito com n índices. Consequentemente, uma completa descrição 
de um processo estocãstico é dada pela função distribuição con 
junta de X(t]_), ..., X(tn ) para todos os n inteiros tj , 
. . . , tn e T . Assim, dados todos os númeròs x]_, . . . , xn
FX(ti),...,X(tn) (xl ’ xn )=P|X(ti)<a,...,X(tn )<*n!
(1)
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será a função distribuição conjunta das variáveis aleatórias f 
X(t]_), ■ X(tn ) que dá uma completa descrição do processo em 
estudo o Desde que uma. função distribuição é completamente deter 
minada pela sua media, variância e momentos de maior ordem, es 
tes parâmetros estatísticos descrevem completamente um processo 
estocãstico.
Outra maneira de descrevervuin processo estocásti 
co e dar a formula do valor de X(t) para o processo em cada 
ponto t em termos de uma família de variáveis aleatórias cuja 
distribuição de probabilidade é conhecida
2.2.3 - Implicações da Definição
Desde que, para um dado t , X(t) toma valores 
de um espaço amostrai fi , um processo estocãstico pode ser pen 
sado como uma função de duas variáveis:
(X(w,t) , w £ íí , t e T}
{X(w,t)> pode ser interpretado como segue;
a) Para um específico w£{X(w£',t)} é uma função de t 
representativa de uma observação do processo estocas- 
tico (X(t), t e T} . Esta função 5 chamada '’realiza 
ção" ou "amostra" do processo.
b) Para um dado tj_ , {X(w,ti)} são variáveis aleató­
rias com determinada distribuição.
c) Para dados tj e w£ , { X(wí , tj_)} e um simples nu 
mero.
d) Para t e w variáveis, {X(w,t)} forma um conjunto 
de funções de t .
No estudo das ocorrências das tarefas, uma amos 
tra do processo consiste num conjunto de observações do número 
de ocorrências em determinados intervalos não coincidentes em 
um período de atividade do sistema. Cada amostra dará uma reali 
zação e pode ter seus pontos representados num gráfico, como o 
da figura Ú .
3 - REF. 14 - pg. 2:
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X(w,t)
FIG. 4- - Amostras 'ou realização de 
um processo estocástico.
Os números de ocorrências, em dado intervalo de 
observação, para várias amostras, fornecem valores para a cons 
trução de gráfico, como o da figura 5. 0 número de ocorrências 
num intervalo obtido numa amostra particular é um número K , 
ou seja, X(wx,tj') = K .
sas amostras de um processo estocastico em 
pontos fixos t£ .
2.2.4 - Classificação de Processos Estocásticos
a) Quanto a continuidade das variáveis X e t
Conforme X e  t sejam contínuas ou discre­
tas, os processos estocásticos podem ser:
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1) Processo de variávelaleatória X(t) discreto e t dis 
ereto - são os processos onde X(t) somente assume va 
lores de um espaço amostrai finito ou infinito . nume 
rãvel3 e T possue somente valores inteiros. Estes 
são processos de parâmetro discreto. A figura 6 re­
presenta um processo deste tipo.
X(t)
ií
FI6 . 6 - Processo estocâstico com 
X{t) e t discretos.
2) Processo de variável aleatória X(t) contínua e___t
discreto - são os processos onde XCt) pode assumir 
qualquer valor num intervalo e t assume somente va 
lores de um conjunto T de valores inteiros. Estes 
processos são, também, processos de parâmetro discre 
to. A figura 7 representa um processos desta nature­
za.
XCt)
i
1
/ >
/ \ a n 
^  / \ / \
^ \  / \
\ / v
' V .." *.. ' t
FIG, 7 - Processo estocâstico com XCt) 
contínuo e t discreto.
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3) Processo de variável aleatória X(t) discréta e t 
contínuo - são os processos onde X(t) assume só va 
lores de um espaço amostrai finito ou infinito nume 
rãvel e T engloba um intervalo onde t pode tomar 
qualquer valor, t um processo de parâmetro contínuo 
e está representado graficamente na figura 8 .
discreto e t contínuo.
4) Processo de variável aleatória X(t) contínua e t con 
tínuo - são os processos onde X(t) assume valores de 
um espaço amostrai infinito não numerável e t pode 
tomar qualquer valor do seu domínio T constituído de 
de um intervalo. Forma um processo de parâmetro con­
tínuo perfeitamente contínuo. A figura 9 tem a sua 
representação gráfica.
FIG. 9 - Processo estocástico com X(t) 
e t contínuo.
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Um processo de ocorrências de tarefas,de uma roa 
neira geral, e um processo com X(t) - número de ocorrências ? 
no tempo t - discreto e, t -• o tempo - contínuo. Consideran­
do que duas ou mais tarefas não ocorrem ao mesmo tempo ( jun­
tas), o espaço dos resultados possíveis de X(t) será ={0,1}. 
Em caso contrário, pode ter outros elementos. Em particular , 
na análise do processo de ocorrência, as tarefas são observa­
das em intervalos iguais, não coincidentes. Neste caso, (X(t), 
t e T} , onde X(t) representa o número de ocorrências no in 
tervalo t, será um processo com X(t) discreto e t discre 
to.
b) Quanto ao domínio de X(t)
Como o espaço amostrai da variável X(t) pode 
conter valores reais ou complexos, os processos estocásticos' 
podem ser divididos em:
1) Processos de valores reais ™ quando X(t) toma sõ va 
lores reais.
2) Processos de valores complexos - quando X(t) assume 
valores complexos.
° P r o c essos físicos e não físicos
No sentido probabilísticoum processo esto- 
cástico {X(t), t e T} para t2 > t]_ tem existência física 
se
P (X(t1 )/X(t2)} = P '{XCt^} (2 )
quando
P {X(ti)/X(t2)> * p (XCtx)} (3)
o processo não tem existência-física.
Estas relações são melhor entendidas admi­
tindo qile t representa o tempo. A equação (2) significa que 
o futuro (t'2 ) não influencia o presente (t^). Um processo onde 
o futuro influencia o presente não tem, no sentido adotado, e™ 
xistência física.
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d) Quanto a dependência de X(t) com_t
Os processos físicos, quanto a dependência de 
X(t) em relação a t, podem ser:
1) Processos de Markov (markovianos) Um processo ' 
{ X ( t ) , t e T >  ê dito markoviano se,; para qualquer 
conjunto n de valores t]_ < ^ 2 < . . . <tn e T e pa­
ra quaisquer números reais , x2 9 . xn
P | X Ç tn ) < xn / X(tn-i) = *n~l’ . .., X(t]_) - X]_ j =
= P íX(tn) < xn/X(tn~i) = xn»i> (4)
0 resultado da equação (4) pode ser interpre 
tado, admitindo t como o tempo, da seguinte forma: 
Se X(t) assumir no passado os valores X]_,. . . ,xn _2 pa 
ra os tempos t]_ < t2 < . ° . < tn-2 > seu va-l0:r X(tn) 
no futuro somente depende de seu valor atual X(.tn~i). 
Em outras palavras, num processo markoviano dado o 
"presente" e o ,;passado", o "futuro" independe do 
'■’passado".
2) Processos não Markovianos -■ Um processo estocâstico 
{X(t) 5 t e T} é não markoviano se, para qualquer ' 
conjunto n de valores t]_ < tj < ... < tn e T e 
para quaisquer números reais xi, X2 , . xn
P{X(tn ) <_ xn/X(tn-i) = xn-i,. . . ,X(ti) = X]_} i
í P{X(tn) < xn/X(tn-l) = xn_.!} (5)
A equação (5) diz que, num processo não markoviano , 
dado o "presente" e o "passado", o "futuro" depende 
dos eventos atuais e do passado.
3) Processo de Ruldo Branco (White Noise Process) ~ Um 
processo estocâstico {X(t)} t e T}, para o qual 
X(tj.) ê estatisticamente independente de X(tj), pa 
ra todo i i j , ê um processo de Rui do Branco. Ne_s
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te caso, para qualquer Xj i xj
P ! X(ti) < Xi/X(tj) 5- Xj = PÍX(ti) < Xil (6 )
Um processo de ruído branco pode ser admitido como u~ 
ma seqüência de variáveis aleatórias independentes.
e Processos estocásticos estacionários e não- 
estacionários
Um processo es^ocásticó e estacionário quán 
do a distribuição de probabilidade dos elementos de ü permane 
ce a mesma e com os parâmetros inalterados para todos os valo­
res t e T . 0 processo é não estacionário quando os parâme 
tros mudam com os valores de t e T . Se t for o tempo, os 
processos não estacionários são chamados de processos evolucio 
nários.
< • LiQuando o conjunto de índices T for linear , 
um processo estocâstico (X(t), t e T} pode ser:
1) Estritamente estacionário (Strict sense Stationarity)
- se a distribuição dos elementos de ,Q for a mesma 
para todo t e T .
2) Fracamente estacionário (weakly stationary)- Se pos­
suir segundos momentos finitos  ^ e
cov |X(ti).X(t2 )! = função ! —1 2 !
Esta definição implica que E(X(t)) = constante,
Na prática, quando o número medio de ocorrência das 
tarefas não fôr constante em diversos intervalos de 
observação, não coincidentes, o processo de ocorrên 
cia das tarefas será não estacionário.
4 - Um conjunto de índices T e linear se dados quaisquer
t]_, t2 e T , t]_ + t2 e T .
— 25 - Segundos momentos são definidos por E{|XCt> - aj }, sen
do a um valor qualquer.
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' Quando as médias e as variâncias nos diversos inter
valos forem constantes, o processo de ocorrência se 
rã considerado, para os propósitos deste trabalho , 
como estacionário.
0 Quadro 1 apresenta um esquema para a classifi 
cação de processos estocãsticos. \
QUADRO 1 ™ Esquema de Classificação de 
processos estocãsticos =
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Do exposto conclui-se que, a ocorrência das ta 
refas ê um processo físicode valores reais, t (tempo) contí 
nuo e X(t) discreto. A priori; não ê possível classifica-lo 
quanto a dependência de X(t) com o tempo t e identificar ! 
as distribuições dos valores de  ^ ao longo do tempo. 0 estu 
do do processo dã estas informações.
2 • 3 HIPÓTESES SOBRE AS OCORRÊNCIAS - 0 PROCESSO DE POIS- 
SON.
2.3.1 “■ Generalidades
0 estudo do processo de ocorrência dos serviços 
e feito contando as tarefas em especificados períodos de tem­
po, dentro do período de atendimento p - definido como o es 
paço de tempo dentro do qual os serviços são realizados.
Durante a existência do sistema, ocorrem muitos 
períodos de atendimento. A vida do sistema será formada por u- 
ma sucessão de períodos p]_, p2 , P3 5 ..., pn , intercalados ' 
por períodos de não atendimento, os quais; podem ser nulos ou 
não. Para efeito de estudo, divide-se H - a amplitude do pe 
ríodo de atendimento - em h intervalos iguais de atendimen­
to, ou seja,
~  = !ti + 1-ti| i = {0,1,. . . h-1} (7)
de tal modo que
h-1
H = Z :ti+i - tf! (8 )
i = 0
A observação das ocorrências nestes intervalos, 
e feita por um processo de contagem..
2.3.2 - Processo de Contagem.
Um processo {M(t), t > 0} que conta o número 
de eventos ocorrendo num intervalo, com M(t) somente tomando
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valores inteiros positivos e tendo os eventos distribuídos por 
algum mecanismo estocástico, forma um processo de contagem.
As variáveis aleatórias T]_, T2 , T 3 , .0.. que me 
dem os tempos entre as ocorrências sucessivas de eventos, são 
chamadas de tempos entre chegadas sucessivas.
2.3.3 - 0 Processo de Poisson
Considere-se eventos ocorrendo no intervalo de 
tempo (05 t). Sei a N(t) o número de eventos que ocorrem 
neste intervalo.
0 processo {N(t), t e T}, para o qual t ê o 
tempo 3 e um processo de Poisson se:
a) Os incrementos |N(t) - N(s)!, para todo t > s e T, 
em intervalos |t.- s\ não coincidentes, forem inde 
pendentes.
b) Puder existir o máximo de um evento num pequeno inter 
valo At .
c) A probabilidade de ocorrência de um evento simples , 
num intervalo At , for proporcional a At .
0 processo de Poisson ê um processo de contagem. 
N(t) somente assume valores inteiros positivos. E um processo 
com N(t) discreto e t contínuo, de valor real e físico, po 
dendo, portanto, representar o processo de ocorrências das tare 
fas de um sistema com veículos.
Se os incrementos N(t) - N(s) , para interva­
los não coincidentes, forem estacionários, o processo de conta 
gem (N(t), t e T} ê chamado processo de :,Poisson Homogêneo" . 
Neste caso, pa.ra qualquer h > 0 e t > s , N(t)-N(s) e
N(t+h) ~ N(s+h) são identicamente distribuídos. Num processo ' 
de Poi'sson Homogêneo, os momentos de N(t) - N(s) dependem so 
mente de t - s .
Por outro lado, se os incrementos N(t) - N(s) , 
para intervalos não coincidentes, não forem estacionários, o 
processo (N(t), t e T} é chamado processo de :iPoisson não Ho
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mogêneo”. Nesta situação os momentos de N(t) - N(s) d e p e n d e m  
também de s e, N(t) - N(s) e M(t+h) - N(s+h) não são iden­
ticamente distribuídos, embora possuam distribuição do mesmo ti. 
po.
0 processo de Poisson é importante não so porque 
pode servir para modelo de fenômenos importantes (chegadas de 
clientes ou tarefas para serviço, realizados por vários mecanis 
mos, como vendedores, pistas de um aeroporto, veículos, etc.; o 
corrências de quebras e acidentes, por exemplo), como também de 
base para construção de outros processos estocãsticos.
2.3.4 - Derivações axiomáticas do processo de Poisson
Algumas derivações importantes do processo de 
Poisson podem ser obtidas dos axiomas da definição. Serão consi 
deradas, apenas, aquelas de maior interesse para o problema em 
estudo.
a) Probabilidade da ocorrência de n eventos num inter-
valo (t2 " ti).
Seja, Pn(f) a probabilidade de n eventos no inter 
valo (0, t) e Pn+l(f + At) a probabilidade de n+1 eventos 
no intervalo (0 , t + At).
n+1 eventos podem ocorrer de duas maneiras:
1?) n eventos em (0, t) e um evento em (t, t + At) 
ou ,
29) n+1 eventos em (v, t) e nenhum evento em 
(t, t + At) .
Se o processo fôr 
P]_ (At)
e
P 0 ( t)
Então:
de incrementos estacionarios 
= Y . At (9)
= 1 yAt (1 0 )
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Pn+i(t +'At).= Pnítí.PiCAt) + Pn+1 (t).P0 (At) =
= Pn <t).Pi(At) + Pn+1 (t).(1-yAt) (11)
e , portanto
Pn+1<t + At) - Pp.,1 (t) 
n+1 — ---= yPn(t) - . yPn+i(t) (12)
sulta :
(ti, t2)
At
Tomando o limite da equação (12) quando At ->■ 0 , re
PA+l(t) + YPn+l(t) = YPn (t) (13)
A solução da equação (13) fornece
, , Nn+1 "Yt
p (t) = 111)---- e _ _ _  (11+)
n+1 (n + D !
Da equação (14), demonstra-se que, para o intervalo
!y(t2”t1 )|n ,
pn (t2). = - — e 2 i (15)
A equação (14) e a equação (15) são somente aplicá­
veis se o processo fôr Poisson homogêneo. Quando o processo fôr 
Poisson não homogêneo, os incrementos não são estacionarios e, 
então
Pi(At) = y(t). At (16)
O
P0 (At) = 1 - y(t). At (17)
'r
Neste caso
Pn+l(t+4t) = pn (t)-pl(4t) + pn+l(t)-Po (4t) =
= Y(t).Pn (t).4t + Pn+1 (t). j (18)
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e j portanto,
P., (t+ At) “P x i' (t)
-------- — --- = y(t).Pn (t)- Y (t). P , (t) (19)n n+1
0 limite dá equação (19) , quando At -> 0 , é
P-.nCt) = Y(t). P„(t) (20)n+ 1 n+ 1 n
A solução da equação (20) 3 adaptada para um interva­
lo (t]_, 1 2 ) 9 é
\ 2 i n  1 9
X ,  /  ,y(t).dt
P„(t> = — i---- — ,--- . e tl (21)
n n
A equação (15) e a equação (21) permitem o cálculo da 
probabilidade de ocorrência de n eventos num intervalo qual­
quer (t]_ 3 t2 )s respectivamente, para processo de Poisson homo 
gêneo e não homogêneo.
b ) Media e Variância do Processo
Da equação (21) obtem-se a equação (22) - média do 
processo ~ e a equação (2 3) - variância do processo - usando 
as definições de média e variância de uma variável aleatória ' 
simples.
E !N(t)J = f y(t)o dt (22)
' tl
Quando o processo for homogêneo, Y(t) = Y , para todo
t .
Note que as estatísticas do processo são função da am 
plitude do intervalo (t^, t2 ). Isto significa que um aumento 
no tamanho do intervalo de observação acarreta um aumento na me
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dia e variância do número de ocorrências, como mostram claramen 
te a equação (22) e a equação (23).
c) Parâmetro do Processo
0 processo de Poisson ê caracterizado somente pelo pa 
râmetro y(t) - chamado usualmente de função intensidade. A 
função intensidade ê sempre considerada como contínua, de modo 
que
Y (t) = -4- EiN(t)! = —  VÍN(t) I (24)
dt dt
Desde que2 conhecido Y(t) 5 especifica-se o proces­
so, basta determinar ou estimar esta função. Este problema será 
discutido no item 2.3.5 .
c) 0 processo de Poisson não é estacionário
porque É 'N(t)| e V (NCt)| são funções do tempo. 
Gs incrementos poderão ser estacionários ou não.
e) 0 processo de Poisson {N(t)y t e Tl ê um processo 
Markoviano.
Para um processo de Poisson
n-2
N(tn ) = N(tn_!) + Z IN(i+i) - N(ti)| (25)
i = l
Como os incrementos |N(t-j_+]_) - N(tj_)| são indepen - 
dentes? conclue-se, com auxílio da equação (25), que para
quaisquer números reais x]_, X2 5 . . . , xn
P ÍN(t) <. xn / N(tn_i) <. xn_]_,. . . , N(t]_) <_ X]_.} =
= P {N(tn) <. xi / NCtn~i) <. xn_i> (26)
A equação (26) mostra que o processo de Poisson e Mar
koviano.
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f) 0 tempo entre as ocorrências , quando estas obedecem 
um processo de Foisson com parâmetro Y(t)l é um pro­
cesso exponencial com parâmetro Y(t).
Se num intervalo' (t, t + At) ocorrem, em media ,
r-t+At
Y(t).dt tarefas 5 o tempo médio entre as ocorrências, no
\
tempo t , sera
^t+At
Jt *dt 1
lim — a~ ---------= — ;— r~ (27)
At-^ o rt’r 1 ^(t)J .Y(t ) . dt
0 resultado da equação (27) ê idêntico ao da teoria 
da probabilidade para a distribuição de Poisson e a distribui - 
ção exponencial. Portanto, a afirmativa inicial ê verdadeira.
2.3.5 -- Estimativa do parâmetro do processo
Caracteriza-se perfeitamente o processo de Pois_ 
son pela sua função intensidade Y(t) . 0 problema da defini» 
ção do processo de ocorrência das tarefas, admitido como Pois­
son, estarã resolvido se uma estimativa aceitável de Y(t) for 
obtida.
A estimativa é o resultado da estimação. Chama­
mos estimação a determinação de quantidade desconhecida através 
de dados de observação. No caso em estudo, a quantidade desco­
nhecida e uma função - representada por y(t) - e os dados de 
observação são os números de ocorrências das tarefas nos inter 
valos de estudo.
De um modo geral, uma estimativa ê obtida pelo 
uso dos dados observados e de estimadores. Para um específico 
conjunto de dados, o estimador dará a estimativa da quantidade' 
desconhecida. Assim, o problema de estimação consiste na obten 
ção de estimadores com determinadas propriedades desejáveis.
Não serão discutidos os métodos de obtenção e as 
propriedades de estimadores, porque fogem ao objetivo deste tra 
balho. Será apresentado um método de obtenção da função inten-
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sidade Y(t) usando estimadores aceitos para esta situação:
a) Estimativa de y(t) - Processo de Poisson Homogêneo
Se o processo fôr homogêneo y(t) = y = constante 
Neste caso, y serã um simples numero.
0 número de ocorrências N(t) , num prê~fixado tempo 
de observação t , poderá ser usado para a"obtenção de estima­
tivas de y . Usando a equação (22), y ~ a estimativa de y - 
serã obtida por
N(t) ' , N
Y = — --- (28)
A equação (28) dará boas estimativas para tempos de 
observação grandes. Na realidade, quanto maior o intervalo de 
observação mais precisa será a estimativa.
Quando não existe certeza da homogeneidade do proces­
so, a equação (28) dá uma estimativa de y no intervalo de obser 
vação t . Neste caso, uma nova maneira de observação dará
maiores informações.
Se a observação fôr feita durante um período dividido 
em intervalos não coincidentes, usando um processo de contagem 
{N(t), t > 0} obtem-se o número de ocorrências em cada inter 
valo. Desta forma, resulta uma amostra do processo Seja N(t i) 
o número de ocorrências no intervalo i : (t-j_, t ) ,i = 0 ,1 , 2 ,. . h
Tomando os h + 1 valores Y(t-j_), obtidos pela equa 
ção (29), pode-se estudar o comportamento de y(t) com t. Gra 
ficamente, para um processo de Poisson homogêneo, y(t^) tem
comportamento representado pela figura 1 0 .
i
y(t^) = £ ] N(t ) . (t-i + i - t-; ) \ (29)
j = 0
Como esperado, num processo homogêneo, para h sufi­
ciente ; a medida que novos valores N(t) vão sendo adicionados, 
a equação (29) tenderá ao valor desejado Y * Esta propriedade 
pode ser enunciada mais rigorosamente pela equaçao (30):
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h
= lim £ ! N(tO / (t-í + i 
h-*» i=0
(30)
FIG. 10 - Comportamento do parâmetro de um processo de 
Poisson com o tempo, quando novos valores de 
observações vão sendo sucessivamente adicio 
nados.
As equações apresentadas são estimadores não tenden - 
ciosos e consistentes. Estas propriedades são facilmente demons 
traveis, sendo por isso, excluídas as provas.
Por outro lado, se a observação de um processo de 
Poisson homogêneo ê continuada atê que m ocorrências sejam 
contadas, então o tempo Wm necessário para obtê-las poderá ? 
ser usado para a obtenção de estimativas de y . A quantidade
2y Wm tem distribuição qui-quadrado com 2m graus de liberda
6 ~  de . Esta informaçao permite construir intervalos de confian
ça para y .
Seja
p (a < 2 Wm < b ) = a (31)
Dado ct ? a e b podem ser determinados e, então, o 
intervalo (a/2Wm ,b/2Wm ) conterá y c/uma probabilidade a ■ Este 
e o intervalo de confiança para y estimado pela equação (32),
6 - Demonstração Anexo 1 - Parte A
40
Todos estes procedimentos informam sobre os valores 
estimados. Se maior segurança nos resultados é desejada, deve- 
se tomar varias amostras do processo. Esta condição é necessá­
ria para decidir se o processo e não homogêneo ou quando o pro 
cesso for não homogêneo.
b) Estimativa de Y(t) - Processo de Poisson não homogê­
neo .
Um processo de Poisson não e homogêneo quando as me 
dias de ocorrências em diversos intervalos iguais não coinciden 
tes forem, diferentes. Nesta situação, a função intensidade Y(t) 
não será um simples, número.
Tomando várias amostras do processo, calcula-se a me 
dia de ocorrências em cada intervalo não coincidente. Dividindo 
essas medias pela amplitude do intervalo correspondente, obtem 
se um valor y(t), admitido correspondente ao valor t consi" 
derado com o ponto médio do intervalo. Desta forma, são obtidos 
vários pontos da função y(t). Uma curva aproximada a estes 
pontos será uma estimativa da função Y(t). Nesta aproximação, 
é utilizado o método dos mínimos quadrados.
Este procedimento para a estimação da função intensi­
dade permite o cálculo do número de amostras em cada interva­
lo, para a obtenção dos pontos da função y(t) com desejada 
precisão , pela aplicação da equação (33).
n-i = z
2 S2 ( t )
(33)
onde
é o número de amostras necessárias no inter­
valo i .
e - é o erro desejado = |y(tj_) - y (t £) ]
z - valor da variável normal reduzida corresponden 
te a probabilidade desejada da estimativa y(tj_) 
diferir de y(tj_) de um valor menor que ne".
S(t )— desvio padrão de um número (M-j_ < n-j_) de
amostras preliminares.
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A equação (33) , para uma dada precisão (erro) s não 
fornece necessariamente valores iguais para os diversos intervâ 
los. Nos intervalos onde a média de ocorrências for maior,maior 
serã também o número de amostras.
0 procedimento apresentado para a estimativa de y(t), 
implica na necessidade de um número grande de amostras (rii>30). 
A precisão dada pela equação (34) aumenta' com o aumento de ni.
!y(ti) - y(ti)j = z (34)
/ni
2.3 o 6 - Teste para verificar se os serviços ocorrem se­
gundo um processo de Poisson.
Existem razões praticas para considerar c pro­
cesso de ocorrência das tarefas como um processo de Poisson. 
Muitos eventos semelhantes seguem tal processo» Esta, entretan 
to, não e uma razão suficiente para uma suposição desta natu­
reza.
Existèm testes para verificar se as ocorrências 
seguem um processo de Poisson. Neste item serã apresentado um 
teste de fácil aplicação que difere ligeiramente conforme y(t) 
seja constante ou nãov Por isso, antes da sua aplicação, é ne 
cessãrio decidir se ò processo ê homogêneo ou não. Isto ê fei 
to admitindo-se o processo como Poisson e estimando-se y(t) . 
Se y(t) fôr constante, o processo e homogêneo. Em caso coh^ 
trãrio, não. Apôs esta decisão ê aplicado ó teste conveniente.
a) Teste quando y(t) for constante.
Seja {N(t), t >. 0} um processo de Poisson com. fün 
ção intensidade Y(t) = Y . Admita~se que no intervalo (0, T), 
N(T) = Kj então os K tempos t^, t2, •••, t^, nòs quais os 
eventos ocorrem, são valores de variáveis aleatórias indepen -• 
dentes ü]_, . .., uniformente distribuídas no intervalo
(0, T) 7 .
7 - REF. 14 - pg. 140
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Baseado nesta propriedade, qualquer método que verifi 
que se as observações Uj_, U2 , . . . , são independentes e uni
formente distribuidas estará testando se as ocorrências obede 
cem a um processo dé Poisson.
Por outro lado, de acordo com o teorema do limite cen 
trai5 para n suficientemente grande
n
Sn = X Uj_ e normal (35)
i -1
'  X
com media E(Sn) = n E(U]_) = n — (36)
T2
e variancia V(S^) = n V(lh) = n --- (37)n • 12
A equação (36) e a equação (37) ajudam na constru - 
ção de intervalos de confiança para Sn Para um nível de sig_ 
nificãncia a , o valor Sn observado devera estar compreendi^ 
do entre
n T / n /.n T i n
— ---z T /----- £ =- + z T '■—— -—  (38)
2 12 ' n 2 12
onde "z" e o valor da variãvel aleatória normal reduzida Y que 
torna
P(-z<_Y<_z) = a
Nível de significância diz que a probabilidade do 
intervalo dado pela equação (38) conter Sn ê es, ou, de ou 
tra forma, se as ocorrências forem do tipo Poisson, temos una 
probabilidade a de aceita-las como tal.
Exemplo - Suponha que,observadas uma série de eventos 
por 10 minutos, notou-se ocorrências nos seguintes tempos*0 ,2 0 ; 
0,33; 0,98; 2,02; 3,92; 4,12; 5,74; 6,42; 7,87; 8,49; 9,85 
9,94. Com um nível de significância de 95% estes eventos po­
dem ser aceitos como pertencentes a um processo de Poisson.
De fato, para os valores dados n = 12 e T = 10 , 
Sn = 59,84 pertence ao intervalo
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1 2_. ■r.- 1 Q -  1 , 9 6  . 10 f f  , + 1 , 9 6 . 1 0
' b) Teste quando y(t) 'não é constante
Seja (N(t), t >_ 0} um. processo de Poisson com valor
esperado
rt
E | N ( t ) | = m ( t ) = /  Y(t).dt (39)
0
Admita-se que no intervalo (0,t), N(t) = K ; então , 
os K tempos t^, t2 ? . .., t}< , nos quais os eventos ocorrem, 
são valores das variáveis aleatórias independentes Ui,U2 s•••sUk 
com igual distribuição acumulada ® .
F’JjOO = 0 £ U < t  (40)
Desde que , U2 , Uj< são .independentes, para K
suficientemente grande
K
SK = l Ui (41)
i = l • ■
e normal com media
A  dFui 
E(Sk) = K E(Ui)-= K y(-^y).dy
e vanancia
• j -  ^  ^ T J
V ( S K ) = K V ( U X ) = K  ' !y-E(SK )|2 ( - ^ p ) . d y  =
= -4r >V--- TTT f t u(~“ )dy l2(— .du (43)mt ,/q ,h m(t) Jq * dy ■ dy
8 - Demonstração ~ Anexo 1 - Parte B
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0 intervalo de confiança para Sk é montado de manei_ 
ra semelhante ao caso do processo homogêneo. A equação (44) dá 
os limites do intervalo
E(Sk) - z v/vfSk) i Sk i E(Sk) + Z \/v (SK) (*+4)
Dado o nxvél de significancia o, z e o valor da va 
riável aleatória normal reduzida "y”, que torna
P(-z ^ y ± z) - -.a
Se o valor Sk observado satisfizer a desigualdade ? 
da eq.(44), a hipótese de que os eventos são Poisson e aceita.
Qualquer outro teste para verificar a independência 
das variáveis U]_, Uoí . .., Uk , distribuídas segundo a função 
acumulada dada pela equação (40),servirã para verificar se os 
eventos ocorrem segundo o processo de Poisson.
2.3.7 - Soma de Processos de Poisson
Existem sistemas alimentados por diversos tipos 
de tarefas. Se estas forem admitidas por um único canal de che 
gada, o processo de ocorrência será, para o sistema, o resulta­
do da soma das ocorrências de diversos tipos.
Se todos os n tipos ocorrem segundo processos 
de Poisson com parâmetros yi(t) 5 ..., yn(t), respectivamente , 
o processo soma será um processo de Poisson com parâmetro
n
y(t) = z Y i(t) (45)
i = l
A equação (45) e um resultado conhecido da teo­
ria de probabilidade.
Quando n fôr suficientemente grande, o teorema 
do limite central e aplicável. Neste caso, o processo soma sera 
normal com media Uj e variancia aj , dados pela eq.(46).
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2 n "^j + l+"*:T | |
Pj = Oj = ^  y±( - ) . |tj+1 - tjj (46)
2.4 - HIPÓTESES SOBRE AS OCORRÊNCIAS - O PROCESSO DE CONTA­
GEM RENOVAÇÃO.
»
2.4.1 ~ O Processo de Contagem Renovação
0 processo dê contagem renovaçao e um processo 
de contagem (R(t), t >_ 0} de uma série de eventos com tempos* 
entre ocorrências identicamente distribuídas e independentes.
Ê um processo físico de valores reais inteiros, 
com parâmetro contínuo. Uma grande variedade de fenômenos pode 
ser descrita pelo processo de renovação. Pode representar o pro 
cesso de faltas e reposição de equipamentos, certos fluxos de 
trafego3 como chamadas telefônicas que chegam a uma central, e 
aparecem como modelos de saída nos circuitos de escala dos con 
tadores de partículas radioativas. Se R(t) representar o nume 
ro de tarefas ocorridas num intervalo, o processo de ocorrência 
das tarefas pode ser de renovação.
Na realidade, a única restrição para a adoção do 
processo de renovação como um processo de entrada num sistema 
cõm veículos e a independência dos tempos entre ocorrências. 
Somente serã uma boa representação quando a populaçao de tare­
fas fôr infinita. Em outras palavras, quando a fonte de servi, 
çõs fôr infinita ou muito grande, o tempo entre ocorrências su 
cessivas é independente ê a utilização do processo de renova­
ção ê valida.
2.4.2 - A Equaçao de Renovaçao
Muitas quantidades de interesse ha teoria do
processo de contagem renovação satisfazem uma relação da forma 
da equação (47):
r t
g(t) - h(t)+j g(t-s).f(s).ds (47)
^ o
onde f(t), g(t) e h(t) são funções definidas para t >_ 0 .
Se f(t) e h(t) são funções conhecidas, g(t) 
é a função desconhecida a ser determinada como solução da equa­
ção (47). Em várias demonstrações de características dos procejs 
sos de renovação a equação (48) e utilizada.
2.4.3 - Processo de Contagem com Tempo entre Ocorrências
Exponenciais.
A variável aleatória T representativa dos tem 
pos entre ocorrências tem distribuição exponencial com parâme­
tro y 3 se sua função densidade de probabilidade for dada pela 
equação (48).
f(t) = Y e“YT , T > 0 (48)
= 0 para quaisquer outros valores.
A distribuição exponencial, além do tempo entre 
ocorrências, pode representar a densidade do tempo de serviço 
dos veículos. Será apresentada em maiores detalhes no item
3.2.2 .
Se os tempos entre chegadas íTn) são exponen ~ 
cialmente distribuídas com parâmetro y , então o processo de 
renovação {R(t), t >_ 0} ê um processo de Poisson com parâme­
tro Y  ^.
Quando o parâmetro da distribuição exponencial ’ 
fôr função do tempo, o processo de renovação {R(t), t >_ 0} se 
rã um processo de Poisson não homogêneo. De outra forma, se o 
processo de Poisson fôr não homogêneo com parâmeti^o y(t) , o 
tempo entre as ocorrências será exponencial com parâmetro y(t).
2.4.4 - 0 Processo de Renovação com Tempo entre Ocorrên­
cias Gama.
A distribuição gama e uma família de distribui-
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ções de dois parâmetros que pode ser usada para aproximar a ma­
ioria das distribuições de tempos entre ocorrências.
Consequentemente, o processo de renovação com 
distribuição entre ocorrências gama é de particular interesse. 
Se T - a variável aleatória representativa dos tempos entre 
chegadas ~ for gama, a sua função densidade de probabi
■V- a  ^  N
lidade sera dada pela equação (49).
f ( T )  = " T õ õ  ' ( h T ) k - 1 “ e ~h T  > T  > 0 ( 4 9 )
= 0 para quaisquer outros valores
A distribuição gama tem dois parâmetros, k e h , 
para os quais se exige k > 1 e h > 0 . r(k) e a função ga 
ma definida pela equação (50).
. . .  CO
r(k) = / x^ ^oe X . dx , para k > 0 (50)
J 0
Um caso particular de interesse, pela sua melhor 
adequação para utilização em computadores digitais, e a distri 
buição gama com parâmetro k inteiro. Neste caso, a função densi 
dade de probabilidade obedece a equação (51).
f(T) = (k^lTT •(hT)k"1 .e“hT , T > 0 (51)
0 valor esperado e a variância são dados, respec 
tivamente, pela equação (52) e equação (53).
E(T) = k/h (52)
V(T) = k/h2 (53)
Da distribuição gama, duas distribuições impor - 
tantes e conhecidas são derivadas. Se k = 1, obtemos a distri 
buição exponencial com parâmetro h . Se h = 1/2 e k = — , 
com n inteiro positivo, obtemos uma família de distribuições
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de um parâmetro chamada qui-quadrado ("n*1 e o número de graus 
de liberdade).
Para acrescentar um melhor entendimento na capa­
cidade da distribuição gama para representar uma grande varieda 
de de distribuições de tempos entre ocorrências5 ê interessan­
te observar o comportamento da variância com o aumento sucessi­
vo do parâmetro k, mantida fixa a media.
0 Quadro 2 apresenta os valores para a analise
da variância.
QUADRO 2 - Comportamento da variância da
distribuição gama de mesma me
dia com aumentos sucessivos do 
parâmetro k .
Quando k aumenta, mantida constante a média, a 
variância diminui. Este fato mostra que a distribuição gama en 
globa tempos entre ocorrências cujas variâncias vão desde valo 
res grandes até variância zero. Quando a variância e zero , o 
tempo entre ocorrências ê constante.
Uma característica de identificação da distribui^ 
ção gama ê o coeficiente de variaçao Cv , definido como a rela 
ção entre a variância e o quadrado da média de uma distribuição. 
Para a dist. gama assume a forma da equação (54).
.2k/h' 
(k/h)2
Cv = ---:— ^ = l/k (54)
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C-v » para a dist. gama, assume valores entre ze 
ro e um, uma vez que k é sempre maior ou igual a um. Se dados 
de amostras de tempos entre ocorrências indicarem, coeficientes 
de variação menores ou iguais a 1 , ha fortes razões para admi­
tir os tempos entre ocorrências como uma variável aleatória com 
distribuição gama.
X
Neste trabalho, sei^ ã considerado somente os pro 
cessos de renovação com tempos entre ocorrências gama de parâme 
tro k inteiro.
a) Probabilidade de ocorrência de n eventos no interva
lo ! 0 , 1 1.
Seja Wjn o tempo necessário para a ocorrência de n 
eventos com tempo entre ocorrência gama com parâmetro k inteiro 
Wm (t) sera a soma de n eventos com dist. gama. A distribui 
ção de Wm (t) obedece a função densidade, representada pela e- 
quação (55) .
, nk ,nk-l +
fWn(t) = ---- — --- . e *n " (55)
171 (nk-1 ) i
Da equação (55) surge a equação (56):
r^-unk nk , nk-1 , m .
1 - Fwn (t) = f -e X 'dx = E —  (nt) 'e” (56)
'■t t'nK 1; * m= 0
Desde que a probabilidade do tempo necessário para a 
ocorrência de n eventos ser maior que t e igual a probabi­
lidade de que no tempo t não tenham ocorrido n eventos , a 
equação (57) e verdadeira.
1 - Fwn (t) = PlWm > t| = P !R(t) < n| (57)
Entao ,
(m+l)k-l
PR(n) = E ~~r •(ht)m . e kt (58)
m=nk m *
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A eqüação C Ô8 ) da a probabilidade de ocorrência de n 
eventos no intervalo |0, tj. Para um intervalo qualquer (tis 
ti+i), a equação (59) permite calcular a probabilidade de n 
ocorrências.
(n+1 )k-l
pR(t)(n) = E
m=nk m !
jh(ti+i - tiJ m ,-h(ti+i*-ti) (59)
b) Media è Variância do Processo
A média e a variância do processo são calculados, res 
pectivamente, péla equação (6 ) e equação (62), para o interva­
lo j 0 , t j .
(n+l)k-l , m
E ] R(t) j = E n j — y  (nt ) . e (60)
n = 0 m=nk 111 ‘
<*> 9 (n+1 )k-l T
V|R(t)1 = E {n-E|R(t)|} E — (nt) . e (61)
n= 0 m=nk m *
Os resultados da equação (60) e equação (61) hão são 
expressões simples. PARZEN mostra que a expressão do valor 
esperado do processo tòma a forma da equação (6 2 )..
É ! R (t ) I . M  ♦ i kÊ1 ■ {1 -exp! -ht (1 -exp ( 2 ir/k))|J
k k r=1 l-èxp(2Hxr/k)
(62)
c) Par^âmétros. do Processo
0 processo de renovação tem dois parâmetros. h e k 
definem a distribuição gama particular dó tempo entre as ocor­
rências e caracterizam o processo de renovação.
d) Propriedades Ass.intóticas do Processo
0 processo de renovação apresenta interessantes pro-
10 - REF. 14 - pg. 177
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priedades para grandes valores de t 
■ Se E(T) < 00 3 então
1
lim
00
E !R(t)
E(T) (63)
Se E(T) < 00 e V(T) < 00 , então
iim
"t-Vl»
V 1R(t)! v(t)
E(t)
(64
Se E(T ) < 00 5 então 3 para qualquer número real x
lim P 
t->°°
R(t)-(t/e(t)) 
t .V(t)/|E(T)
< x 2 n J
Í X -1 /2 . y2 ,• e J .dy (65)
Estas propriedades são apresentadas sem demonstraçao=^11
e) 0 processo de renovação não ê um processo estaciona- 
rio, pois E|R(t)j e V|R(t)| dependem do tempo 
t .
f) 0 teste de verificação das ocorrências e estimativa 
dos parâmetros estão referidos, respectivamente, no 
item 3.4.4 e item 3.4.5 .
2.5 - OCORRÊNCIAS CONJUNTAS
Quando dois ou mais serviços ocorrem simultaneamente , 
temos ocorrências conjuntas. 0 processo de ocorrência podera , 
então, ser•decomposto em dois:
a) Processo de ocorrências considerando as tarefas conjuntai 
como um único serviço.
b) Processo de definição do número de tarefas ocorrendo si­
multaneamente.
11 - Para melhor discussão das propriedades assintóticas, veja 
REF. 16 .
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0 primeiro pode ser representado por um processo de re 
novação«, enquanto o segundo será definido pela distribuição de 
probabilidade do número tarefas conjuntas. A variável aleatória 
x representativa do número de ocorrências simultâneas pode a_s 
sumir uma distribuição de Poisson dada pela equação (6 6 ).
p(x=k) = -~V- . e K ' . (6 6 )
k I
0 parâmetro h somente assume valores maiores que ze 
ro e x toma valores do espaço amostrai infinito numerável 
= 0 , 1 , 2 ,...
Na impossibilidade de aceitação da variável x como 
tendo distribuição de Poisson, recorre-se âs distribuições expe 
rimentais eu empíricas como aproximações aceitas. São, também, 
utilizadas para caracterizar o processo de ocorrência propria­
mente dito quando um processo de renovação não se adapta. As 
distribuições empíricas estão descritas no item 3.4 .
2.6 - SIMULAÇÃO DO PROCESSO DE OCORRÊNCIA DAS TAREFAS
2.6.1 - Introdução
Bãsicamente, a simulação do processo de ocorrên 
cia das tarefas pelo método de Monte Cario, consiste na geração 
dos tempos entre chegadas sucessivas. A soma do tempo de ocor­
rência da tarefa I com o tempo entre chegadas gerado 1+1 re­
sulta no instante de ocorrência da tarefa 1+1 .
Nesta simulação da ocorrência dos serviços ê uti 
lizado a distribuição do tempo entre chegadas. Para a geração 
do tempo entre ocorrências com determinada distribuição de pro 
babilidade, o método mais utilizado é o da transformação inver 
sa. Este método consiste no seguinte:
a) Obtenção da função distribuição acumulada inversa das 
variáveis que se deseja gerar.
Seja x a variável aleatória cujos valores são dese­
jados e F(x) a sua função distribuição acumulada.
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Nesta, primeira etapa e calculada a função
x = f(y) = F"1 (x) (67)
b) Dado que y ê uniformemente distribuída nó intervalo
X 2 —
!0 * 1 [ , um gerador de números aleatorios unifor­
memente distribuídos neste intervalo, dará os valores 
de y . Estes valores usados na equação (67) permi­
tem. a obtenção dos valores da variável x com função 
densidade acumulada F(x).
0 metodo de mapeamento ou transformaçao inversa 
ê utilizado quando a inversa de F(x) existe ou, puder ser re 
presentada por uma função aproximada cuja inversa exista.
A simulação do processo de ocorrência das tare­
fas e usada nos modelos de simulação dos sistemas com veículos.
As ideias aqui desenvolvidas sobre simulação de 
processos de ocorrência estão apresentadas em linguagem FORTRAN 
e dirigidas para computadores de pequeno porte. Neste trabalho 
foi utilizado um IBM-1130.
2.6,2 - Simulação do Processo de Renovação Estacionário
A figura 11 mostra o algoritmo para a geração 
de n ocorrências , obedècendo um processo de renovação estacio 
nãrio .
A variável T(I), 1 = 1,N assurrie o tempo de ocor­
rência da tarefa I. ENTRE ê o nome generico da súb-rotina de 
geração dos tempos entre chegadas x.
Quando o processo de ocorrência daá tarefas fôr 
Poisson homogêneo, a sub-rotina ENTRE deverá gerar variáveis a~ 
leatorias exponenciais. Quando o processo fôr dé renovação com 
tempo entre chegadas gama, a sub-rotina ENTRE deverá gerar va­
riáveis gama. As sub-rotinas para a geração dè variáveis alea­
tórias com determinada distribuição são extensivamente tratadas 
na literatura de simulação, como em j1 0 j e |1 2 j.
12 - REF. 11 - pg= 296
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cias de serviços, segundo um proce_s 
so de contagem renovação estaciona 
rio.
Se o tempo entre ocorrências estiver representa­
do por uma distribuição experimental, o método desenvolvido por 
MARSAGLIA poderá ser usado como alternativa. 0 metodo consiste 
na utilização de 1.00 0 endereços na memória, onde são guardados 
os valores do tempo entre ocorrências, correspondente ao ponto 
médio x do intervalo de classe. Guarda-se na ordem crescente 
dos valores x; para cada intervalo, uma quantidade de pontos 
médios igual a parte inteira da frequência de classe multiplica 
da por 1.000 . Os valores de x são tirados deste conjunto , 
usando números aleatórios uniformemente distribuídos no interva 
lo 10, 1!. A parte inteira do resultado da multiplicação do ' 
número gerado por 1.000 será o endereço do valor da variãvel x 
com a distribuição experimental desejada.
0 método de MARSAGLIA gera as variáveis rápida - 
mente e é mais preciso para variáveis aleatórias discretas.Quan 
do usado para variáveis contínuas, perde em precisão devido a 
discretização. Neste caso, um. aumento no número de intervalos * 
de classe melhora a precisão. A figura 12 apresenta a parte do
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programa de geração dos valores de x armazenados no vetor 
V(I) ,1 = 1,1000 segundo umá distribuição empírica qualquer.
para a geração de com
distribuição empírica.
Existem técnicas desenvolvidas para a geração ? 
dos números aleatorios Y uniformemente distribuídos no inter 
valo |0, li. Podem ser encontrados em |1| e 17|.
2.6.3 - Simulação do Processo de Contagem Renovação Es- 
tacionario com Ocorrências Conjuntas.
0 algoritmo para a simulação do processo com o~ 
corrências conjuntas ê semelhante aquele para processo sem ocor 
rências conjuntas.
Como mostra a figura 13, apenas um gerador do nú 
mero IR de ocorrências conjuntas é acrescentado.
FIG. 13 ~ Algoritmo para a simulação de um 
processo de ocorrência de servi, 
ços contagem renovação estaciona 
rio com ocorrências conjuntas.
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2.6 .4 - Exemplo
Para ilustrar o funcionamento dos procedimentos 
expostos, a Tabela 1 mostra o resultado da simulação do proces^ 
so de ocorrência contagem renovação com. tempos entre ocorrên­
cias gama e distribuição de ocorrências conjuntas Poisson. A 
distribuição gama tem parâmetros k = 10 e h = 0,1 , enquan­
to a distribuição de Poisson tem parâmetro y = 1,0 . 0  progra 
ma e as sub-rotinas utilizadas nesta simulação estão no ane­
xo 2 .
ORDEM
OCORRÊNCIAS
INSTANTES 
DE OCORRÊNCIAS
1 71 ,65
2 71 ,65
3 71 ,65
4 131,38
5 185 ,48
6 185 ,48
7 185,48
8 185 ,48
9 266,25
10 320,62
11 361,46
12 394,54
13 439,70
14 439,70
15 439 ,70
16 485,93
17 530 ,04
18 5 9 0 ,58
19 590 ,58
20 590,58
21' 633,54
22 633 ,54
23 633,54
24 684,20
TABELA 1 - Ocorrências simuladas de um pro- 
cesso estacionário de renovação , 
com tempo entre chegadas gama e 
ocorrências conjuntas Poisson.
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Analisando os resultados, percebe-se a existên­
cia de ocorrências conjuntas. 0 Quadro 3 mostra que a media 
do número de ocorrências conjuntas se aproxima de 1 . Este fa 
to era esperado devido a utilização, para o número de ocorrên 
cias conjuntas, de uma distribuição de Poisson com média y =1 .
Número 
Ocorrências 
Conjuntas A
Número
Eventos
Simulados
MÉDIA 
A v B
Simulação I 478 522 0 ,915
Simulação II 562 438 1,292
Simulação III 495 505 0,980
MEDIA
SIMULAÇÃO 511.666 545.000 1,062
TEÖRICO 500 500 1,0005
QUADRO 3 - Número e média das ocorrências conjun 
tas simuladas segundo dintr.”’ Vin ção de 
Poisson.
Pode-se verificar que o tempo entre as ocorrên­
cias ê gama com os parâmetros indicados.
2.6.5 - Simulação do Processo d_e_ Contapem Renovação Não-
Estacionário.
Quando a forma funcional dos parâmetros como fun 
ção do tempo fôr conhecida, o algoritmo de simulr.ção assemelha 
se ao caso estacionário. Os parâmetros da distribuição que serã 
usada para gerar o tempo entre as ocorrências I e 1+1 são 
obtidos a partir da forma funcional dos parâmetros pelo util”'^ 
ção de T(I) como valor da variável independente. A figura 14 
apresenta o algoritmo para a simulação de um processo não esta 
cionário quando a forma funcional dos parâmetros são conheci­
dos .
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INICIO
f I = 1
T ( I ) = 0
X
CÁLCULO do 
VALOR DOS 
PARÂMETROS
CALL ENTRE
FIM
I
! T ( I ) = x  i_.__.____ T(I)=T(I”1)+X
GÇRAR
IR
R-Û
IK= T
r -( j =i ,i r)
1 = 1 +  1
T (I) -T ( IK)
------
1 = 1+1
( 5
FIG. 14 - Algoritmo para a simulação de um processo de re 
novação quandos as formas funcionais dos parâme 
tros são conhecidas.
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Quando a forma funcional dos parâmetros fôr des­
conhecida 3 mas seus valores, estimados como descrito no item 
3.4-. 3, são conhecidos para os diversos intervalos do período de 
atendimento, o algoritmo da figura 11 ainda ê valido em linhas 
gerais. Apenas o cálculo do valor dos parâmetros sofre altera­
ções. Como o valor dos parâmetros em cada intervalo é constante, 
será somentè necessário um arquivo com os valores dos extremos 
de cada intervalo com os respectivos valores dos parâmetros,
Considera-se o extremo superior.pertencendo ao 
intervalo í. A figura 15 mostra o algoritmo para o armazenamen­
to dos parâmetros e a geração de um processo não estacionário , 
para o qual a forma funcional dos parâmetros é desconhecida5mas 
seus valores estimados determinados.
A
\/
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__________ !_______________,
GERAR
IR
í IK=I í
r~ i  ............
yJ=l,IR^ 
[l = I + l 
|T(I)=T(IK)
1 = 1 +  1
7
FIG. 15 - Algoritmo para o armazenamento dos parâmetros 
e a geração de um processo não estacionario 5 
com parâmetros estimados para os diversos in 
tervalos.
62
As variáveis XINT(J), Pi(J), . .., Pj^ CJ) , repre
sentam, respectivamente, os extremos superiores dos intervalos
e os valores dos parâmetros do intervalo J. P]_, . « . , Pn são
os valores dos parâmetros a serem usados pela sub-rotina ENTRE.
Finalmente, aparece a situação em que cada inter 
valo de estudo do processo de ocorrência ê representado por uma 
distribuição experimental. Neste caso, o processo será descrito 
por uma matriz P(I,J) das distribuições dos tempos entre ocor 
rências. P(I,1), I = 2, N+l contêm os pontos médios dos N in 
tervalos de classe e P(1,J), J -- 2, M+l os M extremos supe 
riores dos M intervalos. Os valores P(I,J), I = 2, N + 1 , 
J = 2, M + 1 são as frequências de classe. Com os dados da 1 
matriz ;p(I,J) e utilizando as ideias de MARSAGLIA, poderão 
ser gerados os tempos de ocorrências dos serviços, de maneira ' 
semelhante ao algoritmo da figura 12. A geração do processo de 
ocorrência por este caminho tem o inconveniente da utiliz.?ç?^ 
de grande espaço da memória do computador usado. Este espaço au 
menta com o numero de intervalos, uma vez que, para cada inter 
valo, são necessárias 1.000 posições de memória.
2.6.6 “ Exemplo
Ilustrando a aplicabilidade dos procedimentos ex 
postos para a simulação de processo de renovação não estacioná­
rio, a Tabela 3 apresenta o resultado da simulação de um p m o ^  
so com tempo entre ocorrências gama de 9
mostrados na Tabela 2.
EXTREMO SUPERIOR 
INTERVALO k h
100 ,000 5 0 ,10
200 ,000 4 0,20
300,000 3 0,30
400 ,000 2 0 ,10
500 ,000 1 0 ,10
600,000 2 0,20
700 ,000 3 0,20
800,000 4 0,20
900 ,000 5 0,25
1000,000 6 0,30
1100 ,000 - _
TABELA 2 - Parâmetros estimados de um processo de reno 
vação não estacionário com tempo entre che 
gadas gama.
Admite-se que o processo tenha ocorrências con­
juntas, distribuídas segundo Poisson, com parâmetro V = 0,1. 0 
programa utilizado nesta simulação esta no anexo 3 .
Ordem
Ocorrência
Instante
Ocorrência
1 24 ,90
2 106 ,97
í 3 121,37
4 137 ,62
5 164 ,61
6 186 ,33
7 205 ,44
8 209 ,02
9 213,58
10 22 3.51
11 223,51
12 234 ,67
13 245,58
14 267,79
15 267,79
16 278 ,67
17 287 ,8 3
18 2 91,72
19 298 ,04
20 301,87
21 301,87
22 320,25
23 331 ,27
24 336 ,96
25 351,92
26 361,18
27 390 ,23
28 399 ,40
29 440 ,87
30 450,59
31 458 „68
32 468 3 97
33 478 ,62
34 478 ,62
35 486,60
36 490 ,89
37 490,89
38 494 ,44
39 501,59
Ordem
Ocorrência
Instante
Ocorrência
40 529 ,41
41 540 ,47
42 54 6 ,03
43 550 ,24
44 526,67
45 5 74 ,34
46 579 -.27
47 598 ,09
48 607,53
49 618 ,20
50 623,29
51 64 3,2 0
52 648 ,09
53 656,99
54 66 9 ,48
55 700,50
56 713,31
57 713 , 31
58 721,37
59 747,61
60 747 ,61
61 761,14
62 786 ,96
63 804 ,54
64 813,69
65 838,08
66 838,08
67 848,47
68 856,20
69 856,20
70 865,53
71 887,22
72 914 ,74
73 932 ,01
74 950 ,24
75 958,26
76 976,37
77
1i
........ ..... - ....-.1
991,18
TABELA 3 - Ocorrências simuladas segundo 
um processo não estacionário 
de renovação com tempo^ entre 
chegadas gama e ocorrências 
conjuntas Poisson.
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Quando várias simulações são feitas, variando as 
condições iniciais, pode-se mostrar a validade do modelo propojS 
to. 0 Quadro 4 mostra o número de eventos simulados, a média
*
dos resultados simulados, a média e a variância estimada nos di 
versos intervalos.
INTER
VALO.
OCORRÊNCIAS SIMULADAS MÉDIA
SIMU­
LAÇÃO
MÉDIA 
ESTI­
MADA c
VARIÂN 
CIA ES 
TIMADA1 2
3 4 5 6 7
0-100 1 2 2 1 2 2 1 1,57 2 ,00 500,00
100-200 4 3 6 4 7 7 5 5,14 5,00 100 ,00
200-300 11 6 13 10 10 12 10 10 ,28 10 ,00 30,00
300-400 8 7 4 5 4 4 8 5 ,71 5 ,00 200,00
400-500 10 7 4 7 8 9 8 7,57 10 ,00 100,00
500-600 10 5 8 11 7 8 9 8,28 10 ,00 100 ,00
600-700 6 6 7 7 5 8 6 6 ,43 6,66 75,00
700-800 3 6 6 4 7 5 6 5,28 5,00 100,00
800-900 4 4 5 4 4 5 7 4,71 5 ,00 80,00
900-1000 6 5 4 4 5 6 6 5,00 : 5 ,00 66,60
QUADRO 4 - Comparação das médias de ocorrências simula 
das de um processo de renovação com a média 
estimada de valores reais observados.
Média estimada é obtida dos dados da Tabela 2 , 
pela utilização da equação (52). A variância estimada surge de 
maneira similar através da equação (53).
A análise do Quadro 4 mostra que, independente* 
do número reduzido de rodadas com o modelo e da grande variân­
cia do processo estimado, os resultados tendem ao valor estima 
do. A precisão aumenta com o número de rodadas. Pode-se, portan 
to, admitir o modelo adotado como representativo do processo 
desejado.
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2.7 - CONCLUSÕES
O processo de ocorrência das tarefas ê um processo es^  
tocastico de valores reais e inteiros positivos. Dos muitos e- 
xistentes2 pode ser representado por um processo de Poisson.
A identificação do processo de ocorrência das tarefas 
como um processo de Poisson, depende de teste para verificação 
da identidade. 0 teste proposto parte da hipótese que o proces­
so e Poisson, estimando3 como etapa preliminar, o parâmetro 
y(t). Apos este passo, ê verificado se a hipótese inicial ê 
verdadeira ou falsa.
Outra possibilidade de identificação das ocorrências é 
o processo de renovação. Este processo só é valido quando os 
tempos entre as ocorrências tiverem coeficientes de variação 
compreendidos entre 0 e 1 e forem independentes.
Nas demais situações, o processo poderã ter como apro 
ximação aceita as distribuições experimentais.
A simulação das ocorrências ê basicamente simples. Co 
mo foi mostrado, consiste na soma sucessiva dos tempos entre 
chegadas. Os modelos apresentados para a simulação do processo 
de ocorrência são lõgicos e facilmente entendidos. Esta simula- 
çao so se justifica quando usada em modelos de simulaçao do sis 
tema.
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3. - A CARACTERIZAÇÃO DA EMPRESA - O TEMPO NO SISTEMA DE UM 
SERVIÇO.
3 .1 - INTRODUÇÃO
O tempo de permanência de uma tarefa no sistema - de 
finido como a diferença entre o instante de chegada do veículo 
apos realizá-la e o instante de ocorrência - ê um importante e 
leir.ento de caracterização do processo de transformação das en­
tradas em saídas. 0 tempo no sistema é a soma de diversos fato 
res representando os tempos das diversas etapas de processamen­
to, ou seja:
CAPÍTULO III
a) Tempo de preparação da tarefa Tl
b) Tempo de espera na fila T 2
c) Tempo de preparação do veículo ~ t 3
d) Tempo de realização da tarefa Tif
e) Tempo de espera de preparação t 5
Chama-se tempo de preparação de uma tarefa, o tempo 
necessário para torná-la em condições de atendimento. Num vare­
jista, por exemplo, os pedidos precisam ser aprovados, as quan­
tidades pedidas tomadas dos depositos, embaladas para transpor 
te e conferidas. 0 tempo gasto nestas atividades e o tempo de 
preparação das tarefas.
0 tempo gasto para tornar o veículo apto para o 'servi 
ço e o tempo de preparação do veículo. Envolve atividades como 
abastecimento, revisão e manutenção após cada serviço. Junto 
com Ti| forma o tempo de bloqueamento do veículo.
0 tempo de espera na fila é consequência da falta mo­
mentânea de veículos, causada pela estocasticidade das ocorrên 
cias e do tempo de bloqueamento.
Quando não houver capacidade de preparação simultânea
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para mais de um serviço, ou esta capacidade fôr insuficiente , 
existirá5 devido a aleatoriedade das ocorrências e do tempo de 
preparação das tarefas, um tempo gasto em fila aguardando pre 
paração.
Se algumas parcelas dos tempos nos sistemas forem ir 
relevantes 3 em relação as outras, podem ser desprezadas para 
efeito de análise.
As variáveis aleatórias T]_, T2 , T 3 , T4 e T 5 são de 
finidas por apropriadas distribuições de probabilidade ou pro 
cessos estocásticos representativos o
Neste capítulo, serão apresentadas as distribuições e 
processos que melhor se adaptam na definição das variáveis T^,
i = 1, 2 , . . . , 5 .
3 -2 " 0 TEMPO DE REALIZAÇÃO DAS TAREFAS
0 tempo de realização das tarefas e definido pela sua 
função densidade de probabilidade, quando o processo estocásti 
co representativo fôr estacionário o Para os processos não esta 
cionários, o tempo de serviço não tem, em geral, uma represen­
tação simples. Neste caso, o processo (X(t), t e T} poderá 
ser caracterizado pela função densidade de probabilidade con­
junta .
3.2.1 ~ Tempo de serviço Erlang ,
Quando o coeficiente de variação do tempo de 
serviço estiver compreendido entre zero e um, Tt+ pode perten 
cer à família de distribuições,conhecidas como distribuições 5 
Erlang. Estas funções são distribuições gama com parâmetro K 
inteiro. As funções de probabilidade gama foram descritas no 
item 2.3.4.
A distribuição Erlang representa a função den 
sidade de probabilidade da variável T4 , se os tempos de ser 
viço das tarefas fôr considerado uma variável aleatória inde­
pendente e identicamente distribuídos.
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3•2•2 - Tempo de Serviço Exponencial
Obtém-se, nos modelos matemáticos de comporta ™ 
mento de um sistema de veículos, uma grande simplificação se 
Ti* puder ser tratado como uma variável de função densidade ex 
ponencial dada pela equação (48).
A vantagem do tempo de serviço exponencial e a 
existência de expressão matemática simples, quando o processo 
(X(t), t > 0} representativa do tempo de serviço fôr exponen 
ciai não estacionário. Neste caso, pode-se mostrar que a proba 
bilidade P(t) do tempo de serviço ser maior que t , é dado 
pela equação (67):
A
P(t) = exp (- I v (t ).dt (67)
'O
onde y(t) é o parâmetro do processo. Se y(t) fôr funçao
do tempo, a média e a variância também o serão. A equação (6 8 )
dá a média do processo no tempo t .
t+At
U  dt 1
E 1 X(t) S = lim — T-T-;------ = --------  (6 8 )
At-0 f t+At , + W(t)u(t)dt
t
Em outras palavras, a equação (6 8 ) permite o ' 
cálculo do tempo médio de serviço para as tarefas iniciadas 
no tempo t .
3.2.3 - Tempo de serviço não estacionário e correlacio­
nado com outros aspectos do sistema.
Quando a distribuição do tempo de serviço mudar 
com o tempo, este será não estacionário. A não estacionarieda 
de surge por diferentes motivos. As variações de tráfego nas 
vias utilizadas para o serviço é uma das razões importantes . 
Outros aspectos ou situações particulares podem influir no tem 
po de serviço. Por exemplo, se um grande número de tarefas e- 
xistem na fila, o serviço tende a ser realizado mais rapida­
mente .
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Na análise do tempo de serviço devemos fazer 
clara distinção entre as influências dessa natureza e as de o- 
rigem aleatória. Em geral, os modelos matemáticos existentes 
não consideram a estacionaridade e as diversas correlações ' 
que podem existir. Neste caso, o melhor modelo de comportamen­
to, ou pelo menos mais fácil de ser construído, ê um modelo de 
simulação, usando distribuição experimental para representar o 
tempo de serviço.
3 .3 ~ TEMPO DE SERVIÇO REPRESENTADO POR DISTRIBUIÇÕES EXPE­
RIMENTAIS .
Distribuições experimentais são distribuições de fre 
quência. Para obter a distribuição de frequência de uma varia 
vel aleatória, toma-se uma amostra com n elementos, sendo n 
dado pela equação (69) derivada da lei dos grande números.
1
n = ---s—  (69)
Ue2h
0 erro desejado Síeu é a diferença entre as frequên­
cias de classe e a probabilidade da variável cair nesta classe 
ou intervalo. !?hî! ê a probabilidade do erro ser maior que e.
De posse das n observações, segue-se as seguintes 
etapas para construir as distribuições de frequência:
a) Determina-se a diferença entre o maior e o menor valor 
observado. Esta diferença ê chamada amplitude dos dados.
b) Divide-se esta amplitude total em um número conveniente 
de intervalos de classe, todos com a mesma amplitude. Os 
intervalos de classe são escolhidos, para diminuir os er 
ros de agrupamento, de tal modo que seus pontos médios 
coincidam com dados realmente observados. 0 número de in 
tervalos de classe usualmente tomados variam entre 5 e 
20 .
c) Calcula-se as frequências relativas de classe. Frequên­
cia relativa de classe ou;, para facilidade de referên­
cia, chamada neste trabalho frequência de classe, é a
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relação entre .o número de observações que caem dentro do 
intervalo de classe e o número total de observações fei 
tas.
0 arranjo tabular dos intervalos de classe com as res_ 
pectivas frequências é chamado distribuição experimental.
Dada uma distribuição de frequência, considerasse a 
probabilidade da variável aleatória assumir um valor dentro ? 
do intervalo de classe como a frequência de classe.
Estas distribuições são úteis como etapa inicial no 
teste de uma variável aleatória para verificar se possue uma 
esperada distribuição teórica. Na inexistência de uma curva 
teórica que se adapte ás frequências observadas , pode-se utili 
zar as distribuições experimentais. Neste sentido, são espe­
cialmente úteis nos modelos de simulação.
Podem, tambem, ser usadas como aproximações de proces_ 
sos estocásticos não estacionários. Por exemplo, se o tempo de 
serviço não fõr estacionário, divide-se o período de atendimen 
to em intervalos não coincidentes e mede-se o tempo de servi­
ço de todas as tarefas iniciadas neste intervalo. Considera-se 
a distribuição experimental obtida com estes dados como a dis 
tribuição do tempo de serviço das tarefas iniciadas neste in­
tervalo. 0 conjunto de todas as distribuições de frequencia ç 
dos diversos intervalos dará uma aproximação do processo repre 
sentativo do tempo de serviço.
3.4 - IDENTIFICAÇÃO DO TEMPO DE SERVIÇO
3.4.1 - Generalidades
Quando e necessário determinar o processo repre 
sentativo do tempo de serviço, deve-se ter respostas seguras 
para as seguintes questões:
a) Todas as tarefas possuem tempo de serviço com a distri­
buição de probabilidade do mesmo tipo ?
b) Os tempos de serviço são correlacionados com outros as-
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pectos do sistema ?
c) A distribuição do tempo de serviço é estacionária ?
A resposta a estas questões constitui o passo 
inicial. A identificação do tempo de serviço é facilitada, em 
alguns casos, quando indicações tiradas da experiência, são a- 
plicãveis. Para tempos de serviço não correlacionados com ou­
tros aspectos do sistema» a distribuição exponencial ê razoa 
vel num sistema onde um número grande de tarefas ocorre e o
tempo de serviço é pequeno ou, onde ocorre um número pequeno
- * 1 9  ~de tarefas e o tempo de serviço e grande . A distribuição f
de Erlang serã representativa se a investigação indicar um. coe
ficiente de variação entre 0 e 1. KENDALL -*-l+ afirma que, mui
tas vezes, a distribuição Erlang dá uma boa representação de
dados observados»
0 procedimento de identificação do tempo de ser 
viço com distribuições teóricas tem duas etapas. Primeiro, ê 
feita uma estimativa dos parâmetros da distribuição suposta u- 
ma boa aproximação. Em seguida, são testados os dados agrupa­
dos em distribuições experimentais com a distribuição teórica 
suposta, tendo como parâmetro as estimativas feitas ou aproxi­
mações convenientes. Poderão ser usados testes como qui-quadra 
do e Kolmogorov-Smirnov.
3,4.2 - Estimativa de y (t)
Obtem-se uma estimativa da função y(t) - para 
metro do processo exponencial - adotando o seguinte procedi­
mento :
a) Divide-se o período de atendimento em intervalos nao 
coincidentes.
b) Toma-se as médias dos tempos de serviço iniciadas s 
nestes intervalos como o valor esperado do tempo de 
realização das tarefas iniciadas no ponto médio do 
intervalo.
13 - REF. 2 - pg. 20
14 - REF. 6 - pg. 152
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c) 0 inverso das quantidades obtidas em b) são as esti­
mativas de ia (t) nos pontos médios dos intervalos»
d) Escolhe™se a curva que se adapta melhor aos pontos 
{t, p(t)> . Esta curva é a função estimativa de 
w(t).
0 número ni de observações necessárias no in 
tervalo i para o cálculo das médias é dado pela equação (70).
72 o.2
ni = ----- i _  (70)
e‘
Si é o desvio padrão dos tempos observados nu 
ma amostra preliminar, 0 erro "e” é a diferença entre a média 
real e a média calculada. Ê um valor arbitrado de acordo com 
a precisão desejada, "z” equivale ao valor da variável aleato 
ria normal reduzida, correspondente a uma probabilidade dese­
jada do valor calculado diferir do valor real de uma quantida­
de menor que !íe" .
A equação (70) dá uma idéia da quantidade de ob 
servações necessárias para os serviços iniciados no intervalo 
fii:!= Os ni valores observados permitem estimativas mais pre 
cisas se o intervalo "i:; for reduzido a um ponto. Mas; devido 
a demora no aparecimento de serviços iniciados juntamente num 
ponto 3 a utilização de um intervalo de maior amplitude é justi 
ficada.
Quando o processo fôr seguramente estacionário,
o número de observações necessárias decresce. Neste caso. con 
sidera-se o período de atendimento como o único intervalo de 
estudo. 0 inverso da média das observações é a estimativa de 
y(t) = y = constante.
3.4.3 - Estimativa dos parâmetros da distribuição Er- 
lang.
Estimativa dos parâmetros da distribuição Er~ 
lang é obtida pela utilização da média e da variância dos da 
dos observados. Embora formulas para função densidade de proba
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bilidade, quando os parâmetros variam com. o tempo, sejam de ob 
tenção difícil5 estimativas dos parâmetros como função do tem 
po podem ser feitas para utilização em modelos de simulação 
do processo de tempo de serviço não estacionário.
Obtém-se uma estimativa dos parâmetros y(t) e 
K(t) da distribuição Erlang adotando o seguinte procedimento:
a) Divide-se o período de atendimento em intervalos não 
coincidentes.
b) Tomam-se as médias e as variâncias dos tempos de ser 
viço iniciados nestes intervalos, como valor espera­
do e variância do tempo de realização das tarefas 
iniciadas no ponto médio do intervalo, ou seja, cal 
cula-se, respectivamente, Ê(t) e V(t) para cada 
intervalo.
c) Calcula-se os parâmetros pelas formulas dadas pela e 
quação (71) e equação (72), para cada intervalo "i;?.
Y (t) = (71)
V(t)
K(t) = ilííl?- (72)
V(t)
Quando a estimativa de K(t) não fôr um numero 
inteiro, toma-se o inteiro mais próximo. Neste caso, y(t) é 
recalculado pela equação (73):
Y (t) = (73)
V(t)
Estes valores estimados para os diversos inter 
valos, são somente úteis para emprego em modelos de simulação.
Quando o tempo de serviço fôr estacionário, ado 
ta-se o mesmo procedimento considerando o período de atendimen 
to como o intervalo único.
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3.4,1+ -■ Teste de Identificação
A etapa final da identificação de processo do 
tempo de serviço consiste no teste de ajustamento das observa­
ções com a distribuição teórica de parâmetros estimados. Para 
cada intervalo se aplica o teste de ajustamento. Se o teste in 
dicar que as curvas teóricas são boas aproximações dos dados 
observados agrupados em tabelas de frequência, estas serão con 
sideradas como representativas do processo.
Os testes mais comumente utilizados nestas si 
tuações são o teste do qui-quadrado e o teste de Kolmogorov 
-Smirnov. Para uma definição, uso e exposição sobre limita™ 
ções e aplicações destes testes, e interessante consultar, por 
exemplo, j 4 | e |8 \ .
Quando o teste indicar que as curvas teóricas 
~ — ~ 1 
nao sao boas aproximaçoes, as distribuições experimentais se­
rão a melhor representação do tempo de serviço.
3.5» TEMPO DE SERVIÇO DE TAREFAS DIFERENTES
3.5.1 - Generalidades
Um sistema de entrada única, alimentado por ta 
refas diferentes com tempos de serviço que não pertencem â mes 
ma distribuição ocorre muitas vezes.
Para estas situações, admite-se a entrada como 
constituída de uma única tarefa, com tempo de serviço como me 
dia ponderada dos tempos de realização das diversas tarefas in 
dividuais, dadas as médias de ocorrência como fator de pondera 
ção.
Seja ti, t2 » • . ° ? t]< as variaveis representa­
tivas dos tempos de serviço de K diferentes tarefas, com me 
dias de ocorrências m^, m 2 5 . , respectivamente. 0 tem
po de serviço t de todas as tarefas consideradas em. conjunto 
é dado pela equação (74).
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Fazendo
resulta
K
miti
1 = 1 -------  (74)K
E
i = l
 mi
mi«i = --------  (75)
E mi 
i=l
K
E otiti (76)
i = l
3.5.2 -- Número grande de tarefas diferentes
Para um número de tarefas suficientemente gran 
de5 o teorema do limite central permite aproximar a uma nor­
mal a distribuição dos tempos de serviço para as tarefas consi 
deradas err. usionjunto.
Seja E(ti) o tempo médio de serviço da tare 
fa tj_, i = 1, ... s K . Para K suficientemente grande, t 
tem uma distribuição normal com média e variância dadas pelas 
equação (77) e equação (78), respectivamente.
K
E(t) Z a± E(ti) (77)
i = l
V(t) = E c*i2 V(ti) (78)
i = l
Este resultado somente é valido se as variá­
veis tj_, t2 5 . .., K forem independentes.
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3.5.3 - Numero pequeno de tarefas diferentes
Quando o número K de tarefas não for sufi­
ciente para a aplicação do teorema do limite central, obtém - 
se a distribuição de t a partir das distribuições experimen­
tais de «it^, i = 1, 2, Mesmo quando as distribui­
ções teóricas de ti, i = 1 K são conhecidas, a dis_ 
tribuição de t não pertence ao conjunto das funções densida 
de de probabilidade, usuais.
Para a utilização do procedimento apresentado’ 
neste item, é necessário calcular a distribuição de frequência 
da distribuição teórica do tempo de serviço, como passo ini­
cial .
A obtenção da distribuição de frequências de 
t , dadas as distribuições experimentais de ti, i=l,2 ,...,K, 
ê feita utilizando conceitos de função e soma de variáveis a- 
leatórias. 0 procedimento é melhor entendido através de um e_ 
xemplo.
Para exemplificar, admita-se duas tarefas .com 
distribuição de frequência dadas pela Tabela 4 e Tabela 5, com 
medias de ocorrências mi = 1 e = 2 , respectivamente.
i Intervalo de Ponto Médio Frequência Relati
| Classe - ti de Classe «£ va de Classe
j 1,5 - 2,5 2
--------
0 ,1
j 2,5 - 3,5 3 0,2
• 3,5 - 4,5 4 0,3
í 4,5 ~ 5,5I 5 0,3
1 5,5 - 6,5 6 0,1 |
1
TABELA 4 - Distribuição de frequência do tem 
po de serviço de uma tarefa com 
média de ocorrências mi = 1
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| Intervalo de ; Ponto Médio
' ' '
Frequência de
! Classe - t2 i de Classe 
i
Classe
j 1,5 - 2 3 5 | 2 0,2
j 2 j 5 •
toCO ! 3
COo
; 3 3 5 - 4,5 I *+
CMO
| H,5 - 5 ,5 i 5
CMO
1 5,5 - 6 5 5 : 6 . 0,1 j
TABELA 5 - Distribuição de frequência do tempo 
de serviço de uma tarefa com média 
de ocorrências m 2 = 2
Para os valores dados mi e m 2 3 obtém-se:
«1 = 1/3
oi 2 = 2/3
Como etapa intermediária, calcula-se os valo­
res Tf = <X£ x-j_, i = 1 , 2 com as respectivas frequências . 
A Tabela 6 apresenta os resultados do cálculo5 que consiste 
simplesmente no produto doa valores pelo a-[ , respecti­
vo, mantendo-se constante as frequências de classe.
! Ti Frequência F^ j| t 2 Frequência f-2 ;
í
! 2/3 0,1 j
.1
í 4/3 0,2 i
0,2 ;! 2 0,3 i
! 4/3 0,3 !I 8/3 ; 0,2
! 5/3! 0,3 |1,10/3 j 0,2
! 2 0 ,1 4 j 0,1 i1
TABELA 6 ~ Distribuição de frequência de 
Ti = “i xi > i = ]-» 2 •
Multiplicando cada valor de Tj_ e sua frequên 
cia3 respectivamente5 por todos os valores de t2 e suas fre
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quências (as frequências são multiplicadas pela frequências ) , 
obtemos um conjunto de pares {T^ x T 2 -, x F2 } . Deste con 
junto verifica-se quantos valores T1 .T2 caem nos intervalos 
de classe iniciais da Tabela 4 e soma-se os respectivos Fj_ x 
F2 . Esta soma será a frequência de classe procurada da variá 
vel t = l/3t]_ + 2/3t2 . A Tabela 7 apresenta os resultados 
assim obtidos:
i  Intervalo de Ponto Médio Frequências
! Classe ; de Classe de Classe
; 1,5 -  2,5 1; 2 0,06
; 2,5 ~  3,5 i 3 0 ,34
3,5 ~  4 3 5 j 4 0,34
4,5 ”  5,5 ! 5 0,22
i  5,5 -  6,5 j 6 0,04
TABELA 7 - Distribuição de frequência de t = l/2t]_ +
+ 2/3t2 3 com as variáveis t]_ e t2 pos 
suindo distribuições experimentais dadas 
pela Tabela 4 e Tabela 5, respectivamente,
3 ”6 " CONSIDERAÇÕES SOBRE SIMULAÇÃO DO TEMPO DE SERVIÇO
A simulação do tempo de serviço estacionário utiliza' 
as técnicas usuais quando uma distribuição teórica ê apro­
priada ou as idéias de MARSAGLIA, para serviços com tempos re 
presentados por distribuições experimentais,
A simulação do tempo de serviço não estacionário exi 
ge os tempos de ocorrência para a definição dos parâmetros. Ne_s 
te caso, os parâmetros estimados, ou a sua fórmula funcional 5 
estimada, são utilizados da maneira indicada no item 2,6,5, As
15 - A literatura de simulação existente mostra essas técnicas. 
Para tempo de serviço Erlang as sub™rotinas do anexo 2 
podem ser usadas.
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idéias desenvolvidas no item 2 .6 .5 para processos não estacio 
náriosrepresentados por distribuições experimentais, são vã 
lidas para a simulação do tempo de serviço.
3.7 ~ CONCLUSÕES
Todo o desenvolvimento feito para o tempo de serviço 
aplica-se às demais variáveis componentes do tempo de permanen 
cia no sistema.
0 tempo de espera na fila é uma consequência do pro­
cesso representativo do tempo de bloqueamento e do processo de 
ocorrência das tarefas. De forma análoga» surge o tempo de e_s 
pera da preparação como resultado da aleatoriedade da prepara 
ção e do processo de ocorrência..
As distribuições teóricas de probabilidade mais co­
muns e adaptáveis ãs variáveis componentes do tempo de perma­
nência no sistema, são a distribuição exponencial e a distri­
buição Erlang. Somente a primeira tem expressão matemática co 
nhecida para as situações de não estacionariedade. Quando não 
existem distribuições teóricas adaptáveis 5 usa--se as distribui 
ções experimentais, que são somente úteis em modelos de simu 
lação.
CAPÍTULO IV
•+. - QUANTIDADE DE VEÍCULOS NO SISTEMA
14-1 ~ introdução
Os veículos são os elementos imprescindíveis para o a- 
tendimento dos serviços. 0 sistema realiza a transformação das 
entradas através deles. 0 objetivo de atendimento das tarefas ' 
so é possível pela disponibilidade de um número suficiente de 
veículos.
0 tempo no sistema e o custo de processamento das en 
tradas sofrem influencia da quantidade de veículos e do número 
de ocorrências, como mostra o Quadro 5 .
Número de Número de "  .... .. .............Tempo no Custo de
Veículos Ocorrências Sistema Operação
constante aumenta aumenta aumenta
constante diminui diminui diminui
diminui aumenta aumenta nada se po 
de afirmar
diminui diminui nada se po 
de afirmar
diminui
aumenta aumenta nada se po 
de afirmar
aumenta
aumenta diminui diminui
I
nada se po
de afirmar j 
!
QUADRO 5 - Influência da quantidade de veículos no tempo
no sistema de um serviço e no custo de operação.
Da analise do Quadro 5 conclue-se a existência de u- 
ma quantidade de veículos que permite o atendimento das tarefas 
dentro de um tempo médio prê-fixado no sistema e a um custo de 
operação mínimo.
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Para a obtenção deste número, há a necessidade de um 
modelo relacionando as variáveis envolvidas. A experimentação ' 
com modelo representativo auxilia na determinação da quantidade 
de veículos do sistema .em estudo.
Portanto, este problema evolue da construção para a 
experimentação com modelos.
4:2 ~ OS MODELOS DO SISTEMA E 0 DIMENSIONAMENTO DO NÚMERO DE 
VEÍCULOS.
4-. 2 .1 - Os modelos do sistema
Os sistemas com entrada-saída estocãstica são re 
presentados por modelos descritivos porque não permitem solu­
ções õtimas para um problema de decisão, como a determinação do 
número necessário de veículos. Os modelos descritivos são mode 
los orientados para o problema que podem ser usados para expio 
rar a conduta de um dado arranjo -1-6 .
1
Modelos matematicos probabilísticos são adequa­
dos para a descrição do comportamento de um sistema com veícu­
los, através das distribuições de probabilidade ou processos es 
tocasticos representativos das ocorrências e das variáveis alea 
torias componentes do tempo no sistema como função do número de 
veículos, tipo de prioridade adotada e de características de di. 
ferenciação. Este tipo de modelo dá informações diferentes d.os 
modelos determinísticos. Enquanto os modelos determinísticos ’ 
são constituídos de um conjunto de equações cuja solução por 
técnicas da otimização permite encontrar o resultado ótimo, os 
modelos probabilísticos descrevem prováveis estados do sistema 
com a variação dos parâmetros. Só a experimentação com os mode 
los estocásticos permitem informações do seu comportamento para 
diversos valores dos parâmetros.
Os modelos matemáticos probabilísticos existen­
tes , aplicados a sistemas com veículos, são úteis apenas para
16 - REF. 17 - pg. 14
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determinados casos específicos. Quando não existe tempo de pre­
paração e o sistema fôr de ponto único, com uma só canal de che 
gada e processo de ocorrência Poisson estacionário, com atendi 
mente na ordem de chegada e tempo de serviço exponencial, os mo
- “17
delos matematicos existentes satisfazem plenamente. Para es
ta mesma situaçãoquando o tempo de serviço fôr Erlang, difi­
culdades adicionais surgem na solução das equações diferença~di 
ferenciais que descrevem o sistema. Como apontado em J 91 a anã 
lise torna-se impraticável por este caminho.
Para evitar as dificuldades de estabelecimento ’ 
de modelos matemáticos probabilísticos, os modelos de simulação 
são mais práticos e fáceis de construção. Este e o caso dos sis 
temas com entradas ou tempo de processamento do serviço não es 
tacionário. Num sentido mais geral, a simulação, como técnica 
de solução de problemas, ê apropriada para sistemas complexos , 
sujeitos a flutuações aleatórias e com relações difíceis ou im 
possíveis de descrição por modelos matemáticos.
Os sistemas com veículos, em sua maioria, são me 
lhores representados por modelos de simulação, devido a estoca_s 
ticidade de seus elementos e, algumas vezes, da complexidade a- 
presentada.
Neste capítulo, serão consideradas apenas as i 
dêias básicas para a construção de modelos de simulação e a süa 
utilização na determinação do número de veículos em sistemas de 
ponto único.
4.2.2 - A construção de modelos de simulação e as medi­
das do sistema.
A primeira etapa na construção do modelo é a de 
terminação da natureza do problema. 0 modelo de um sistema com 
veículos, com o objetivo da escolha do número de veículos, deve 
fornecer elementos que permitem sua utilização na comparação ! 
com os critérios adotados. Deverá gerar dados para o cálculo de 
certas medidas relacionadas com as restrições do problema. Espe
17 - REF. 2 e 9
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cificamente, o tempo médio no sistema será uma medida útil. De_s 
ta forma 3 a solução do problema de determinação do número de 
veículos num sistema com veículos, é feita pela utilização do 
modelo . para gerar dados que possibilitem a obtenção de medidas 
relacionadas com as restrições.
0 modelo em si é uma sequência lógica das opera
ções relevantes para o problema em estudo, realizadas pelo sis
tema. Esta sequência lógica de operações ê usualmente represen­
tada por diagramas de bloco.
A análise do sistema real, tendo em vista o obje 
tivo do modelo, fornece os elementos para sua construção. A de 
finição das entradas do modelo ê um importante fator. A análise 
deve determinar quais os parâmetros do sistema que serão utili­
zados para caracterizar as entradas do modelo.
A Figura 16 mostra as três partes a serem, defini 
das para a elaboração de modelos do sistema.
DADOS SEQUÊNCIA ELEMENTOS PARA 0
ENTRADA LOGICA DE
' > CÁLCULO DAS MEDI
OPERAÇÕES DAS E/OU AS MEDI
DAS JÂ CALCULADAS |
1- - ..............................................  — i
FIG. 16 - Partes constituintes do modelo de simu­
lação de um sistema com veículos.
4.2.3 - As medidas e os critérios
A mensuração do comportamento de um sistema com 
veículos é feita usualmente pela utilização de determinadas me 
didas. Entre elas destaca-se:
a) Tempo médio no sistema
b) Variância do tempo no sistema
c) Probabilidade do tempo no sistema ser maior que t
d) Idênticas medidas para os componentes do tempo no sijs 
tema.
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e) Numero médio de serviços na fila e no sistema
f) Variância do número de serviços na fila e no sistema
g) Probabilidade do número de serviços na fila ou no sis­
tema ser maior que n
h) Intensidade de trafego
i) Ocupância
j) Custo operacional dos veículos
k) Custo do sistema.
Estas medidas, na sua maioria, são determinadas a 
partir de dados levantados diretamente ou simulados. Embora as 
primeiras dispensam explicações do seu significado, é necessá - 
ria uma exposição mais detalhada das quatro últimas:
A ) Intensidade de tráfego p
fi definida pela relação entre o tempo medio no sistema 
e o tempo medio entre chegadas.
Mede a capacidade do sistema, p e um número que esti­
pula em termos médios, a capacidade mínima necessária para o 
atendimentos das tarefas. Quando a capacidade de atendimento ’ 
fôr menor que a intensidade de tráfego, as filas dos serviços 
esperando atendimento crescem indefinidamente. Mesmo para uma 
capacidade maior que p existem filas temporárias devido a e_s 
tocasticidade do sistema.
B) Ocupância 8
Mede a fração de tempo que cada veículo está ocupado, 
ou seja, é a relação entre tempo médio entre chegadas e o tempo 
medio de serviço para cada veículo.
A ocupância 6 varia entre 0 e 1, correspondendo aos
dois extremos, desocupação e ocupação total. Chamando, 0]_, ©2 ;
..., 0n , as ocupâncias dos veículos 1, 2, ..., N , define - 
se ocupância média pela equação (79):
9 t + 9 o + ... + 6n
0 = — ---- ---------- - (79)
N
Os valores i = 1, 2, ..., N so serão iguais a 8
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quando existir um perfeito revezamento na utilização dos veícu­
los.
C ) Custo Operacional dos Veículos
É o total dos custos devido a existência e operação 
dos veículos. 0 Anexo 4 dá as parcelas componentes e fornece 
formulas para calculá-las.
D) Custo Total do Sistema
Engloba, além do custo operacional dos veículos, itens 
relativos a depreciação de instalações físicas e equipamentos e 
xistentes, materiais normais de expediente, etc. Compõe -se dos 
gastos e despesas para a operação do sistema.
Em termos de definição do numero otimo de veículos , 
são mais importantes as medidas relacionadas com as restrições, 
como o tempo medio no sistema, a intensidade de tráfego e o cus 
to operacional dos veículos. Estas medidas permitem a constru 
çao de um rnodelo matemático determinístico para o problema da 
otimização do número de veículos„ Os critérios são definidos em 
termos dessas medidas e utilizados como elementos das restri­
ções e da função objetivo, neste modelo determinístico como mos 
tra o item 4.2=4-.
4.2.4 ™ Modelo Matemático
As medidas ou variáveis relacionadas com a quan­
tidade de veículos podem ser agrupadas de modo a originar um ín 
dice de desempenho para o sistema. 0 problema consiste na deter 
minação do, número de veículos N que minimize este índice, su 
jeito ás restrições do sistema. A equação (80) ê a expressão 
 ^ \  ~ 
do índice de desempenho Ip , enquanto a equaçao (81) e a equa­
ção (82) representam, as restrições.
Ip = C0 • N + Ce . E !N(t)j.E (T ) (80)
E(t) . N > a . E(T) (81)
E(T) <. b (82)
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onde
E(t) - e o tempo médio entre chegadas.
E(T) - ê o tempo médio no sistema.
CG ' é o custo operacional médio de um veículo.
Ce - é o custo de espera de uma tarefa. Entende ~ se 
custo de espera de uma tarefa como uma perda-lu 
cro não auferido, diminuição de prestígio, etc. 
da empresa pela demora na realização do servi­
ço. Pode ser entendido como uma penalidade pai'a 
atendimento demorado. Não e facilmente calcula 
do, sendo praticamente indeterminável com exati 
dão.
b - é o limite superior fixado para o tempo médio
no sistema. Se a rapidez fôr muito importante , 
pequenos valores são fixados para este limite. 
Estes pequenos valores são superiores â soma 
das médias de T]_, T 2 , Ti+ 9 Tg para que o mode 
lo tenha solução.
a - é um valor sempre superior a 1. Diz que um nu
mero de ocorrências simultâneas superior a a ve 
zes a média de serviço pode ser atendido sem es 
pera em fila, quando todos os veículos estive­
rem disponíveis. Devera ter um valor tal que a 
inequação (83) seja obedecida.
-lJ Ü I L  (83)
E(T)
Devido a dificuldade da determinação do valor de 
Ce , o procedimento sera a obtenção do numero de veículos que 
satisfazendo às restrições das equações (81) e (82), minimizei 
Ip para varios valores possiveis do custo de espera. 0 conjun^ 
to de resultados assim obtidos facilita a analise de sensibili­
dade do numero de veículos com o custo de demora, tornando mais 
correta a decisão. 0 mesmo poderã ser feito para as outras va­
riáveis envolvidas no modelo.
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4.2.5 ~ Exemplo de Modelo de Simulação
Como ilustração das idéias sobre construção de mo 
delos orientados para a determinação dos veículos , considere o 
fluxograma da figura 17. Este diagrama de bloco representa o mo 
delo para a simulação de um sistema de veículos.
a) de ponto único
b) um so canal de chegada
c) preparação das tarefas em paralelo com capacidade infi 
nita.
d) processamento na ordem de chegada, observando o crité­
rio: primeira tarefa preparada, primeira atendida»
r INICIO
1 = 1
(B
FAZER TEMPO IGUAL TEMPO 
OCORRÊNCIA TAREFA I
CALCULAR NUMERO DE 
VEÍCULOS DISPONÍVEIS
Z L
/imprimir os valores n ? de
VEÍCULOS, N9 DE TAREFAS 
NA FILA.i
CALCULAR NÚMERO'DE 
TAREFAS NA FILA
I E TEM 
! TEMPO
EMPO NO SISTEMA/;
T’’ T  T A T) A "D A O  A T\ A f !PO NA FILA PARA CADA
A
CALCULAR E IMPRIMIR OS VALORES; 
MÉDIOS DE N9 DE VEÍCULOS, N9 
DE TAREFAS NA FILA, TEMPO NO 
SISTEMA E TEMPO NA FILA.
FIM
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FIG. 17 - Modelo de simulação simplificado de um sistema 
com veículos de ponto único e um canal de che 
gada com atendimento PEPS.
0 programa do quadro 6 é o modelo de simulação 
em FORTRAN do sistema representado em diagrama de bloco pela 
figura 17.
o o 
o o 
o o
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SIMULAÇÃO DO COMPORTAMENTO DO SISTEMA 
CÃLCULO DE MEDIDAS DO SISTEMA
DIMENSION TEC(200),TP(200),TCT(200),TEMPO(200),NVD(200,N(101), 
1NTF(200),TF(200),TEF(200),TC(200),TIF(200),TR(200),TPS(200),
2TB( 200) ,LB(200),ATCT(200)SATEF(200),ATPS(200),ATP(2 00),ATC(200), 
3ATR(101)jAB(101),GI(8),BTR(200)
IT = 1 
IU=0
DO 120 IX=154 
READ(2, 141)GI(IX)
141 FORMATCF8.3)
120 CONTINUE 
IN-GI(l)
IM=GI (2 )
EX=GI(3)
AX=GI(4)
IX= 20
DO 121 IY=1,IN 
N(IY)=1 
TR(IY)=0 
ATR(IY)=o 
AB(IY)=IN+1
121 CONTINUE
DO 122 IZ=1,200 
TF(IZ) = 0 
TIF(IZ)=0 
TEF(IZ) = 0 
ATEF(IZ) = 0 
ATPS(IZ) = 0 
ATP(IZ)- 0 
ATC(IZ) = 0 
LB(IZ)=0 
BTR(IZ) = 999.
122 CONTINUE 
RT= 0
1 = 1
TCT(1) = 0
C GERAÇÃO TEMPOS ENTRE CHEGADAS 
CONTINUE 
150 CALL EMPO(EX3IX,IY,X)
IX=IY 
TEC(I) = X
C GERAÇÃO DOS TEMPOS DE PREPARAÇÃO 
TP(I)=0
C GERAÇAO TEMPOS DE BLOQUEAMENTO 
CALL EMPO (AXSIX,IY,X)
IX=IY 
TB(I)=X
C CÁLCULO TEMPOS DE TAREFAS PRONTAS PARA ATENDIMENTO 
RT=RT+TEC(I)
TCT(I)=RT+TP(I)
ÍF(I-IH)1,2,1
1 1=1+1
C ORDENAÇÃO TEMPOS DE TAREFAS PRONTAS PARA ATENDIMENTO 
2 K= 0
7 J = 1
5 IF(TCT(J)-TCT(J+1))3,3,4 
4 TEMP=TCT(J )
TCT(J)=TCT(J+1)
TCT(J+l)=TEMP 
3 J=J+1
IF(J~(I-K))5,6 ,6
6 K-K+l 
IF(I-K)7,8,8
8 L = 1 
MA=0 
NA= 0 
KX= 0
C TEMPO INICIAL=0 
TEMPO(L)=0 
IP=0
100 IF(L~IM)10,9,10
9 GO TO 999
C CÁLCULO DO N. DE VEÍCULOS DISPONÍVEIS NO TEMPO(L)
10 NVD(L)=0
DO 11 KB=1,IN 
IF(N(KB)-1)11,50,11
50 NVD(L)=NVD(L)+1
11 CONTINUE
C CALCULO DO N, DE TAREFAS NA FILA NO TEMPO(L)
NT F (L) = 0 
DO 12 KC=1,IM 
IF(TF(KC)~1))12,51.12
51 NTF(L)=NTF(L)+1
12 CONTINUE 
IA=0 
IML=0
DO 13 KD=1,IN 
C VERIFICAÇAO SE EXISTE VEÍCULOS DISPONÍVEIS 
IF(N(KD)-1)53,F2,53 
5 2 IA=IA+1
53 IF(IA)5 5,54 3 55
54 IF(KD-IN)56,57,57
56 GO TO 13
57 GO TO 770
55 ML = 0
C VERIFICAÇAO SE EXISTE TAREFA MA FILA 
DO 14 KC = 1,1M 
IF(TF(KC)-1>58,59,58 
C REALIZAÇAO DA TAREFA DA FILA 
59 IF(IML)115,116,115
115 TEMPO(L+l)=TEMPO(L)
L = L+1
116 ML=ML+1 
TF(KC)=C
C O VEICULO UTILIZADO E RETIRADA DA DISPONIBILIDADE 
IF(BTR(L)-TEMPO(L))8 54,8 55,8 54 
855 NVD(L)= NVD( L) -1 
854 N(KD)=0
C CALCULO DO TEMPO DE ESPERA NA FILA DA TAREFA REALIZADA 
TEF(KC)=TEMPO(L)-TIF(KC)
C CALCULO DO TEMPO DE CHEGADA NO SISTEMA DA TAREFA REALIZADA
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SOMA=0
DO 15 KH=1,KC 
SOMA=COMA+TP(KH)
15 CONTINUE
TC(KC)=TCT(KC)-SOMA 
C CALCULO DO TEMPO DE RETORNO DO VEICULO UTILIZADO 
TR(KD)=TEMPO(L)+TB(KC)
C CALCULO TEMPO DE PERMANENCIA NO SISTEMA. DA TAREFA REALIZADA 
TPS(KC)=TEF(KC)+TB(KC)+TP(KC)
C GERAÇAO ARQUIVO P/ DADOS DO RELATORIO 
LB(L)=KC 
ATCT(L)=TCT(KC)
ATEF(L)=TEF(KC)
ATPS(L)=TPS(KC)
ATP(L)=TP(KC)
ATC(L)=TC(KC)
IA=Q 
IML = 1 
NA=LB(L)
58 IF(ML)60,14,60
60 GO TO 13 
14 CONTINUE
IF(KX)61,62,61
61 IF(TEMPO(L)-TCT(MA+l))63,64,63 
6 3 GO TO 13
64 TEMPO(L+l)=TEMPO(L'
L = L+1
62 IF(KD-IN)66 ,66 - 6 3
66 IF(MA)68.67,68
67 IF(TEMPO(L)-TCT(1))63,89,63
68 IF(TEMPO(L)-TCT(MA))63 ,89 ,63
C REALIZAÇAO DA OCORRÊNCIA DO TEMPO(L)
6 9 MA=MA+1 
8 9 KX= 0
C O VEICULO UTILíLIZADO E RETIRADO DA DISPONIBILIDADE 
IF(BTR(L)-TEMPO(U)856 ,857 ,8 56 
857 NVD(L)= NVD(L)-1 
856 N(KD)=0 
NA=NA+1
C CALCULO DO TEMPO DE CHEGADA NO SISTEMA. DA TAREFA 
C REALIZADA 
SOMA=0
DO 18 KG=1,MA 
SOMA=SOMA+TP(KG)
18 CONTINUE
TC(MA)=TC(MA)-SOMA 
C CALCULO TEMPO DE RETORNO DO VEICULO UTILIZADO 
TR(KD)=TEMPO(L)+TB(MA)
C CALCULO DO TEMPO NO SISTEMA DA OCORRÊNCIA REALIZADA 
TPS(MA)=TEF(L)+TB(MA)+TP(MA)
C GERAÇAO ARQUIVO PARA DADOS DO RELATORIOS 
LB(L)=MA 
ATCT ( L ) =TCT (VA)
ATEF(L)=TEF(MA)
' ATPS(L)=TPS(MA)
ATP(L)=TP(MA)
ATC(L)=TC(MA)
IA- 0 
KX=KX+1
13 CONTINUE 
KX^O
771 IF'BTR(L)-TEMPO(L))1000,7 70,100 0 
1000 MA=MA+1 
IP = 1
770 IF(TEMPO(L)-TCT(MA)) 71,7 0 ,71 
C COLOCACAO TAREFA NA FILA
70 IF(LB(L)-MA)2 31,232 ,231
231 TF(MA)=1
TIF(MA)=TEMPO(L)
MA=MA+1
IF(IP)560,561,560 
56 0 MA=MA-1 
GO TO 71 
561 GO TO 770 
C CALCULO NOVO TEMPO
232 MA=MA+i
71 MB=0 
IP = 0
IF(TCT(MA)-TCT(MA--1))780,781,780 
7 81 MA=MA-1 
780 JA= 0
DO 16 KE=1,IN
IF(TR(KE)-TEMPO(L))80,80,81 
8 0 JA=JA+1
ATR(KE)=TCT(MA)
AB(KE)=IN+1 
GO TO 16
81 IF(TCT(MA)-TR(KE)>82,83,8 3
82 ATR(KE)=TCT(MA)
AB(KE)=IN+1
GO TO 16
83 ATR(KE)=TR(KE)
AB(KE)=KE
16 CONTINUE 
IQ=IN+1 
L = L+1
TEMPO(L)=TCT(MA)
DO 17 KF=1,IN
IF(TEMPO(L)-ATR(KF)) 84,84,85
84 IF(TEMPO(L)-TCT(MA))17,172,17 
172 IF(JA-IN)86,17,86
86 IQ=AB(KF)
GO TO 17
85 IF(JA-IN)8 7,17,87
87 TEMPO(L)=ATR(KF)
BTR(L)=TEMPO(L)
IQ=AB(KF)
17 CONTINUE 
N(IQ)=1 
TR(IQ)=0 
GO TO 100
999 LX=L-1
IF(IU)394,429,394 
429 KT=1 
KÍ-: 52 
ID = 1
395 WRITEC3,1001)ID
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1001 FO RMAT ( ÍHI ) , / / , 7 X, 1 * * * *COMPO RTAMENTO DO SISTEMA’,40X,*PG*, 
14,///,*5X, 'TEMPO OCORREN- * ,3X, ' SEQUENCIA* ,3X, 'TEMPO* ,5XS
* * TEMPO NO',3X,’TEMPO PRE-? ,3X,'TEMPO’,5X, ’VEÍCULOS ' ,
*6X,'TAREFAS* ,/,5X,'CIA EVENTO ? ,7X,’EVENTOS! ,5X,
* 1 NA FILA' ,3X,'SISTEMA’ ,4X ,'PARAÇAO’,6X C H E G A D A ',
*3X,'DISPONÍVEIS' ,3X,'NA FILA» ,/)
DO 600 L=KT,KM
IF(L-LX)393,394,394
393 WRITE(3,700)TEMPO(L),LB(L),ATEF(L),ATPS(L),ATP(L),ATC(L), 
*NVD(L),NTF(L)
700 FORMAT(6X,F12.4,6X,I4S5X,F9.3,2X,F9.3,2X,F9.3,3X,F9.3,
*4X, 14 3 8X ,15 )
600 CONTINUE 
KT = KM 
IU=1
KM=KM+ 51 
ID=ID+1 
GO TO 39 5
394 TMEF=0 
TEPF= 0 
TMPS= 0 
TEPS = 0 
TMNVD= 0 
XMTF=0 
JM=L-2
DO 20 IX=1,JM
TMNVD=TMNVD+(TEMPO(IX+1)-TEMPO(IX))
XMT F = XMT F+NT F(IX+1)*(TEMPO)I +1)-TEMPO(IX))
IF(LB(IX))21,20,21 
21 TMEF=TMEF+ATEF(IX)
TEPF=TEPF+1 
TMPS=TMPS9ATPS(IX)
TEPS=TEPS+1 
2 0 CONTINUE
TMEF=TMEF/TEPF 
TMPS=TMPS/TEPS 
XMTF=XMTF/TMNVD 
IF(IT)1010,1011,10.10
1010 KT = 0 
ID = 1
1395 WRITE(3,1111)ID
1111 FORMAT(1H1,///,* ****MEDIDAS DE COMPORTAMENTO *,40X,*PG’ ,14 ,/// 
*///,3X,’NUMERO5,5X,'TEMPO MEDIO',
*3X,* MEDIA TARE-' ,3X,'TEMPO MEDIO',/,
*3X,'VEÍCULOS',3X,'NA FILA*,7X,
* * FAS NA FILA *,3X,'NO SISTEMA',/)
1011 WRITE( 3 5 2000)IN,TMEF,XMTF ,TMPS
2000 FORMAT(4X,14,6X,F11.5,5X,F10.5,5X,F10,5,4X,F10.5,4X,F10.5)
IT = 0
CALL EXIT 
END
QUADRO 6 - Programa para simulação do comportamento de 
um sistema com veículos de ponto único e um 
só canal de chegada com atendimento PEPS.
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a) Utilização e significado das variáveis principais do
programa do Quadro 6 .
As primeiras oito (8 ) colunas dos cartões de dados são 
colocadas , respectivamente,
19) Numero total (IN) de veículos.
29) Numero (IM) de eventos a serem simulados. Capacida 
de máxima do programa - 200 eventos simulados.
39) Quando fôr o caso, os parâmetros do processo de o- 
corrência, tempo de serviço, tempo de preparação e 
tempo de bloqueamento. Deve-se observar que alguns 
valores, como o número de cartões de dados a serem 
lidos, e os valores dos parâmetros das distribui - 
ções, devem ser acrescentados, respectivamente, mu 
dado o valor 4 do DO 120 IX=1,4 para o va
lor da quantidade de cartões de dados e colocado 
as varia /<lís de definição dos parâmetros abaixo do 
cartão IX.
0 programa utiliza a subrotina EMPO, que gera variá­
veis aleatórias com distribuição exponencial. Quando o processo 
fôr de tipo diferente, devemos substituir o cartão
150 CALL EMPO(EX,IX,IY,X) 
pelo gerador do processo de ocorrência, o cartão
CALL EMPO(AX,IX,IY,X) 
pelo gerador do^tempo de bloqueamento.
Se o sistema tiver tempo de preparação X, devemos subs 
tituir o cartão TP(I)=0 pelo gerador apropriado e acres -
centar em seguida o cartão
TP(I)=X
As seguintes variáveis e relações devem ser entedi-
das:
TEMPO(L) - Tempo atual
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N(I) - indica se o veículo I esta ou não disponível. 
N(I) = 0  - o veículo não está disponível.
N(I) = 1 -“ O veículo esta disponível.
TCT(I) - tempo em que a tarefa I está pronta para atendi­
mento. Representa o tempo da tarefa de término 
da preparação da tarefa I .
NVD(L) - número de veículos disponíveis no tempo L .
TF(I) "• indica se I está ou não na fila.
TF(I) = 0 - a  tarefa I não está na fila.
TF(I) = 1  - a tarefa I está na fila.
NTF(L) - número de tarefas na fila no tempo L .
TIF(I) - tempo entrada na fila da tarefa I .
TEF(I) - tempo de espera na fila da tarefa I .
TEF(I) = TEMPO(L) - TIF(I)
TP(I) - tempo de preparação da tarefa I .
TC(I) - tempo de chegada no sistema da tarefa I .
TC(I) = TCT(I) - Z TP(KC)
k=l
TB(J) - tempo de bloqueamento para a tarefa I .
TR(J) -* tempo de retorno a disponibilidade do veículo J.
TR(J) = TEMPO(L) - TB(I)
TPS(I) - tempo no sistema da tarefa I .
TPS(I) = TEF(I) + TB(I) + TP(I)
As variáveis acima iniciadas com A são variáveis do ar 
quivo de dados para o relatório.
TMEF - tempo médio espera na fila
XMTF T número médio de tarefas na fila
TMPS - tempo médio de permanência no sistema das tarefa”
0 Quadro 7 apresenta o resultado da simulação com o mo 
delo do quadro 6 . 0 processo de ocorrência das tarefas é Pois­
son, com parâmetro y = 0.001 e o  tempo de bloqueamento dos 
veículos exponencial com parâmetro u = 0.C05 . 0 tempo de pr£
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QUADRO 7 -■ Relatório do programa de simu 
lação do Quadro 6 .
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paração foi admitido como zero.
0 Quadro 8 é o resultado do calculo de medidas do sis 
tema, pela utilização do modelo do Quadro 6 .
***MEDIDAS DE COMPORTAMENTO
NÚMERO TEMPO MÉDIO MEDIA TARE- TEMPO MÉDIO
VEÍCULOS NA FILA FAS NA FILA NO SISTEMA
1 4-3.17043 0 .05135 267 .18719
QUADRO 8 - Medidas de um sistema de ponto único e um 
sõ canal de chegada com atendimento PEPS, 
gerados com o programa do Quadro 6 .
b) Analise do Quadro 7.
0 Quadro 7 apresenta o comportamento simulado do
sistema.
A primeira coluna dã o tempo de ocorrência do eveh 
to. Evento significa início do atendimento dé um serviço, re­
torno à disponibilidade de um veículo ou colocação de tarefa na 
fila.
Na coluna sequência de eventos,
- 0 (zero) significa colocação de tarefa na fila ou 
retorno de um veículo.
- Os demais números representam a ordem de atendi - 
mento das tarefas prontas para atendimento.
As colunas três a seis são, por si, explicativas.
Na coluna veículos disponíveis, aparecem as quanti­
dades de veículos nos diversos tempos. Quando a sequência de e- 
ventos indicar 0 (zero) e o número de veículos disponíveis nes
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se tempo for maior ou igual aos veículos disponíveis no tempo* 
anterior, significa que houve um retcrno9 Por exemplo, no tempo 
1287.9445, a coluna sequência de eventos ê zero e o número de 
veículos ê maior que no terrpo 849.2895 . Então, houve um re­
torno. Entre os instantes C49.8325 e 1207 . C'1 í-5 rXo hr^ia 
veículos disponíveis.
A última coluna indica o número de tarefas na fila, 
contada sempre no tempo seguinte a sua ocorrência. Aosim, a c- 
corrência pronta para atendimento 13 permaneceu na fila do 
tante 11. 678 ,560 ate o terpo 11.754,525 , ou sen a., ?r ■ O
c) Validação do Modelo
0 Quadro 9 apresenta os resultados de medidas do 
sistema, obtidas através da simulação com o modelo da Figura 14 
utilizando o programa do Quadro 6 .
TEMPO rC 310 MÍDIA TARE TEMPO MÉDIO
! NA FILA FAS NA FILA I NO SISTEMA
Simulação 1 43.17 : 0. C51 2 5 7.187
Simulação 2 32.:: j G. 029 204.430
Simulação 3 rC ^ /. 0.039 240.156
Simulação !i 5 3 . G ■!- 9 0 .Cõl 251.250
Simulação 5 60.210 0 .CS2 270.082
Simulação r~0 35.C 35 0.038 245.141
Simulação 7 60 . 824 0.052 270.541
Simulação 8 69.703 0.071 | 258.695
MEDIA SIMULAÇÃO 49.253 0.050 250.935
TEORICO 50.000 0.050 250.000
QUADRO 9 - Medidas de sistema com veículcs, obti 
das através do programa do Quadro 6 .
Note que a média das simulações se aproxima bastan 
te do valor teorico calculado, utilizando os resultados da teo 
ria das filas para a mesma situação, ou seja, ocorrências Pois 
son, com parâmetro y = 0 .C?1 e tempo da blo^” "
ciai com parâmetro p = 0.005 igual ao tempo de serviço e po^ 
suindo um único veículo.
Em geral, a aproximação da média real só será boa 
com um número maior de simulações. Quanto maior a quantidader 
de eventos simulados ou maior o número de simulações feitas , 
mais preciso serão os resultados. Como afirmado por MCMILLAN e 
GONZALEZ, não existem regras objetivas para fixar a quantidade 
de eventos simulados:
"As variâncias são reduzidas com o aumento do tempó 
de simulação, mas a um custo que deveria ser compensador em ter 
mos da precisão ganha. Para sistema complexos, estes ganhos re 
querem extremamente longas rodadas. Em muitos casos, o proprio 
tamanho não pode ser decidido a priori, simplesmente porque de 
sejamos processar o modelo até que condições específicas resul­
tem. Então, estamos de fato interpretando tempo como uma das 
informações de saída a mais do que mera magnitude do tamanho 
da amostra. Neste ponto parece evidente que o analista deveria 
usar todas os dados gerados e que ele não necessitaria recorrer 
a amostragem da saída. Se dados adicionais são desejados, a si 
mulação deveria ser continuada, em lugar de ser repetida com um 
segundo conjunto de condições iniciais'*.
Muitas vezes, entretanto, devido â limitação de ca 
pacidade da máquina utilizada, é impossível continuar a simula 
ção. Neste casò, a alternativa consiste em nova simulação com 
novo conjunto de condições iniciais.
No modelo exemplificado, esta segunda alternati 
và foi utilizada. Cada simulação engloba um total de 200 even 
tos, resultando em um número de serviços simulados superior a 
90. Desta forma, foi usado, para o cálculo das médias, um to­
tal superior â 700 tarefas, o que constitue uma grande amostra. 
Devido a este fato, parece lógica á precisão alcançada, validan 
do o modelo proposto.
99
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4.3 ~ CONCLUSÕES
O problema da determinação do número de veículos utili 
za3 numa primeira etapa, um modelo probabilístico do sistema . 
Este modelo, devido âs características do sistema, e 3 em geral, 
um modelo de simulação que fornece elementos para o cálculo das 
medidas e/ou as medidas já calculadas.
As medidas do sistema relacionadas com as restrições ’ 
do sistema são utilizadas em modelo matemático determinístico , 
para determinar o número de veículos. Este modelo pode ser oti 
mizado pelas técnicas usuais se conhecidas as formas das fun­
ções das medidas com o número de veículos.
Quando as medidas não tem forma funcional conhecida, u- 
tiliza-se o modelo do sistema para gerar nvãrias medidas para 
diversas quantidades de veículos. Deste conjunto, escolhemos o 
número de veículos para o qual as medidas utilizadas no modelo 
matemático proposto minimizem o índice de desempenho.
Este e o procedimento que pode ser adotado.
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CAPÍTULO V
5. - CONCLUSOES FINAIS
Para melhor visualização3 as conclusões estão apresentadas 
na forma de diagramas. A figura 18 apresenta os componentes e 
elementos básicos dos sistemas de veículos com suas relações 
funcionais.
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FIG. 18 - Diagrama dos elementos básicos do si£ 
tema com veículos e suas relações.
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As restrições do sistema de veículos são utilizadas para 
fixar critérios ou índices de desempenho para avaliar o seu com 
portamento.
As entradas são os serviços a serem atendidos e ocorrem se 
gundo um processo estocástico. Podem ser definidas por uma -das 
três alternativas expostas no diagrama da Figura 19.
ENTRADA
T
PROCESSO ! 
DE RENOVAÇÃO!
DISTRIBUIÇÕES
EXPERIMENTAIS
numéricos.
1
ESTACIONÁRIO 
Definido por 
um sõ parâme 
tro que ê um 
número.
NÃO
ESTACIONÁRIO
Definido por 
um só parâme 
tro que é u- 
ma função.
i
1
i......
ESTACIONÁRIOCASO PAR­ IESTACIONÁ
TICULAR ! RIO Definido por
Processo jDefinido uma só dis­
de Poisson 1por^dois tribuição „
NÃO
ESTACIONÁRIO
Definido por 
várias dis­
tribuições : 
uma para ca­
da intervalo 
de estudo.
NÃO-ESTACIONÂRIO
Não tem expres­
são matemática^ 
simples. Os parâ 
metros são esti­
mados para cada 
intervalo de e£3 
tudo.
FIG. 19 - Alternativas para a definição do pro 
cesso de ocorrência dos serviços.
Implicitamente considerado, na aplicação da equação (33) e 
princip mente a equação (69), e a grande quantidade de dados de 
observação necessários para a . definição do processo de ocor -
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rincia dos serviços.
A estocasticidade do processo de transformação dos servi­
ços em tarefas atendidas, esta representada pelo tempo de prepa 
ração da tarefa, tempo de preparação do veículo e tempo de exe 
cução do serviço. Devido a estocasticidade das ocorrências e 
das características aleatórias do processo, aparecem os tempos 
adicionais de espera para preparação e espera na fila. A soma 
dessas parcelas dã o tempo no sistema de um serviço. A .figura
2 0 apresenta as alternativas de definição destas parcelas alea 
torias.
FIG. 20 - Alternativas para a definição das parcelas 
aleatórias do processo de transformação dos 
serviços a realizar em realizados.
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A multiplicidade de formas do sistema de veículos resulta 
.da natureza variada de seus parâmetros, da variedade de caracte 
rísticas de diferenciação e de suas combinações possíveis. A fi 
gura 21 apresenta estas características.
A. simulação das ocorrências e das características aleató­
rias do processo.permite, principalmente para os casos da não 
existência de modelos matemáticos para o sistema, analisar seu 
comportamento pela utilização de modelos de simulação . Pelo 
que foi mostrado, a simulação dessas características ê éssencial^ 
mente simples e de fãcil entendimento.
0 sistema, pelas suas características estocãsticas, tem re 
presentado seu comportamento por modelos matemáticos probabilís_ 
ticos ou modelos de simulação. Os primeiros somente existem pa 
ra determinadas situações .específicas, devido a dificuldades de 
estabelecimento e solução das equações de diferença~diferenciais 
para a maioria dos sistemas. Os modelos de simulação, são, em 
geral, mais simples.
-' Orientados parà o problema da determinação da quantidade 
necessária de veículos, os modelos devem permitir o calculo das 
medidas do sistema relacionadas com as restrições. A figura 22 
apresenta o esquema pai^ a a determinação do número de veículos 
de um sistema de prestação de serviço.
No modelo matemático determinístico do item 4.2.4 há, pa­
ra sua aplicação, a dificuldade da determinação exata - do custo 
de espera. Desta forma, o procedimento proposto, visando maior 
precisão na decisão, ê fazer uma análise de sensibilidade do nu 
mero de veículos em relação a este custo.
* *  S t
0 sistema de veículos deve ser1 adaptativo. 0 controle deve 
rã, continuamente, determinar as características do processo es; 
tocãstico de ocorrência dos serviços e das partes aleatórias do 
processo de transformação propriamente dito, usando estas infor 
mações para as correções necessárias.
Finalmente, o estudo apresentado e somente válido para sis 
temas estáveis. Esta consideração está implícita na obtenção de 
dados para a definição das características aleatórias e nos mo 
delos matemáticos existentes para o sistema.
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A_N^E_Xí_0__í_1
TEOREMAS
PARTE A - TEOREMA 1
Suponha que a observação de um processo de Poisson ho­
mogêneo seja continuado atê que m ocorrências sejam contadas. 
Seja Wm o tempo de observação necessário pãra contar as m o 
corrências. Desejamos provar que a quantidade 2yWm tem distri 
buição qui-quadrado com 2m graus de liberdade. y é o parâme 
tro do processo.
DEMONSTRAÇÃO:
Se o processo de ocorrência dos eventos fôr Poisson hõ 
mogêneo com função intensidade Y(t) = v , então
(YWm )m _YWm
PinCWm) = — ,---  . e YWm (83)
m .
Por outro lado, se Zy^ fa tiver uma distribuição qui- 
quadrado com 2m graus de liberdade, sua função densidade será:
f(2YWm ) = — --- -----. (2YWm )m"1 .e"YWm (84)
2m (m-l)!
Wm > 0
A distribuição acumulada da variável com distribuição, 
dada pela equação (84), pode ser expressa em termos da distri- 
buição dada pela equação (83) Desta forma, pode-se calcu­
lar a mesma probabilidade pelas duas equações. Então a quantida 
de 2yWm tem distribuição qui-quadrado com 2m graüs de liber 
dade.
19 * REF. 11 - pg. 209
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PARTE B - TEOREMA 2
Seja N(t), t >_ 0 um processo de Poisson não homo­
gêneo. Suponha que no intervalo (0, t) ocorram k eventos nos 
tempos t]_5 t^ . Então, esses k tempos, onde os even
tos ocorrem, são valores das variáveis aleatórias independentes 
Uq_, U2 5 . .., U]< 5 respectivamente, com mesma distribuição acu­
mulada
Frn = - 4 ^ - , 0 < u < t (85)UD m(t) 3
DEMONSTRAÇAO:
A probabilidade condicionada Pc de que em cada k sub 
intervalos quaisquer (t-j_, ti+hf), i = 1 , 2 , . k não coinci 
dentes ocorra uma tarefa, dado que tenha ocorrido k tarefas no 
intervalo (0 , t) e dado pela equação (8 6 ).
m(hi).e‘m(hi). m(hfc).e-ra(hk )_e-|m(t)-m(hi)-...-m(hk )
!m(t)I*
k!
-m(t)e
k!
m(hi) . . m(h]<) (8 6)
Sendo
r t
m ( t ) = l  Y(t).dt (37)
-;0
A probabilidade conjunta P das ocorrências de um e- 
vento em cada um dos k intervalos não coincidentes acima refe 
ridos ê dado, utilizando a equação (2 1), por
k!
p - -------- = m(h-; ) ... m(k) (8 8 )
|m(t)J
A comparação da equação (8 8) com a equação (8 6) mostra 
que a afirmativa inicial ê verdadeira.
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A _ N _ E _ X _ 0 ___2
PROGRAMS E SUB-ROTINAS USADAS NA SIMULAÇÃO DO 
PROCESSO DE OCORRÊNCIA DO ITEM 2.6.4
10 - SUB-ROTINAS
a) Gerador de números aleatórios ~ Gerador RANDU
SUBROUTINE RANDU (IX,IY,YFL)
IY=IX*899 
IF(IY)5 s6 j6
5 IY=IY+32767+l
6 YFL-IY 
YFL=YFL/3 2 767 
RETURN
END
OBS.: Para maiores detalhes sobre a utilização do gera 
dor RANDU veja |l| .
b) Gerador de variáveis aleatórias com distribuição gama 
de parâmetro k inteiro.
SUBROUTINE GAMA(K,A,X,IX) 
TR=1.
DO 5 1=1,K
CALL GAL(IX,IY,YFL)
IX=IY 
5 TR=TR*YFL 
X=-ALOG(TR)/A 
RETURN 
END
Dados de entrada: A e K ■= parâmetros da distribuição ga
ma. K é o parâmetro inteiro.
IX = dado de entrada da sub-rotina 
RANDU. Deverá ser definido no 
programa principal.
Dados de saída: X = variável aleatória com distri
buição gama de parâmetros A e 
K.
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c) Gerador de variáveis aleatoriais com. distribuição de Pois 
son.
SUBROUTINE poiSN; '.::
x=o.
B=EXP(-B)
TR=1 = 0
5 CALL GAL(IX,IY,YFL) 
IX=IY 
TR=TR*YFL 
IF(TR-B)10 9 8 ,8
8 X=X+1.
GO TO 5 
10 RETURN 
END
Dado de entrada: B = parâmetro da distriVruiçao de Pois
son.
Dado de saída: X = variável aleatória com distribui­
ção Poise::: r. o '-ro B.
2) - PROGRAMA PRINCIPAL
C GERAÇAO PROCESSO DE OCORRÊNCIA ESTACIONÁRIO
C PROCESSO DE RENOVAÇÃO COM OCORRÊNCIAS CO”“..'^S
C TEMPO ENTRE OCORRÊNCIAS GAMA
DIMENSION T(1000)
1 = 0
M= 10 0
IX=90
K = 10
A=0 .2
B = 1
5 IF(I-M)10,20,20
10 CALL GAMA(K ,A ,X ,IX)
1 = 1+1
IF(I-1)11,21,11
11 T(I)=T(I-1)+X
GO TO 12
21 T(I) = X
12 CALL POISN(B,R.IX)
KR = R
KI = I
IF(KR)22,22,13
13 DO 25 J=1,KR
I-I + l
T(I)=T(KI)
25 CONTINUE
22 GO TO 5
20 WRITE(3,100)
100 FORMAT(1H1,////,10X 5*0RDEM OCORRÊNCIA’ ,5X, 
* ’TEMPO OCORRÊNCIA',/)
DO 30 K = 1 sM 
WRITE(3,200)K,T(K)
200 FORMAT(16X,14,14X,F10.4)
30 CONTINUE 
CALL EXIT 
END
OBS.: M = é o número de ocorrências a ser simulada.
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A N E X O  3
PROGRAMA USADO NA SIMULAÇÃO DO PROCESSO DE 
OCORRÊNCIA DO ITEM 2.6.6
C PROCESSO DE OCORRÊNCIA NÃO ESTACIONÁRIO 
CT PROCESSO DE RENOVAÇÃO COM OCORRÊNCIAS CONJUNTAS 
C TEMPO ENTRE OCORRÊNCIAS GAMA
DIMENSION T (1000),XINT(100),IPI(100),P2(100)
M=ll
IX=4 32
IX=4 32
B=0.1
1 = 1
N=M*10
DO 500 J = 1,M
READ(2,10)XINT(J>,IPI(J),P2(J)
10 FORMAT (FIO . . 15 , F10 . 5 )
500 CONTINUE 
K = 1
6 IF(I-N)1,2,2
1 KA=IPI(K)
A=P2(K)
CALL GAMA(KA,A ,X ,IX)
IF(1-1)3,4,3 
4 T(I ) = X 
GO TO 12
3 T(I)=T(I-1)+X
12 CALL POISN(B,R.IX>
KR=R
KI = I
IF(KR)22,22,13
13 DO 25 J=1, KR
1 = 1+1
T (I) =T (Kl)
2 5 CONTINUE.
2 2 CONTINUE
IF(I-1)161,162,161 
162 IF(T(I)-XINT(M))60,2,2 
161 IF(T(I-l)-■ XINT(M) )60 ,2 ,2
60 DO 700 J=1,M
IF(T(I)-XINT(J))6Í,61,700
61 K=J
1 = 1 + 1 
GO TO 6
7 00 CONTINUE
2 WRITE(3,100)
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100 F0RMAT(1H1,////,10X5'ORDEM OCORRÊNCIA*,5X, 
*?TEMPO OCORRÊNCIA*,/)
DO 30 K=1,I 
WRITE(3 5200)K,T(K)
200 FORMAT(16X,14,14X,F10.4)
3 0 CONTINUE 
CALL EXIT 
END
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A N E X O  if
CUSTO OPERACIONAL DOS VEÍCULOS 20
1) ~ COMPONENTES
Os custos operacionais podem ser divididos em:
D  Diretos - Aqueles diretamente ligados aos veículos. Nes_ 
ta categoria são colocados os itens:
a . ~ combustível
b.- 
c. --
lubrificação e lavagem 
Pneus e câmaras
d. - bateria . .
e . - retificação do motor
f . - reforma da carroceria
g ‘- 
h . -
manutenção
salãrio do motorista e aj udantes
i . - 
j °~
seguro
licenciamento, impostos e multas
k . ~ juros
1 .- depreciação.
II) Indiretos ~ Aqueles relativos a despesas administrati - 
vas. Incluem todos os gastos indiretos da empresa =-over 
head -■ como salãrio do pessoal de escritorio, propagan­
da, contabilidade, alugueis, ãgua, luz, limpeza, telefo 
ne, impostos, material de escritorio, honorários, servi 
** * —  ^ • —
ços técnicos, jurídicos, juros e despesas bancarias , 
descontos dê fretes, etc. Sendo indiretos, estes cus­
tos devem ser rateados entre a.s unidades da frota.
0 confronto dessas despesas com os custos diretos possi 
bilita a determinação do quociente de participação ( % 
do total dos custos diretos) aplicável a cada item do 
custo indireto.
20 - Resumo publicações revista Transporte Moderno, de Janeiro 
a Agosto de 1970.
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Análise de balanços e demonstrações de lucros e perdas 
tem mostrado, para o quociente de participação das de£ 
pesas administrativas, valores .situados entre 20 % e’ 
25 % . Todavia, este valor pode variar bastante com a 
estrutura da empresa.
2) - FATORES QUE AFETAM 0 CUSTO OPERACIONAL 
%
a) Distancia percorrida por mes
Quanto maior a quilometragem realizada num período de 
tempo fixado, menor será o custo do quilometro rodado, devido a 
diluição dos custos fixos.
b) Tipo de tráfegor
0 tráfego nos centros urbanos densamente povoados, pro 
vocam um maior desgaste em comparação com o tráfego em estradas.
c) Região
Existem variações de salários, combustíveis, de servi 
ços, etc. de região para região. A altitude também afeta a efi 
ciência dos veículos. “
d) Tipo de estrada
0 tipo de pavimento, região e traçado afetam o rendimen 
to dos veículos e, consequentemente, o custo operacional.
e) Porte do veículo
Quanto maior o porte do veículo, menor será o custo to­
nelada quilometro transportado.
Quanto maior o porte do veículo e a sua quilometragem ’ 
nedia mensal, menor o custo tonelada-quilometro.
3> - OBTENÇÃO DAS INFORMAÇÕES PARA 0 CÁLCULO DOS CUSTOS
Para a obtenção de bons resultados, é necessário que a em 
presa possua, para cada veículo, um relato de todos os aconteci 
mentos, como viagens, lubrificações, acidentes, abastecimentos, 
pinturas, etc.
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c) Pneus e camaras
(NTd x Pd -5- N-t x P-jO x km 
p = ----------------------------  (92)
(Kn +• Kr )
P = custo mensal de pneus e câmaras
Nd = número de pneus dianteiros
Nt = número de pneus traseiros
Pd = preço do pneu dianteiro
Pt = preço do pneu traseiro
km = quilometragem média mensal
Kn = quilometragem útil de um pneu novo
Kr quilometragem útil de um pneu recapado
OBS. : Os preços Pd e P-^ incluem a câmara e o custo 
de recapagem.
Os valores Kr e Kn variam com o tipo de.servi 
ço, tipo de estrada, pressão dos pneus, etc. Por 
isso; cada pneu deve ter um controle proprio, ou 
um controle por veículo.
d) Bateria
(Pn - Pt) x 30 
B = ------- - -------- (93)
Vu
B = custo mensal com bateria
Pn = preço de uma bateria nova
P-t = preço de troca de uma bateria usada ,
Vu = vida útil média das bateriais, em dias
e) Retificação do motor
Pr x km
R = ----------  (94)
Kr
R = custo mensal da retificação 
Pr = preço de uma retificação completa 
km = quilometragem media mensal
Kr -• quilometragem útil do motor entre duas retífi- 
cas.
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A quilometragem útil do motor depende do tipo de serviço 
executado, da carga, cuidados operacionais, etc. Se a parada 
para efetuar a retificação fôr muito grande, deve-se computar * 
os lucros cessantes.
f) Reforma da carroceria
Essa despesa sõ e computada quando ê feita por tercei­
ros ou quando se trata de carroceria metálica. 0 custo mensal 
de reforma Rc é ;
Pc
Rc = ---- x 3 0 (95)
tc
Pc = preço total do serviço de reforma
to = tempo médio entre duas reformas sucessivas
g) Manutenção
0 cálculo desta parcela de custo deve ser feito usando 
valores médios, relativos a um período de tempo relativamente ' 
longo.
(Cp + C0) x km 
M = — ----------------- + D (96)
Kt
M = custo médio da manutenção
Cp = despesas médias com peças em cada parada para ma­
nutenção .
Co = despesas médias com mão-de-obra em cada parada pa
ra manutenção.
km = quilometragem média mensal
Kt = quilometragem média entre duas paradas consecuti­
vas .
D = depreciação mensal do equipamento de oficina.
h) Salário do motorista e ajudante
/
Além dos salários pagos deve-se acrescentar os encar­
gos sociais e custos diversos, como uniforme, salário do moto­
rista de reserva, diárias, etc.
p. f. & c.
BÜJ0VN&
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i) Seguro
Deve-se conhecer o valor dc prêmio anual de cobertura . 
Este valor dividido por doze dá as parcelas de custos mensais.
j) Licenciamento9 impostos e multas
As despesas com licenciamento e impostos são anuais. As 
multas não devem ser esquecidas.
k) Jüros
Corresponde ao cômputo do rendimento certo que a empre­
sa sacrifica para adquirir o veículo.
Os juros anuais podem ser calculados pela formula:
J = (p - L). -■ + 1 x i + L x i (97)
2n
J = juros anuais 
P = valor de compra do veículo 
L = valor residual 
n = vida útil em anos
i = taxa anual de juros. Pode ser o valor da correção 
monetária ou o rendimento em outra aplicação do 
capital. Corresponde à taxa mínima de atrativida- 
de da empresa.
OBS.: A equação (97) so e válida se a depreciação do 
veículo fôr linear.
k ) Depreciação
Existem vários métodos de depreciação. A maneira 
simples e mais utilizada e o método da depreciação linear. Ê o 
mais usado para efeitos legais.
0 método da depreciação linear admite que o veículo se 
deprecie a uma taxa constante. Neste caso, as quotas Q de de 
preciação anual serão:
m
P = custo de aquisição do veiculo 
Pm = valor residual 
m = vida útil
Na pratica, a depreciação é, em geral, maior nos primei 
ros anos da vida do veículo. Como a depreciação deve se aproxi­
mar ao máximo da perda real para que se possa trabalhar com va 
lores reais, o metodo exponencial pode ser de grande valor. Es 
te metodo admite que o valor do equipamento diminui, anualmenr 
te, segundo urna porcentagem fixa do valor que possuia no início 
de cada período. 0 valor líquido V, apos n anos, a taxa r% 
será:
V = P(1 - r)n (99)
Na prática, pode-se calcular a taxa r a partir da e- 
quação (99), conhecendo-se os valores de V e n .
1) Despesas indiretas ou administrativas
Na falta de valores reais precisos, pode ser calculada, 
considerando 20% a 25% do valor total do custo direto (veja o 
item III - Custos Indiretos).
