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Abstract
Macroscopic quantum tunneling (MQT) is a fundamental phenomenon of quantum mechanics
related to the actively debated topic of quantum-to-classical transition. The ability to realize MQT
affects implementation of qubit-based quantum computing schemes and their protection against
decoherence. Decoherence in qubits can be reduced by means of topological protection, e.g. by
exploiting various parity effects. In particular, paired phase slips can provide such protection for
superconducting qubits. Here, we report on the direct observation of quantum paired phase slips in
thin-wire superconducting loops. We show that in addition to conventional single phase slips that
change superconducting order parameter phase by 2pi, there are quantum transitions changing the
phase by 4pi. Quantum paired phase slips represent a synchronized occurrence of two macroscopic
quantum tunneling events, i.e. cotunneling. We demonstrate the existence of a remarkable regime
in which paired phase slips are exponentially more probable than single ones.
∗ bezryadi@illinois.edu
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Decoherence and quantum noise are primary roadblocks for large-scale implementation
of quantum computing that in many cases relies on the phenomenon of macroscopic quan-
tum tunneling [1–5]. Decoherence is inherently related to the collapse of macroscopic wave
function caused by various environment induced interactions. In quantum computers detri-
mental effects of decoherence can be eliminated by means of quantum error correction as
originally proposed by Shor [6]. An alternative approach was suggested by Kitaev [7], who
argued that the use of topologically ordered quantum systems can eliminate the burden of
quantum error correction. In such systems qubits are implemented by topologically distinct
states connected by a global operation (such as braiding in case of anyons) that cannot be
mixed by a local perturbation.
Less exotic schemes of topological protection based on various parity effects in supercon-
ducting circuits have also been presented [8–11]. The crucial component of these proposals
is a device that discriminates between parity conserving and parity violating transitions.
Ideally, such a device fully suppresses the latter, thus creating well separated parity-based
sectors in the Hilbert space, which are used as a “grid” for qubit operations.
Here, we focus on a multiply-connected device formed by a superconducting loop con-
taining homogeneous superconducting nanowires. Flux states of the loop are described by
the winding number (vorticity) of the superconducting phase on a path encircling the loop.
Transitions between different winding number states occur through phase slips taking place
in the nanowires. Realization of a parity-protected qubit requires suppression of 2pi phase
slips, which change the winding number by one, and a significant amplitude of 4pi phase
slips, which are parity conserving [12–14] events. We term them single phase slips (SPS)
and paired phase slips (PPS) respectively.
Historically, the phase slips were proposed by Little [15] as thermally activated topolog-
ical transitions in the space of the winding numbers of the superconducting condensate in
a one-dimensional wire. At low temperatures, such events should proceed through MQT.
The unique feature of an MQT in thin wires (as opposed to tunnel junctions) is that nor-
mal electrons at the core of the phase slip create an additional dissipative component at
the location of the tunneling process. One may question if MQT is still possible in these
circumstances. So far, demonstrations of quantum phase slips in homogeneous wires either
relied on indirect evidences, such as overheating of a wire by a phase slip [16–19], or were
related to the collective effects of many phase slips [20–23]. The important advancement has
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been recently made, showing delocalization of a wave-function due to a coherent tunneling
of multiple phase slips in strongly disordered InOx [24] and NbN [25] nanowires.
In the present work, we study MQT in thin-wire superconducting loops by means of a
microwave measurement technique that is capable of detecting individual phase slips [26].
We observe individual phase slips as isolated macroscopic tunneling events. We demonstrate
the presence of quantum-paired phase slips (QPPS), which change the loop vorticity by 2,
and hence, preserve the parity of the winding quantum number. Such transitions correspond
to simultaneous tunneling (“cotunneling”) of two fluxoids in or out of the loop. They can be
thought of as result of quantum synchronization, or pairing, of distinct macroscopic events
that are governed by the minimization of action rather than the minimization of energy.
More importantly, we discover that QPPS are exponentially more likely than SPS if the bias
is lower than a certain critical value. In this regime our thin-wire superconducting loop acts
as a parity conserving element. We argue that the observed dominance of QPPS is caused
by their weaker coupling to gapless environmental modes and their lower effective mass,
compared to SPS. We note that although phase slips including quantum ones have been
studied by many research groups, phase slip pairing observed here has not been previously
reported to the best of our knowledge.
From a theoretical point of view the study of quantum-paired phase slips is motivated in
part by their relevance to parity protected qubits for future generations of quantum comput-
ers [12]. In such hypothetical devices quantum information could be encoded in the parity
of the winding number of a superconducting loop. If a device in which all phase slips are
paired could be realized, its parity would not be affected by quantum fluctuations of the vor-
ticity, because single phase slips would be suppressed and paired phase slips cannot change
the parity. While in the present work we do not observe any qubit effects we nevertheless
identify a regime in which paired phase slips are much more frequent than single phase slips.
Additionally, we discuss theoretically a physical mechanism behind the dominance of paired
phase slips.
The geometry of our samples is illustrated in Fig. 1 (see also Ref. [26] for additional
technical details on the sample design and the measurement setup). A pair of supercon-
ducting nanowires fabricated by molecular templating [19, 21] is integrated into the middle
of the center conductor (c.c.) of a superconducting coplanar waveguide Fabry-Pe´rot res-
onator (see SM-1). The wires together with the two halves of c.c. strip form a closed super-
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FIG. 1. Schematic representation of the samples (not to scale). (a) Superconducting coplanar
resonator has two nanowires in the middle of the center conductor, which are suspended over a
trench in the substrate (see SM-1). MoGe film is shown in gray, regions where it is removed –
in white. The superconducting loop is threaded by an external magnetic field, B. Yellow stripes
depict gold coating. QPPS is shown as a pair of fluxoids simultaneously crossing both nanowires.
Each fluxoid changes the phase accumulated on the loop by 2pi and generates voltage on each wire
V = ~(dφwire/dt)/2e. Plus and minus signs indicate the quadrupole charge distribution during
QPPS. (b) Scanning electron microscope images of the nanowires in sample A. The spacing between
nanowires is 13 µm.
conducting loop. An external magnetic field, B, applied perpendicular to the resonator’s
surface induces Meissner screening currents in the c.c. strips. These currents produce a
field-dependent phase difference of the superconducting order parameter between points of
contact of the wires and the center conductor, which we denote φ12(B) and φ34(B) (see
Fig. 1). Single-valuedness requirement for the order parameter leads to the following quan-
tization condition: φ12+φ23+φ34+φ41=2pin. Here, φ23 and φ41 are phases accumulated along
the wires in passing from point 2 to 3, and 4 to 1 respectively (see Fig. 1); n is vorticity,
i.e. the number of fluxoids trapped in the loop. Since the c.c. strips and both wires are
almost identical the respective phase accumulations are assumed equal, i.e. φ12 =φ34 =φcc,
φ23 = φ41 = φwire. Thus, the above constraint on the phase change can be rewritten as
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φloop(B)≡ 2φcc+2φwire = 2pin. This equation is used to describe Little-Parks (LP) oscilla-
tions [27, 28] of various types [26, 29] that appear when B is varied. The periodicity of these
oscillations is related to the fact that whenever the magnetic field is such that 2φcc(B)=2pik
the family of free-energy minima is identical to B = 0 case, if the vorticity is redefined as
n→ (n±k), where k is an integer [29]. Sufficiently small thickness of the film allows us to
neglect its effect on the external field.
Below, we present data from sample A, which incorporates two nanowires that are 200 nm
long, 17 nm thick and 22-25 nm wide. The spacing between the nanowires is 13 µm. Data ob-
tained from sample B, incorporating nanowires with other parameters, show similar behavior
and are relegated to the Supplemental Material (SM-3,8). Measurements in the temperature
range from 0.3 K to 3.0 K were performed in 3He system. The microwave signal from the
output of Agilent N5320A vector network analyzer was directed to the input of the Fabry-
Pe´rot resonator through a total of ∼47 dB of attenuators, thermally anchored at cryogenic
temperatures. The sample was mounted inside a brass Faraday cage that screened external
RF noise, but was transparent for DC magnetic field. The ground planes of the resonator
were connected to the Faraday cage to achieve a superior thermalization of the sample. The
signal from the output of the resonator traveled through a low temperature microwave am-
plifier, which had ∼40 dB gain and ∼2.6 K input noise temperature. To prevent this noise
from impacting the sample, we placed two thermally anchored isolators between the sample
and the amplifier. The total attenuation of the output line, excluding the amplifier, was
∼47 dB. Measurements in the temperature interval from 60 mK to 250 mK were carried out
in a dilution refrigerator. Its microwave line was similar to that of 3He system, but had a
higher attenuation (∼54 dB). More detailed description of the experimental setup can be
found in the Supplemental Material (SM-2).
We detect phase slips by measuring the resonator’s transmission phase shift, θS21, defined
as the difference between phases of the microwave signal at the output and the input of the
resonator. The frequency of the input signal, f0, is set equal to that of the resonator’s
fundamental mode at B = 0 (f0 ≈ 5 GHz for sample A). When the field changes, the
resonance frequency shifts; consequently, the transmission through the resonator decreases.
After cycling the magnetic field that is generated by current, J , in solenoid multiple times,
we obtain the dependence shown in Fig. 2. The transmission phase θS21(J) is a multivalued
function composed of a periodic set of “parabolas” that are separated by the Little-Parks
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FIG. 2. Dependence of the transmission phase on the current in the solenoid. The bath temperature
is 350 mK. Periodically spaced “parabolas”, each corresponding to a particular vorticity or the
quantum winding number, n, are clearly observed. SPS result in jumps of θS21 to the next parabola
(single-line red arrow) and n→(n±1) change in the vorticity. PPS result in jumps of θS21 to the next
nearest parabolas (double-line red arrow) and n→(n±2) change in the vorticity. The Little-Parks
period is marked as JLP . Regions where switching events form clusters correspond to magnetic
fields and vorticity values at which the current in the wires is near the critical current.
period, JLP [26]. Each parabola corresponds to a state with particular vorticity. In what
follows we will show that transitions between different parabolas below ∼0.9 K proceed
through quantum tunneling. Every jump to the nearest parabola is described by n→(n±1)
vorticity change and corresponds to an SPS event, which takes place in one of the wires [15].
Interestingly enough, apart from SPS we also detect n→ (n±2) transitions for which the
phase jumps to the next nearest parabola. These experimentally detected jumps correspond
to paired phase slips (PPS). Later we will argue that PPS can be due to both quantum and
classical effects. Unlike previous experiments [16, 17], an important feature of the detection
method employed here is that it does not rely on overheating of nanowires by phase slips.
The switching of the loop vorticity has a stochastic nature, i.e. in every measurement it
occurs at a slightly different current J . To characterize the switching events, we employ a
statistical approach. In particular, within each current interval where phase slips take place,
we extract individual switching events, identify them as SPS or PPS and then compute their
switching current distributions (see SM-5). One of the examples of the obtained probability
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FIG. 3. Probability densities of SPS and PPS as functions of normalized current in solenoid. Blue
squares correspond to SPS; red ovals correspond to PPS transitions. These measurements have
been performed at T = 60 mK.
densities as functions of the normalized current in the solenoid, j=(J−J0)/JLP , is shown in
Fig. 3. Here J0 is the center of the corresponding parabola, i.e., its maximum. The chosen
normalization reveals how far the system can be driven away from its equilibrium vorticity
before a phase slip takes place. If the system were completely classical and followed its lowest
energy state, then the first SPS would occur at j= 1/2 (assuming n= 0 initially) and PPS
would never happen. According to the data, the phase slips take place at values higher than
j=3 (see Fig. 3), which is a metastable state quite far from the equilibrium. Therefore, it is
clear that at j=0 and n=0 and even at j=1/2 and n=0 the barrier for phase slips is much
higher than the scale of thermal or quantum fluctuations. Note that since on the timescale
of our measurements the quantum tunneling of phase slips is not observed in the vicinity of
parabolas’ intersections (j =±1/2,±3/2 etc.) the so-called anticrossing, characteristic for
qubits, does not show up in Fig. 2.
Let us discuss now the choice of the measurement power. The current flowing in the
wires includes two components: the screening current due to the magnetic field and the
oscillating current due to the microwave signal. To study MQT of phase slips in nanowires
it is imperative to choose such a power of the input signal, P , which would not stimulate ad-
ditional phase slips, i.e. would not increase their probability. The influence of the microwave
radiation on the switching current distribution of SPS is shown in Fig. 4. As one can see,
at P/Pc&−27 dB the width of SPS switching current distributions, σSPS , starts to increase
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FIG. 4. Dependence of the standard deviation of SPS switching current distribution on the reduced
input power of the microwave signal. The measurements are made at 60 mK. Pc corresponds to a
power that induces in the wires a current equal to their critical current.
with the power P . Here the critical power, Pc, is a power of the radiation that induces
oscillating currents with the amplitude equal to the critical superconducting current of the
nanowires. This broadening of the distributions happens due to the fact that the microwave
field can cause additional switching events. Yet, if P/Pc.−27 dB then σSPS is independent
of the power. Therefore, to exclude the impact of radiation on the loop vorticity, all the
measurements presented below are performed with the microwave power that is 30 dB less
than Pc, i.e. with the power that is about 1000 times weaker than the power needed to
overcome the critical current in the wires. In the example of Fig. 4 the critical power is
Pc≈−71 dBm evaluated at the input of the resonator.
As one can see in Fig. 4, we express the standard deviation in radians. This is done by
dividing σSPS , measured in Amps, by the Little-Parks period JLP and then multiplying the
ratio by 2pi. Such normalization takes into account that the Little-Parks period corresponds
to the 2pi change of the phase difference accumulated on both wires.
From a series of switching current distributions measured at different temperatures, we
compute standard deviations of the switching currents (see SM-5) and plot them in Fig. 5.
When the sample is cooled down σSPS exhibits the expected behavior in accordance with the
Kurkija¨rvi power-law scaling [30], derived for thermally activated escape processes. The best
fit is σSPS(T ) = 0.136T
0.54, proving the thermally activated nature of the vorticity jumps.
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FIG. 5. Temperature dependence of standard deviations of SPS and PPS switching current dis-
tributions. Temperature Tq (black arrow) marks a crossover from thermal activation to quantum
tunneling of SPS. The solid red line is the best fit of σSPS (T ) in the thermally activated regime:
σSPS(T >Tq)=0.136T
0.54 rad. The dashed black line shows the best fit in the quantum tunneling
regime: σPPS(T <Tq) = 0.130 rad. In the inset the average switching current versus temperature,
Jsw(T ), is shown. The switching current continues to increase with cooling down to temperatures
much lower than Tq.
At low temperatures, we observe a reproducible saturation of σSPS , which is explained in
terms of macroscopic quantum tunneling from a state with higher vorticity to a state with
lower vorticity. The temperature Tq is understood as a crossover between the regimes of
thermally activated phase slips (T >Tq) and quantum tunneling (T <Tq).
There are two facts which provide strong evidence that the observed saturation of σSPS
is not a result of an imperfect cooling of the sample, but indeed is due to internal quantum
fluctuations in the samples, i.e. due to the macroscopic quantum tunneling. First, the
obtained value of Tq≈0.90 K is very close to 0.87 K, which is expected from the previously
determined linear dependence [18] of Tq on the critical temperature Tc (see SM-4). Note that
this alternative estimate is based on a qualitatively different experimental technique, namely
dc measurements of the switching current of single nanowires [18]. Second, the average SPS
switching current, Jsw(T ), continues to grow with cooling even when the standard deviation
is already saturated (see inset in Fig. 5). The latter fact appears to be in a good agreement
with the analysis of the statics of the switching events, developed by Kurkijarvi [30] and
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generalized by Garg [31]. In particular, the observation of the increase of the switching
current with cooling reflects the fact that the critical current of the nanowires is expected
to grow with cooling even at T  Tc according to Bardeens formula, which was discussed
in, e.g., Ref. [18]. Nonetheless, although we are convinced that the explanation of σSPS
saturation in terms of macroscopic quantum tunneling is the most natural one and we do
not see any practical explanations in terms of spurious effects, it is impossible to prove with
100% certainty that alternative explanations do not exist.
The dependence of the standard deviation of PPS switching current distribution, σPPS , on
the temperature significantly differs from that of SPS. First, PPS are almost never observed
in the thermal activation regime (T > Tq). Second, at temperatures where PPS do occur,
their switching current distributions are broader than the distributions of SPS: σPPS>σSPS
(see also Fig. 3).
To make the next step in our analysis, we introduce the phase slip rate, Γ (J), defined such
that probability of a phase slip in the time interval dt equals Γdt. Unlike the probability
density, the rate Γ (J) does not depend on the sweep speed vJ = dJ/dt (note that the
maximum of the probability density shifts to higher currents if vJ is increased.) In our
experiments, the current in the solenoid was varied sinusoidally. The frequency of oscillations
was 0.1 Hz, limited by the time resolution of the setup and the response time due to eddy
currents induced in Faraday cage. According to Kurkija¨rvi [30], the probability density
of phase slips for a given current sweep speed has one–to–one correspondence to Γ (J).
Following the method outlined in references [19, 30, 32], we performed a statistical analysis
of more than 104 switching events and computed the rates of SPS and PPS, denoted as ΓSPS
and ΓPPS , respectively (see SM-5). The result of these calculations is presented in Fig. 6.
An important conclusion following from Fig. 6 is that the rate of PPS exceeds the rate of
SPS by approximately one order of magnitude at the lowest currents, at which the switching
events have been observed. Demonstration of this regime constitutes the key finding of the
present work. If the observed trend continues down to zero current, the rate of SPS is
expected to be negligible at J=0 compared to the PPS rate.
One may argue that the observed 4pi phase shifts are caused solely by two sequential
2pi slips (schematically illustrated by the red solid line on the inset in Fig. 6) crossing the
loop. Let us assume that this is true. In that case every SPS decreases the supercurrent in
the loop bringing the system from a highly metastable state closer to the equilibrium. The
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FIG. 6. Rates of SPS (blue squares) and PPS (red ovals) as functions of the normalized current in
the solenoid. The bath temperature is 60 mK. Single (blue squares) and paired (red ovals) phase
slip rates are obtained from the switching current distributions shown in Fig. 3. The solid black
line is the Kurkija¨rvi-Garg fit for the rate of SPS. The dashed red line is the QPPS fit, generated
according to Korshunov’s theory of QPPS [14]. Rates of SPS and PPS are equal at the current jx.
The inset shows the schematic difference between CPPS (red solid line) and QPPS (red dashed
line).
reduction of the supercurrent results in the increase of the energy barrier for the subsequent
SPS [18, 31]. At the same time, for both thermal activation (T >Tq) or quantum tunneling
(T <Tq), each phase slip causes a release of energy Q1≈IΦ0 [16, 33–35], where Φ0 is the flux
quantum and I is the current in the nanowires. This energy heats up the wire and reduces
the barrier. During the energy relaxation time, τr, the wire stays “warm” and the second
SPS can occur with a certain probability after a delay time, ∆t. The larger the current is
at which the first SPS takes place, the more energy it releases (Q1∼ I ∼ j), and therefore
the higher the probability is that the second SPS will occur within the time τr. Note that
the delay ∆t is always smaller than τr because, as soon as the relaxation time has elapsed,
the wire loop enters a new metastable state with a current significantly less than the critical
one, and so it cannot switch. The scale of τr is on the order of nanoseconds [16]. This is
much shorter than the resolution of our setup, which is in the range of a few milliseconds.
Therefore, we cannot directly distinguish each of these consecutive single phase slip jumps.
As a consequence, all switching events are registered as single jumps, changing φloop either
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by 2pi or 4pi. If the 4pi jumps are composed out of two separate phase slips, the first being
the cause for the second one, then we call them classically-paired phase slips (CPPS).
Recalling our assumption that there exist only SPS and sequential 4pi phase slips, i.e.
CPPS, we conclude that the following equation must hold: PSPS+PCPPS=1. Here PSPS
and PCPPS are the probabilities of SPS and CPPS, correspondingly. According to Fig. 6,
ΓSPS>ΓCPPS at j>jx, where jx is the current at which ΓSPS (jx)=ΓCPPS (jx). Therefore, the
probabilities must satisfy the condition: PSPS>PCPPS , bringing us to the conclusion that
PCPPS (j>jx)<0.5. As we go from higher to lower switching currents, the amount of energy
released as a result of each SPS event goes down because Q1 ∼ j. This reduction should
lower the probability that one SPS causes one more SPS within the energy relaxation time
interval. Thus, the relative percentage of the CPPS should decline as the current in solenoid
decreases. This conclusion obviously contradicts the experimental results (see Fig. 6), which
show that the rate of PPS is larger than SPS at relatively low values of the current in the
solenoid. Consequently, the assumption that all PPS are simply two sequential SPS (i.e. the
assumption that each experimentally observed PPS represents CPPS) is incorrect and some
other type of PPS must exist. (Let us note here, that the dominance of PPS over SPS at
low currents became even slightly stronger when we improved the filtering of the signal lines
and reduced the measurement power, indicating that the effect is not caused by an external
noise, see SM-6 and Fig. S3.)
We suggest that high rate of ΓPPS at j < jx can be explained by the existence of a
different type of phase slip pairs. We call them quantum-paired phase slips (QPPS). The
theoretical background of QPPS was explained in Refs. [13, 14, 36]. The main difference
between classical and quantum pairing of phase slips is that, unlike in CPPS, in QPPS the
two phase slips occur simultaneously and do not cause one another. The reason for such a
simultaneous process is to minimize the quantum action of the tunneling event (see SM-9).
Since thermal fluctuations are negligible at T < Tq, it is justified to characterize QPPS as
cotunneling of phase slips.
As it follows from Fig. 6, ΓPPS is smaller than ΓSPS , but they go almost parallel to each
other at j > jx. Since classical pairing assumes the stimulation of the second phase slip by
the first one, the above observation that the rate versus current curves are parallel to each
other allows us to conclude that CPPS dominate over QPPS in the high current region.
On the contrary, in the low current region the SPS and PPS curves decouple from each
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other indicating that the cotunneling of phase slips (i.e. QPPS) starts to prevail. In the
logical analysis above we rely on the understanding that QPPS is a transition completely
independent and different from SPS, while CPPS is a composed event, the first stage of
which is an SPS. Therefore the rate of CPPS is proportional to the rate of SPS while the
rate of QPPS is not a function of the rate of SPS. We focus our attention on QPPS because
they preserve the parity of the winding number of the superconducting order parameter and
therefore QPPS could lead to novel topologically protected qubits [7–9, 12].
An approximate description of short superconducting nanowires similar to ours [18] can
be given by the Stewart-McCumber model [19]. In the framework of this model, the phase
difference represents the position of some effective “phase particle” in a tilted “washboard”
potential. The effective mass m=~2C/(2e)2 of the phase particle is proportional to the shunt
capacitance, C, connected in parallel with a superconducting junction. The effect of inertia
in this analogy is due to the fact that if the effective phase particle is moving, that means that
the capacitor is charged and so it would keep its charge for some time, stimulating the phase
to change further. As usual, ~ is the reduced Plank constant and e is the electron charge.
The friction experienced by the particle is described by the effective viscosity η=~2/4e2Rn,
inversely proportional to the shunt impedance, Rn. As is true in the mechanical analogies,
the effect of viscosity is to compete with the effect of the inertia. In the considered case
the presence of a normal shunt causes the shunting capacitor to discharge more rapidly,
thus reducing the inertia associated with the charge accumulation on the capacitor. The
character of the particle motion is determined by the ratio between m, η and the potential
barrier height [32] U = (2
√
2/3)(~Ic/e)(1−Isw/Ic)3/2, where Isw is the current in the wire
just before the switching event and Ic is the wire critical current. Note that such barrier
height occurs if a cosine-shaped potential energy landscape is tilted. Within this model
the critical current represents such a tilt of the potential which is sufficient to eliminate all
metastable minima. In underdamped regime (mU  η2), the “heavy” particle moves in a
slightly viscous environment. The viscosity in this case does not play a significant role and
thus can be neglected. The main parameter influencing the phase slip rate at a particular
bias current is the barrier height U .
Let us demonstrate that SPS correspond to the underdamped motion of the effective
phase particle discussed above. For this purpose, we need to know approximate values of the
effective shunt capacitance, the shunt impedance, and the critical current of the nanowires.
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According to previous studies [18, 37], the critical current of our nanowires is of the order of
10µA. The effective shunt impedance is set by the waveguide impedance of the resonator,
which is Rn∼50 Ω. The estimate of the effective capacitance (the c.c. strips) can be made
based on the resonance frequency, f0, of the resonator and the kinetic inductance of the wires,
Lk: C1=(4pi
2f 20Lk)
−1
. The kinetic inductance scales linearly with the wire length, l, and is
inversely proportional to the the critical current [19, 38]: Lk≈
(
2/3
√
3
)
(l/ξ)(Φ0/2pi)(1/Ic),
where ξ is superconducting coherence length. Substituting l= 200 nm, ξ ≈ 7 nm [39], Ic =
10µA and f0 ≈ 5 GHz, we find Lk ≈ 3.5×10−10 H and C1 ≈ 3×10−12 F. Thus, we arrive
at the following estimates: m1 ≈ 3×10−43 J·s2, η1 ≈ 2×10−33 J·s, U ≈ 2×10−22 J (here we
use Isw/Ic≈0.9, which correlates well with the subsequent fitting analysis and is consistent
with previous experiments [18]). Such parameters indeed correspond to the underdamped
regime, m1Uη21. Consequently, SPS can be analyzed in the framework of the underdamped
Kurkija¨rvi-Garg (KG) theory [30, 31]. Following Aref et al. [18], we fit the rate of SPS in
amorphous MoGe wires using the equation:
ΓSPS(j) = Ω exp
[
−
(
2
√
2~Ic/3ekBTq
)
(1− j/jc)3/2
]
(1)
Here Ω is the phase slip attempt frequency, which is assumed constant, kB is the Boltz-
mann constant, jc is the normalized critical current in the solenoid, defined as jc=Jc/JLP =
Ic/ILP . Note that Jc is the current in the solenoid that induces the Meissner current, enter-
ing the nanowires, that is equal to their critical current Ic. Current ILP is the Little-Parks
period measured in the units of the current in the nanowires. The best fit generated by the
KG formula with the use of three fitting parameters is shown in Fig. 6 (black solid line). It
corresponds to Ω = 0.9∼ 1011 Hz, Ic = 7.8µA, jc = 4.04. The best fit values of Ω and Ic are
somewhat different from the previously reported values [18] but they are of the same order
of magnitude. The jc is close to, but higher than the experimentally observed maximum
switching current jmax∼ 3.5 (see Fig. 6), as it should be. Thus, the results for SPS are in
good agreement with the indirect SPS observations, performed with dc measurements [18].
It is beneficial to note that the obtained value of jc may be utilized to find the coherence
length, ξ, in superconducting wires. Indeed, from the Gor’kov-Josephson phase-evolution
equation dφwire/dt=2eV/~, where voltage, V , between the ends of the wire depends on the
kinetic inductance, Lk, as V =Lk(dI/dt), one can obtain the phase difference between the
opposite ends of the wires as function of the supercurrent [38]: φwire =
(
2/3
√
3
)
(l/ξ)(I/Ic)
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(the expression for Lk was given above). The phase slips take place at I ≈ Ic when φc ≡
φwire(I=Ic)≈2pijc/2. It is implied here that the phase accumulated on two wires right before
the transition, 2pijc, is divided equally between them. The above formula for φc follows from
the model of Hopkins et al. [29], according to which φwire(B, n)=pin−φcc(B) and the phase
drop on both electrodes depends on the magnetic field as φcc(B)=pi(8G/pi
2)(wccwwireB/Φ0),
and it is independent of the loop vorticity n. Here wcc is the width of the c.c. strip (∼20µm),
wwire – the spacing between the wires (∼ 13µm for sample A), G ≈ 0.916 – the Catalan
number, defined as G=
∑∞
n=0(−1)n/(2n + 1)2. Thus, the estimate of the coherence length
in the wires is ξ = 2l/
(
3
√
3pijc
) ≈ 6.1 nm, which agrees well with independently reported
values [39, 40].
We now turn to the discussion and analysis of PPS structure and characteristics. A pair
of fluxoids moving in opposite directions and crossing both wires simultaneously (see Fig. 1)
does not charge the capacitor formed by the c.c. strips. The effective mass of the phase
particle in this process is much lower compared to the case when one or two phase slips occur
on just one wire, charging the capacitor formed by the two halves of the c.c. strip. Thus,
such mechanism (Fig. 1) of phase slip cotunneling is effectively less “heavy” and therefore
is much more probable than the one, in which a fluxoid pair crosses a single wire. Due to
the specifics of the fabrication process, our wires are not completely identical. The role of
asymmetry is not well understood (future experiments will address the role of asymmetry
by making samples asymmetric on purpose). Nonetheless, since QPPS have been observed
in two samples, we conclude that the small degree of asymmetry, which can be accidentally
present in real samples, does not play a crucial role in our experiment. Because the effective
capacitance is much smaller for QPPS than for SPS, the effective mass of QPPS particle is
also much smaller. As a result, unlike in the case of SPS, the influence of dissipation [41] on
the rate of QPPS is important and cannot be neglected. Indeed, as we will now show, a good
fit to the data is obtained upon assumption that QPPS events are in the overdamped regime.
Starting from this assumption, the QPPS rate, ΓQPPS , can be roughly estimated by using
Korshunov’s instanton solution [14], which is schematically illustrated in Fig. 6 (inset) by
the dashed line. The original solution was obtained for the junctions with sinusoidal current-
phase relationship (CPR). Since our nanowires possess a different CPR, we generalize the
Korshunov instanton by including an additional parameter α characterizing the peculiarities
of the spatio-temporal shape of the phase slips in superconducting wires. Our final expression
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for the QPPS rate is
ΓQPPS = B2(j/jc)
−2/3 exp[A2(j/jc)2/3] (2)
Here A2 and B2 are defined through the critical current Ic, the effective viscosity
η2, the effective capacitance C2, and the quantum resistance Rq = pi~/2e2 as: A2 =
12pi(αη2RqC2Ic/4pi~e)1/3,
B2=(12pi/A2)(αη2/~)1/2(Ic/2e) exp[−8pi{η2/~+[2/(αη2/~)1/2](A2/12pi)3/2}]. From the best
fit for the rate of QPPS (red dashed line in Fig. 6) we determine A2=91.4, B2=1.5·10−36 s−1.
The value of the normalized critical current is not independent here, but is set by the SPS
fit, i.e. jc = 4.04. The theory is valid in the limit of large viscosity, i.e., in the overdamped
regime, when β≡ η2/(~2RqC2Ic/4pie)1/2 1. This condition is satisfied by choosing α= 6,
C2=3.1×10−17 F, η2=2.8×10−34 J· s, which follow from the best fit values of A2 and B2 and
deviate minimally from their expected values (see SM-7). Here η2 is the effective viscosity
for the QPPS events. The fitting parameters are in agreement with the assumption that
QPPS corresponds to the tunneling in the overdamped regime and they correlate well with
the fitting parameters for the sample B (see SM-8).
The fits generated by the Korshunov model are in excellent agreement with the data.
However, it should be noted that the model is constructed for the case of sinusoidal dissipa-
tion, characteristic to normal shunts with pronounced charge discreteness, such as normal
metal tunnel junctions. Because of that, the dissipative part of the quantum action contains
a squared sinusoidal term (see equation (3.61) in Ref. [36] and SM-9). The charge-discrete
transport is not an unexpected phenomenon in nanowires. It has been theoretically pre-
dicted [42, 43] and experimentally observed on MoGe nanowires [44].
Qualitatively speaking, the higher rate of QPPS compared to SPS is explained by three
facts: (1) The QPPS are effectively “lighter” since the net voltage they generate on each
c.c. strip is zero and thus the capacitive “inertia” is weak for them. (2) In the case QPPS
the contribution of the environment to the quantum action is much smaller compared to
single quantum phase slips because of the 4pi periodicity of the action, as per the Guinea-
Scho¨n-Korshunov argument (see SM-9). (3) The electromagnetic emission generated by
QPPS into the resonator, which is a dissipative effect slowing down macroscopic quantum
tunneling [41], is reduced, again because the pair of phase slips does not produce any net ac
voltage on the center conductor electrode of the coplanar waveguide resonator.
In conclusion, we study the stability of fluxoid states in superconducting loops using
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microwave measurements. We provide direct evidence that at low temperatures the change
of the loop vorticity is realized by macroscopic quantum tunneling of individual phase slips
through nanowires forming the loop. We discover that if the bias is sufficiently low then
cotunneling of two phase slips, i.e. a quantum-paired phase slip, is exponentially more likely
to occur than a single phase slip. Our future goal will be to use such parity conserving
macroscopic tunneling for building parity protected qubits.
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