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1 Introduction
For many applications, a mathematical description of the system, derived from physical
laws, is not available. In this case, the controller has to be designed on the basis of
experimental measurements. The first solution consists in identifying a model of the
plant and then using any kind of model-based technique to obtain a control law (indirect
methods). It is indicated for problems where a reliable model with bounded modeling
errors is available. On the other side, the data-driven strategy directly computes the
controller from the experimental data. Such techniques are also called direct methods and
may be appealing in the cases such a control-oriented model is too time-consuming, too
complex or too costly to obtain. The two strategies, model-based and data-driven, are
complementary in sense that they do not address the same categories of problem.
Numerous direct methods have been proposed to try to achieve the best possible per-
formance without using any plant model. Among them, some methods, like Iterative Feed-
back Tuning (IFT, [2]), Correlation-based-Tuning (CbT, [3]), Virtual Reference Feedback
Tuning (VRFT, [4]) or Loewner Data-Driven Control (LDDC, [5]), can be designated as
model-reference techniques. The principle of the model-reference problem is recalled on
Figure 1. These approaches only require data from the plant P and the desired closed-loop
behaviour, given as a reference model transfer function M ∈ RH∞. The objective is to
design a controller that minimizes the error  between the resulting closed-loop and the
desired one M .
M
K P
+ − −
+
ε
Figure 1: Problem formulation: M is the desired closed-loop, P is the plant and K the
controller to be designed.
The choice of a reference model in data-driven control techniques is a critical step,
see [1], [6], [7], [8]. Indeed, it should represent the desired closed-loop performances and
be achievable by the plant at the same time. In [1], a method to build such a reference
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model, both reproducible by the system and having a desired behaviour, is proposed. It
is applicable to Linear Time-Invariant (LTI) monovariable systems. The present paper
aims at providing more applications of this method. The LDDC (Loewner Data Driven
Control) algorithm is used to illustrate the impact of the choice of the reference model on
the control design process.
This paper is an appendix of [1]. Its objective is to provide additional examples. This
article is organized in five sections. Section 2 recalls the method proposed in [1]. Two
control applications are given in Sections 3 and 4. The first considered plant is a continuous
crystallizer. The second one is an open channel for hydroelectricty generation. Finally,
conclusions and outlooks are proposed in Section 5.
2 Preliminary: Data-driven selection of a reference model
2.1 Definition of an achievable closed-loop
By achievable behaviour, we mean that the reference model corresponds to an internally
stable closed-loop interconnection, see Figure 2. In other words, the ideal controller K?
should stabilize the plant internally. It is well known that the interconnection visible on
Figure 2 is internally stable if and only if the sensitivity function 1 −M is stable and if
there are no compensation of instabilities in the open-loop, between the ideal controller
K? and the plant P .
K? P
+ −
Reference model M
Figure 2: The ideal case: feedback interconnection obtained with the ideal controller.
Therefore, as explained in [1], the reference model M is achievable by the plant if and
only if M is stable and satisfies:{ ∀i = 1 . . . nz, M(zi) = 0
∀j = 1 . . . np, M(pj) = 1 , (1)
where {zi}nzi=1 and {pj}npj=1 are respectively the unstable zeros and poles of the plant, which
are assumed to be distinct. These interpolatory conditions are equivalent to having no
compensation of instabilities between the ideal controller K? and the plant P . When the
plant has multiple RHP poles or zeros, derivative constraints must be added to (1), see
[1] for further information.
2.2 Data-driven selection of an achievable reference model
The method proposed in [1] is briefly summed up in Algorithm 1. Details about the
different steps are given in the following paragraphs.
2.2.1 Data-driven stability analysis
In order to define the interpolatory conditions of (1) for a given plant P , it is necessary
to determine its RHP poles and zeros. This can be done in a data-driven way using the
methods presented in [9] and [10].
Algorithm 1: Data-driven selection of an achievable reference model
Data:
• Samples of the frequency response of the plant {ωi, P (ıωi)}, i = 1 . . . N .
• Stable reference model M giving the desired closed-loop performances.
Solution:
1. Project the frequency-response of the plant P on the Hardy spaces H2 and H2 and
determine whether the plant is stable or not, see Section 2.2.1. If the plant is
unstable, estimate its RHP poles.
2. As in step 1, perform the projection of the frequency response
{ωi, P (ıωi)−1}, i = 1 . . . N of P−1 to determine if the plant is minimum phase or
not. If the plant is non-minimum phase, estimate its RHP zeros.
3. According to the nature of the plant, select an achievable reference model:
(a) If the plant is stable and minimum phase: any stable and
minimum-phase M specified by the user is achievable by the plant.
(b) If the plant is stable and non-minimum phase: Mf = MBz is
achievable by the plant with
Bz(s) =
nz∏
i=1
s− zi
s+ zi
where {zi}nzi=1 are the RHP zeros of the plant estimated at Step 2.
(c) If the plant is unstable and minimum phase: Mf = 1− (1−M)Bp is
achievable by the plant with
Bp(s) =
np∏
j=1
s− pj
s+ pj
where {pj}npj=1 are the RHP poles of the plant estimated at Step 1.
(d) If the plant is unstable and non-minimum phase: Mf = MBzF is
achievable by the plant, where the filter F is defined as follows:
F (s) =
∑np
k=1 γklk(s)∏np
j=1(s+ pj)
,
with γk =
∏np
j=1(pk+pj)
M(pk)Bz(pk)
and lk(s) =
∏np
j=1,j 6=k
s−pj
pk−pj , for k = 1 . . . np.
The first step consists in a projection of the FRF measurements on the space H2 and
H2:
P (ıω) = P s(ıω) + P as(ıω) (2)
where P s ∈ H2 is its stable projection while P as ∈ H2 is its anti-stable part. On the basis
of (2), it is possible to determine if the plant is stable or not. For further information on
the projection method, see [10].
If the plant is unstable, it is then possible to estimate its RHP poles using its anti-
stable projection P as as explained in [9]. These techniques are implemented in the PISA
Toolbox [11].
2.2.2 Selection of an achievable reference model
As said earlier, an achievable reference model is stable and satisfies the interpolatory
conditions given in (1), which are now well defined thanks to the estimation of the plant’s
instabilities at the previous step.
The selection of a reference model depends on the nature of the plant. The proposed
choice is detailed and justified in [1].
3 Application to a continuous crystallizer
The first considered application is the control of a continuous cooling crystallizer. This
process is widely used in the chemical industry. It is a separation process which goal is to
produce high-purity solids from liquids. The system is SISO: its input is the solute feed
concentration cf (t) and its output is the solute concentration in the crystallizer c(t). The
state of the system is x(t) = [n(L, t) c(t)]T , where n(L, t) denotes the crystal size distri-
bution. Physically, this system is described by population and mass balance equations. A
complete mathematical model of this system is derived in [12].
The objective is to stabilize the plant around a desired steady-state c(t) = css =
4.09mol/L, which is just above the saturation concentration cs = 4.038mol/L, required
for the crystals to be produced. For this steady state, as said in [13], the system is unstable
and presents sustained oscillations which may degrade the crystals quality. Feedback
control is therefore needed. This control problem has been treated in [13] through infinite-
dimensional H∞ synthesis, which is model-based, and in [14] thanks to a data-driven H∞
synthesis.
When linearizing the system’s partial differential equations around the desired steady
state, the crystallizer is characterized by an irrational transfer with an infinite number of
poles, see [13], [12] or [14] for its expression. It is possible to evaluate numerically the
frequency response of the linearized plant P on a discrete frequency grid, see Figure 3. As
in [14], a rational model P502 of order 502 is obtained through a finite-difference method
(see Figure 3). The poles and zeros of P502 are given on Figure 4: the rational model is
minimum phase and two unstable poles of value 3.83× 10−5 ± 0.848× 10−2ı are visible.
In order to use the proposed method to select an achievable reference model, the
considered frequency grid is much smaller: N = 500 frequencies are considered, logspaced
between 10−3 and 1 rad.s−1. The corresponding samples of the frequency response of the
plant are estimated directly through the irrational transfer.
The first step of Algorithm 1 consists in the projection of the FRF measurements on
the spaces H2 and H2. The projection is given on Figure 5: the antistable projection fits
Figure 3: Evaluation of the frequency-response of the linearized plant P on a fine frequency
grid (105 linspaced frequencies between 0.001 and 1000 rad.s−1) and frequency response
of the finite difference rational model P502.
-0.035 -0.03 -0.025 -0.02 -0.015 -0.01 -0.005 0
Real axis
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
Im
ag
in
ar
y 
ax
is
Figure 4: Poles and zeros of the rational model P502
the resonance while the stable part fits the rest of the frequency-response of the plant.
Therefore the plant is unstable, as expected considering P502 but also the previous studies
of this system given in [13], [12] and [14].
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Figure 5: Projection of the frequency-response samples from the plant P on the Hardy
spaces H2 and H2: the system is unstable.
As detailed in [9], the Hankel matrix of the antistable projection of the plant’s data is
computed and a singular value decomposition is performed. The rank of this matrix gives
us the order of the antistable projection, and consequently the number of RHP poles of
the system P . The decomposition is visible on Figure 6: according to the drop after the
second singular value, the system exhibits two unstable poles.
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Figure 6: Singular Value Decomposition of the Hankel matrix corresponding to the anti-
stable projection of the plant’s data: the system exhibits two RHP poles.
These two RHP poles are then estimated. Their value is given in Table 1. The obtained
values are coherent with the ones found in [13] and with the RHP poles of the rational
model P502.
RHP poles of P502 3.83× 10−5 ± 0.848× 10−2ı
Estimated RHP poles 1.07× 10−4 ± 0.852× 10−2ı
Estimated RHP poles in [13] 0.99× 10−4 ± 0.89× 10−2ı
Table 1: Estimation of the RHP poles of the plant.
Remark 1 In [13], the RHP poles are estimated through a direct search method. This
estimation is then used to factorize the plant’s expression to solve the mixed-sensitivity
problem in the infinite-dimensional case.
Step 2 of Algorithm 1 consists in doing the same than in Step 1, but for the plant’s
inverse, in order to determine whether the plant is minimum phase or not. The projection
is then performed on the samples
{
ωi, P (ıωi)
−1}. The result is visible on Figure 7: the
stable projection of the plant’s inverse fits the inverse of the plant’s frequency-response
samples. Consequently, the plant is minimum phase.
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Figure 7: Projection of the inverse of the frequency-response samples from the plant P on
the Hardy spaces H2 and H2: the system is minimum phase.
Finally, an achievable reference model is selected according to Step 3 of Algorithm 1.
The initial stable reference model M is a first order transfer function:
M(s) =
1
1 + τs
, τ = 1s.
Since the plant is unstable and minimum-phase, the achievable reference model is chosen
as Mf = 1 − (1 −M)Bp, with Bp defined according to the estimated RHP poles of the
plant, see Table 1. The LDDC algorithm [15] is then applied. The identification of the
controller is visible on Figure 8. The controller is reduced to a second-order model in order
order to be compared with the one obtained in [14], its expression is given in (3).
K2(s) =
39.084(s2 + 0.04163s+ 0.003132)
s(s+ 0.002751)
(3)
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Figure 8: Identification of the controller using the LDDC framework: the minimal real-
ization of the ideal controller has 151 states and is stable. It is reduced to a second-order
controller K, see (3).
The finite-difference model is then used to simulate the closed-loop behaviour in time-
domain. The identified controller is compared to the one obtained in [14], denoted K[14]:
K[14](s) =
54.47s2 + 2.317s+ 0.02446
s2 + 0.002033s+ 4.374e− 6 . (4)
The results are visible on Figure 11. The controller obtained in [14] allows to reach
the desired steady-state faster with a less important overshoot. These better might be
explained by two reasons: (i) model-reference control is really limitating when it comes to
the expression of the closed-loop specifications and (ii) the reduction of the ideal controller
degrades the closed-loop control performances.
First, let us investigate (i) the influence of the reduction of the ideal controller on
the closed-loop control performances. As shown on Figure 9, the more the order of the
identified controller is important, the more it will fit the frequency-response of the ideal
controller. This is also visible on the time-domain simulations given on Figure 10, when
simulating the passage to a new steady-state. A high order controller is more likely to
give the desired closed-loop behaviour, specified by the reference model Mf .
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Figure 9: Reduction of the ideal controller to different orders (2,3 and 5). The correspond-
ing controllers are denoted K2, K3 and K5 respectively.
Figure 10: Simulation of the passage to a new steady state for the closed-loops built with
the controllers K2, K3 and K5, obtained by the LDDC algorithm [15] reducing their order
to 2, 3 and 5 respectively. They are compared to the controller K[14] obtained in [14], see
(4).
Finally, let us investigate (ii) the influence of the specifications. In [14], the specifi-
cations are given as frequency weightings functions, giving more freedom to the desired
closed-loop behaviour. To underline this aspect, the closed-loop M14 reached by the con-
troller K[14] obtained is [14] is taken as reference model. M14 has been computed using the
finite-difference model P502. It leads to the identification of the second-order controller
KM14 :
KM14(s) =
28.282(s+ 0.08652)(s+ 0.00982)
(s2 + 0.001967s+ 4.192e− 06) . (5)
KM14 gives a better response time and a more important overshoot than K[14]. However,
the closed-loop performances induced by KM14 are much closer to the ones obtained by
K[14] than the ones obtained using Mf as a reference model.
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Figure 11: Simulation of the passage to a new steady state for the closed-loops built with
the controllers obtained by the LDDC algorithm [15] using two different reference models
and in [14].
To sum up, the first important aspect in order to obtain good closed-loop performances
is the reduction of the ideal controller. The second one is that, for a given controller order,
the choice of the reference model remains a critical step: choosing one desired transfer,
even achievable, is limiting compared to robust specifications using frequency weightings.
To compare with a model-based method, in [13], an infinite-dimensional model-based
H∞ controller synthesis is performed on this very same application. The obtained con-
troller is irrational and a reduction step is needed, which can be quite complicated. On
this use-case, a reduced 8th order controller is obtained in [13]. On the other side, applying
a structured model-based technique such as hinfstruct relies on an approximation of the
irrational system, here the finite-difference model P502, and is therefore time-consuming
due to the complexity of the model.
For these reasons, data-driven control techniques are particularly indicated in this case.
In [14], the considerations regarding the limitations due to the RHP poles and zeros of
the plant are known through an initial stabilizing controller. Stability is guaranteed by
the algorithm thanks to a test on the winding number. However, this method requires
to build a fine frequency grid on which samples of the frequency-response of the plant
are assumed to be available. Furthermore, the control design relies on iterative non-
smooth optimization, which can be time-consuming and is sensitive to the considered
initial stabilizing controller.
On the other side, the main strength of the LDDC algorithm is its simplicity. It is
a one shot technique, it does not make strong assumptions and does not depend on an
initial stabilizing controller.
4 Application to an hydroelectricity generation channel
The second application is an industrial problem provided by the French power producer
EDF (Electricite´ de France). EDF uses water resources to generate green energy with
run-of-the-river power plants. They rely on open-channel hydraulic systems that are non-
linear and which dynamic depends on the operating point. Here, for simplicity we will
consider one single operating point only.
Their physical model requires partial differential equations (namely Saint-Venant equa-
tions). In [16], a new irrational transfer function is proposed for open channels to represent
the level-to-flow variations for any operating point. It is the solution of Saint-Venant equa-
tions under many assumptions. The system has two inputs, the entering and the outgoing
flows qe and qs, and one output, the water depth h. The transfer is given by:
h(x, s,Q0) = Ge(x, s,Q0)qe(s) +Gs(x, s,Q0)qs(s)
= P (x, s,Q0)
[
qe
qs
]
, (6)
where
Ge(x, s,Q0)=
λ1(s)eλ2(s)L+λ1(s)x−λ2(s)eλ1(s)L+λ2(s)x
B0s(eλ1(s)L−eλ2(s)L)
Gs(x, s,Q0)=
λ1(s)eλ1(s)x−λ2(s)eλ2(s)x
B0s(eλ1(s)L−eλ2(s)L)
where x is the position of the measurement point on the channel, Q0 the nominal flow,
L the length of the open channel. B0, λ1(s) and λ2(s) depend on the canal configuration
and the nominal flow (see [16]).
The system, which dynamic is visible in Figure 12, is extremely slow, has a delay
behavior and a pole in limit of stability. Moreover, it has an infinite number of poles since
the transfer function is irrational.
The system have been approximated in [16] by a 8th order rational transfer function
depending on the nominal flow with input time delays: τe ' 500s and τs ' 1500s, on qe
and qs respectively. This approximation is shown in Figure 12 (dashed red). This model
will be used to evaluate the performances of the identified controller.
The input flow qe in the open channel is seen as a disturbance (rain for example). The
objective is to maintain the water depth to avoid flooding in the area. To this aim, the
command signal is the output flow qs. Therefore, only the transfer Gs between the output
flow qs and the water depth h is considered, see (6).
In this example, the frequency approach is interesting since the system is represented
by an irrational transfer function. Therefore, one cannot have a time-domain simulation.
However we still can estimate samples of the frequency response of the system {ωi,Φi}, i =
1 . . . N , from which the ideal controller’s frequency response can be deduced. The samples
of the frequency response Φi = Gs(ıωi), i = 1 . . . N are extracted from the irrational
transfer function Gs, for N = 500 linearly spaced frequencies between 10
−4 and 10−1
rad.s−1.
As for the previous application, the first step of the proposed method consist in de-
termining the nature of the system thanks to the projection of its frequency-response
measurements. The results of steps 1 and 2 of Algorithm 1 are visible on Figures 13 and
14 respectively.
Due to the presence of an integrator, the data of the plant is filtered by a bandpass filter
for the stability analysis, see [10] for further explanations. Figure 13 shows that, except
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Figure 12: System dynamic for nominal flow Q0 = 1400 m
3.s−1: original plant in solid
blue and approximation obtained in [16] in dashed red.
the integrator, the plant has no unstable poles. The mismatch between the projection and
the plant’s data is due to the use of the bandpass filter. According to Figure 14, the plant
is minimum phase: the stable projection fits the inverse of the plant’s data.
Therefore, the only constraint that the reference model should satisfy is M(0) = 1,
which would have been respected anyway to have zero tracking error. The objective is
to stabilize the system and to obtain a faster dynamic. The reference closed-loop M is
chosen to be a second order continuous transfer function:
M(s) =
1
1 + 2ξω0 s+
s2
ω20
, (7)
with ω0 = 10
−4rad.s−1 and ξ = 1. It satisfies M(0) = 1.
The frequency response of the ideal controller K(ıωi), which exactly provides the
desired closed-loop behavior dictated by M when placed in the closed-loop, is obtained as
follows:
∀i = 1 . . . N, K(ıωi) = M(ıωi)
Φi −M(ıωi)Φi .
The result of the identification step is given in Figure 15. The minimal realisation of
the ideal controller is of order 137 and is stable. It is then reduced to a stable second
order controller:
K(s) =
3.3492e− 05(s2 − 0.0663s+ 0.007729)
(s+ 2.001e− 05)(s+ 0.001161) .
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Figure 13: Projection of the plant’s data: the only instability is the integrator.
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Figure 15: Identification of the ideal controller (red dots): minimal realization of order
137 (solid blue) and reduced 2nd order LDDC controller(dashed blue).
Since we had no access to the EDF simulator, the 8th order rational transfer function
of [16] is used to simulate the closed-loop with the 2nd order controller obtained by the
LDDC. The results are shown in Figure 16: the resulting closed-loop achieve a response
time of 4.84 × 105s (134.4 hours) with no overshoot, while the system naturally has a
response time of 2.47× 1013s. The closed-loop dynamic is almost the objective one. The
command signal is shown on Figure 17: it is reasonable, the maximum flow variation is
around 8.3m3.s−1, which is in the acceptable range for this application with a controller
of order 2.
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Figure 14: Projection of the inverse of the plant’s data: the system is minimum phase.
0 2 4 6 8 10 12
104
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Model reference M
Closed-loop obtained with K (2nd order)
Time (seconds)
Am
pl
itu
de
Figure 16: Step response of the closed loop using the 2nd order LDDC controller (dashed
green) and of the objective transfer (solid red).
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Figure 17: Evolution of the outgoing flow qs when applying a step on the closed-loop
obtained with the identified 2nd order controller K.
Finally, the performances in terms of disturbance rejection are shown on Figure 18: an
input flow of 100m3/s during four hours is considered. This disturbance would increase
the water depth of 0.65m if not rejected. Figure 18 represents the tracking error when this
disturbance is applied on the stabilized closed-loop: the water depth increases of 0.54m
instead of the 0.65m without the controller. Finally, the disturbance is completely rejected
0.8× 105s (2.3 hours) after its application. During the remaining time of the disturbance
application, the disturbance does not affect the closed-loop system.
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Figure 18: Performance of the controlled closed-loop in terms of disturbance rejection.
It should be noted that the closed-loop could be faster by increasing the frequency
ω0 of the reference model M , see (7). However, taking ω0 = 10
−4rad.s−1 (instead of
10−5rad.s−1), leads to the identification of a second-order controller giving an oscillatory
behaviour in closed-loop. The consequence is a significant overshoot, which is not ac-
ceptable in this application. Furthermore, the command signal qs rises to 80m
3/s when
applying a step on the corresponding closed-loop.
In this application, the LDDC method is appealing since it does not require to simulate
the complex system described by an irrational transfer function to obtain time-domain
data. Only samples of the frequency response of the plant are needed, which can be
estimated directly from the irrational transfer function. Moreover, one should notice that
controlling such an infinite order model is also quite challenging even for model-based
methods. A interesting perspective would be to try this controller on the EDF simulator
instead of using the approximate model to validate the performances.
5 Conclusions
In this appendix, two additional examples illustrate the method proposed in [1] to select
an achievable reference model for data-driven control purposes. The first one is a con-
tinuous crystallizer and the second one is an open-channel for hydroelectricty generation.
These applications are representative of the class of systems for which data-driven con-
trol techniques is more appealing than model-based ones. Indeed, their model, which are
irrational, are too complex for model-based control.
In both cases, the data-driven stability analysis proposed in [10] allows to draw the right
conclusion concerning the nature of the plant. However, the second example considered
in Section 4 shows that integrators are not handled by this technique. In Section 3, the
continuous crystallizer is shown to be unstable and its unstable poles correspond to the
ones previously found in the literature.
The techniques presented in [1] and recalled in Section 2 is then used to select an
achievable reference model. The resulting ideal controllers are stable and, in the case
of the continuous crystallizer, do not compensate the plant’s instabilities. The LDDC
algorithm is then used to identify reduced-order controllers.
As shown by the application of the LDDC algorithm on the continuous crystallizer, the
proposed method does not compensate the fact that choosing a reference model constitutes
a very limited specifications requirement compared to robust specifications. Further work
will treat the choice of a reference model in the multivariable case: the problem becomes
a tangential interpolation one. Another outlook would be to investigate the possibility
to tune the reference model to have a better control on the corresponding closed-loop
performances.
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