In this work we analyze the distribution of the number of edges spanned by a single set and between two disjoint sets of vertices in the random regular graph model G n,d . We show it to be very similar to that of the binomial random graph model, G(n, p) with p = d n . As a direct consequence of our analysis, we show that the second eigenvalue of a d-regular graph where
Introduction
The most widely used random graph model is the binomial random graph, G(n, p). In this model, which was introduced in a slightly modified form by Erdős and Rènyi, we start with n vertices, labeled, say, by {1, . . . , n} = [n], and select a graph on these n vertices by sequentially going over all n 2 pairs of vertices, deciding independently of our prior choices with probability p for a pair to be an edge. G(n, p) is thus a probability space of all labeled graphs on the vertex set [n] where the probability of such a graph, G = ([n], E), to be selected is p |E| (1 − p) ( n 2 )−|E| . This "Binomial" characteristic gives us a wide variety of probabilistic tools to analyze the behavior of various random graph properties of this probability space. (See monographs [8] and [13] for a thorough introduction to the subject of random graphs).
In this paper, we consider a different random graph model. Our probability space, which is denoted by G n,d (where dn is even), is the uniform space of all d-regular graphs on n vertices, which we denote by {1, . . . , n}. In this model, we cannot apply the techniques that are used in G(n, p) since this model does not hold the same probabilistic properties. With that in mind, all of the results obtained thus far on the random regular graph model G n,d are in some sense equivalent to the results obtained in G(n, p) with suitable expected degrees, namely, d = np (see, e.g. [24] and A very well known folklore result, the Expander Mixing Lemma, ties together ρ(G) and how jumbled G is (see e.g. [3] Corollary 9.2.5). In a recent work, Bilu and Linial [5] proved the following converse of this lemma Theorem 1.6 (Bilu and Linial [5] ). Let G be a d-regular graph on n vertices. If all pairs disjoint subsets of vertices, U and W , satisfy e(U, W ) − |U ||W |d n ≤ α |U ||W |,
then ρ(G) = O(α(1 + log (d/α))).
A related result, due to Bollobas and Nikiforov can be found in [9] . We would like to note that in [5] , the authors mention that Eran Ofek suggested that Theorem 1.6 can be used to bound all but largest eigenvalues, of random d-regular graphs, in absolute values. Using Theorem 1.3 we can do just that and derive:
Next, we give a similar analysis for the distribution of the number edges spanned by a single vertex set of various cardinalities. The motivation for this analysis was to enable us to prove a concentration result of the chromatic number of the random regular graph, following the ideas of Shamir and Spencer [22] , Luczak [18] , and Alon and Krivelevich [2] . In the course of the proof in [2] , the authors prove that in G(n, p), for suitable values of p, a number of events that deal with the number of edges spanned by a vertex set of a given size occur with high probability. We follow this idea and the steps of the proof closely, using our analysis of the number of edges spanned by a single vertex set of the appropriate size in G n,d , to prove Theorem 1.8. For every positive constant ǫ there exists an integer n 0 = n 0 (ǫ) such that for every n > n 0 and d = o(n 1/5 ) there exits is an integer t = t(n, d, ǫ) such that
In other words, Theorem 1.8 states that for large enough values of n, the chromatic number of G n,d for every d = o(n 1/5 ), w.h.p. takes one of two consecutive values. This result extends, and actually, makes use of, a previous result by Achlioptas and Moore [1] , who proved the same 2-value concentration result on G n,d (after correcting a minor mistake in their argument) for d < n 1/9−δ where δ is any positive constant.
The rest of this paper is organized as follows. In Section 2 we give a brief introduction to random regular graphs and state some known results which will be of use in the succeeding sections. In Section 3 we analyze the distribution of edges between two disjoint sets, and prove Theorem 1.3. In Section 4 we give an a somewhat technical analysis of the distribution of edges for various orders of subsets of vertices and ranges of d. We conclude by proving Theorem 1.8 in Section 5 relying on our results from the previous section.
Preliminaries
One of the primary graph parameters that has been investigated for random graphs is its chromatic number. A major result of Bollobás [7] that was later extended by Luczak [17] showed that w.h.p.
where p ≤ c and np → ∞. Frieze and Luczak in [12] proved a similar result on G n,d .
Theorem 2.1 (Frieze and Luczak [12]). For any
where d 0 < d < n δ for some fixed positive constant d 0 .
Krivelevich et al. ( [16] ) and Cooper et al.([10] ) extend the range of d for which (3) holds. Theorem 2.1 will come in handy in Section 5 while proving Theorem 1.8.
The Configuration Model
One of the major obstacles posed by the random regular graph model is the lack of a random generation process of all d-regular graphs for some given value of d. The following generation process, called the Configuration Model was introduced by Bollobás in [6] , and implicitly by Bender and Canfield in [4] . Consider a set of dn elements (assuming dn is even), {e 1 , ..., e dn }. Let this set be partitioned into n cells, c i = {e j | d(i − 1) + 1 ≤ j ≤ di}, where 1 ≤ i ≤ n. A perfect matching of the elements into dn 2 pairs is called a pairing. We denote by P n,d the uniform probability space of these (dn)!! =
possible pairings. Let P ∈ P n,d , and e a be some element. We denote by e P a the element that is paired with e a in the pairing P , that is if {e a , e b } ∈ P then e P a = e b and e P b = e a . We define a multigraph G(P ), where V (G(P )) = [n], and for every pair {e a , e b } ∈ P where e a ∈ c i and e b ∈ c j we add and edge connecting i to j in G(P ). For a general pairing P , G(P ) can obviously have loops and multiple edges. We can define a random d-regular multigraph model that assigns to each such multigraph G the accumulated probability of all pairings P from P n,d such that G(P ) = G. Although this probability space is not of simple d-regular graphs, but of d-regular multigraphs, it can be easily shown (see e.g. [24] ) that all d-regular simple graphs on n vertices are equiprobable in this space. Now, one can generate a regular graph in G n,d by sequentially generating random pairings P ∈ P n,d and taking the first G(P ) that is a simple graph.
We define the event Simple, as the event that the pairing generated in P n,d corresponds to a simple graph. By the uniformity of the two models, it follows that for any event A in G n,d , and any event B in P n,d where P ∈ B ∩ Simple ⇔ G(P ) ∈ A we have
Therefore, knowing the probability of the event Simple in P n,d can help us to estimate the probabilities of events in G n,d . The best estimate known so far is the following Theorem 2.2 (McKay and Wormald [21] ).
A property which will be useful in Section 5 is to define a proper coloring of the multigraph G(P ), generated by a pairing P , as a proper coloring of the this multigraph discarding its loops.
We now introduce a few basic facts on P n,d which will be useful for later computations on this model. Let e a and e b be two distinct elements of our dn elements. We define the indicator variable I {ea,e b } over P n,d for the event that the pair {e a , e b } is part of the random paring. It follows that
For any subset of indices I ⊆ [n] we define the set T I = i∈I {c i }. Now, fix two such disjoint subsets, I and J, where |I| = t and |J| = s. Given a random pairing P in P n,d , let X T I (P ) be the random variable denoting the number of pairs in P that use only elements from T I , and let X T I ,T J (P ) be the random variable denoting the number of pairs in P that use one element from T I and the other from T J . By linearity of expectation we get:
The expected value of X T I ,T J conditioned on the event X T I = i can be also be computed using the linearity of expectation. There are (dt − 2i)ds potential pairs, and the probability of each of these pairs to be in a random pairing is
as would be expected.
Let P and P ′ be two distinct pairings in P n,d . We write
}}, that is, P ∼ P ′ if P and P ′ differ only by a single simple switch. There is a well known concentration result in the Configuration Model which makes use of martingales, and the Azuma-Hoeffding inequality (see e.g [3] , [19] ).
A direct corollary of Theorem 2.4 and (4) gives us the following concentration result on G n,d .
Corollary 2.5 ([24]
). Let Y be a random variable defined on G n,d such that Y (G(P )) = X(P ) for all P ∈ Simple where X is a random variable defined on P n,d that satisfies the conditions of Theorem 2.4. Then for all λ > 0
Working directly on G n,d -the Switching Technique
One drawback of using the Configuration Model is that we do not know how to estimate the probability of the event Simple for d = Ω( √ n). A newer approach that was introduced by McKay in [20] , is now known as the Switching Technique. The basic operation is the following Definition 2.6. Let G be a d-regular graph, and S = (v 0 , . . . , v 2r−1 ) ⊆ V (G) be some ordered set of 2r vertices of G such that for any 1 ≤ i ≤ r {v 2i , v 2i+1 } ∈ E(G) and {v 2i+1 , v 2i+2 } / ∈ E(G) (where the addition in the indices is done modulo 2r). A r-switch of G by S is the removal of all r edges {v 2i , v 2i+1 } and the addition of the r non-edges {v 2i+1 , v 2i+2 } to G as edges.
The result of applying a r-switch operation on a d-regular graph is a d-regular graph, and this r-switch operation is obviously reversible. Now, let Q be some integer-valued graph parameter, and denote by Q k the set of all graphs such that G ∈ Q k ⇔ Q(G) = k. We can now bound the ratio
by bounding the ratio of the number of r-switch operations that take us from a graph G ′ where Q(G ′ ) = k + 1 to a graph G where Q(G) = k and the number of r-switch operations that take us from a graph G where Q(G) = k to a graph G ′ where Q(G ′ ) = k + 1 for any integer r. For a more detailed explanation, the interested reader in referred to the proofs of Lemma 3.2, Lemma 4.3, and Claim 5.3 or to [16] , [10] , and [14] where the Switching Technique is used extensively to prove various results on the random regular graph model.
Edges spanned between two sets of vertices
Let I and J be two disjoint subsets of indices from [n], where |I| = t and |J| = s. Denote by C T I ,T J ,k the set of all pairings in P n,d where there are exactly k pairs that use one element from T I and the other from T J , and by C i T I ,T J ,k the subset of C T I ,T J ,k where exactly i pairs use both points from T I . This family of subsets, {C i T I ,T J ,k } i , obviously forms a partition of C T I ,T J ,k and we have
, and by fixing such a value for i, k is restricted to
To compute the cardinality of the set C i T I ,T J ,k we count all possible ways to choose k elements from T I and k elements from T J and pair them up, choose 2i elements from the rest of T I and pair them up, pair the rest of the elements from T I to elements outside T I ∪ T J , and pair the rest of the elements. It follows that
and
For convenience, we extend g i (k) to be a real valued function. Note that if k 1 ≥ k 2 , both values in the range of k then
Proof. Set |I| = t, |J| = s and k
, we have 2dt + ds − dn − 2i ≤ 0, thus, using (9), the minimal value for k is 0. Trivially, g i (k) is monotonically decreasing, therefore, is enough to show that k
By solving for k ′ we have
Now, recalling (8),
since for the given values of s and t, n > t + 2s holds. On the other hand, by observing (12) it is clear that k
0 − k ′ is strictly positive, proving our lemma.
We now apply the switching technique directly to the number of edges between two sets of vertices. Fix U, W ⊆ V (G) to be two not necessarily disjoint subsets of vertices of cardinality u and w respectively. Let D i denote the subset of all d-regular graphs where there are exactly i edges with one endpoint in U and the other in W . 
Proof. Let H i be a bipartite graph whose vertex set is composed of
, and G 2 can be derived from G 1 by a 2-switch (and vice versa). Let G ∈ D i−1 . To give an upper bound on d H i (G) we need to find a ∈ U and b ∈ W such that {a, b} / ∈ E(G), and find x, y ∈ V (G) \ (U ∪ W ) such that {a, x}, {b, y} ∈ E(G) and {x, y} / ∈ E(G). Now we can perform the switch {a, x}, {b, y} → {a, b}, {x, y} resulting in a graph in D i . This gives us an upper bound
On the other hand, let G ′ ∈ D i . In order to give a lower bound on d H i (G ′ ) we first choose a ∈ U and b ∈ W such that {a, b} ∈ E(G) in i ways. Next we find an edge {x, y} ∈ E(G ′ ) such that x, y / ∈ U ∪ W and {x, y} / ∈ E(N G ′ ({a, b})). We note that the number of edges with an endpoint in U ∪W is at most (u+w)d and
After choosing x and y we have two ways to perform the switch: {a, b}, {x, y} → {a, x}, {b, y} or {a, b}, {x, y} → {a, y}, {b, x} which gives us a graph in
we have that
, as claimed. 
Proof of Theorem 1.3
In this section we prove Theorem 1.3. In order to do so, we start by classifying all pairs of disjoint subsets of [n]. We note that any disjoint pair of subsets of [n] must be of (at least) one of the classes. Now, we proceed to show that w.h.p. all pairs from each of the above classes satisfy (1). Proof. We denote |U | = u and |W | = w. Trivially, max{e(U, W ), Proof. We denote |U | = u and |W | = w. Trivially, max{e(U, W ),
Pairs of class III
To prove our claim for pairs of subsets of vertices of class III, we apply Corollary 3.3, which uses the switching technique, and the union bound. 
where the inequality before last follows from 5n > √ uwd. To bound the probability that there exists a disjoint pair of vertices that does not satisfy the claim we apply the union bound.
Pairs of class IV
To prove our claim for pairs of class IV, we return to the Configuration Model for our analysis. We start by stating a lemma that shows us that for any fixed group of indices, the number of pairs that are spanned by this group cannot deviate to much from the expected number of pairs. The bounds we obtain are Chernoff like bounds for the Configuration model. 
The proof of Lemma 3.8 is postponed to Section 4 as part of a detailed analysis on the distribution of edges spanned by any single subset of vertices in a random regular graph.
Lemma 3.9. Let P ∈ P n,d , and let I, J ⊆ [n] where (I, J) is of class IV, then
Proof. Set |I| = t, |J| = s. Let i be some integer satisfying max 0, d|I| − dn 2
dn−dt . We have proved in Lemma 3.1 that ϕ i (k) is monotonically increasing for k = 0 to k
0 to ds. Recalling the notation previously used ϕ i (k) = |C i T I ,T J ,k | and g i (k) in (10), it follows that g i (k (i) 0 ) < 1, and that g i (k
where the inequality before last follows from (11) . Similarly,
where, again, the inequality before last follows from (11) . Applying these two inequalities we have
Pr
and thus
therefore, by Lemma 3.8 (a) we get
Set ∆ 1 = 10 √ std, and ∆ 2 = 8 √ std. Combining (14) and (15) we have
A direct application of the previous lemma gives us the desired result for pairs of class IV. Proof. To prove this claim we combine Lemma 3.9, Theorem 2.2 as bound on the probability of Simple, and the union bound. Set |U | = w, |W | = w, and let k 0 = uwd n and ∆ = 10 √ uwd.
Pairs of class V
Let P 0 be a pairing in P n,d . For every 0 ≤ m ≤ dn we define the set
that is, P 0 (m) is the subset of pairs from P 0 which contain all of the first m elements. Fix I, J ⊆ [n] to be two disjoint subsets of indices, and let P be a random pairing in P n,d . For every 1 ≤ m ≤ dn we define a random variables over P n,d as follows:
i.e., Y m,I,J (P ) is the expected number of pairs with one element from T I and the other from T J conditioned on all the pairings in P n,d that have the same first m pairs as P . We set I 0 = {1, . . . , ds}, J 0 = {ds + 1, . . . , ds + dt} and denote Y m,I 0 ,J 0 by Y m . 
Proof. The claims for Y 0 and Y ds follow trivially by the definition of Y m using (17) . Let 0 ≤ m ≤ ds − 1, and set r P as the index of the paired element to e m+1 in some P ∈ P n,d , i.e., e r P = e P m+1 . Denote by L P m = {r ∈ [dn] \ [m + 1] : ∀s ∈ [m] e r = e P s } the set of indices that were not used by the first m pairs, and not m + 1. These are exactly the potential indices for a pairing e m+1 when having the first m pairs in hand. Let l P m = |L P m |. If r P < m + 1, then we have P (m) = P (m + 1), and therefore,
Now, assume the pairing P satisfies r P > m + 1. For every r ∈ L P m we define the set
and the function
f r (Q) = Q \ {{e m+1 , e r P }, {e r , e Q r }} ∪ {{e m+1 , e r }, {e r P , e Q r }}.
Note that for every pairing Q ∈ S P r P , f r (Q) simply pairs up e m+1 and e r by switching the pairs that contain these elements in Q. It is straightforward to see that {S P r } r∈L P m is a partition of {Q ∈ P n,d : P (m) ⊆ Q}, and that for every such value of r, f r is a bijection from S P r P to S P r . Thus, for every r 1 = r 2 ∈ L P m , |S P r 1 | = |S P r 2 | and S P r 1 ∩ S P r 2 = ∅. Since for every r ∈ L P m and for every Q ∈ S P r P , f r (Q) is a simple switch on Q, it follows that
Note that for any Q 1 , Q 2 ∈ S P r , Q 1 (m + 1) = Q 2 (m + 1), thus Y m+1 (Q 1 ) = Y m+1 (Q 2 ). Using the above we have
where the equality before last follows from the fact that for any r ∈ L P m , S P r = S P r fr (P ) = S fr(P ) r fr (P ) .
We have thus seen that Y 0 , . . . , Y ds is indeed a martingale. Moreover,
completes the proof of our claim.
We proceed to prove the required estimate for pairs of subsets of vertices of class V, namely
then w.h.p. for any ordered pair of subsets of vertices (U, W ) of class V (1) holds.
Proof. Let |U | = u and |W | = w and ∆ = 10 √ uwd. Having proved Proposition 3.11, we can apply directly the Azuma-Hoeffding inequality (see e.g [3] , [19] ) and get
We note that for large enough values of n, uwd n−1 −∆ ≤ uwd n ≤ uwd n−1 +∆. Now, to bound the probability that there exists a pair of subsets of vertices of class V that does not satisfy (1) we apply (18) , the union bound, and Theorem 2.2 as a bound on the probability of Simple as follows:
The proof of Theorem 1.3 follows directly from Propositions 3.5, 3.6, 3.7, 3.12 and Corollary 3.10.
Edges spanned by subsets of vertices
In this section we will analyze the number of edges spanned by a sets of vertices. The analysis will be very similar to the one used in Section 3, but here, as opposed to the previous section, we do not try and state a general result for all cardinalities. Our main motivation for this section is to be able to prove some technical lemmas on the distribution of edges spanned by a subsets of vertices of some predefined cardinalities, in the spirit of very similar lemmas proved in [2] , that will be used in the course of the proof of Theorem 1.8 in the succeeding section. First, we start by analyzing the distribution of the number of pairs spanned by a single set of indices in P n,d .
Let I be a subsets of indices from [n], where |I| = t. Denote by C T I ,k be the set of all pairings in P n,d where there are exactly k pairs that use only elements from T I . The possible values for k are
To compute the cardinality of the set C T I ,k we count all possible ways to choose 2k elements from T I and pair them up, pair the rest of the elements from T I to elements outside T I , and pair the rest of the elements. It follows that
We define
For convenience, we extend f (k) to be a real valued function. Note that if k 1 > k 2 , both values in the range of k then 
Proof.
Applying (6) we have
The above function gets its minimal value for
(dn−1)(dn+3) ≥ 0. On the other hand, again, by applying (6),
completing the proof of our claim.
The following lemma has been previously stated in Section 3 (Lemma 3.8). For the reader's sake we restate it and proceed to proving it. 
. We start by proving claim (a).
where the last inequality follows from (21) . Similarly,
where, again, the last inequality follows from (21) . To prove claim (a) we note that Pr [
. By Lemma 4.1 we know that |C T I ,k | is monotonically increasing for k = max 0, dt − dn 2 to k 0 , and monotonically decreasing for k = k 0 to dt 2 , therefore, by (22) and (23), we have Pr [
The proof of claim (b) is very similar. We note that Pr [
and that
. By Lemma 4.1 we know that |C T I ,k | is monotonically increasing for k = max 0, dt − dn 2 to k 0 , and monotonically decreasing for k = k 0 to dt 2 , therefore, by (22) and (23), we have 
Proof. Let F i be a bipartite graph whose vertex set is composed of C i ∪ C i−1 and {G 1 , G 2 } ∈ E(F i ) if and only if G 1 ∈ C i , G 2 ∈ C i−1 , and G 2 can be derived from G 1 by a 2-switch (and vice versa). Let G ∈ C i−1 . To give an upper bound on d F i (G) we need to find two vertices a, b ∈ U , where {a, b} / ∈ E(G), and find two vertices x, y ∈ V (G) \ U such that {a, x}, {b, y} ∈ E(G) and {x, y} / ∈ E(G). Now we can perform the switch {a, x}, {b, y} → {a, b}, {x, y} resulting in a graph in C i . This gives us an upper bound
On the other hand, let G ′ ∈ C i . In order to give a lower bound on d F i (G ′ ) we first choose a, b ∈ U such that {a, b} ∈ E(G) in i ways. Next we find an edge {x, y} ∈ E(G ′ ) such that x, y / ∈ U and {x, y} / ∈ E(N G ′ ({a, b})). We note that
From the previous lemma, it follows directly that the function |C i | acts as it is expected, i.e. 
On one hand, the right term of (24) equals Proof. Let C be some positive constant. For every vertex subset U of cardinality u ≤ C √ nd 3 , let ∆ = ∆(U ) = 4u, and
n . Note that we may assume that u > 5, since for u ≤ 5 the claim is trivial. Summing over all possible values of u, and applying Corollary 4.5 (b) and the union bound, we have that the probability that there exists a set U of at most C √ nd 3 vertices, that spans more than 4u + k 0 < 5u edges is bounded by Proof. Let C be some positive constant. For every vertex subset U of cardinality u ≤ Cn 9/10 , let ∆ = ∆(U ) = 4u √ d, and
n . Note that we may assume that u > 5, since for u ≤ 5 the claim is trivial. Summing over all values of u, and applying Corollary 4.5 (b) and the union bound, we have that the probability that there exists a set U of at most Cn 9/10 vertices, that spans more than 4u 2n . Summing over all values of u, and applying Corollary 4.5 (a) and the union bound, we have that the probability that there exists a set U of at least n ln n d
vertices, that spans more than
In this section we prove Theorem 1.8. The proof will follow closely the proof of Alon and Krivelevich in [2] for the random graph model G(n, p).
First, let us introduce the notion of graph choosability. A graph G = ({v 1 , . . . , v n }, E) is Schoosable, for a family of color lists S = {S 1 , ..., S n }, if there exists a proper coloring f of G that satisfies for every 1 ≤ i ≤ n, f (v i ) ∈ S i . G is k-choosable, for some positive integer k, if G is S-choosable for any family S such that |S i | = k for every i ∈ {1, ..., n}. The choice number of G, which is denoted by ch(G), is the minimum integer k such that G is k-choosable.
A graph is d-degenerate if every subgraph of it contains a vertex of degree at most d. The following well known proposition gives a trivial upper bound on the choice number of a graph.
We now proceed to prove some technical claims which will be needed in the course of the proof of Theorem 1.8. Proof. Fix some vertex v ∈ [n]. Let E i denote the set of all d-regular graphs on the set of vertices [n] , where e(N G (v)) = i. We denote by H i the bipartite graph whose vertex set is composed of E i ∪ E i−1 and {G 1 , G 2 } ∈ E(H i ) if and only if G 1 ∈ E i , G 2 ∈ E i−1 , G 2 can be derived from G 1 by a 2-switch (and vice versa), and N G 1 (v) = N G 2 (v) (that is, performing the 2-switch does not affect the set of v's neighbors). By restricting ourselves to a fixed neighbor set, we may use Lemma 4.3 and get that
). It follows, that for the given values of d, that E i is monotonically decreasing. Now, we bound the probability that there are more than four edges spanned by N G (v).
Using the union bound over all vertices from [n] completes our proof. Proof. Fix u, w ∈ [n] be two distinct vertices. Let F i denote the set of all d-regular graphs, where there are exactly i paths of length three between u and w. We denote by H i the bipartite graph whose vertex set is composed of
(that is, performing the 2-switch does not affect the neighbor sets of u and w). By restricting ourselves to fixed neighbor sets, we may use Lemma 3.2 and get that
= o(n −2/5 ). It follows, that for the given values of d, F i is monotonically decreasing. Now, we bound the probability that there are more than 10 paths of length three between u and w as follows:
Pr [There are more than 10 paths of length three between u and w] <
Using the union bound over all pairs of vertices from [n] completes our proof. For every 1 ≥ ǫ > 0 define τ = τ (n, d, ǫ) to be the least integer for which
and let Y (G) be the random variable defined over G n,d that denotes the minimal size of a set of vertices S for which G \ S can be τ -colored, then Lemma 5.6. For every ǫ > 0, there exists a constant, C = C(ǫ), for which
where d = o( √ n) for large enough values of n.
Proof. Let G be a random graph in G n,d and fix some ǫ > 0. By the minimality of τ it follows that Pr [χ(G) < τ ] < ǫ. Define Y ′ to be a random variable defined over P n,d such that for every P ∈ P n,d Y ′ (P ) is the minimal size of a set of vertices S ′ for which G(P ) \ S ′ can be τ -colored.
Obviously, for P ∈ Simple, Y (G(P )) = Y ′ (P ). Let P 0 ∈ Simple. Recalling (16), we define P 0 (m) as the subset of pairs from P 0 which contain all of the first m elements. For every 1 ≤ m ≤ dn we define a random variables over P n,d as follows:
i.e., Y ′ m (P ) is the expectation of the size of S ′ conditioned on all the pairings in P n,d that have the same first m pairs as P . Y ′ 0 (P 0 ), ..., Y ′ dn−1 (P 0 ) is indeed a martingale, and the random variable Y ′ satisfies |Y ′ (P ) − Y ′ (P ′ )| ≤ 2 for all P ∼ P ′ . We set λ 
Using Theorem 2.2 and assuming n is large enough we have
where C is some constant depending on ǫ. Returning to (28), Pr Y (G) ≥ C √ nd 3 ≤ ǫ as claimed.
Proof of Theorem 1.8
Let Γ denote the set of d-regular graphs on n vertices that satisfy the following properties:
1. For every constant C > 0, every subset of u ≤ C √ nd 3 vertices spans less than 5u edges.
2. For every constant C > 0, every subset of u ≤ n 9/10 vertices spans less than 5u √ d edges.
3. Every subset of u ≥ n ln n d vertices spans less than 5. The number of paths of length three between any two vertices is at most 10.
Coming to prove Theorem 1.8, we may use the previous result of Achlioptas and Moore [1] , who prove the same two-point concentration result for d = n 1/9−δ for any δ > 0, and assume d > n 1/10 . We have already proved that all properties of Γ occur w.h.p. in G n,d for d = o(n 1/5 ), and by Theorem 2.1 we know that for n 1/10 < d ≪ n 1/5 w.h.p. χ(G n,d ) ≥ Now, according to the given order, we choose for each u i , for i ranging from 1 to k, a set J i of 14 colors. We say that a color c ∈ {1, . . . , t} is available for u i if there does not exist an edge {w x,i , w y,i ′ } for some i ′ < i such that f ′ (w x,i ) = c and f ′ (w y,i ′ ) ∈ J i ′ , i.e., a color c is available for u i , if the corresponding color class in W i , has no connection with color classes having been chosen for previous indices. The color lists {J i } k i=1 are sequentially chosen uniformly at random from the set of available colors for u i .
Denote by p i , for 1 ≤ i ≤ k, the probability that for some i ′ ≤ i while choosing the set J i ′ , there are less than edges from W i to the previous sets W i ′ for i ′ < i. By Properties 4 and 5 of Γ, there are Θ(1) edges between W i ′ and W i , therefore each color chosen to be included in J i ′ causes Θ(1) colors to become unavailable for u i . The probability of each color to be chosen into J i ′ is at most 14 divided by the number of available colors for u i ′ at the moment of choosing J i ′ . Hence, if n 1/10 ≤ d ≤ n 4/25 and 1 ≤ i ≤ k or n 4/25 < d ≪ n 1/5 and 1 < i ≤ n 7/10 , then
