VOLUME 24 NUMBER 10 OCTOBER 2017 nature structural & molecular biology a r t i c l e s Many transcription factors are known to respond to multiple signals and activate various downstream programs [1] [2] [3] [4] [5] [6] . Specificity between a particular input and output can be achieved through regulation of transcription factor abundance, post-translational modifications, or binding to cofactors. Another potential level of regulation is through the temporal dynamics of transcription factors. Indeed, recent single-cell studies point to a few examples in which the dynamics of transcription factors differ for different stimuli 5-7 and lead to distinct gene expression and phenotypic responses 3, 8, 9 . Understanding the molecular mechanisms that detect time-dependent features of transcription factors and decode them into distinct gene expression profiles remains a challenge. Here we focused on the dynamics of the tumor-suppressing transcription factor p53 and studied how its stereotypic pulses in response to DNA damage 10,11 affect the activation of its downstream target genes genome wide.
a r t i c l e s
Many transcription factors are known to respond to multiple signals and activate various downstream programs [1] [2] [3] [4] [5] [6] . Specificity between a particular input and output can be achieved through regulation of transcription factor abundance, post-translational modifications, or binding to cofactors. Another potential level of regulation is through the temporal dynamics of transcription factors. Indeed, recent single-cell studies point to a few examples in which the dynamics of transcription factors differ for different stimuli [5] [6] [7] and lead to distinct gene expression and phenotypic responses 3, 8, 9 . Understanding the molecular mechanisms that detect time-dependent features of transcription factors and decode them into distinct gene expression profiles remains a challenge. Here we focused on the dynamics of the tumor-suppressing transcription factor p53 and studied how its stereotypic pulses in response to DNA damage 10, 11 affect the activation of its downstream target genes genome wide.
The tumor-suppressor protein p53 has a major role in the control of cell fate decisions. p53 is induced in response to stress and activates the transcription of ample stress-response genes. Several mechanisms of how p53 selectively activates target genes have been proposed. For example, a recent 'affinity model' suggests that p53's affinity to the promoters of cell-cycle-arrest genes is stronger than its affinity for the promoters of apoptotic genes. In this model, the choice between alternative downstream programs depends on the abundance of p53 (refs. 12-15) . Specific post-translational modifications on p53 and interactions with specific cofactors have also been proposed to confer preference for some promoters over others [16] [17] [18] [19] [20] . In addition, the dynamics of p53 have recently been shown to play an important role in the response to DNA damage; different stimuli trigger different p53 dynamics, and p53 dynamics were suggested to carry information that affect gene expression and cell fate 3, 4, 7, 10 . However, recent ChIP-seq studies showed substantial overlap between the strongly bound p53 regions independent of the treatment or cell line 21, 22 . The results from these studies challenge the idea of context-specific regulation by p53 and re-pose the demand to further understand how different regulations of p53 control the induction of its target genes.
Here we studied how p53 dynamics are linked with gene expression. Recent studies have looked at the response of a few known p53 target genes to double-strand-break-induced p53 pulses and found that not all the tested genes showed a response, and that among the responders, there was diversity in the dynamics and amplitudes of expression 3, 23 . The stability of mRNA was suggested to correlate with the differences in dynamic behavior between the tested genes 23, 24 . However, the specific role of p53 dynamics in regulating the expression of genes across the genome, and the relationship between p53 dynamics and binding to its direct targets, has not been explored. In this work, we used RNA-seq to measure global gene expression in response to p53 pulses, allowing us to quantify the dynamics of p53's downstream target genes in an unbiased way across the genome. We compared our findings in p53 wild-type cells with those in cells expressing p53 shRNA and focused on the p53-dependent genes. We also performed ChIP-seq to identify direct targets of p53. Our genome-wide quantitative dynamical data allowed us to identify p53-dependent target genes, to determine the specific parameters describing their kinetics, a r t i c l e s and to develop a quantitative model that captures these dynamics and predicts the response under a new p53 dynamical input.
RESULTS p53 oscillations lead to multiple patterns of gene expression
To establish a comprehensive connection between p53 dynamics and gene expression, we focused on the response to DNA damage caused by γ-irradiation, which triggers stereotypic p53 pulses 10, 11, 25 (Fig. 1a) .
We measured gene expression by mRNA-seq every hour during the first two pulses (12 h ) and again at 24 h. Our analysis revealed 229 differentially expressed genes with at least a two-fold change in expression relative to the basal condition at one or more time points (FDR < 0.2, t test, Benjamini-Hochberg corrected). We clustered these genes based on their normalized expression within the first 12 h (z scores) and defined five main dynamical patterns (Fig. 1b,c Figure 1 Time course mRNA-seq reveals distinct clusters of gene expression dynamics in response to γ-irradiation. (a) Western Blot for p53, with actin as a control, following 10 Gy γ-irradiation, representative of three independent experiments. Samples were taken every hour for the first 12 h, during which the p53 protein undergoes two pulses. Note that while p53 pulses in individual cells are not damped, at the population level they appear damped owing to the loss of synchrony between cells 10, 11, 25 . Uncropped gel images are shown in Supplementary Data Set 5. (b) Genome-wide expression profiling following γ-irradiation. Samples were taken every hour for the first 12 h, as well as 24 h post irradiation. 229 genes were found to be differentially expressed relative to the basal level. Differential expression was defined as fold change > 2 and FDR < 0.2 (t test, Benjamini-Hochberg corrected) based on two independent experiments. Clustering was based on normalized time trace for each gene (z score) into five expression clusters, three induced (red) and two repressed (blue). 
a r t i c l e s
Cluster 1 included genes whose expression followed the p53 protein level and pulsed with an approximately 1-h delay (Fig. 1c,d) . Cluster 2 included genes that were activated during the first 5 h and retained high expression levels throughout the time course. The genes in cluster 3 showed a slow continuous increase in expression throughout the time of measurement. Repressed genes were clustered on the basis of showing either transient repression (cluster 4) or continuous repression (cluster 5). To examine the dependence of these dynamical behaviors on p53, we performed a time course mRNA-seq in the same cell line expressing a p53 shRNA. We found that the fold changes of activation or repression of genes in clusters 1, 2, 3 and 5 were significantly attenuated in the p53 knockdown line ( Fig. 1e and Supplementary Fig. 1a ). Repressed genes in cluster 4 were not significantly affected under p53 knockdown, suggesting that their repression in response to irradiation is independent of p53 ( Fig. 1e and Supplementary Fig. 1a ). The reverse approach (first eliminating genes that were not affected by p53 shRNA and then clustering them) also led to the elimination of cluster 4, and the other clusters were largely unchanged (details and statistics in Online Methods). The time it took each gene to reach a maximum fold change varied among the p53-dependent clusters. Among the activated genes, cluster 1 had the fastest induction time of 3 h. Cluster 2 showed an intermediate induction time with a median of 6 h. Genes in clusters 3 and 5 took 11 h to reach their maximal fold change (Fig. 1d) . Cluster 1 had the highest fraction of literature-described p53 target genes ( Supplementary  Fig. 1b ) and was enriched in Gene Ontology categories associated with DNA-damage response and the p53 signal-transduction pathway (Supplementary Fig. 1c) . Known p53 target genes were also significantly enriched in clusters 2 and 3, although they represented a much lower fraction of the total genes in these groups ( Supplementary  Fig. 1b) . Taken together, the results from our gene expression profiling analysis showed that γ-irradiation leads to five distinct patterns of mRNA dynamics, and four of these patterns (clusters 1, 2, 3 and 5) are p53 dependent.
Time course p53 ChIP-seq reveals pulsatile p53 DNA binding To identify directly bound p53 genes and determine whether the distinct patterns of gene expression (Fig. 1b,c) result from differential binding of p53, we performed ChIP-seq of p53 during the first and second pulses following irradiation (Fig. 2a) . We first looked at the well-established p53-binding site in the promoter of CDKN1A 26, 27 , a canonical p53 target gene from cluster 1 (Fig. 2b) . We detected the expected promoter-proximal p53 ChIP peak (Fig. 2b) and a smaller adjacent peak that has also been seen in other p53 ChIP data sets 21, 22, 28 . Quantification of the stronger p53 ChIP peak after DNA damage revealed pulsatile binding dynamics, consistent with those of p53 protein levels and the pulses in CDKN1A mRNA level (Fig. 2c) .
We next looked at p53 binding across the genome. We found a total of 4,141 peaks that were bound by p53 across all time points (Supplementary Data Set 2). The top de novo motif found corresponded to the known p53-binding site 26, 29, 30 . This motif was present a r t i c l e s in 86.6% of the peaks (compared to 1.5% of background genomic regions) and distributed around the peak center ( Fig. 2d (HOMER motif, P = 10 −2119 ) and e). To determine whether p53 shows different binding dynamics at different genomic locations, as suggested by the distinct clusters of gene expression (Fig. 1b,c) , we quantified the ChIP signal over time for all peaks. We observed pulsatile dynamics of p53 ChIP for all genomic sites (Fig. 2f,g ). We tested whether p53 pulses cause global chromatin changes by performing H3K27ac ChIP and found a total of 27,228 peaks (Supplementary Data Set 2). Only the peaks that overlapped with p53 peaks (4%) showed pulsatile dynamics (Fig. 2h) , thus suggesting that the pulsatile ChIP dynamics are specific to p53. Taken together, our data showed that in response to γ-irradiation, pulses of p53 protein levels are converted into pulses of p53 DNA binding across the genome. This suggests that the differential expression patterns we observed at the mRNA level ( Fig. 1) do not result from distinct binding dynamics at different loci but rather from other mechanisms.
p53 target genes with different dynamics show similar p53 binding
To directly associate p53 binding with gene expression, we assigned each peak to the closest gene and imposed a distance cutoff of 20 kb from the transcription start site (TSS). Cluster 1 was the most enriched in p53-bound genes; 69% of genes in this cluster had a p53 peak (binomial statistic, P < 1 × 10 −16 , Fig. 3a) . The other two activated clusters also showed enrichment in p53-bound genes, with 36% of genes in cluster 2 (P = 1.8 × 10 −11 ) and 13% in cluster 3 (P = 0.01). Cluster 5 had <10% of genes that were bound by p53 (not significant, P = 0.4). The small fraction of differentially repressed genes that are bound by p53 is consistent with previous studies suggesting that p53 does not directly act as a repressor of transcription 22, [31] [32] [33] . In agreement with our p53 shRNA data ( Fig. 1e and Supplementary Fig. 1a ), there were no p53 ChIP peaks in cluster 4.
We next focused on p53-bound genes in clusters 1, 2 and 3. Note that the expression levels of all p53-bound genes in these (Fig. 1) with a p53 peak within 20 kb of the TSS. P values were calculated using the binomial statistic; * for P < 0.01 probability of containing a peak. Black lines indicate the median, and box edges and whiskers extend to the 25-75% and 5-95% quantiles, respectively. A two-sided t test was done to evaluate significance; ns stands for not significant (P > 0.2 for all comparisons). (f) Quantitative RT-PCR on CDKN1A, DDB2 and RPS27L genes, in clusters 1, 2 and 3, respectively, using primers specific for pre-mRNA (green) and mRNA (blue) and averaged over two independent experiments. a r t i c l e s clusters were significantly lower in the p53 shRNA cell line relative to wild-type cells, consistent with these genes being direct targets of p53. We determined the quantitative differences in p53 binding to genes in these clusters by plotting the average ChIP signal for each cluster over time after irradiation. Surprisingly, we found that the three activated clusters, which showed distinct mRNA dynamics, had similar dynamics of p53 binding (Fig. 3b,c) . In addition, no significant difference was observed in the fold changes or absolute ChIP peak signals among clusters (Fig. 3d,e and Supplementary Fig. 2) . The observation that p53 binds similarly to all induced genes suggests that the distinct dynamics of p53 target genes do not result from distinct binding but from either additional regulation of transcription (for example, p53 cofactors) or post-transcriptional mechanisms. To distinguish between these two possibilities, we measured the premRNA dynamics of three p53 target genes representative of the three clusters with distinct mRNA dynamics. We found similar pre-mRNA pulsatile profiles albeit distinct mature mRNA dynamics (Fig. 3f) , thus suggesting that post-transcriptional mechanisms contribute to the differential dynamics observed between clusters.
The dynamics of p53-dependent target genes are determined by their mRNA half-lives How can pulsatile p53 give rise to different mRNA dynamics despite similar DNA binding and transcription? To answer this, we built a two-parameter model describing mRNA dynamics with p53 protein levels as input:
We used p53 levels at t -1 h as the input for p53 (Fig. 1a, quantified in 4a) and fit the production and degradation rate constants, k p and k d , respectively, to the measured mRNA-seq data of p53-bound induced genes (Online Methods and Supplementary Data Set 3). We obtained a fit with R 2 = 0.92 for the CDKN1A gene (Fig. 4a) and a median R 2 = 0.75 for all genes compared to R 2 = 0.46 for genes without a p53 peak (Fig. 4b, Supplementary Fig. 3a , Wilcoxon rank-sum test P = 2.23 × 10 −7 ). The activation rate k p showed a significant correlation with the maximal p53 ChIP peak amplitude on a per-gene basis (Spearman's ρ = 0.54, P = 3.7 × 10 −5 , Supplementary Fig. 3b ). The k d was significantly correlated with previously published mRNA half-life data collected in the same cell line 34 (Spearman's ρ = 0.55, P = 8.4 × 10 −4 , Supplementary Fig. 3c ). The significant correlations between parameters extracted from our model and independent data sets (p53 ChIP and mRNA half-life) further validate the model and suggest that our mathematical formulation can be used to explain p53-dependent gene expression. 
a r t i c l e s
We ran a simulation for a range of k p and k d parameters to explore their contribution to specific dynamical properties of gene expression (defined in Supplementary Fig. 3d ). We observed that the maximal induction of gene expression increased with increasing k p values ( Supplementary  Fig. 3e ). This dependency was lost when we looked at the maximal fold change, which was only dependent on the k d (Supplementary Fig. 3f) . The k d also determined the pulsatility and the time to maximal induction, with higher degradation rates leading to pulsatile behavior and faster induction (Supplementary Fig. 3g,h ). Our simulation therefore suggests that p53 DNA-binding strength determines how strongly a gene is induced; however, the dynamics and timing of activation are controlled through mRNA half-life. In this scenario, different dynamics of target genes in response to p53 pulses can be achieved by solely varying the k d values while maintaining constant k p (Fig. 4c) . Indeed, the three genes representative of the three expression clusters with pulsatile pre-mRNA (Fig. 3f) had different k d values (Fig. 4d) . At the global level, genes in cluster 1 had higher k d values compared to genes in clusters 2 and 3 (P < 1 × 10 −5 , Wilcoxon rank-sum test, Fig. 4e ).
A mathematical model can predict the dynamics of p53-dependent genes under different p53 dynamical inputs
Can our model of gene regulation by p53 (equation 1) be applied for a different dynamical input? To test the predictive power of the model, we perturbed p53 dynamics from pulses to sustained expression using an established protocol 3 (Fig. 5a ) and used the parameters derived from the pulsed condition to predict mRNA dynamics under the sustained condition. The predicted mRNA dynamics for p53 target genes were in strong agreement with the levels measured by mRNAseq (median R 2 = 0.91 versus R 2 = 0.72 for genes without a p53 peak, Wilcoxon rank-sum test P = 2.27 × 10 −7 , Fig. 5b,c and Supplementary  Fig. 3i,j and Supplementary Data Set 4) . Thus, the k p and k d parameters that were derived from the pulsed condition can predict the expression of target genes under different p53 input dynamics.
DISCUSSION
How transcription factor dynamics affect the dynamics of their target genes is a fundamentally important question. Here, we focused on the stereotypic pulses of the transcription factor protein p53 and sought to determine how different target genes respond to variations in its dynamics. Using high-temporal resolution mRNA-seq, we identified three clusters of p53-dependent induced genes, with distinct gene expression dynamics: pulses, induction and a plateau, or continuous accumulation. However, when we measured the dynamics of p53 binding to its target genes using ChIP-seq, we observed pulsatile dynamics genome wide. Thus, p53 pulses were translated into pulsatile DNA binding but were not predictive of the output gene expression. We used mathematical modeling to understand how a uniform pulsatile input can give rise to different dynamics of gene expression. Using a two-parameter model with p53 protein levels as input, we found that we can recapitulate the different activation dynamics of p53 target genes. Moreover, our model parameters provide a mechanistic understanding of gene regulation by p53, in which the strength of p53 binding contributes to the maximal induction of gene expression, and the mRNA-degradation rate has an important role in the dynamic pattern of activation. We further used the model to predict gene expression dynamics for sustained p53 input and experimentally validated these predictions across the genome, thus demonstrating that our model can be used to predict gene expression for a new dynamical input of p53.
The contribution of mRNA half-life to the dynamics of gene expression has previously been observed for a subset of p53 target genes 23, 24 . Our study, looking at genome-wide mRNA dynamics in a wild-type and p53-knockdown context, as well as integrating gene expression with time course p53 ChIP-seq data, allowed us to identify all p53-dependent and directly bound genes among the differentially expressed genes in response to γ-irradiation and to formulate a general model that explains and predicts mRNA dynamics of these target a r t i c l e s genes as a function of p53 input dynamics. We demonstrated the utility of our model for predicting gene expression in response to a different dynamical input of p53. A similar framework can be applied for future studies to determine the input-output relationship between p53 dynamics and its target genes under additional conditions and cellular backgrounds. Analogously to their role in the p53 system, mRNA half-lives were also found to be important in tuning the timing and pattern of gene expression in response to NF-κB oscillations 35, 36 .
Further studies are required to determine whether a similar general model of gene regulation could be used to predict expression of NF-κB target genes in response to different NF-κB input dynamics. How p53 chooses between its target genes is a longstanding fundamental question. Our study suggests that, in the context of DNA damage, p53 itself does not choose which target gene to activate; rather, it globally binds to DNA in a temporal pattern that mimics the dynamics of its protein levels, whereas the degradation rate of mRNA dominates the timing, profile and fold change of gene induction. Although we cannot exclude the contribution of other cofactors to the induction of specific p53 targets, our global observations are in agreement with a recent study, which used a high-throughput enhancer assay to test p53-bound genomic regions and determined that p53 can act in isolation 22 .
Lastly, our study provides new insights into the question of why p53 pulses in response to DNA damage. Expression dynamics of genes with short mRNA half-life, for example CDKN1A, follow p53 protein dynamics and thus have different dynamics under pulsed and sustained p53 inputs (Figs. 4d and 5c) . On the other hand, genes with long mRNA half-lives, like RPS27L, low-pass filter the p53 signal and act as integrators (Figs. 4d and 5c) . Different effectors of p53 signaling may therefore act as integrators or instantaneous readouts of p53 activity. In addition, under sustained p53 levels, gene expression dynamics show continuous accumulation and are less variable between genes (Fig. 5b,c and Supplementary Fig. 3j) . On a global scale, sustained p53 dynamics result in a more uniform pattern of gene expression than does pulsatile p53 input, with significantly smaller Euclidean distances between genes in different clusters (Supplementary Table 1 ). These findings suggest that p53 pulses may provide a mechanism for diverse gene expression patterns that cannot be achieved under sustained-input conditions. Future studies are required for understanding why p53 target genes in the different clusters have different mRNA half-lives and the molecular mechanisms that control this differential mRNA stability. In addition, the impact of mRNA half-life on protein levels, and consequently on cell fate decision in response to different p53 inputs, remains an important open direction for future investigation.
METHODS
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of the paper. RNA-seq data analysis. RNA-seq reads were mapped and analyzed by TopHat and Cufflinks RNA-seq analysis pipeline 38 , using Tophat version 2.1.0 and Cufflinks version 2.1.1. Alignment was done against the hg19 genome, and hg19 RefSeq.gtf transcript annotations were used.
Selection of differentially expressed genes was done by calculating the fold change and significance relative to basal expression on the two biological replicates and selecting the genes that show a fold change above 2 with FDR (Benjamini-Hochberg) below 0.2 at any time point. Clustering was done on z scores using Fuzzy c-means clustering with an exponent for the fuzzy partition matrix of 1.3 and five clusters. Small variation in parameter values does not qualitatively affect the results and their interpretation.
We also performed a parallel analysis, selecting genes that were significantly different between wild-type and p53sh conditions. To be called significantly different, a gene had to pass at least one of two criteria: (1) the difference in fold change per time point between wild-type and p53sh had to be significantly different from zero using a Wilcoxon signed-rank test and P < 0.05, or (2) the dynamics of expression between wild-type and p53sh had to be uncorrelated (Spearman and P > 0.05). The expression of 92.6% of the genes presented in Figure 1 were significantly affected upon p53 knockdown. Clustering these genes, on the basis of their fold change in expression in the p53 wild-type cell line, led to four clusters with clusters 1, 2, 3 and 5 remaining largely unchanged and retaining their cluster identity. Cluster 4 disappeared and the remaining p53-dependent genes in this cluster were assigned to clusters 3 and 5.
GO Enrichment analysis was done using Enrichr software 39, 40 .
ChIP-seq data analysis. Reads were aligned to the human reference genome (hg19) using the Bowtie 1 algorithm and only uniquely aligned reads were retained 41 . Duplicate reads were removed for downstream analyses. For peak calling, the IDR framework 42, 43 with the MACS2 (ref. 44 ) algorithm was used. Briefly, reads from all time points were pooled together and peaks were called using the MACS2 software using P = 1 × 10 −3 as a cutoff on the pooled reads file and on pseudo-replicate files in which reads from the pooled file were randomly split in half. We identified 4,141 peaks with a 0.0025 IDR threshold. For these 4,141 peaks, we defined regions of + and − 300 bp around the peak center to count the number of reads per peak for each condition, which were then normalized to the total number of reads in the sample. For the analysis looking at p53 peak amplitude, the average number of input reads over all time points and mapping to the corresponding peak locations was subtracted from the p53 ChIP reads. The HOMER package 45 was used for de novo-motif discovery. WebLogo was used to generate the motif plot 46 in Figure 2 for the top enriched motif. The top enriched motif (Fig. 2) was then used to rescan and score all peaks and background regions. Background regions were generated by selecting 600-bp regions adjacent to either side of the peak and excluding regions that overlap with p53 peak regions.
Mapping of peaks to genes was done using the HOMER package to find the closest gene. Only peaks with 20 kb relative to the TSS of each gene were used for the analyses. For genes with multiple p53 ChIP peaks, the signal from the closest p53 ChIP peak was used.
Model. Because of the discrete time points of our data, we implemented the model in equation (1) by calculating the mRNA level at each step for a given set of k p and k d parameters at each time point.
Quantification of the p53 western blot (Fig. 1a, quantified in Fig. 4a ) was used as the input for p53 levels for the pulsed condition. For the sustained p53 condition, we quantified the western blot (Fig. 5a ) and used it as the model input. We fit the model under the pulsed p53 condition as to minimize the square of the Pearson's correlation between the predicted and the measured mRNA levels for each gene.
Statistical analyses.
In the cases in which t tests were used, the Anderson-Darling test was used to test for normality. Binomial statistics were used to calculate P values in Figure 3a and Supplementary Figure 1a . Wilcoxon signed-rank tests were used for non-normal distributions.
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