ictorial representations of program structure, control flow, and data have always been part of the programmer's repertoire of tools and techniques. Such representations can simplify and enhance the explanation of specific of a program. Now that workstations are equipped with powerful graphics capabilities, interest has shifted from simple, static representations to dynamic representations of program behavior. Generating and using graphical program representations has become a recognized scientific endeavor called program visualization. This field is attracting considerable attention from researchers who hope to put their results to practical use in areas as diverse as software design, performance monitoring, and software training.
insights into the workings of various systems. a n d help identify likel! prospects for development. Each published survey to date employs a different taxonomy. S h u h focuses on the increasing degrees of sophist i ca t i o n exhibited by program visualization systems. from pretty-printing to complex algorithm animations. Myers' classifies systems along two axes: the program aspect (code, data. algorithm) that is illustrated and the display style (static or dynamic). Brown8 proposes classifyi n 9 al y o r i t h ni anima t I on s a lo 11 Figure D shows the sequence of exchanges that have occurred, as WB as the k r i l and current WRY contents. This view of the entire sequence of exchanges may provide insigM into the algorittwn that we cannot obtain by viewing the exchanges one at a time.
These images also show that most visualizations depict several different aspects of the computation. For example, the control state visualization in Figure B also shows the program code, and the data state visualization in Figure C captures some control state information through its depiction of the loop variables i and j.
AbstF8cth Web. We can use the quicksort algorithm to illustrate three levels of data abstraction in visualization. The utation consists of the array being to be sorted. etemenl" withthe region are then reordered into the elements less than the pivot, the pivot itself, and those greater than the pivot. This results in one correctly placed dement (the pivot) and two new 
F-B.

Control s t a t e v h "
:igure C. Data state visualization.
t I1 e se mappings be corn e t h c de f'i n i n g features of a progrnm visuali/ation s ! stem. O u r definition suggests the model shonn in Figure 1 . in which program \i\ualiration i5 the result of a n inter- Control state. In a sense, the underlying processor's program counter represents a sequential program's control state, but few visualization systems use such a low level of abstraction. Instead, most systems present higher-level constructs such as statements and procedures, as well as information about program flow and procedure invocation sequences. A typical approach is to relate control information to the program's overall structure by displaying the code structure as a module interconnection diagram and highlighting the module currently in control.
Behavior. We can view a program as performing a series of atomic transformations of its state. By observing these transformations, formally known as events, we can develop an understanding of how the program works. The granularity of events can vary from primitive machine instructions to large operations performed by entire blocks of statements. The events of interest may include changes in the values of specific variables, entries and exits from procedures, o r communication activities.
A program visualization system obtains events by monitoring a computation. It may display the results "live" or save an execution trace for later visualization, possibly letting the viewer display it forward and backward at various speeds.
Abstraction
Next we consider the information conveyed by the graphical representations produced by program visualization systems and discriminate among them in terms of the level of abstraction they support. Abstract representations of programs control complexity during debugging and monitoring and facilitate program understanding in pedagogical settings. Display size limitations also make compact abstract representations necessary. Our taxonomy distinguishes among three levels of abstraction, which we discuss here from Abstract representations of programs control complexity during debugging and monitoring and facilitate program understanding in pedagogical settings.
the least to the most abstract. The boundaries between levels are imprecise, and in practice, a visualization system is likely to support multiple levels of abstraction, separately and in combination.
Direct representation.
T h e least abstract type of graphical representations map some aspect of a program directly to a picture. Because very limi t e d abstraction mechanisms a r e employed, the viewer often can easily reconstruct the original information from the graphical representation. Examples include gauges set to indicate the values of variables, two-dimensional representations of binary trees, and color encoding of values stored in an array. Other forms of direct representation are found primarily in CASE and debugging systems: flowcharts and similar representations of code structure, display of the current statement to monitor control flow, and display of the call stack (possibly as overlapping windows, one per invocation) to track procedure invocations.
Direct visualizations are appealing because they can often be constructed mechanically, without knowledge of the programmer's intent. But often a visualization must convey that intent, particularly when sophisticated algorithms are involved.
Structural representation.
We can obtain more abstract representations by focusing attention on particular aspects of the program or its execution. One way to do this is to conceal or encapsulate irrelevant information and make a direct representation of the remaining information. Another way is to emphasize important portions of the information in the final image by techniques such as highlighting and positioning.
There a r e many examples of this type of abstraction. Two-o r threedimensional diagrams and graphs depict program structures, network connectivity, and data-access capabilities. In each case, a complex object composed of a number of subcomponents is t r e a t e d as a single simple object, with its internal structure hidden. Histograms encode the relative frequency of message occurrences by type, concealing other message details. In a representation of an operating syst e m , proportionally sized colored blocks may indicate memory allocation and usage, but not the contents of memory. In all these cases, the information presented to the viewer is present in the program, although possibly obscured by details. The structural representation conveys the information simply and more economically by suppressing aspects not important to the viewer.
Synthesized representation. Synthesized representations are distinct from structural representations in that the information of interest is not directly r e p r e s e n t e d in the program b u t is derived from program data. This shift of perspective often occurs when the data representations selected by the programmer conflict with the animator's needs. The animator may prefer to emphasize other aspects of the algorithm, which, although logically present in the program, have no explicit representation. The animator must then construct and maintain a representation that is more convenient for visualization. Many systems support forms of synthesized representation. In Tango, for instance, the animator can construct synthesized representations by defining data structures shared by the graphical procedures.
Specification method
The ease and efficiency of the operations by which the animator specifies the program aspects to be extracted and how they are to be displayed are major factors in the utility of a visualization system. The exploratory activities involved in testing and debugging demand great flexibility in defining and redefining the mapping, whereas execution monitoring requires minimal intrusion in t h e computation process. Visualization systems use the following four specification methods.
logical change and the image should not reflect the intermediate results.
Systems can avoid this problem in several ways. In Aladdin," for example, the relationship between program variables and graphical objects is defined declaratively. while code annotations indicate where the image should be updated. The Animus system12 uses the declarative approach in two ways. Each object can have a graphical representation that is automatically updated in response to changes in the object. More significantly, the animator can declaratively specify constraints on the relations between objects, and the system will ensure that these constraints are maintained (for example, by moving the representation of an object).
Predefinition.
Annotation. This approach (pioneered by the Balsa developers) gained widespread acceptance in the algorithm animation field. The animator writes procedures that construct and modify images and then augments the program with calls t o these procedures. T h e placement of these calls (annotations) corresponds to the occurrence in the code of events deemed significant to the algorithm's operation. Information about the program state is passed via the parameters of the invoked animation procedures. Computational events thus are mapped to arbitrary sequences of visual events -that is, changes in the graphical representation.
T h e Tango system uses a similar approach but emphasizes the production of animations in which object locations a n d o t h e r attributes change smoothly, following specific trajectories. Tango treats visualizations as a mapping from program events to animation actions. The occurrence of an event of interest can trigger, f o r instance, coordinated movements of one or more graphical objects in the image.
The chief advantage of the annotative approach is that it lets animators define events at suitable levels. For example, the animator might animate a sorting algorithm by displaying each comparison and swap. However, if the Declarative visualization lets animators using Pavane specify complex visualizations by simply writing small sets of rules.
same sorting algorithm is used as a subroutine in another algorithm, the animator might choose to present only the final result. The ability to write application-specific animation procedures to handle each event is both an advantage and a disadvantage: it permits versatility but requires additional work. Using libraries of routines can somewhat reduce this work. The most significant shortcoming of annotation is the need to access and modify the program code.
Declaration.
In t h e declarative approach, the animator specifies a mapping between the program state and the final image, and the image immediately reflects changes in the state. Simple types of declaration let the animator directly map the values of variables to attributes of graphical objects in the final image. This approach (in which declaration is limited t o direct mappings) might be called associative, since it requires that the animator use only one-to-one associations between variables and values. Its advantages and disadvantages are similar to those of specification by predefinition.
T h e more general declarative approach permits mappings with any level of complexity, allowing the capture and visual expression of arbitrary predicates over the state. Pavane is the first system to provide such general declarative mappings. Decoupling the visualization from events in the underlying computation has a number of advantages. In particular, computations in which events are difficult to define or isolate can be visualized more readily with declaration than with annotation. and the specifications are often compact.
However, declaration is a disadvantage when several primitive s t a t e changes must be considered as a single Manipulation. Systems t h a t use manipulation, also called animation by demonstration, specify visualizations by means of examples. These systems attempt to capture the gestures used by the animator to manipulate objects in an image and to tie these gestures to specific program events -in effect, defining a mapping between program and visual events. For example, to animate these exchanges of array elements in a sorting algorithm, the animator might define a "swap gesture" that exchanges the positions of two rectangles. The animator would then tie this gesture to the exchange event in the algorithm by selecting the appropriate portion of the program code.
It is difficult to specify the exact relationship between the gesture and the program data or events. This relationship can be specified for specific cases, but a general approach has yet to be defined. Most systems that provide manipulation use a mixed approach, whereby motions are specified gesturally, but the binding between events and some attribute of the motion is specified by annotation or declaration. The Tango system has used this approach experimentally.
Interface
T h e interface is the range of t h e mapping -that is, the graphical representation presented to the viewer. We restrict this criterion to the concrete entities and operations the system provides -in other words, to the syntactic constructions the animator can use. The semantics attached t o these conMultiple worlds. An additional component of the graphical vocabulary is structs is the subject of the next section. We divide the interface criterion into two subcategories: graphical vocabulary and interaction. The first consists of the objects the animator can use to present information to the viewer; the second is the tools the viewer can use to modify the presentation. the use of multiple worlds, each with a separate collection of graphical objects, and each presented in a separate window on the screen. Multiple worlds are often used to display several different visual representations of a computation. Comparisons of these alternative visualizations can lead t o g r e a t e r A system's graphical vocabulary determines the kinds of graphical the animator can and the ways the animator can Graphical vocabulary. A system's graphical vocabulary determines the kinds of graphical objects the animator can use and the ways the animator can combine them to construct images. The following are common components of a graphical vocabulary:
Simple objects. The simplest type of object is an abstract geometric entity such as a point, line, rectangle, circle, or sphere. We can also include icons and alphanumeric text in this category. Virtually all program visualization systems provide a large vocabulary of geom e t r i c objects. In practice, t h e s e objects are treated as classes of objects that the animator instantiates by providing the values of the object's attributes (a line's endpoints and color or a sphere's center, radius, and color).
Composite objects. Many systems provide a way to create new types of objects from collections of simpler objects. T h e s e user-defined object types can b e used exactly as if they were system-supplied types, with the attributes of the component objects inherited or derived from those of the complex object. Tango features such a type definition mechanism. Many systems provide a variety of predefined composite objects, which are often called widgets.
Visual events.
A visual event is the creation, destruction, or modification of a graphical object. T h e resulting transformation can b e instantaneous, but most systems provide mechanisms for animating the change. For example, if an object's size changes from two units to eight units, the system renders this event as a s e q u e n c e of images depicting the object with a size of two, three, four, and so on up to eight units. If the images are displayed rapidly, the result appears to be a smoothly growing object. T a n g o has sophisticated combine them.
facilities for smooth animations, using a mechanism that applies a path (a definition of a motion in some space, such as object coordinates, color, or visibility) to an object. Pavane provides mechanisms for generating visual events by assigning time-variant values t o the object attributes.
Worlds. Program visualization systems combine graphical objects by establishing geometric relationships between their positions in a world, a space of two or more dimensions. In generating the image, the animator selects a viewpoint from which to see the world's contents. Most systems use two dimensions, although Pavane uses three. Certain specialized, scientific systems use more than three dimensions, which a r e p r o j e c t e d o n t o a t h r e edimensional space for display.
Systems use o n e of two main a p p r o a c h e s t o t h e positioning of objects. The first places objects according to absolute coordinates, with each object independent of all the others. The other approach. generally called constraint-based positioning, specifies object positions in relation to other positions. (This method is often used to construct composite objects, with the positions of the component objects specified in relation t o those of the composite object.) Balsa, Pavane, and Tango permit limited forms of constraint-based positioning, but t h e Animus system has probably the most sophisticated capabilities. Constraintbased systems are computationally expensive, because determining attribute values can involve solving large systems of equations. However, we expect constraint-based systems t o take a dominant position as processor speeds increase.
insight into program behavior. Multiple worlds also can act as a complexitycontrol mechanism by limiting t h e amount of information shown in each window.
Interaction. Most traditional information media permit only a few, limited forms of user interaction. With a book, for example, the r e a d e r can select which pages to examine but cannot change the contents or the page formatting. In contrast, computer-aided presentations of information such as visualizations permit a wide variety of interaction. In addition t o selecting portions of the information to examine, the viewer often can modify the information or the manner in which it is presented. We distinguish two basic types of interaction.
Through controls. This c o m m o n method uses predefined controls that interface with the system in predictable ways. Such controls are visible in the Z e u s , XTango. a n d P a v a n e screen images in Figures 2, 3 , and 4, starting on page 22. Typical interactions with the underlying computation include selecting input data or stepping through events; Balsa provides a particularly large collection of these interactions. Display interactions include controlling the image display speed and defining the viewpoint. Pavane, with its threedimensional graphical world, has a number of controls for the latter function.
Through the image.
In the second type of interaction, t h e viewer can affect either the underlying computation or the mapping by directly manipulating the images. For example, a mouse might be used to move a graphical object in the image to a new position. This interaction might be simply a repositioning to improve the appearance of the image, in which case it should affect the mapping -the new ers visually detect correctness violations and isolate faults during program other hand, the interaction could indidevelopment and debugging. Analyticate that the user wants to modify the An orchestration -a cal presentation is the focus of much of data represented by the object; in that COlleCtiOn Of Carefully our work with Pavane, which provides case t h e underlying c o m p u t a t i o n selected visualizations -a framework for visualization of conshould be affected. This ambiguitydoes the interaction affect the mapping or the underlying computation? -is resolved by the animator, who defines how the system interprets and reacts to the interaction.
Interaction through t h e image is closely associated with iconic interfaces to operating systems, which manage the storage and execution of files and programs through small images. It also plays a major role in specification by manipulation.
Presentation
In our taxonomy, the term presentation denotes the semantics of a visualization -in other words, the manner in which visualizations convey information. This criterion involves the methods the animator uses to foster the viewer's understanding. W e list the most important methods here. Some are general heuristics, adaptable to any visualization system: o t h e r s may require some form of support from the system.
Interpretation of graphics.
The elements of the graphical vocabulary have no predefined semantic content and can be arbitrarily arranged. As a result. most visualizations require an explanation in addition to the images. This additional information may be simply a contextual cue, such as "This is a sorting algorithm." Or it may be a much longer description: "This area shows the search tree, and over here the elements of t h e a r r a y a r e shown, a n d notice how the array elements are highlighted as the branches of the search tree a r e e x t e n d e d , a n d . . . ."
Visualizations that require little or no explanation are clearly preferable. T o accomplish them, animators must know what factors make certain interpretations of graphics obvious.
For one thing, users seem to have learned some standard meanings of graphical representations, particularly from experience with statistics and cartography, which have a wide pictorial often engenders understanding much more effectively than a single visualization.
vocabulary that includes such representations as bar graphs or pie charts. In addition to taking advantage of these general expectations of how information should be presented, program visualization incorporates control and data s t r u c t u r e r e p r e s e n t a t i o n s literally drawn from the pictures used in programming texts. such as the conventional boxes-and-arrows representation of linked data structures. To effectively communicate information, the animator should be aware of these conventional styles of presentation. A complete survey of graphics techniques is beyond the scope of this article, but we can list a few important principles. Primitive graphical objects generally have flexible interpretations, so that the animator can arbitrarily change t h e m (replace circles with squares, for example) without interfering with the viewer's ability to understand the images. The attributes of graphical objects -type, color, size, and so forth -can represent information in a variety of ways. The spatial relationships among objects also convey information. Structural properties of programs or data can be captured by analogous geometric structures. For instance, a two-dimensional array can be represented by a tiled rectangle, and processes that execute in a round-robin fashion can b e a r r a n g e d in a ring. Animators can visualize more abstract properties by means of particular geometric alignments or coloring rules.
Analytical presentation. One technique for designing visualizations is to deemphasize the mechanics of program execution and focus on issues important in analytical thinking about the program, such as its formal correctness properties. Visualizations conveying these properties let program developcurrent computations. Formal reasoning about program correctness is far more crucial to understanding an algorithm in concurrent programming than in sequential programming.
Explanatory presentation. We use this term to refer to using visual events to convey information. The animator typically attempts to improve the presentation by incorporating visual events that have no direct counterparts in the computation being depicted. The goal may be to improve the presentation's aesthetic quality, to communicate a particular computational event's implications, or to focus the viewer's attention on key elements. Tango provides especially sophisticated facilities for constructing such animations. In Pavane. we have developed several ways t o combine the analytical and explanatory approaches, thus using visual events to convey formal properties of programs.
Orchestration. An orchestration -a collection of carefully selected visualizations -often engenders understanding much more effectively than a single visualization. The Balsa system provides mechanisms for composing, editing, and replaying orchestrations and has an extensive library of these scripts for problems such as sorting and bin packing.
Orchestrations can be composed at several levels. An orchestration can present a variety of algorithms that solve a problem, allowing a comparison of the programs' operations. The visualization may provide insight into both the individual algorithms and the overall problem. This technique is particularly effective if all algorithms operate on the same data and are presented simultaneously, allowing the viewer to perceive the relative performance characteristics.
An orchestration can also consist of multiple visualizations of a single algorithm -for example, several simultaneous Balsa views or Pavane rule sets.
This increases the likelihood that the viewer will understand at least one of the visualizations and can then focus on that view of the program. Again, simultaneous presentation facilitates comparison and can result in additional insight.
A related orchestration technique is the presentation of multiple instances of a n underlying problem. Often, the presentation begins with a relatively small problem instance and gradually introduces larger ones as the viewer develops an understanding of the visual patterns on the screen. Biasing the selection of data -for example, guaranteeing that all elements of an array are distinct -is also common in such presentations. Pathological problem instances, such as the provision of previously or inversely sorted data t o a Figure 3 shows a visualization produced with XTango, a version of Tango that uses the X Window System. The animation depicts Kruskal's minimumspanning-tree algorithm. The buttons at the left control the image viewpoint through scroll and zoom operations; the scroll bar at the right controls the animation speed.
The recent change in emphasis in computer systems from sequential to concurrent programming forced us to consider a radical design shift for Pavane. The techniques employed in Balsa a n d T a n g o c a n n o t b e easily applied to concurrent programming. In this domain, code annotation becomes impractical because a particular event is not necessarily associated with a specific location in the program code. In addition, the large number of possibly concurrent events makes it difficult to reason about a program in terms of event sequences.
Pavane constructs visualizations by mapping program states to images; the transition between two states can be mapped to a corresponding transition between two images. An image is a collection of simple objects whose existence and visual attributes are determined by the current state of the program. The animator specifies the mapping as sets of rules that the system applies after each state change to generate a new image. The rules are similar in form to those employed by production systems. T o achieve animation, Pavane allows the objects in an image t o have time-dependent attributes. With this combination of features, the animator constructs abstract representations of concurrent programs, using relatively few rules and without having to write display code or annotate the program. Figure 4 reproduces a Pavane visualization of a quicksort algorithm that uses 12 rules to generate an animated three-dimensional image. The window at the lower left displays the generated image. The window at the upper left controls the underlying computation (the quicksort), and the window at the right handles the image display. The small icon at the upper center is a window (currently closed) for display of the mapping computation that applies the rules to generate the image. Table 1 on the next page classifies the systems we have described here according to our taxonomic criteria. W e derived the classification principles of our new taxonomy for program visualization systems from a complete model of program visualization. For formally well-understood areas, the classification is simple and precise. Program visualization systems can readily be differentiated by scope, level of abstraction, specification method, and interface because these criteria have welldefined formal frameworks. The scope criterion, for instance, differentiates cleanly because it exploits the program December 1993 --7 conceptualizations developed by programming language theorists.
The remaining classification criterion, presentation, is concerned with visual communication. This area has little formal foundation and thus is an ad hoc category in our taxonomy. Because any useful taxonomy must rely o n a simple, objective, formal framework, the development of a m o r e formal treatment of visual information presentation is a worthwhile research goal. The informal analysis presented here is a small step in this direction. W 
