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Abstract
Next-generation sequencing (NGS) techniques have considerably reduced the cost
of high-throughput DNA sequencing. However, it is challenging to detect large-
scale genomic variations by NGS due to short read lengths. Genome mapping can
easily detect large-scale structural variations because it operates on extremely
large intact molecules of DNA with adequate resolution. One of the promising
methods of genome mapping is based on confining large DNA molecules inside
a nanochannel whose cross-sectional dimensions are approximately 50 nm. Even
though this genome mapping technology has been commercialized, the current
understanding of the polymer physics of DNA in nanochannel confinement is
based on theories and lacks much needed experimental support. The results of
this dissertation are aimed at providing a detailed experimental understanding of
equilibrium properties of nanochannel-confined DNA molecules.
The results are divided into three parts. In first part, we evaluate the role of
channel shape on thermodynamic properties of channel-confined DNA molecules
using a combination of fluorescence microscopy and simulations. Specifically, we
show that high aspect ratio of rectangular channels significantly alters the chain
statistics as compared to an equivalent square channel with same cross-sectional
area. In the second part, we present experimental evidence that weak excluded
volume effects arise in DNA nanochannel confinement, which form the physical
basis for the extended de Gennes regime. We also show how confinement spec-
troscopy and simulations can be combined to reduce molecular weight dispersity
effects arising from shearing, photo-cleavage, and nonuniform staining of DNA.
Finally, the third part of the thesis concerns the dynamic properties of nanochan-
nel confined DNA. We directly measure the center-of-mass diffusivity of single
DNA molecules in confinement and show that that it is necessary to modify the
classical results of de Gennes to account for local chain stiffness of DNA in order
to explain the experimental results.
iv
In the end, we believe that our findings from the experimental test of the
phase diagram for channel-confined DNA, with careful control over molecular
weight dispersity, channel geometry, and electrostatic interactions, will provide a
firm foundation for the emerging genome mapping technology.
v
Contents
Acknowledgements i
Abstract iv
List of Tables x
List of Figures xi
Statement of the Author’s Contributions xv
1 Introduction 1
1.1 Next and third generation sequencing . . . . . . . . . . . . . . . . . 2
1.2 Optical mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Research outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Background 14
2.1 DNA as a model polymer . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Fundamental physical properties of DNA and their estimation . . . 16
2.2.1 Contour length . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
vi
2.2.2 Persistence length . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Effective width . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.4 Effective channel size . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Confinement of DNA in nanochannel . . . . . . . . . . . . . . . . . . 18
3 Effect of channel shape on thermodynamic properties of DNA in
nanoscale confinement 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.1 Device Fabrication . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2.2 DNA Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.3 Nanochannel Experiments . . . . . . . . . . . . . . . . . . . . 33
3.2.4 Data Processing . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.5 Relaxation time . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Simulation Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 Discrete Wormlike Chain Model . . . . . . . . . . . . . . . . 39
3.3.2 Parameter Estimation . . . . . . . . . . . . . . . . . . . . . . 40
3.3.3 Pruned-Enriched Rosenbluth Method . . . . . . . . . . . . . 41
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.5.1 Regime mixing during confinement spectroscopy . . . . . . . 46
3.5.2 Comparing simulation and experiment . . . . . . . . . . . . 48
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
vii
4 Experimental evidence of weak excluded volume effects for nanochan-
nel confined DNA 54
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5 Diffusion of DNA in nanochannels 71
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Experimental Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.1 Device fabrication . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.2 DNA preparation . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.3 Parameter estimation . . . . . . . . . . . . . . . . . . . . . . . 78
5.3.4 Nanochannel experiments . . . . . . . . . . . . . . . . . . . . 79
5.3.5 Data processing . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6 Conclusion 90
Bibliography 96
A Supporting Information to Chapter 3 107
A.1 SEM images of channel cross sections in Chapter 3. . . . . . . . . . 107
viii
A.2 Role of molecular weight . . . . . . . . . . . . . . . . . . . . . . . . . 108
A.3 Tabulated data for Figure 3.4 of Chapter 3 . . . . . . . . . . . . . . 112
A.4 Power law fit for the fluctuations in rectangular channels . . . . . . 113
A.5 Increased extension due to intercalation . . . . . . . . . . . . . . . . 113
B Supporting Information to Chapter 4 115
B.1 Experimental Methods and Results . . . . . . . . . . . . . . . . . . . 115
B.1.1 Device Fabrication . . . . . . . . . . . . . . . . . . . . . . . . 115
B.1.2 DNA Preparation . . . . . . . . . . . . . . . . . . . . . . . . . 116
B.1.3 Experimental Procedure . . . . . . . . . . . . . . . . . . . . . 118
B.1.4 Image Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.1.5 Relaxation Time . . . . . . . . . . . . . . . . . . . . . . . . . . 119
B.1.6 Molecule Selection Criterion . . . . . . . . . . . . . . . . . . . 121
B.1.7 Determining the DNA Length . . . . . . . . . . . . . . . . . . 122
B.1.8 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
B.1.8.1 Extension and Variance in Extension . . . . . . . . 125
B.1.8.2 Apparent Power Law Exponent . . . . . . . . . . . 126
B.2 Evaluation of Quantitative Agreement with Theory . . . . . . . . . 127
B.3 Simulation Methods and Results . . . . . . . . . . . . . . . . . . . . 130
B.3.1 Model and Methodology . . . . . . . . . . . . . . . . . . . . . 130
B.3.2 Molecular Weight Dependence . . . . . . . . . . . . . . . . . 131
C Fabrication Protocols for Chapter 5 134
C.1 Nanochannel fabrication . . . . . . . . . . . . . . . . . . . . . . . . . 136
C.2 Microchannel fabrication . . . . . . . . . . . . . . . . . . . . . . . . . 141
ix
C.3 Access ports and fusion bonding . . . . . . . . . . . . . . . . . . . . . 143
x
List of Tables
5.1 Summary of channel dimensions and statistics. . . . . . . . . . . . 77
A.1 Target sizes and final width of the nanochannels in Chapter 3. . . 109
A.2 Tabulated data for Figure 3.4 of Chapter 3. . . . . . . . . . . . . . . 112
B.1 Target sizes and final width of the nanochannels in Chapter 4. . . 117
xi
List of Figures
1.1 Comparison between sequencing workflows. . . . . . . . . . . . . . . 3
1.2 Cost of sequencing a genome in the last two decades. . . . . . . . . 4
1.3 Genomic variants in form of copy number variations. . . . . . . . . 4
1.4 Schematic of optical mapping using nick-labelling via stretching
DNA inside a nanochannel. . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Schematic illustration of the different regimes of DNA confinement
in a square nanochannel. . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Phase diagram and experimental studies for DNA confinement within
a square nanochannel . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.1 Schematic illustration of mixing of confinement regimes in confine-
ment spectroscopy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Schematic of the device for equilibrium confinement spectroscopy. 29
3.3 Two examples of the autocorrelation function versus the time lag
to extract the longest relaxation time. . . . . . . . . . . . . . . . . . 37
3.4 Molecule extension in channels of depth 100 nm and widths 100 to
1000 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xii
3.5 Molecule extension fluctuations in channels of depth 100 nm and
widths 100 to 1000 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Schematic illustration of weak confinement regimes of DNA and
the confinement spectroscopy device. . . . . . . . . . . . . . . . . . . 56
4.2 (a) Probability distribution of average span for individual T4 DNA
molecules inside the smallest channel size. (b) Plot of average value
of extension for molecules that reside in two different bins as a
function of effective channel size. . . . . . . . . . . . . . . . . . . . . 63
4.3 Semilog plot of the average variance in extension as a function of
effective channel size for rectangular channels. . . . . . . . . . . . . 65
4.4 Log-log plot of the average fractional extension as a function of
effective channel size. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1 Mean squared displacement of 57 λ-DNA molecules inside a 137× 118 nm2 nanochannel as a function of time lag from different
segments of recorded images. . . . . . . . . . . . . . . . . . . . . . . . 81
5.2 Mean squared displacement of λ-DNA molecules as a function of
time lag. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3 Average fractional extension and normalized variance in extension
from the current contribution and previous experimental studies. . 85
5.4 Log-log plot of diffusion constant as a function of the average frac-
tional extension. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
A.1 SEM images of the channel cross sections. . . . . . . . . . . . . . . . 108
xiii
A.2 Simulation results for the fractional extension of undyed DNA in a
7.18 mM ionic strength buffer as a function of molecular weight for
rectangular channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
A.3 Power law fit to the simulation data in rectangular channels from
Figure 3.5 of Chapter 3. . . . . . . . . . . . . . . . . . . . . . . . . . . 113
A.4 Comparison of simulation results with experimental data from Tegen-
feldt et al. (2004) for concatemers of λ-DNA (n = 1,2, . . . ,8) con-
fined in a 100 nm wide and 200 nm deep channel. . . . . . . . . . . 114
B.1 SEM images of the channel widths in Chapter 4. . . . . . . . . . . . 116
B.2 Examples of an exponential fit to the autocorrelation function ver-
sus the time to extract the longest relaxation time and the longest
relaxation time of T4 DNA molecule span as a function of effective
channel size. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
B.3 The measurement of average span for the accepted molecules in
the channel width = 350 nm at the start and at the end of the
experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
B.4 (a) Probability distribution of average span for individual T4 DNA
molecules inside the smallest channel size. (b) Plot of average value
of span for molecules that reside in a particular bin as a function
of effective channel size. . . . . . . . . . . . . . . . . . . . . . . . . . . 123
B.5 Plot of average value of the variance in extension for molecules that
reside in two different bins as a function of effective channel size. . 128
xiv
B.6 Plots of the average fractional span and variance in the average ex-
tension obtained from PERM simulations for rectangular channels
in Chapter 4 as a function of the molecular weight of DNA. . . . . 132
B.7 The apparent power law exponent for extension scaling for the rect-
angular channel over the full range of the channel size as a function
of the molecular weight of DNA using the PERM simulations. . . . 133
C.1 Workflow used in fabrication of nanofluidic devices. . . . . . . . . . 135
xv
Statement of the Author’s Contributions
Much of the research contained in this dissertation was performed collabora-
tively. Some chapters have appeared (or will appear) as articles in various journals.
Because many of the journal articles list multiple authors, I would like to clarify
my particular contributions to the research.
I wrote most of Chapter 2. One figure in this Chapter is reproduced from
E Werner, G. Cheong, D Gupta, K. Dorfman, and B Mehlig, “One-parameter
theory for DNA extension in a nanochannel”, arXiv preprint 1705.04619 (2017).
I curated the data for this figure.
Chapter 3 is based on D. Gupta, J. Sheats, A. Muralidhar, J. J. Miller,
D. E. Huang, S. Mahshid, K. D. Dorfman, and W. Reisner, “Mixed confinement
regimes during equilibrium confinement spectroscopy of DNA”, J. Chem. Phys.
140, 214901 (2014). In this publication, we performed experiments to study the
effect of shape of nanochannels on thermodynamic properties of DNA. Next, we
performed simulations to explain the experimental results. SM fabricated the
nanofluidic devices. I conducted all the experiments and analyzed most of the
data from them. AM performed simulations. I chose the simulations parameters
and analyzed the results. All the authors shared interpretation of the results
jointly.
Chapter 4 is based based on D. Gupta, J. J. Miller, A. Muralidhar, S.
Mahshid, W. Reisner, and K. D. Dorfman, “Experimental evidence of weak ex-
cluded volume effects for nanochannel confined DNA”, ACS Macro Lett. 4, 759
xvi
(2015). In this publication, we performed experiments to investigate the extended
de Gennes regime of confinement for DNA. Additionally, we used a combination of
experiments and simulation to reduce the effect of polydispersity of DNA samples.
SM fabricated the nanofluidic devices. JJM and I performed all the experiments.
I analyzed all the data from them. AM performed simulations. I chose the simu-
lations parameters and analyzed the results. All the authors shared interpretation
of the results jointly.
Chapter 5 is based based on D. Gupta and K. D. Dorfman, “Diffusion of DNA
in nanochannels”, to be submitted (2017). I fabricated the devices, conducted all
the experiments and analyzed all the data. KDD and I interpreted the results.
xvii
Chapter 1
Introduction
.
It is well known that the wealth of information required for the existence of life
is encoded in the base pair sequence of a deoxyribonucleic acid (DNA) molecule.
Accordingly, a massive effort has taken place to determine the sequence of these
base pairs (bp) in the form of human genome project (HGP) (Venter et al., 2001).
In United States alone, the total monetary contribution to the HGP was $2.7
billion (The Cost of Sequencing a Human Genome 2016). This project, launched
in 1990 and completed in 2003, had a tremendous impact on our current under-
standing of how certain sequences of protein-coding DNA (genes) work together
to direct the growth, development and maintenance of an entire organism. It also
gave important insights into the genetic similarities and differences within humans
and with other species (Przeworski et al., 2000). At the end of this endeavor, 99%
of euchromatic portions of human DNA have been sequenced accurately with huge
gaps remaining only in heterochromatic portions (estimated to be 200 mega bp)
1
(Eichler et al., 2004). The human genome draft developed in the HGP is used as
a reference map for the present day sequencing of a human genome. The ulti-
mate goal of the field is not to obtain a collection of consensus sequences, rather
move beyond to catalogue genetic variation and draw connections to diseases and
phenotypes. It was clear from the years of effort invested in this large-scale inter-
national project that the improvements in existing techniques to sequence DNA
were required to detect variations for cheaper cost at much faster rates.
The major technique that contributed to the HGP was Sanger sequencing.
This technique burst onto the genetics scene in the late 1970s and researchers
came to regard it as the gold standard for DNA sequencing (Sanger et al., 1977).
Its major advantages included high accuracy and reduction of toxic chemicals
compared to the previous sequencing methods. However, Sanger sequencing is
a costly and time-consuming process. To sequence a human genome, which is
approximately 3 billion bp long, the DNA had to be broken down into 100 kilo base
pairs (kbp) fragments. These fragments were amplified using molecular cloning
and further broken down to 2-3 kbp for sequencing. The DNA fragments were
physically separated by capillary electrophoresis (Karger and Guttman, 2009), and
automation and parallelization was difficult and expensive.
1.1 Next and third generation sequencing
With goal of improving the drawbacks of the Sanger sequencing techniques, the
next generation sequencing (NGS) techniques were developed. Rather than per-
forming fragmentation-amplification steps twice in the Sanger sequencing meth-
2
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Figure 1.1. Comparison between sequencing workflow used in the human genome
project and sequencing workflow circa 2016 based on the next generation sequencing
(NGS) techniques. The NGS techniques rely on a single fragmentation-amplification
process, followed by massively parallelized and automated sequencing. Reproduced from
The Cost of Sequencing a Human Genome (2016).
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Figure 1.2. Cost of sequencing a genome in the last two decades. Reproduced from
Wetterstrand (2016).
Figure 1.3. Genomic variants in form of copy number variations can be classified as
deletion, duplication, segmental duplication and inversion. These variations can en-
compass the entire gene or a segment of a particular gene represented in the figure.
Reproduced from Almal and Padh (2012).
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ods, NGS uses a single fragmentation-amplification step as seen in Figure 1.1.
Both the cost and the time for sequencing were reduced by a massive paral-
lelization of both amplification and sequencing steps (Shendure and Ji, 2008;
Mardis, 2008; Ansorge, 2009; Metzker, 2010). This was achieved by locally am-
plifying DNA fragments in a parallel fashion by ensuring that the amplified prod-
ucts remain spatially clustered. Then, sequencing by a synchronized synthesis
approach was followed to locally read the sequence of amplified clusters, thus re-
ducing the cost dramatically. The National Human Genome Research Institute
reports a drastic five order of magnitude decrease in the cost of sequencing a
genome in just a fifteen years span (Figure 1.2).
Despite the amazing achievements of the NGS techniques, they suffer from
many limitations such as loss of the large-scale ordering of the genetic informa-
tion due to inherent amplification bias, short read lengths and sub-kbp fragmen-
tation process. In fact, the read lengths achieved by the NGS techniques (< 250
bp) (Shendure and Ji, 2008; Metzker, 2010) are even smaller than the traditional
Sanger sequencing techniques (∼ 1000 bp) (Karger and Guttman, 2009). As a
result, detection of long-range structural variations (Feuk et al., 2006) such as
copy-number variations as shown in Figure 1.3, and de novo assembly can be
challenging (Earl et al., 2011).
Third generation sequencing techniques, such as single molecule real time se-
quencing (commercialized by PacBio) (Levene et al., 2003), linked-read sequenc-
ing (commercialized by 10× Genomics) (Zheng et al., 2016; Eisenstein, 2015), or
nanopore sequencing (commercialized by Oxford Nanopore Technology) (Deamer
et al., 2016) can provide much longer read lengths. However, they can either ac-
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curately read smaller fragments (up to 3 kbp) or have very high errors for longer
reads (∼ 15%) (Goodwin et al., 2016). Indeed, they will have a blind spot to-
wards much larger genomic rearrangements of tens of kilobase pair to megabase
pairs of DNA, which can result in multiple phenotypes and disease states (Feuk
et al., 2006). Additionally, it is not clear that these novel technologies, with their
base pair level precision, alone can efficiently illuminate the large-scale genomic
oddities due to data deluge problem suffered by them (DNA Sequencing Caught
in Deluge of Data).
1.2 Optical mapping
Alternatively, optical mapping techniques which were developed to provide a
coarser view of the base pair sequence, can address drawbacks of the next, and the
third generation sequencing techniques (Persson and Tegenfeldt, 2010; Levy and
Craighead, 2010; Dorfman et al., 2013; Levy-Sakin and Ebenstein, 2013; Bogas et
al., 2017; Müller and Westerlund, 2017). Pioneered by Schwartz et al. (1993), they
have become a versatile tool to reveal large-scale sequence information of DNA.
In its earliest form, a long DNA molecule of order of 200 kbp was stretched in an
agarose gel and was cut using restriction enzymes. An optical map was created
by observing the distance between repeats of a given sequence (recognized by re-
striction enzymes), under a fluorescence microscope. A main advantage with this
technique is that the genomic information is read from very large pieces of DNA,
up to mega-basepairs. Since then, the optical mapping techniques have been con-
tinuously evolving both in terms of the method used to identify the repeats of a
6
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Figure 1.4. Schematic of optical mapping using nick-labelling via stretching DNA
inside a nanochannel. Reproduced from Dorfman et al. (2014).
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given sequence as well as the stretching techniques. Figure 1.4 illustrates optical
mapping workflow for an E. Coli genome using nick-labelling method, in which a
long fragment of DNA is stretched inside a nanochannel.
The most popular method to identify the repeats, called nick-labelling, was
first demonstrated by Jo et al. (2007) in a nanofluidic environment. Since the out-
put from nick-labelling resembles a barcode, it is also commonly known as DNA
barcoding. The first step of the process is depicted in the upper left quadrant of
Figure 1.4, where a fragment of DNA much larger than 1 kbp is taken. Then, a
nicking enzyme is used to create sequence-specific single-strand nicks in the DNA.
A DNA polymerase subsequently removes and at the same time replaces the nu-
cleotides along the nicked strand. The incorporated nucleotides are linked with
fluorophores that allows direct visualization of the nicking sites using fluorescence
microscopy. After nick labeling, the entire DNA backbone is stained with a differ-
ent fluorescent dye, to facilitate the detection of the nicking sites. The molecule
of DNA can be stretched using various techniques so that the nicking sites can
be imaged and resolved. For example in the upper right quadrant Figure 1.4, the
DNA fragment is elongated by a very small channel with width on the order of
50 nm. The entire stretching process is done in a parallel manner by using an
array of small channels. The stretched molecule is then imaged using fluorescence
microscopy by sequentially illuminating the backbone and fluorophores. The sig-
nal of the fluorescence intensity is processed to obtain a measure of the genomic
distance between nicking sites by measuring the physical distance between them
along the nanochannel, as shown in the bottom right quadrant. Finally, in the
bottom left quadrant, many overlapping DNA barcodes from different fragments
8
of genomic DNA are assembled into a genome map.
DNA molecules are present in a coiled state in their natural form and straight-
ening them out through an external stimulus is the key physical process required
for the optical mapping techniques to work successfully. The DNA could be
straightened out using multiple ways: (i) dynamic molecular combing, where DNA
is stretched by a receding contact line on a surface that preferentially absorbs DNA
at one of its ends (commercialized by Genomic Vision) (Bensimon et al., 1994), (ii)
extensional flow, wherein the DNA molecule is stretched by an elongational flow
in a microfluidic device (commercialized by OpGen)(Chan et al., 2004), and (iii)
nanochannel confinement, where the DNA molecule is stretched by injecting the
DNA molecule in a nanochannel whose width is of order of 50 nm (commercialized
by Bionano Genomics) (Lam et al., 2012). However, the nanochannel confinement
offers the most homogeneous and efficient stretching of DNA, which is crucial to
maximize the information that can be obtained from optical DNA maps (Müller
and Westerlund, 2017). The DNA molecules in this method are in an equilibrium
state as the stretching is due to confinement by the walls. In contrast, other
methods involve measurements at a stretched state far from equilibrium, typically
produced by some kind of flow.
The nanochannel based optical mapping technology, in part due to the avail-
ability of various commercialized platforms to the researchers from Bionano Ge-
nomics, has achieved multiple milestones in span of last five years. It is rapidly
becoming an auxiliary tool which in combination with next and third generation
sequencing techniques, is giving unprecedented window into genomic information.
For more details, please see excellent review articles by Bogas et al. (2017) and
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Müller and Westerlund (2017).
1.3 Research outline
The optical mapping techniques which are based on confining DNA inside nanochan-
nels, have great potential to advance genome mapping, as is clear from both the
wide range of applications and the commercialization of the technology by Bio-
Nano Genomics (Bogas et al., 2017; Müller and Westerlund, 2017). Unfortunately,
the behavior of DNA in confinement is not thoroughly understood. Initially, it
was believed that roughly four decade old theories for cases of strong confine-
ment (Daoud and de Gennes, 1977) and weak confinement (Odijk, 1983) could
completely describe the behavior of DNA for the entire range of confinement.
The seminal experiments by Reisner et al. (2005) pointed out the inadequacy of
the classical theories to explain the majority of the stretching behavior. Subse-
quently, a theoretical framework (Odijk, 2008), supported by intensive simulation
data (Wang et al., 2011; Dai et al., 2014; Werner and Mehlig, 2014; Muralidhar et
al., 2014b), was developed to explain this inconsistency. As a result, the existence
of four distinct regimes as a function of channel size has been proposed.
Even though the theoretical regimes gives us insights into possible conforma-
tions and equilibrium properties of DNA in confinement, there is a lack of exper-
imental data to substantiate them. Additionally, details of the regimes are very
subtle and their translation to experimental data is not straightforward, owing to
interplay of multiple length scales originating from electrostatics (charge on DNA
backbone and walls of the channel), channel size and DNA molecule size. As such,
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the goal of this dissertation is to provide an experimentally validated model for the
entire confinement spectrum of DNA. In the process, we would like to find an-
swers to some fundamental questions surrounding the progression of confinement
of DNA from bulk to fully stretched state.
In line with the above goals, Chapter 2 summarizes the current state of the
literature surrounding the physics of DNA in confinement. We will start with
the review of the reasons behind using DNA as a model polymer to answer fun-
damental questions in polymer physics. In order to compare the theories with
experimental results obtained from DNA as the model system, the physical pa-
rameters describing DNA will be discussed. The focus will be on the challenges
and the assumptions associated with the determination of these physical param-
eters. We then proceed with the presentation of the four distinct regimes which
are proposed to describe the confinement process of DNA inside nanochannels.
Finally, we will discuss the experiments done so far with DNA in nanochannels.
Fabrication of multiple channel sizes are required to experimentally test the
recently proposed regimes. The ideal approach would be to make almost square
channels of varied sizes since most theories are intended for the square chan-
nels. However, it can be time consuming and costly. Alternatively, confinement
spectroscopy can provide multiple channel size on a single device with massive
reduction in both time and associated cost. A potential drawback of such devices
is the unknown consequences of the use of high aspect ratio channels to obtain
precise channel sizes. As such, Chapter 3 focus on the role of aspect ratio of the
channel on the thermodynamic properties of confined DNA. We have used a com-
bination of fluorescence microscopy experiments and Pruned Enriched Rosenbluth
11
Method simulations of a discrete wormlike chain model to measure the average ex-
tension and the fluctuation about that mean extension of λ-DNA in 100 nm deep
nanochannels with widths ranging from 100 nm to 1000 nm in discrete 100 nm
steps. The average extension is only weakly affected by the channel aspect ratio.
In contrast, the fluctuations of the chain extension qualitatively differ between
rectangular channels and square channels with the same cross-sectional area, ow-
ing to the “mixing” of different confinement regimes in the rectangular channels.
As a result, confinement spectroscopy at high aspect ratio is probably not the
best tool for probing the different theories for channel-confined DNA. Addition-
ally, both our experiments and simulations clearly indicate that the fluctuations
of the chain extension continues to increase with increase in aspect ratio. These
findings have important consequences for use of nanochannels for high-throughput
DNA mapping. While high aspect ratio channels are cheaper to fabricate, high
fluctuations associated with them may adversely impact the barcode alignment
accuracy.
With the new knowledge gained about the confinement spectroscopy device,
Chapter 4 is focused on probing a newly proposed regime, called the extended de
Gennes regime for nanochannel confined DNA. We present experimental demon-
stration that weak excluded volume effects, that form the physical basis for the
extended de Gennes regime, arise in DNA nanochannel confinement. In particu-
lar, by performing measurements of the variance in chain extension as a function
of nanochannel dimension for effective channel size ranging from 305 nm to 453
nm, we show that the scaling of the variance in extension with channel size rejects
the de Gennes scaling in favor of the extended de Gennes scaling at the 95% con-
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fidence level. We also show how simulations and confinement spectroscopy can
be combined to reduce molecular weight dispersity effects arising from shearing,
photocleavage, and nonuniform staining of DNA.
In Chapter 5, we switch gears from chain statistics to dynamic properties
of DNA confined in nanochannels. We have measured the diffusivity of λ-DNA
molecules in approximately square nanochannels with effective size ranging from
123 to 260 nm at moderate ionic strength. We found that it is necessary to modify
the classic results of de Gennes theory to account for local chain stiffness in order
to explain the experimental results for DNA in practical channel sizes. Our results
are in quantitative agreement with the predictions of previous simulations of the
Kirkwood diffusivity of a discrete wormlike chain model, without the need for
any fitting parameters, thereby lending confidence in usage of Kirkwood-Riseman
approach, to simulate dynamics of channel-confined DNA.
Finally, Chapter 6 restates the important points and conclusion drawn from
the research presented in this dissertation. We then discuss possible avenues for
future work. In particular, this chapter highlights the possibilities for practical
use of the experimental tools developed in this dissertation to answer several
outstanding questions in the field.
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Chapter 2
Background
This chapter provides a brief background and reviews recent literature concerning
the physics of confined DNA which is necessary to understand the material pre-
sented in the following chapters. For details, please see excellent review articles
by Reisner et al. (2012) and Dai et al. (2016).
2.1 DNA as a model polymer
A polymer by definition is a macromolecule made up of smaller repeating chem-
ical units. DNA, therefore, being entirely made up of the four nucleotides is a
polymer. In the past few decades, double stranded DNA (dsDNA) molecules have
been extensively used as a model system to investigate polymer physics at the
single molecule level (Shaqfeh, 2005; Latinwo and Schroeder, 2011). Their effec-
tiveness as a model polymer arises from their high compatibility with fluorescence
microscopy (Glazer and Rye, 1992; Gurrieri et al., 1997), their mesoscopic length
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scales and time scales, and their availability in relatively monodisperse form via
viral genomes (λ-DNA, T4-DNA).
DNA has been traditionally used as the model system for investigating equilib-
rium, and non-equilibrium dynamics of polymer chains in solutions (Shaqfeh, 2005).
With advances in microfabrication, and nanofabrication techniques, it is now pos-
sible to fabricate channels and slits with well defined geometries, and character-
istic dimensions ranging from hundreds of nanometers down to the 50 nm length
scale corresponding to the persistence length of DNA. This has allowed a direct
visualization of confined DNA. As a result, DNA has further been adopted as
the model polymer for studying the physics of confined polymers. Indeed, DNA
has been used to gain insights into equilibrium properties of polymers in chan-
nel confinement (Tegenfeldt et al., 2004; Reisner et al., 2005; Reisner et al., 2007;
Zhang et al., 2008; Thamdrup et al., 2008; Persson et al., 2009; Utko et al., 2011;
Kim et al., 2011; Su et al., 2011; Werner et al., 2012; van Kan et al., 2012; Ny-
berg et al., 2013; Frykholm et al., 2014; Gupta et al., 2014; Alizadehheidari et
al., 2015; Iarko et al., 2015; Reinhart et al., 2015; Gupta et al., 2015; Sheats et
al., 2015; Reifenberger et al., 2015), and slit confinement (Balducci et al., 2006;
Hsieh et al., 2007; Hsieh et al., 2008; Strychalski et al., 2008; Tang et al., 2010; Lin
et al., 2011) for a vast number of studies.
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2.2 Fundamental physical properties of DNA and
their estimation
The chemical and geometric structure of a DNA molecule is highly complex. For
simplifying the modeling of DNA in nanochannel confinement while retaining the
essential physics of the system, DNA is often treated as a neutral, homogenous,
and semiflexible polymer. This model is fully specified by four parameters: con-
tour length L, persistence length lp, effective width w, and effective channel size
Deff .
2.2.1 Contour length
The contour length, L, is the length of the DNA molecule stretched from end-to-
end. It is simply given by total number of base pairs in the molecule multiplied
by the average rise of the base pair. For example, the most commonly used DNA
for polymer physics studies, λ-DNA (48.5 kbp) has a contour length of 16.5 µm.
This calculation is for an undyed DNA. In order to make the DNA visible in a
fluorescence microscope, the molecules are typically stained with bisintercalating
dye like YOYO-1. The dye is expected to increase L linearly in proportion to
the amount of dye bound due to intercalation of dye between base pairs. It is
estimated that every bound dye molecule increases L by about 0.5 nm (Günther
et al., 2010; Kundukad et al., 2014).
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2.2.2 Persistence length
The persistence length, lp measures the stiffness of the molecule. There are multi-
ple definitions associated with this length scale depending upon its mathematical
description. The persistence length can be defined as the length scale at which the
bending energy of the backbone is of the order of kBT , where kB is the Boltzmann
constant, and T is the absolute temperature (Rubinstein and Colby, 2003). It is
also defined as the contour over which the DNA molecule forgets its orientation or
more formally it determines the length scale over which the tangent-tangent corre-
lation function along the molecule contour length decays (Doi and Edwards, 1988).
Experimentally, it is measured using light scattering experiments, single-molecule
elasticity studies or with atomic force microscopy.
The persistence length depends on the concentration of ions in the solvent, the
amount of dye bound and the underlying base-pair sequence. While the effect of
the dye and the underlying sequence on the persistence length are highly active
areas of research, they are expected to change lp by a very small amount (Reisner
et al., 2012; Kundukad et al., 2014). On the other hand, the ionic strength can
significantly change lp. For reference, the persistence length of double stranded
DNA in a high ionic strength buffer (about 100 mM of monovalent salt), lp = 50
nm and in a low ionic strength buffer (about 5 mM of monovalent salt), lp = 73 nm
(Dobrynin, 2005). For our baseline scenario when comparing experiments to the
theory, we assume that the persistence length is only affected by the ionic strength
while neglecting other dependencies. For detailed discussion on calculation of the
ionic strength and the persistence length, see Chapter 3.
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2.2.3 Effective width
The effective width, w quantifies the repulsive interactions between different parts
of the molecule and will be dependent upon the ionic strength of the solution. It
basically maps the interactions between charged segments of DNA to an equiva-
lent neutral polymer with purely hard-core repulsion. The standard calculation of
the effective width was carried out by Stigter (1977) by relating the second-virial
coefficient of hard cylinders to that arising from solving the Poisson-Boltzmann
equation for DNA. In a high ionic strength buffer, we find this width is approxi-
mately 5 nm.
2.2.4 Effective channel size
There exist a repulsive interaction between the charged segment of DNA and
the charged channel walls. As such, the actual distance available to DNA, to
move freely inside the channel is less than the physical size of the channel, D.
The effective channel size of the channel, Deff is often approximated as D − δ.
The parameter δ is a wall-DNA depletion length that models the electrostatic
interaction of the DNA with the walls. We estimate that δ ≈ w. The accuracy of
this approximation is unknown.
2.3 Confinement of DNA in nanochannel
The statics and dynamics of a confined polymer were well described analytically
by Daoud and de Gennes (1977) and Brochard and De Gennes (1977) quite some
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time ago using scaling concepts. When a flexible polymer is confined in two
dimensions in a channel size, D, which is smaller than its radius of gyration in
solution, Rg (D < Rg), it forms a series of isometric compression blobs of diameter
D (Daoud and de Gennes, 1977), as illustrated in Figure 2.1(d). This confinement
regime is known as de Gennes regime. The average chain extension scales like X∼ D−2/3. On the other hand, in the strongest confinement limit for D ≪ lp, a stiff
chain (lp/w ≫ 1) is deflected back and forth by the channel walls (Odijk, 1983) as
seen in Figure 2.1(a). The Odijk scaling theory predicts X/L = [1−2α(D/lp)2/3].
The quantity α here is a constant, which has been determined numerically (Yang
et al., 2007; Burkhardt et al., 2010) and estimated analytically (Jo et al., 2007).
The possibility of fabricating nanochannels at length scales of the order of lp
of DNA and the ability of a DNA molecule to be visualized with fluorescence mi-
croscopy, resulted in experimental efforts to directly test the Odijk and de Gennes
regime predictions in nanochannels (Tegenfeldt et al., 2004; Reisner et al., 2005;
Reisner et al., 2007; Zhang et al., 2008; Persson et al., 2009; Su et al., 2011; Werner
et al., 2012). Seminal work by Reisner et al. (2005) measured an apparent scaling
law for the average chain extension, ⟨X⟩ ∼ D−0.85 for D >lp suggesting a possible
shortcoming in the blob theory predictions, which predicted a scaling of X ∼ D−2/3
(Daoud and de Gennes, 1977). This discrepancy between theory and experiments
resulted in a large amount of theoretical and simulation work in recent times for
DNA confined in nanochannels.
The challenge in developing a theory for the extension of nanocofined DNA
arises from the semiflexible nature of DNA. For reference, lp ≈ 50 nm and w ≈ 5
nm for DNA in high ionic strength solutions and thus, lp ≫ w. This inequality
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Figure 2.1. Schematic illustration of the different regimes of DNA confinement in a
square nanochannel. The scaling arguments by Odijk (2008) refer to four distinct regimes
in which the chain conformations are fundamentally different: (a) the Odijk regime,
(b) the backfolded Odijk regime (transition regime with hairpins), (c) the extended de
Gennes regime, and (d) the de Gennes regime. Reproduced from Reisner et al. (2012).
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emphasizes the intrinsic difficulty of describing DNA in a wide range of situations.
DNA is considerably stiffer than typical synthetic polymers (lp ≈ w), yet the
number of persistence lengths L/lp in genomic DNA samples is large. Any theory
for the conformational statistics of DNA must account for both the local stiffness
of the polymer, as well as global excluded-volume interactions.
Recently, Odijk (2008) tried to explain the discrepancy between theory and
experiments by suggesting the existence of two new regimes in between the Odijk
regime of strong confinement and the de Gennes regime of weak confinement
within a scaling analysis for a semiflexible polymer. As the channel width increases
beyond the Odijk regime, the chain enters the backfolded Odijk regime. Here,
the channel width is still small enough to produce deflection segments, but it is
large enough to allow for formation of hairpin folds, as illustrated in Figure 2.1(b).
When hairpins form, the polymer chain experiences excluded-volume interactions.
Thereafter, with further increase in channel size, the chain enters the blob regime.
If the channel width is not too large, D < 2.24l2p/w (Odijk, 2008; Dai et al., 2014),
the excluded volume interactions inside the blob are too weak for spherical blobs of
diameter D to be mutually excluding. Instead, in this extended de Gennes regime,
the statistics are analyzed in terms of oblong blobs as illustrated in Figure 2.1(c).
At the beginning of this dissertation research, the experimental data were at
odds with theories, specially as a function of channel size. The reason behind
this inconsistency were two fold. First, most experimental studies either did not
have knowledge of these two new regimes or failed to recognize the dense phase-
space of channel confined DNA. Indeed, the experiments done so far are mostly
concentrated in the extended de Gennes regime followed by the backfolded Odijk
21
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Figure 2.2. Phase diagram and experimental studies for DNA confinement within a
square nanochannel: Reisner et al. (2005) (▽), Reisner et al. (2007) (◻), Thamdrup
et al. (2008) (∎), Zhang et al. (2008) (m), Utko et al. (2011) (l), Kim et al. (2011) (△),
Werner et al. (2012) (▲), Gupta et al. (2014) (▼), Reinhart et al. (2015) (◇), Gupta
et al. (2015) (u). Some experiments use funnels (Utko et al., 2011; Werner et al., 2012;
Gupta et al., 2015); only the maximum and minimum channel widths are indicated. The
condition for the boundary between the Odijk regime and the backfolded Odijk (BFO)
regime is described in Odijk (2008) and Muralidhar et al. (2014a), the boundary between
backfolded Odijk and extended de Gennes regimes is Deff = 2lp (Odijk, 2008) and the
boundary between the extended de Gennes and de Gennes regimes is Deff = 2.24 l2p/w
(Odijk, 2008; Dai et al., 2014) Reproduced from Werner et al. (2017).
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regime as seen in Figure 2.2. Second, most of the experimental studies done prior
to this dissertation primarily focused on measuring the extension as a function of
channel size. While extension is the simplest observable metric and quite relevant
for genomic applications, measurements of both the extension and its variance
(fluctuation about an average value over time) are required to resolve open ques-
tions surrounding the different regimes. For example, scaling of the extension as a
function of channel size is similar for both extended de Gennes regime and classi-
cal de Gennes regime. However, scaling of the variance in extension as a function
of channel size should be able to clearly distinguish between the two regimes.
While Su et al. (2011) and Thamdrup et al. (2008) did measure the fluctuations,
it was done over a channel size range which was too narrow to deduce anything
significant about various confinement models.
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Chapter 3
Effect of channel shape on
thermodynamic properties of DNA
in nanoscale confinement
3.1 Introduction
∗The thermodynamic properties of DNA confined in a nanochannel have been the
subject of substantial debate (Reisner et al., 2012) since experiments by Reisner
et al. (2005) almost a decade ago suggested a possible shortcoming in the blob
theory of Daoud and de Gennes (1977). Since that time, intense theoretical and
simulation work on channel-confined DNA has produced a more nuanced under-
standing of confined semiflexible chains, but these new predictions now require
∗This chapter is based on D. Gupta, J. Sheats, A. Muralidhar, J. J. Miller, D. E. Huang,
S. Mahshid, K. D. Dorfman, and W. Reisner, “Mixed confinement regimes during equilibrium
confinement spectroscopy of DNA”, J. Chem. Phys. 140, 214901 (2014).
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experimental investigation. Confinement spectroscopy (Persson et al., 2009) is
a potentially powerful approach. This method uses a nanochannel with a fixed
depth and a variable channel width, thereby probing many different channel sizes
in a single device. The comparison of confinement spectroscopy data to theory
implicitly assumes that the thermodynamics of a confined chain in a rectangular
channel can be mapped to a square channel through the geometric mean of the
channel size (Persson et al., 2009; Werner et al., 2012), as suggested by comparing
the scaling results from Flory theories for blob-regimes in rectangular and square
channels (Odijk, 2008). However, when one uses confinement spectroscopy to test
the crossover between different regimes of confinement, the experimental design
leads to “mixing” of confinement regimes, where the channel height corresponds
to a fixed confinement regime while the channel width moves between different
regimes (Figure 3.1). In this chapter, we use a combination of experiment and
simulation to show that such regime “mixing” only has a small effect on the ex-
tension of the chain. In contrast, regime mixing leads to qualitatively different
fluctuations in the extension for chains in square and rectangular channels of equal
cross-sectional area.
There is now a relative consensus that four regimes characterize the thermo-
dynamics of DNA confined in a nanochannel as a function of the channel size D,
as suggested first by Odijk (Odijk, 2008). In the strongest confinement, known
as the Odijk regime (Odijk, 1983), the chain is renormalized into a series of de-
flection segments. In this regime, hard-core repulsion exists between the chain
and the channel walls but the chain stiffness prevents intrachain excluded volume
interactions. From a theoretical perspective, the Odijk regime for nanochannel
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1Figure 3.1. Schematic illustration of mixing of confinement regimes in confinement
spectroscopy. R corresponds to a rectangular channel with depth D1 = 100 nm and
width D2 = 400 nm. S shows an equivalent square channel of dimension DAv = 200
nm. The purple face indicates the projection of the DNA onto the wall of height D1,
which lies in the transition regime. The yellow face indicates the projection of the DNA
onto the wall of height DAv which lies in the extended de Gennes regime. The green
face indicates the projection of the DNA onto the wall of height D2 which lies in the
de Gennes regime. The black curves represent polymer chains and red circles represent
blobs.
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confinement is very well established (Yang et al., 2007; Burkhardt et al., 2010). As
the channel size increases further, the chain enters the backfolded Odijk regime.
Here, the channel width is still small enough to produce deflection segments, but
it is large enough to allow for formation of hairpin folds. When hairpins form, the
polymer chain experiences excluded-volume interactions. Provided the chain is
sufficiently long, numerous simulations of confined wormlike chains indicate that
this regime ends when D ≈ 2lp, with lp being the persistence length of the chain
(Odijk, 2008; Cifra, 2009; Cifra et al., 2009; Wang et al., 2011; Dai et al., 2014; Mu-
ralidhar et al., 2014a). As the channel size increases even further, the chain enters
into a so-called “extended de Gennes” regime (Wang et al., 2011) where the chain
consists of sausage-like, anisometric blobs (Brochard et al., 2005; Odijk, 2008). At
the largest values of D, the weak confinement results in the classical de Gennes
regime (Daoud and de Gennes, 1977), where the chain consists of isometric blobs.
These two blob regimes were given similar names (Wang et al., 2011) to high-
light that the scaling for the extension in the isometric blob de Gennes regime,
X ∼D−2/3, “extends” into the anisometric blob regime. The latter scaling is based
on a Flory exponent ν = 3/5; the more accurate estimate X ∼ D(ν−1)/ν ∼ D−0.7015
is in excellent agreement with simulation data for long chains in the extended
de Gennes and de Gennes regimes (Wang et al., 2011; Tree et al., 2012; Tree et
al., 2013b; Dai and Doyle, 2013; Dai et al., 2014).
It is important to recognize that, while the extension of the confined chain is the
simplest observable metric and quite relevant for genomic applications of confined
DNA (Jo et al., 2007; Das et al., 2010; Welch et al., 2012; Lam et al., 2012; Hastie
et al., 2013; Dorfman et al., 2013; Marie et al., 2013), this single thermodynamic
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variable is likely insufficient to resolve many of the open questions surrounding
different regimes. Rather, we require measurements of both the average chain
extension and its variance, the latter being related to the effective spring constant
of the chain. For example, the scaling for the chain extension with channel size
cannot distinguish between the extended de Gennes and de Gennes regimes (Wang
et al., 2011). However, the fluctuations of the chain should scale differently with
channel size in these two regimes (Dai et al., 2013), allowing an unambiguous
demarkation of the border between them. In a similar manner, the theory of the
transition regime may ultimately be resolved through an analysis of the variance
of the chain extension along with its mean extension.
Confinement spectroscopy is a particularly attractive approach to obtain such
data, using the precision channel sizes afforded by electron-beam (e-beam) lithog-
raphy and reactive ion etching while avoiding the high cost of producing many
devices. The original confinement spectroscopy experiments (Persson et al., 2009)
used a fixed depth D1 and a continuously tapered width D2(x), where x is the ax-
ial distance down the channel. In principle, one can access a wide range of average
channel sizes, DAv ≡ √D1D2, in a single device, with the resolution limited by the
step size used to pattern the taper. The result is a massive reduction in the cost
and time relative to fabricating individual devices with square channels for each
value of DAv. However, there are two reasons to question the ability of confine-
ment spectroscopy data to test the prevailing theories. First, while the mapping
to an equivalent square channel via DAv seems reasonable for small aspect ratios,
confinement spectroscopy typically requires very large aspect ratios D2(x)/D1 to
access multiple regimes of confinement (based on DAv) at a single etch depth
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Figure 3.2. Schematic of the device for equilibrium confinement spectroscopy. Region
C represents an array of nanochannel cascades of fixed depth D1 = 100 nm and variable
width D2 from 800 nm down to 100 nm in 100 nm decrements with an additional 1000
nm wide region prior to the 800 nm region to facilitate loading of DNA with minimal
shear. The nanochannels are connected to loading ports (1-4) through 50 µm wide, 1
µm deep microchannels (A and B). Region D shows two constant width regions which
are 45 µm long each and connected by a 5 µm long tapered region.
D1. Second, a continuous taper leads to a configurational entropy gradient in
the channel, which can cause the DNA to gradually drift to the wider side of the
taper. Trapping the DNA at a particular value of DAv may require applying an
opposing force, either an electric field or a fluid flow, to maintain the DNA center
of mass position at a fixed location x. While this opposing force is generally weak
(Persson et al., 2009; Werner et al., 2012), its presence implies that confinement
spectroscopy in a tapered nanochannel is an inherently non-equilibrium measure-
ment.
In this chapter, we employ the confinement spectroscopy concept (Persson
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et al., 2009; Werner et al., 2012) for equilibrium measurements, thereby removing
the second caveat and allowing us to address issues related to accessing multiple
regimes in a confinement spectroscopy device. In our device, depicted schemati-
cally in Figure 3.2, we use a fixed depth D1 = 100 nm and a piecewise constant
function D2(x) that cascades from a maximum channel width of 800 nm to 100
nm in 100 nm increments, with an additional 1000 nm wide region that facilitates
loading and alignment between the nanochannels and microchannels during device
fabrication. Using the latter region for measurement as well gives us nine values
of D2, where DAv/lp ∈ [1.40,4.70] traverses the extended de Gennes and transition
regimes. Each fixed value of D2 is maintained for a distance of 45 µm, which is
much longer than the extension of λ-DNA in any of these channels. We use a
transient pressure-driven flow to overcome the entropic penalty to move a DNA
molecule to a new channel width, and then we make our measurements under
force-free conditions in the absence of a pressure gradient. Our experiments thus
span from the largest aspect ratios (Jo et al., 2007) used previously for channel-like
confinement down to the ideal case of a square nanochannel, albeit with a data
density that is much lower than the continuous taper case (Persson et al., 2009;
Werner et al., 2012).
Since we do not have access to a set of square nanochannels with the same val-
ues of DAv as our confinement spectroscopy device, we have adopted a simulation-
based approach to assess the role of the aspect ratio. To this end, we use Pruned-
Enriched Rosenbluth Method (PERM) simulations (Grassberger, 1997; Prellberg
and Krawczyk, 2004) of an off-lattice, discrete wormlike chain model of confined
DNA, following our recent work in this area (Tree et al., 2013b; Tree et al., 2013a;
30
Muralidhar et al., 2014b). We first simulated the mean extension and its variance
for the rectangular channels used in our experiments, using the ionic strength of
the buffer to compute the effective width (Stigter, 1977) and persistence length
(Dobrynin, 2006; Hsieh et al., 2008) of the DNA. The increase of the backbone
length due to the intercalating dye is thus the only free parameter. The rather
good quantitative agreement between experiment and simulation thus allows us
to use simulations to assess the effect of the aspect ratio through further PERM
simulations in square channels of width D =DAv.
3.2 Experimental Methods
3.2.1 Device Fabrication
The devices were fabricated on 4 in diameter, 0.5 mm thick fused silica substrates
(Hoya). The nanochannel funnels were created via electron beam lithography (Le-
ica VB6) followed by a CF4:CHF3 reactive ion etching (RIE) step. Microchannels
(50 µm wide, 1 µm deep) for interfacing the nanochannels to sand-blasted loading
ports were created via a UV contact lithography followed by RIE. The etched
substrates were directed bonded to 0.17 µm fused silica cover-glass via a direct
bonding process based on RCA cleans.
The nanochannel depth is 97 nm, as measured by atomic force microscopy
(AFM) in the 700 nm and 1000 nm wide region of a duplicate device from the
same wafer. The widths of the nanochannels in the cascade were measured by
scanning electron microscopy (SEM) in this duplicate device. The SEM images
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and cross-section measurements are included in Appendix A.
3.2.2 DNA Preparation
λ-DNA (48.5 kilobase pairs, kbp, New England Biolabs) was stained with YOYO-
1 fluorescent dye (Invitrogen) at a concentration of 1 dye molecule for every 10
bp of DNA. After staining at room temperature for an hour, the DNA samples
were heated to 50○C for 12 hours to make the distribution of the dye molecules
more homogeneous (Carlsson et al., 1995; Nyberg et al., 2013). DNA (10 µg/ml)
samples were prepared in 1x (10 mM) Tris-base buffer. Prior to nanochannel
experiments, an oxygen scavenger β-mercaptoethanol (BME, Sigma-Aldrich) was
added to the solution (6% v/v) to suppress photobleaching.
To calculate the ionic strength of the solution, the system of chemical equilib-
rium equations was solved iteratively (Tris base: pKb = 5.96, BME: pKa = 9.6)
using a program developed by Santiago and coworkers (Santiago, 2010), leading
to an ionic strength I = 7.18 mM and pH = 7.49. The available on-line program
(Santiago, 2010) was modified to calculate ionic strength of a buffer according to
a method used by Hsieh et al. (2008); we confirmed the accuracy of the modi-
fied program by reproducing data previously appearing in the literature (Hsieh
et al., 2008). Experimentally measured pH values were also comparable to the
predicted value, further confirming the accuracy of the calculation. We chose to
work at this low ionic strength to access relatively large values of the fractional
extension of λ-DNA in these channel sizes (Reisner et al., 2007; Jo et al., 2007),
which greatly simplifies the image analysis. The lowest value of ionic strength
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was limited by the use of an anti-photobleaching agent (BME), which increases
the ionic strength through protonic dissociation (Hsieh et al., 2008). We used the
same method to compute the ionic strength for data appearing in the literature
(Tegenfeldt et al., 2004; Werner et al., 2012), using the reported buffer conditions.
We use λ-DNA for convenience, as it is readily available and less susceptible to
shear cleavage than longer DNA (Kovacic et al., 1995). Recently, we have shown
that λ-DNA in a high ionic strength buffer (lp = 53 nm, w = 4.6 nm) is long
enough so that its mean span X is essentially in the asymptotic limit for long
chains in square nanochannels up to DAv = 400 nm (Muralidhar et al., 2014b).
This conclusion extends to lower ionic strengths (Muralidhar et al., 2014b) because
the effective width and persistence length have different dependencies on ionic
strength (Tree et al., 2013a). A detailed justification for this argument is in the
Appendix A.
3.2.3 Nanochannel Experiments
Two parallel microchannels were loaded with DNA solution by capillary action.
Each reservoir on the device was then sealed with one of the top ends of a T-
junction. The other top end was used for both filling up the reservoir and for
introducing fresh DNA solution, which was done every three hours. The bottom
end of the T-junction was used to apply pressure by connecting it to a two-
way valve having a pressurized air line on one side and atmospheric pressure
on the other side. Four T-junctions were assembled into a chuck (Persson and
Tegenfeldt, 2010). After filling up the reservoirs with DNA solution and sealing the
33
other top end of T-junction with the help of O-rings, DNA molecules were drawn
inside the nanochannels by applying pressure on the bottom end of two T-junctions
directly connected to the reservoirs adjacent to the 1000 nm wide nanochannel
region. Once the DNA reached a desired location inside the nanochannels, the
pressure in all the four reservoirs was brought down to atmospheric pressure by
using all four valves.
The locations of each 45 µm long section of constant width D2 was recorded
from calibration marks and accessed using a Prior II stage controller, which has
a precision of 2 µm. To ensure we are not at the interface, we only use data
in the central 40 µm of a region of constant width. To make a measurement
in a given channel width D2, a fresh group of molecules were brought from the
reservoir to the center of that region of the nanochannel. The DNA thermal
fluctuations were recorded with an EM-CCD camera (Photometrics, Cascade II)
using a 100x (1.4 N.A.) oil immersion objective on an inverted epifluorescence
microscope (Leica DMI 4000B) with a 120 W metal halide light source at 75% of
maximum intensity. We used Micro-Manager to record 1500 images at a speed
of 10 frames per second with 100 ms exposure time. We chose to observe many
molecules at a fixed channel size, rather than tracking single DNA molecules
as they move through the cascade, to increase the throughput. We also found
that tracking single molecules with such long exposure times led to significant
photobleaching after 150 seconds.
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3.2.4 Data Processing
Molecule extensions were extracted from the images using a fitting program devel-
oped previousl (Reisner et al., 2005). The intensity profiles parallel to the channel
axis were assumed to follow a double error function profile, a convolution of an
error function and a box function. Using this fit, the molecule extension was esti-
mated at the full width at half max (FWHM) of the fluorescence intensity. This
method leads to an uncertainty of roughly 5 pixels to the FWHM, which corre-
sponds to approximately 800 nm. The uncertainty varies from frame to frame
and between channel sizes, and we use the latter conservative error estimate for
all of our analysis. The mean of the extension for each channel size was calcu-
lated by pooling the molecules together under the assumption of homogeneous
contour length. This also added uncertainty since there were undoubtably some
fragmented molecules, due to fractionation within the stock solution, photocleav-
age, and shear cleavage. Obviously fractionated molecules were removed from the
ensemble, but fluctuations in the chain extension make it difficult to determine if
some molecules are slightly too short or simply tend to sample the smaller range
of extensions during the measurement. There is also some uncertainty from the
channel roughness, but we have not included this in our estimate of the error since
the fitting uncertainty is the dominant factor. The fluctuations of the extension
were calculated by first computing the variance for each individual molecule and
then taking the average of these data.
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3.2.5 Relaxation time
There are two possible approaches to assess the fluctuations of DNA confined in
the channel: (i) the variance of the extension and (ii) the longest relaxation time
of the chain. We prefer the former approach, since it directly accesses informa-
tion about the effective spring constant of the confined chain while circumventing
subtle details surrounding the hydrodynamics of confined DNA (Tree et al., 2012).
Indeed, the hydrodynamics of confined DNA in rectangular channels remains un-
explored, and the coupling between the chain configurations and hydrodynamic
interactions in rectangular channels should be even more complicated than the
case for a square channel. Nevertheless, it is still essential that we obtain an esti-
mate of the relaxation time of the chain to ensure that the data in our ensemble
of configurations is uncorrelated. While we could use correlated data and then
correct for the correlation error (Chodera et al., 2007), the uncorrelated approach
is simpler and does not require an accurate measurement of the relaxation time
to estimate the additional error in the data analysis due to these correlations.
To compute the relaxation (correlation) time for the extension data, we first
computed the autocorrelation function for the instantaneous chain extension,
G(τ) = ⟨δX(t) δX(t + τ)⟩t⟨(δX(t))2⟩t (3.1)
using all of the data for a particular DNA molecule. In the latter, δX =X − ⟨X⟩t
where ⟨⋯⟩t denotes a time average. The longest relaxation time, τR, was obtained
by fitting the short-time decay of the autocorrelation function with an exponential
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Figure 3.3. (a) Example of the autocorrelation function G(τ) versus the time lag τ for
one λ-DNA molecule in the 100 nm wide channel. (b) Same data for another λ-DNA
molecule in the 1000 nm wide channel.
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function, where the τR is the time constant for the exponential. The fit was
constrained such that G(0) = 1.
Two examples of the autocorrelation are plotted in Figure 3.3(a) (D2 = 100
nm) and Figure 3.3(b) (D2 = 1000 nm). It is clear that the frame rate used in
these experiments, which is dictated by the intensity of the illumination, the field
of view of the camera, and the camera sensitivity, is much too slow to make an
accurate measurement of the short relaxation time in the 100 nm channel. We
chose to use a wide field of view to allow us to image multiple molecules at the
same time, which is a compromise between camera frame rate and experimental
expediency. As the channel size increases, the data acquisition rate appears to
lead to a reasonably good estimate of the relaxation time. The insets of these
figures show the autocorrelation time over first 10 s of the fitted data.
To ensure that our ensembles of extension measurements consist of uncorre-
lated data, we used frames spaced by ten times the maximum relaxation time of
1 s. This corresponds roughly to the largest time lags in the insets of Figs. 3.3(a)
and (b), which are clearly decorrelated even for the largest channel. With this
conservative estimate for the decorrelation time, each DNA molecule contributes
14 extension measurements. The uncorrelated extension data obtained for all the
molecules were then pooled to calculate the mean extension for each channel size.
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3.3 Simulation Methods
3.3.1 Discrete Wormlike Chain Model
We used an off-lattice, touching-bead, discrete wormlike chain (DWLC) model to
perform our PERM simulations (Tree et al., 2013a; Wang and Gao, 2005). The
model consists of a discretized chain of contour length L with Nb + 1 beads con-
nected by rigid rods of length lb. The bond angles between the rods are constrained
using the bending potential
βUb = κNb−1∑
j=1 (1 − cosφj) , (3.2)
where φj is the bond angle at the j + 1th bead and κ is the bending constant.
Here β = (kBT )−1 is the inverse of the thermal energy. The bending constant for
a desired persistence length lp was obtained by solving the non-linear equation
(Schellman, 1974)
2lp
lb
= κ − 1 + κ cothκ
κ + 1 − κ cothκ. (3.3)
Excluded volume interactions in the model are accounted for by the use of a
hard-core repulsive potential given by
βUEV =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∞ if rij ≤ w,
0 if rij > w, (3.4)
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where rij is the distance between beads with indices i and j. The minimum
distance between the walls and the center of the beads is kept at w/2, thereby
accounting for the repulsion between the chain and the walls. We used lb = w, as
this value of lb yields sufficient coarse-graining without compromising the physical
properties of the model (Tree et al., 2013a; Muralidhar et al., 2014b).
3.3.2 Parameter Estimation
In order to map our simulation results with the DWLC model to experimental re-
sults for DNA confined in channels, choosing appropriate parameters for lp and w
at a given ionic strength is of utmost importance. The intercalating dyes in these
experiments introduce an additional unknown parameter, the contour length in the
presence of the dye. Although many studies have investigated the physical proper-
ties of DNA in the presence of these dyes (Nyberg et al., 2013; Günther et al., 2010;
Bennink et al., 1999), there exists a lack of consensus on how lp and w vary as
a function of dye concentration. Therefore, we chose the simplest approach and
estimated the parameters, lp and w using established theories (Hsieh et al., 2008;
Dobrynin, 2006; Stigter, 1977) for undyed DNA. The use of such parameters for
lp and w in the past led to simulation results which agree with experimental data
for unconfined, undyed DNA, although there exist systematic errors in predicting
properties of dyed DNA (Tree et al., 2013a). This disagreement is conceivably due
to the modified contour length, which we use here as a fitting parameter to match
our experiments.
The persistence length of DNA is often estimated using either the predic-
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tions from Odijk (1977) and Skolnick and Fixman (1977) (OSF) or Dobrynin
(Dobrynin, 2006). Although both predictions are in agreement for high ionic
strengths (I > 100 mM), the persistence length values from the two theories are
distinctly different for lower ionic strengths (Hsieh et al., 2008). The disparity is
due to the difference in the predictions for the electrostatic contribution to the
persistence length. However, Dobrynin’s theory conforms with experimental ob-
servations that the electrostatic persistence length lelp ∼ k−1, where k is the Debye
length (Hsieh et al., 2008). Therefore, we made use of the expression for DNA
given in Eq. (7) of Hsieh et al. (2008),
lp = 46.1 + 1.9195√
I
nm, (3.5)
which is based on Dobrynin’s theory (Dobrynin, 2006). Equation (3.5) yields a
value of lp = 68.7 nm for the ionic strength corresponding to our experiments.
To model the repulsive electrostatic interactions between distal segments of
the chain, Stigter (1977) obtained an expression for an effective hard core width
of DNA by relating the second-virial coefficient of hard cylinders to that arising
from solving the Poisson-Boltzmann equation for DNA. We employed Stigter’s
theory (Stigter, 1977; Hsieh et al., 2008) to obtain the width w = 18.7 nm of the
DNA molecule at our ionic strength.
3.3.3 Pruned-Enriched Rosenbluth Method
We used the DWLCmodel with the parameters thus obtained to carry out Pruned-
Enriched Rosenbluth Method (PERM) simulations (Grassberger, 1997; Prellberg
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and Krawczyk, 2004; Tree et al., 2013a; Muralidhar et al., 2014b). We performed
chain growth starting with one bead chosen at a random position inside the chan-
nel, to a maximum length of Nb + 1 beads. Our simulations consisted of 400 000
such tours (Tree et al., 2013a; Muralidhar et al., 2014b) for each channel size. All
averages of metrics such as the extension and its variance were computed on the
fly during run-time, which enables growth of long chains, circumventing the clock
time required for read-write of large amounts of data. For more details on the im-
plementation of our simulations, such as weighting of configurations and strategies
for pruning and enrichment, we direct the reader to previous publications from
our group (Muralidhar et al., 2014b; Tree et al., 2013a).
In all of the simulations, the axis of the channel passing through its center was
set as the x-axis of our coordinate system. Accordingly, the extension of DNA
inside nanochannels is the mean span of the chain parallel to the channel axis
X ≡ ⟨max(xj) −min(xj)⟩ , where (j ∈ [1,Nb + 1]), (3.6)
where ⟨ ⋯⟩ stands for the weighted average over all the tours.(Tree et al., 2013a;
Muralidhar et al., 2014b) Similarly, we calculated the variance of the extension,
δ2X = ⟨X2⟩ − ⟨X⟩2 (3.7)
using an online incremental algorithm (West, 1979) to obtain an estimate of the
fluctuations of the extension in one pass.
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3.4 Results
Figure 3.4 plots both the experimental and simulation data for the average chain
extension X as a function of the channel size. The figure illustrates our main
points: (i) the experimental data and simulation data are in quantitative agree-
ment to within the experimental uncertainty using a dyed contour length of 18.6
µm, corresponding to a 13% increase compared to naked DNA; and (ii) the con-
finement spectroscopy approach introduces only a small systematic error in X as
the channel aspect ratio increases up to a relatively large value of D2/D1 = 10.
We have also provided the data in Figure 3.4 in tabulated form in Appendix A
for clarity.
To compare with previous experiments, we have computed the apparent power
law exponents for the rectangular channel data over the full range of channel
sizes. From a theory perspective, the use of apparent power laws is fraught with
peril, as the values of DAv used here should span from the transition regime,
X ∼D−1Av, into the extended de Gennes regime, X ∼D−0.7Av . Indeed, recognizing the
existence of two power laws over the relatively narrow range of channel sizes used
in DNA experiments was critical to resolving (Wang et al., 2011) the discrepancy
between the early experiments (Reisner et al., 2005) and blob theory (Daoud and
de Gennes, 1977). Nevertheless, apparent power law fits are a useful empirical
approach to compare different experimental data sets. Our data produce a fit
X ∼D−0.86±0.08Av for the experiments and X ∼D−0.83±0.02Av for the simulations. As we
might expect, the experimental data are scattered about the trendline with R2 =
0.97, whereas the simulation data are much less noisy (R2 = 0.99). The apparent
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Figure 3.4. Molecule extension in channels of depth 100 nm and widths 100 to 1000
nm. The mean extension is scaled to a fractional extension using a dyed DNA contour
length of 18.6 µm. Black squares and trendline were calculated using the DWLC model
for squares; blue triangles and trendline were calculated using the DWLC model for
rectangles; red circles and trendline are experimental data. Experimental data points
are the mean of 196 measurements made from 14 molecules. Error bars for experimental
data represent the standard error of the mean plus the measurement uncertainty in
§3.2.4; mean extension simulation error bars are within the size of the markers. Slopes
shown were calculated using a linear regression of the means, with the exponent for the
experiments being −0.86± 0.08, the rectangular simulations −0.83± 0.02 and the square
simulations −0.91±0.03. Extension is shown on a log-log plot. For clarity, these data are
also provided in tabulated form in Supporting Material A. The inset shows the ratio of
the simulated extension in the rectangular channel, XR, relative to the square channel,
XS , as a function of the aspect ratio, D2/D1.
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Figure 3.5. Molecule extension fluctuations in channels of depth 100 nm and widths
100 to 1000 nm. Mean extension variance has been scaled to a contour length of L =
18.6 µm. (a) Black squares were calculated using the DWLC model for square channels.
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DWLC model for rectangular channels; red circles are experimental data. Experimental
data points are the mean of 14 molecules. Error bars represent the standard error of the
mean for rectangle simulations plus the measurement uncertainty in §3.2.4. Both panels
are semi-log plots. The dashed line in both panels represents the approximate plateau
of the variance for simulated square channels in panel (a).
exponents here are quite similar to results reported previously. For example, the
experiments by Reisner et al. (2005) in relatively low aspect ratio channels were
fit by X ∼ D−0.85Av . Previous confinement spectroscopy experiments in tapered
nanochannels also produced X ∼ D−0.85Av for λ-DNA (Persson et al., 2009; Werner
et al., 2012), as well as X ∼D−0.83Av and X ∼D−0.78Av for T4 DNA (169 kbp) (Persson
et al., 2009).
Figure 3.5(a) shows the simulated variance in the chain extension, δ2X, as a
function of the channel size for the square nanochannels. The shape of this curve
is essentially the same as obtained previously (Tree et al., 2013c) in a model of
experiments in high ionic strength buffers (Reisner et al., 2005). The variance
drops precipitously as the channel size decreases below DAv ≈ 2lp. For the larger
45
channels, the insensitivity of δ2X to channel size, δ2X ∼ D0Av, is indicative of
the scaling predicted for the extended de Gennes regime (Wang et al., 2011) and
consistent with previous simulations for these channel sizes (Tree et al., 2013c; Dai
et al., 2013). Indeed, the observation of a scaling X ∼ D−0.7Av and δ2X ∼ D0Av over
the same range of channel sizes is compelling evidence of an extended de Gennes
regime (Dai et al., 2013).
3.5 Discussion
3.5.1 Regime mixing during confinement spectroscopy
The most interesting part of our analysis is the role of the aspect ratio. It is ap-
parent in Figure 3.4 that there is a gradual deviation between the simulation data
for the average extension in rectangular nanochannels and the “equivalent” square
nanochannels as the aspect ratio increases. However, this deviation is not espe-
cially large and somewhat exaggerated by the logarithmic scale used for the power
law fits. The inset of Figure 3.4 shows how the ratio of the extension in the rect-
angular channel deviates from its square counterpart as the aspect ratio increases.
While there is some error introduced by the aspect ratio, this error is an accept-
able compromise with respect to the experimental expediency of confinement spec-
troscopy. Moreover, the congruence between the extension data we have obtained
here, previous data for relatively small aspect ratios (Reisner et al., 2005), and
previous data for tapered nanochannels (Persson et al., 2009; Werner et al., 2012)
indicates that the non-equilibrium nature of the tapered nanochannels is proba-
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bly not a critical factor for measurements of the average extension. However, one
should be cautious when interpreting the significance of an apparent scaling ex-
ponent extracted from confinement spectroscopy; in the present case, the square
channels were best fit by X ∼D−0.91Av ±0.03 (R2 = 0.99), which is substantially dif-
ferent than the exponent −0.83 ± 0.02 obtained for simulations in the rectangular
channels.
While the average extension, X, is not strongly affected by the channel aspect
ratio, this is not the case for its variance, δ2X. Scaling theories can provide in-
sights into this increase in variance in rectangular channels with increasing channel
width. Odijk (2008) suggested the square channel size D∗∗ for the cross-over be-
tween the extended de Gennes and the de Gennes regimes is of the order of l2p/w.
Assuming a prefactor of unity, this would correspond to a value of D∗∗ ≈ 250
nm for our ionic strength. We also know that the crossover from the transition
regime to the extended de Gennes regime should be at D∗ ≈ 2lp = 135 nm. Recall
that all but the two smallest square channels (Supplementary Material A) used
in Figure 3.5 should be in the extended de Gennes regime, where δ2X ∼ D0Av
(Dai et al., 2013). Our data in Figure 3.5(a) show excellent agreement with this
prediction.
However, recall that for the rectangular channels used in our experiments,
the channel width varies between D2 = 100 nm to 1000 nm, while the depth is
kept constant at D1 = 100 nm. This would mean that while the depth of the
channels severely constrains bending of the molecule, as we would expect in the
transition regime, the width of most of the channels used here (D2 > 300 nm)
impose constraints such as those in the de Gennes regime (Figure 3.1). In fact,
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a power law fit to our simulation data for rectangular channels, included in the
Appendix A, shows that δ2X ∼ D0.32±0.122 which is strikingly close to the 1/3
exponent that one would expect in the de Gennes regime.
This mixing of regimes leads to a monotonic increase in the variance for the
rectangular channels. In high aspect ratio channels, a fluctuation leading to an
increase in the chain extension can be resolved without an increase in excluded
volume interactions by swelling of the chain in the direction perpendicular to the
channel axis. For these 100 nm deep channels, there is minimal bending penalty
when avoiding excluded volume interactions in the wider direction. As a result,
the chain can experience large fluctuations in X without incurring a significant
excluded volume penalty. In contrast, for an isotropic channel, similar magnitude
density fluctuations in the axial direction must lead to substantial excluded volume
interactions, which are energetically unfavorable. Moreover, the excluded volume
interactions could only be resolved by bending the chain, which is more difficult
when both directions are small versus the case where one direction is small and the
other is large. The excluded volume interactions, coupled to the bending energy,
thereby suppress large fluctuations in X in the smaller aspect ratios.
3.5.2 Comparing simulation and experiment
One of the most challenging aspects of simulating DNA thermodynamics in nanochan-
nels is determining the persistence length, effective width and contour length of
dyed DNA. In our analysis, we treat the contour length of the DNA backbone as
the sole free parameter, with the persistence length (Dobrynin, 2006) and effective
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width (Stigter, 1977) obtained theoretically using the buffer ionic strength. This
one degree of freedom allows us to shift the ordinate value of all of the simulation
data by a fixed amount, which requires that the overall trend in the simulation
data match that of the experiments. Previous studies of DNA extension under
dynamic conditions, such as in flow (Perkins et al., 1995) or electrokinetic stretch-
ing around solid obstacles (Bakajin et al., 1998; Randall and Doyle, 2005), suggest
that the backbone length should increase by 25% to 30% at full dye loading, corre-
sponding to an increase from the naked contour length of 16.5 µm, based on a rise
of 0.34 nm per base pair, to a stained contour length around 22 µm (Tegenfeldt
et al., 2004). At the dye to base pair ratio used here of 1:10, others (Günther
et al., 2010; Persson et al., 2009) suggested that the increased contour length due
to dye intercalation is approximately 19.8 µm. Alternatively, if we assume that
the increase in the backbone length is linear in dye loading up to the maximum
loading, then the 40% loading we used here should lead to a dyed contour length
of L = 18.3 µm (Reisner et al., 2005).
Arguably the best approach to determine the increased extension due to inter-
calation is to work with concatemers of λ-DNA, on the assumption that the dye
increases the contour length uniformly along the chain. While we do not have such
data for our experiments, Tegenfeldt et al. (2004) previously reported data for the
extension of λ-DNA concatemers n = 1,2, . . . ,8 in 100 nm × 200 nm channels. In
the latter reference, the authors suggested that their dye loading should be close
to full intercalation, and assumed a contour length of 22 µm per concatamer.
By using PERM simulation results, we found excellent agreement between the
simulations and these experiments (Tegenfeldt et al., 2004), using a dyed contour
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length of L = 20.1 µm per λ-DNA concatemer. The alternate choice of L = 22
µm leads to systematic deviations between the simulations and experiments. A
detailed comparison is included in the Appendix A.
Nyberg et al. (2013) provide two possible explanations for this smaller than ex-
pected extension due to intercalation. First, their findings suggest that the amount
of DNA extension as a function of YOYO loading depends on the ionic strength
of the buffer solution. Intriguingly, DNA extension at lower ionic strengths shows
a stronger than linear dependence with YOYO concentration, while the depen-
dence is weaker than linear at higher ionic strengths. This might explain why the
modified contour length in the data from Tegenfeldt et al. (2004) is lower than
the expected value of L = 22 µm, as the ionic strength in their work is high.
Second, Nyberg et al. (2013) have shown that the heating protocol that makes
the dye ratios homogeneous is more effective at low dye concentrations than at
high dye concentrations. Considering that Tegenfeldt et al. (2004) worked with
dye ratios close to maximum intercalation, we could expect more heterogeneity
leading an average contour length smaller than the maximum value at complete
intercalation.
Given these competing arguments, we chose to run a series of simulations for
contour lengths around these estimates and found that a value of L= 18.6 µmmost
closely agrees with our experimental data in Figure 3.4. The difference between
our result and other estimates (Reisner et al., 2005; Günther et al., 2010; Persson
et al., 2009) is small if we consider the error in measuring the chain extension from
the double-error function fit, especially at the smaller values of the extension.
Overall, the quantitative agreement between the simulations and experiments
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is excellent considering that there is a single degree of freedom, namely the in-
creased extension due to intercalation. We use this single fitting parameter to
shift the ordinate value for the extension data. Thus, the experimental data and
simulation results for the average extension need to have the same functional form
to produce quantitative agreement. While the apparent exponents are slightly dif-
ferent, the overall shapes of the curves in Figure 3.4 are similar enough to provide
satisfactory agreement. For the variance data, the two data sets are clearly in
qualitative agreement in Figure 3.5(b), and the quantitative agreement is very
satisfying when we consider that there are no adjustable parameters remaining
to fit the data; we have used the one degree of freedom to set the value of L
in Figure 3.4. Note that the simulations and experiments only agree for rectan-
gular channels; the data for the variance in square channels in Figure 3.5(a) is
qualitatively different than for rectangular channels.
3.6 Conclusions
In this chapter, we have used an equilibrium confinement spectroscopy approach
to assess the role of the aspect ratio on the mean extension and variance of DNA
confined to a nanochannel. The average extension is only weakly affected by the
aspect ratio, even out to aspect ratios of ten, making confinement spectroscopy
a powerful tool for probing DNA extension by confinement. Moreover, the non-
equilibrium nature of a tapered nanochannel is a small perturbation for measure-
ment of the average extension.
Interestingly, our analysis also showed that confinement spectroscopy, even at
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equilibrium, leads to qualitative differences in the fluctuations of the chain exten-
sion as a function of aspect ratio. Indeed, for our highest aspect ratio channels,
the “equivalent” square channel should be in the extended de Gennes regime and
have scaling δX2 ∼ D0Av (Dai et al., 2013). Both our experiments and simulations
clearly indicate the variance in the rectangular nanochannels continues to increase
with DAv. As a result, confinement spectroscopy is probably not the best tool for
probing the different theories for channel-confined DNA; such experiments would
require crossing between different regimes of confinement in the same device, and
thus experience the “regime mixing” effects we observed here. These theories
could be modified to account for aspect ratio (Odijk, 2008) and then compared to
equilibrium confinement spectroscopy data. However, this does not seem to be
an optimal approach since it adds another degree of freedom (aspect ratio) onto
an already contentious area of research. It seems more promising to pursue ionic
strength as the independent thermodynamic variable (Reisner et al., 2007; Zhang
et al., 2008; Jo et al., 2007), rather than channel size, with a modest number of
approximately square channel of different width to provide overlapping data. It
is also possible to create a single device with many square channels, for example
by using a focused ion beam (Menard and Ramsey, 2013).
These findings have important consequences for use of nanochannels for high-
throughout DNA mapping. All other considerations being equal, when comparing
devices that yield the same DNA extension, the device with the lower fluctuations
is to be preferred as fluctuations may adversely impact barcode alignment. This is
one factor that might make aspect ratio unity nanochannels preferable to slit-like
nanochannels. Naturally, there are a number of other factors involved in choice of
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nanochannel design, including one’s available fabrication resources/process cost,
the confinement free energy and the hydrodynamic impedance.
While our focus here is on the role of the aspect ratio on the thermodynamic
properties of confined DNA, we should also point out the very good quantita-
tive agreement between experiment and simulation for the rectangular nanochan-
nels. The only inputs to the model are the ionic strength of the buffer, which
sets the chain persistence length and effective width via established theories (Do-
brynin, 2006; Stigter, 1977), and the dyed contour length of the chain, which we
determined from a best fit to the experimental data and obtained a result that is
well within the range of other independent experiments. Importantly, there are no
adjustable parameters to fit our experimental data for the variance. The results
thus obtained lend confidence to simulation predictions and theories of confined
DNA based on the wormlike chain model. We are thus optimistic that experi-
ments that carefully control for the role of the channel aspect ratio will be able
to resolve many of the outstanding questions surrounding the theory of channel
confined DNA.
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Chapter 4
Experimental evidence of weak
excluded volume effects for
nanochannel confined DNA
4.1 Introduction
∗Determining the equilibrium conformation of nanochannel-confined DNA has at-
tracted substantial attention as a fundamental problem in polymer physics (Reis-
ner et al., 2012) connected to an emerging technology for genomics (Persson and
Tegenfeldt, 2010; Lam et al., 2012; Welch et al., 2012; Hastie et al., 2013; Cao et
al., 2014; Nilsson et al., 2014). Initially, it was proposed (Reisner et al., 2005) that
the de Gennes blob theory for weak confinement (Daoud and de Gennes, 1977) and
∗This chapter is based on D. Gupta, J. J. Miller, A. Muralidhar, S. Mahshid, W. Reisner,
and K. D. Dorfman, “Experimental evidence of weak excluded volume effects for nanochannel
confined DNA”, ACS Macro Lett. 4, 759 (2015).
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Odijk’s deflection segment theory for strong confinement (Odijk, 1983) provided
a complete description of the thermodynamics of a semiflexible chain of persis-
tence length lp confined in a channel of size D. Intense simulation and theoretical
efforts over the past few years (Odijk, 2008; Wang et al., 2011; Dai et al., 2013;
Dai et al., 2014; Werner and Mehlig, 2014; Werner and Mehlig, 2015) suggest that
excluded volume in confinement plays a more subtle role than previously thought.
In particular, in addition to the classic de Gennes blob regime, an “extended de
Gennes” regime has been postulated, holding for channel sizes lp ≲ D ≲ l2p/w,
where w is the effective width of the polymer backbone. While both the the-
ory of nanochannel-confined DNA (Brochard et al., 2005; Odijk, 2008; Wang et
al., 2011; Dai et al., 2013; Dai et al., 2014; Werner and Mehlig, 2014; Muralidhar
et al., 2014a; Werner and Mehlig, 2015) and practical applications of the technol-
ogy in genomics (Persson and Tegenfeldt, 2010; Lam et al., 2012; Welch et al., 2012;
Hastie et al., 2013; Cao et al., 2014; Nilsson et al., 2014) have advanced rapidly,
the experimental evidence in support of the emerging theoretical framework is
lacking. In this chapter, we provide evidence in support of the weak excluded
volume effects that form the physical basis for the extended de Gennes regime.
In doing so, we also show how a detailed simulation combined with confinement
spectroscopy can reduce molecular weight dispersity effects that are introduced
into an otherwise monodisperse DNA sample due to shear (Kovacic et al., 1995),
photocleavage (Akerman and Tuite, 1996; Alizadehheidari et al., 2015), or hetero-
geneous staining (Nyberg et al., 2013).
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Figure 4.1. (a) In the classic de Gennes regime a confined self-avoiding chain cor-
responds to a string of isometric blobs. (b) In the extended de Gennes regime a con-
fined and weakly self-avoiding chain corresponds to a string of anisometric blobs. (c-g)
Schematic illustration of the confinement spectroscopy device. The device consists of
two 1 µm deep and 50 µm wide microchannels (c,e), bridged by an array of nanofunnels
(d). A single nanofunnel (f) has ten connected 300 nm deep and 45 µm long nanochan-
nels; the width of the nanochannel varies from 350 nm to 750 nm in steps of 50 nm. The
DNA are loaded in the nanochannel with pneumatic pressure across the intersection of
the microchannel and the nanofunnel region (g). The detailed operation of this type of
device is described in Chapter 3.
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4.2 Theory
Classic de Gennes scaling theory suggests that a self-avoiding chain confined in
a channel corresponds to a string of isometric blobs of diameter D (see Figure
4.1a) (Reisner et al., 2012). Excluded-volume effects are strong, determining both
the polymer physics within a blob (each blob is a self-avoiding coil obeying Flory
statistics) and between blobs (self-exclusion interactions between blobs lead to
their linear ordering, swelling the chain along the channel). In contrast, the ex-
tended de Gennes regime is characterized by weak excluded volume effects (Werner
and Mehlig, 2014; Dai et al., 2014). In this regime, a chain of persistence length
lp and width w, confined in a channel of size D, can be envisioned as a series
of anisometric blobs (Odijk, 2008) of diameter D and length H ≅ (Dlp)2/3w−1/3
(see Figure 4.1b) (Brochard et al., 2005). Excluded volume between blobs lead to
swelling of the chain along the channel axis but the excluded volume interactions
within a blob are marginal (Dai et al., 2014). The swelling along the channel axis
leads to a fractional extension X/L
X/L = 1.176(62)(lpw/D2)1/3 (4.1)
where X is the mean span of a polymer of contour length L (Wang et al., 2011;
Dai et al., 2014; Werner and Mehlig, 2014). The prefactor comes from the theory
by Werner and Mehlig, which maps the extended de Gennes regime onto a one-
dimensional, weakly self-avoiding walk (Werner and Mehlig, 2014). The latter
scaling is identical to that in the de Gennes regime (Daoud and de Gennes, 1977)
57
and hence the moniker “extended” de Gennes (Wang et al., 2011). The weakness of
the excluded volume interactions manifests itself in the variance in the fractional
extension (Odijk, 2008; Wang et al., 2011; Dai and Doyle, 2013; Dai et al., 2014;
Werner and Mehlig, 2014). Since the blobs themselves are at the crossover between
real and ideal chains, the variance in the fractional extension is independent of
the channel size (Wang et al., 2011; Dai and Doyle, 2013; Dai et al., 2014; Werner
and Mehlig, 2014),
δ2X/Llp = 0.264(99) (4.2)
where again the prefactor comes from the theory of Werner and Mehlig (Werner
and Mehlig, 2014). In contrast, in the classic de Gennes regime, δ2X ∼ D1/3
(Reisner et al., 2005). Note that Equations 4.1 and 4.2 are expressed in terms of the
persistence length, which leads to different numerical values than the equivalent
expressions in terms of Kuhn length (Werner and Mehlig, 2014).
4.3 Methods
Demonstrating the existence of weak excluded volume effects through the scaling
δ2X ∼ D0 in the range lp ≲ D ≲ l2p/w is a key step towards establishing the
existence of an extended de Gennes regime. The experimental approach seems
straightforward: make a series of channels in this size range, introduce DNA into
these channels, and measure the variance in the chain extension. Unfortunately,
molecular weight dispersity of the DNA represents a critical obstacle to obtaining
accurate measurements of the scaling exponents and, even worse, the prefactors to
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the scaling laws. In many cases very large DNA molecules (sometimes on the order
of megabases in size) are required to reach the long chain limit (Tree et al., 2013a;
Mansfield and Douglas, 2013; Dai et al., 2013; Muralidhar et al., 2014b). While
genomic DNA samples are monodisperse, such long DNA molecules are prone to
shear breakage (Kovacic et al., 1995). Moreover, the DNA can photocleave during
measurements (Akerman and Tuite, 1996). Heterogeneous staining (Nyberg et
al., 2013) can lead to differences in L due to variations in the increased contour
length as a result of intercalation between molecules. In all of these cases, the
associated uncertainty in L can lead to large uncertainties in the measurement of
δ2X, thereby making the tests of the theories challenging.
We have developed an approach that combines equilibrium confinement spec-
troscopy (Gupta et al., 2014) with Pruned-Enriched Rosenbluth Method (PERM)
simulations of a confined, discrete wormlike chain (Tree et al., 2013b) to reduce
the effects of molecular weight dispersity. The nanochannel device, illustrated
schematically in Figure 4.1c-g, consists of a channel of depth D1 = 300 nm that
cascades in discrete steps in width from D2 = 350 nm to D2 = 750 nm. It is
thus similar to previous confinement spectroscopy devices with a continuous ta-
per in D2 (Persson et al., 2009), but the 45 µm long regions of constant width D2
allow us to make measurements at equilibrium (Gupta et al., 2014). The buffer
for our experiments has an ionic strength of 7.18 mM. Accounting for the effect
of the anti-photobleaching agent β-mercaptoethanol at 6% v/v, theory (Hsieh et
al., 2008) predicts a persistence length of lp = 69 nm and effective width w = 19
nm (Stigter, 1977; Dobrynin, 2006; Gupta et al., 2014), although the accuracy of
this persistence length should be viewed in light of recent data suggesting a lower
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persistence length of DNA (Brunet et al., 2015).
Since our channels are rectangular, we use the effective channel width (Reisner
et al., 2005; Wang et al., 2011; Werner and Mehlig, 2015),
Deff = √(D1 − δ)(D2 − δ) (4.3)
to map the results back to an equivalent square channel of size Deff + δ. The pa-
rameter δ is a wall-DNA depletion length that models the electrostatic interaction
of the DNA with the walls (Reisner et al., 2012). We estimate that δ ≈ w (Wang
et al., 2011). Our effective channel sizes range from 305 nm to 453 nm, which
spans much of the extended de Gennes regime; simulations by Dai et al. (2014)
suggest that the lower bound of the extended de Gennes regime for our conditions
is 276 nm and the upper bound is 562 nm. Most of our channel sizes are also below
the upper limit D2 = 550 nm (assuming a prefactor of unity) where Werner and
Mehlig (2015) predict that the channel anisotropy will affect measurements of the
variance in chain extension for our value of D1 (Gupta et al., 2014), and we check
the magnitude of the anisotropy effect via simulations. Additional information
about the device fabrication and buffer conditions are provided in Appendix B.
The key advantage of the equilibrium spectroscopy approach (Gupta et al., 2014)
is that the same molecule can be studied in all the channel sizes at equilibrium,
making it a single-molecule study in the true sense (Frykholm et al., 2014). In
other words, time-domain measurements for some molecule i can be used to de-
termine the ensemble average from an ergodic hypothesis, and repeating this mea-
surement for different molecules provides information about the experimental un-
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certainty, much of which arises from a very conservative estimate of the error in
the image analysis (see Appendix B). The approach is identical to typical simula-
tion approaches, where independent replicas (the different molecules) are used to
assess the sampling errors in expectation values (the measurements from a single
molecule). In our case, we first pneumatically load a T4 GT7-DNA molecule (166
kbp, Nippon Gene) from the microchannel into the D2 = 350 nm region and take
n = 40 stroboscopic measurements of the span of that molecule with a minimum
sampling interval of 5 seconds. Let us denote the jth measurements on molecule i
as X(j)i . The time lapse corresponds to a small value of the autocorrelation in the
chain extension (see Appendix B), which ensures that the X(j)i are statistically
independent. When we compute the average span for molecule i and its variance,
Xi = (1/n) n∑
j=1X
(j)
i (4.4)
δ2Xi = [1/(n − 1)] n∑
j=1(X(j)i −Xi)2 (4.5)
we assume that these values are estimates of the ensemble average, i.e., X ≈ Xi
and δ2X ≈ δ2Xi. To obtain the values of Xi and δ2Xi at other channel sizes, we
move the same molecule successively through each value of D2 and repeat the pro-
cess. At the conclusion of this single-molecule experiment, we return the molecule
to the D2 = 350 nm region and image it again to confirm that the extension of the
molecule has not become significantly shorter due to photocleavage or shear cleav-
age. We performed this single-molecule protocol with 40 molecules, of which 29
did not shorten during the long measurement period. The end result is 1160 mea-
surements of the chain extension at each channel size, blocked into 29 replicas for
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statistical averaging. The detailed criteria for rejecting fragmented molecules and
additional information about the experimental protocol are provided in Appendix
B.
We found a broad distribution of extensions Xi when we binned the results in
the 1 µm bins shown in Figure 4.2a. To see if this wide distribution was a result
of molecular weight dispersity, we took advantage of our ability to systematically
move a given molecule between different values of the channel width. To simplify
our analysis, we considered how the average of the extension of the wbin molecules
within a given bin, Xbin = (1/wbin)∑wbini=1 Xi, evolves as a function of Deff . Figure
4.2b shows the results for two representative bins; the data for the other bins are
included in Appendix B. Overall, it is clear that when we bin the molecules based
on their extension for D2 = 350 nm, plots of Xbin as a function of the effective
width Deff are parallel curves. Since we know that X ∼ L for sufficiently long
chains (see Supporting Information for Muralidhar et al. (2014b)) we can conclude
that the distribution in Figure 4.2b results from molecular weight dispersity, most
likely a combination of shear breakage and non-uniform staining (which leads to
non-uniform extension due to intercalation) (Nyberg et al., 2013).
To compute the nominal contour length Lbin for those molecules in a given bin
of Figure 4.2a, we performed PERM simulations of a discrete wormlike chain in a
rectangular channel for each value of D2. These simulations follow directly from
Chapter 3, and a brief description is provided in Appendix B. Importantly, PERM
provides data for the simulated extension, Xsim, in a given rectangular channel
size as a function of simulated contour length, Lsim. For each channel, we ran our
simulations out to approximately double the contour length of unstained T4 DNA,
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Figure 4.2. (a) Probability distribution of average extension, Xi, for individual T4
DNA molecules from 40 uncorrelated measurements of their span for D2 = 350 nm. The
bin size is 1 µm. The number above each bar is the value of the contour length in that
bin, Lbin (µm), obtained by comparison of the extension to PERM simulations. Linear
regression of Lbin to Xi gives a correlation coefficient R2 = 0.98. (b) Log-log plot of the
average value of the extension, Xbin, for molecules that reside in two different bins (Xi
= [15,16] µm in blue and Xi = [19,20] µm in red) as a function of effective channel size
(◻ symbols). To determine the corresponding molecular weight, we fit these curves to
PERM simulations of the chain extension (× symbols) using the contour length as a free
parameter. A plot similar to panel (b) for all of the bins is included in Appendix B.
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well beyond any possible effect due to intercalation (Bakajin et al., 1998; Randall
and Doyle, 2005). Then, for each bin in Figure 4.2a, we determined the value of
L∗sim that minimized the sum of squared error in Xsim −Xbin over all the channel
sizes and set Lbin = L∗sim. Figure 4.2b reports the result of this analysis for two
bins, and the corresponding analysis for the other bins is included in Appendix
B. The data in Figure 4.2b indicate that there is some disagreement between the
simulation and experimental data. However, the Lbin values are linearly dependent
on Xi to within 2% error. There may also be a systematic error in Lbin, but this
will only affect the prefactor and not the exponent in the scaling law (see Appendix
B).
The ultimate result of our binning-and-simulation protocol are estimates for
the contour length of molecules within each bin, which are reported in Figure
4.2a. In what follows, we use the value of Lbin as the contour length Li for any
molecule within that bin, thereby compensating for the effects of molecular weight
dispersity by rescaling each molecule by its Li value. We are now in a position to
determine the validity of Equation 4.2 for the variance in chain extension, which
is the key prediction arising from weak excluded volume effects in the extended
de Gennes regime.
4.4 Results and Discussion
The independence of the variance in extension from channel size in Figure 4.3
demonstrates that weak excluded volume effects are manifest for DNA in nanochan-
nel confinement. This is the key result of this chapter. We find experimentally
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Figure 4.3. Semilog plot of the average variance in extension, δ2X as a function of
effective channel size, Deff , for rectangular channels with depth D1 = 300 nm and widths
D2 ranging from 350 nm to 750 nm. The experimental mean extension variance (blue◻) are the mean of 29 molecules. Error bars represent the combination of standard error
of the mean and propagation of measurement uncertainty (see Appendix B). PERM
simulations in the rectangular channels of dimension D1 = 300 nm and D2 = 350 nm to
750 nm for a contour length L = 70.2 µm are included for rectangular channels (black
5) and equivalent square channels (red △) of size Deff +w. Error bars for the simulation
data are smaller than the symbol size. The black dashed line is Equation 4.2.
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that the variance in chain extension has the scaling δ2X/Llp ∼ D0.08±0.18eff , where
the uncertainty in the exponent is at the 95% confidence level. We also did an
alternate analysis, where we obtained the exponent for each molecule and then
computed their average. This led to δ2X/Llp ∼ D0.05±0.27eff at the same confidence.
Note that this alternate method provides the exponent but no information about
the prefactor, since it does not require estimating L or lp. A hypothesis test at
the 5% significance level rejects the δ2X/Llp ∼ D1/3eff hypothesis in favor of the
δ2X/Llp ∼ D0eff hypothesis by both analysis methods. Our variance data agree
to within 8% of the theoretical prefactor predicted by Werner and Mehlig and
to within 16% of the PERM data. However, while we believe the agreement for
the scaling exponent is robust to our data analysis method, the agreement for the
prefactor must be viewed in light of the method to determine Lbin. A discussion
of this subtle point is included in Appendix B. Moreover, the error estimates in
Figure 4.3 do not include uncertainties in L or lp. These sources of correlated
error affect the prefactor, but do not affect the slope. Thus, it seems reasonable
to conclude that the agreement for the prefactor is semi-quantitative.
We also checked for anisotropy effects due to the rectangular shape of the
channel (Gupta et al., 2014; Werner and Mehlig, 2015) by performing PERM sim-
ulations in square channels with size Deff + w. Figure 4.3 shows no systematic
deviation in the simulated values of δ2X/Llp between square channels and rectan-
gles up to the aspect ratio D2/D1 = 1.7 of the widest rectangular channel. There
does appear to be a small difference for Deff > 370 nm. However, the maximum
difference between the rectangular channels and the equivalent square channel
was close to 6%, which is of same order of magnitude as the uncertainty in the
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experimental measurement. We thus conclude that any anisotropy effect in these
experiments is much smaller than the circa 200% increase that occurs in the 100
nm deep rectangular channels that exhibit regime mixing (Gupta et al., 2014).
While the simulations in square channels produce an exponent similar to the
experiments (δ2X/Llp ∼D0.05±0.05eff at 95% confidence), the simulations for the rect-
angular channels rejects both classical and extended de Gennes regime hypothesis
at the 5% significance level (δ2X/Llp ∼D0.27±0.03eff ). The discrepancy between sim-
ulation and experiments likely arises from the uncertainty in the estimation of
parameters which goes into the model used for PERM simulations. We will re-
visit this uncertainty later in our discussion of the extension results.
Figure 4.4 summarizes the different results for the average fractional extension
of the chain, X/L, as a function of effective channel size, Deff . The relatively good
quantitative agreement between the PERM simulations and experimental data
results from using L as a fitting parameter, whereupon the only significant metric
for comparison is the power law exponent (Gupta et al., 2014). The experimental
data produce a scaling of X ∼ Dαeff with α = −0.86 ± 0.02. Similar to many
previous studies of nanochannel confined DNA (Reisner et al., 2005; Persson et
al., 2009; Werner et al., 2012), we find that the apparent exponent is more negative
than the predictions from weakly self-avoiding random walk theory (α = −2/3,
Equation 4.1) (Werner and Mehlig, 2014), predictions based on a corrected Flory
exponent (α = −0.7015) (Wang et al., 2011; Dai et al., 2014), or our simulations in
rectangular channels (α = −0.71 ± 0.01).
Disagreement between theory and simulation results in Figure 4.4 likely arises
from the finite molecular weight. As shown in Appendix B, PERM simulations
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Figure 4.4. Log-log plot of the average fractional extension, X/L, as a function of effec-
tive channel size, Deff . The experimental data (blue ◻) are the average of 29 molecules.
Power law fit to the data yields an exponent α = −0.86 ± 0.03. The uncertainty in the
exponent is determined from combination of propagation of 95% confidence interval for
the exponent of an individual molecule and its standard error of the mean. PERM simu-
lations in the rectangular channels (black 5) and square channels (red △) were calculated
for L = 70.2 µm. Power law fit to the data yields an exponent α = −0.71 ± 0.01 for the
rectangular channel and α = −0.72 ± 0.01 for the square channel. The uncertainties in
the exponent for the simulations are determined from 95% confidence intervals. The
error bars for the extension are smaller than the symbol size. The black dashed line is
Equation4.1 (Werner and Mehlig, 2014). The prefactor for the simulated extension is
similar to previous work (Dai and Doyle, 2013; Dai et al., 2014).
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for our rectangular channels suggest that the magnitude of the apparent exponent
α slowly declines with molecular weight once the chain is large enough to form
several blobs, only reaching the asymptotic value for the experimentally imprac-
tical scenario of DNA in the megabase range. Disagreement between simulation
and experimental data in Figures 4.3 and 4.4 likely arises from uncertainties on
the precise value of the persistence length at our salt concentration (Brunet et
al., 2015), possible changes in ionic strength during the experiment, and the exact
value of the wall depletion length δ. We feel in particular that errors arising from
the depletion length might explain the steeper dependence of the experimental
extension on channel size compared with simulation. The variance data, indepen-
dent of channel size, should be affected only by errors on the persistence length,
explaining why the variance data agrees better with simulation than the extension.
We also see quantitative disagreement between Equation 4.1 and our experiments
and simulations, as was the case with previous simulations (Dai et al., 2014).
4.5 Conclusion
In summary, we have provided experimental evidence supporting the theoretical
prediction of weak excluded volume in the extended de Gennes regime. Simulta-
neously, we developed an approach to account for the effect of molecular weight
dispersity effects. These experiments represent the first test of the emerging theo-
retical framework describing channel-confined DNA (Odijk, 2008). The complete
experimental test of the phase diagram for channel-confined DNA, with careful
control over molecular weight dispersity, will provide a firm foundation for the
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emerging genomic technology (Persson and Tegenfeldt, 2010; Lam et al., 2012;
Welch et al., 2012; Hastie et al., 2013; Cao et al., 2014; Nilsson et al., 2014).
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Chapter 5
Diffusion of DNA in nanochannels
5.1 Introduction
∗The equilibrium response of DNA to nanochannel confinement has received con-
siderable attention as a fundamental problem in polymer physics (Reisner et
al., 2012; Dai et al., 2016) as well as the basis behind a genome mapping technology
(Persson and Tegenfeldt, 2010; Lam et al., 2012; Michaeli and Ebenstein, 2012).
Experimentally, the statistical mechanical properties of DNA in nanochannel con-
finement (such as its average extension and the variance about that average ex-
tension) have been investigated in detail by varying the degree of confinement,
the flexibility of the chain, the length of DNA molecules and the amount of bound
fluorescent dye (Tegenfeldt et al., 2004; Reisner et al., 2005; Reisner et al., 2007;
Zhang et al., 2008; Thamdrup et al., 2008; Persson et al., 2009; Utko et al., 2011;
Kim et al., 2011; Su et al., 2011; Werner et al., 2012; van Kan et al., 2012; Nyberg
∗This chapter is based on D. Gupta and K. D. Dorfman, “Diffusion of DNA in nanochannels”,
to be submitted (2017).
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et al., 2013; Frykholm et al., 2014; Gupta et al., 2014; Alizadehheidari et al., 2015;
Iarko et al., 2015; Reinhart et al., 2015; Gupta et al., 2015; Sheats et al., 2015;
Reifenberger et al., 2015). However, the dynamic response of DNA in nanochan-
nel confinement still remains relatively unexplored, in particularly with respect to
the center-of-mass diffusion coefficient.
The salient open question about DNA dynamics in nanochannel confinement
is whether the diffusivity scaling predicted by the blob theory of Brochard and De
Gennes (1977) can be applied to practical situations involving DNA, which typi-
cally take place in the so-called extended de Gennes regime (Odijk, 2008; Wang et
al., 2011; Werner and Mehlig, 2014; Dai et al., 2014). Even though no experimen-
tal data for diffusivity in nanochannels are available, there is a substantial body
of experimental data on DNA diffusion in nanoslits that contradict the prediction
from the classical blob theory (Balducci et al., 2006; Hsieh et al., 2007; Strychalski
et al., 2008; Tang et al., 2010; Lin et al., 2011). This discrepancy in the nanoslit
geometry was reconciled by accounting for local correlations arising in a semi-
flexible chain, which introduce a correction to the blob theory (Dai et al., 2013).
Recently, Muralidhar and Dorfman (2015) proposed that a similar correction for
local chain correlations would also work in nanochannels. Indeed, their mobility
data, obtained from simulations of a wormlike chain model in channel sizes cor-
responding to the extended de Gennes regime, agree well with a modified blob
theory (Muralidhar and Dorfman, 2015). In this chapter, we confirm that these
computational predictions hold true in experiments. In addition to showing that
the classical blob theory fails to describe the experimental data, we observe quan-
titative agreement between experimental data and simulation data (Muralidhar
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and Dorfman, 2015) without the need for any fitting parameters.
5.2 Theory
We are concerned here with the diffusivity of a semiflexible polymer with a per-
sistence length lp, effective width w and contour length L, confined in a square
channel of size D. In the classical de Gennes regime, corresponding to D ≫ l2p/w
(Odijk, 2008), the chain is comprised of a series of isometric blobs of dimension
proportional toD. The chain segments inside a blob comprise a three-dimensional,
self-avoiding coil in a good solvent, obeying Flory statistics. The contour length in
each blob is then Lblob =D5/3(wlp)−1/3, where we use standard Flory exponent, ν
= 3/5 (Schaefer et al., 1980). The extension is then (Daoud and de Gennes, 1977),
X ∼ L
Lblob
D = L(wlp
D2
)1/3 (5.1)
where L/Lblob is the total number of blobs in the confined chain.
One way to determine the diffusion coefficient, Dt is by estimating first the
friction factor of the confined chain, ζchain, and then using Einstein’s relation, Dt =
kBT /ζchain, where kB is the Boltzmann constant and T is the absolute temperature.
The blob theory (Brochard and De Gennes, 1977) assumes that hydrodynamic
interactions (HI) are screened over length scales greater than D. Consequently,
the total friction factor of the chain is the sum of the individual friction factor of
the blobs, ζchain = (L/Lblob)ζblob. The friction factor of the blob can be estimated
as ζblob ≃ 6piηD, where η is the solvent viscosity. The diffusion coefficient is then
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(Brochard and De Gennes, 1977),
Dt ≃DR(D2
wlp
)1/3 (5.2)
where DR = kBT /(6piηL) is the (Rouse) diffusivity of a freely-draining chain.
Comparing Equation 5.1 and Equation 5.2 leads to the convenient relation,
Dt ≃DR(X
L
)−1 (5.3)
In other words, the confined chain is a non-draining object (Zimm) whose friction
is proportional to its size.
An equivalent way to determine the scaling law in Equation 5.2 is by using
the pre-averaged Kirkwood approximation (Tree et al., 2012),
Dt = kBT
L ∫ D/20 h(r)Ω(r)dr, (5.4)
where Ω(r) = 1/(6pirη) is the angle-averaged Oseen tensor in free solution, and
h(r) ≡ 4pir2lpg(r) is a dimensionless form of the pair correlation function g(r).
The limited HI outside the length scale D sets the upper bound in the integral in
Equation 5.4. The pair correlation function inside a de Gennes blob is
h(r) ∼ ( r2
lpw
)1/3 (5.5)
Equations 5.4 and 5.5 produce the same scaling relation as Equation 5.2.
For channel sizes lp ≪ D ≪ l2p/w, the conformation of semiflexible chain in
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confinement takes shape of a series of anisometric blobs of length (Dlp)2/3w−1/3
and diameter D in extended de Gennes regime (Odijk, 2008; Dai et al., 2014). The
excluded volume interactions within a blob in this regime are marginal. Note
that the extended de Gennes regime is very similar to the marginal condition of
semiflexible polymers in semidilute solution proposed by Schaefer et al. (1980).
Both the average extension and variance about that average extension in this
regime are well established from both experimental (Gupta et al., 2015; Iarko
et al., 2015) and theoretical (Dai et al., 2014; Werner and Mehlig, 2014; Wang
et al., 2011; Odijk, 2008) perspectives. While the early work suggested that the
blob theory of Brochard and de Gennes (Brochard and De Gennes, 1977) for D ≫
l2p/w would produce the appropriate diffusivity scaling in the extended de Gennes
regime (Tree et al., 2012; Reisner et al., 2012), recent simulations of the Kirkwood
diffusivity of a wormlike chain model by Muralidhar and Dorfman (2015) show
that a modified form of blob theory, inspired by similar work on diffusion in
nanoslits (Dai et al., 2013; Dorfman et al., 2014), is necessary. The classical blob
theory neglects the effect of local stiffness of the chain while computing the pair
correlation function in Equation 5.5. In its modified form, it is assumed that the
local chain stiffness results in strong correlation along the backbone of the chain
at length scales smaller than lp. Consequently, the pair correlation function is
approximately (Dai et al., 2013),
h(r) ≈
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
2 if r < lp/2
( r2
lpw
)1/3 if r ≥ lp/2. (5.6)
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Using this modified pair correlation function in Equation 5.4 and casting the final
result in terms of the chain extension, we obtain (Muralidhar and Dorfman, 2015),
Dt ≃DR [c1 + c2 (X
L
)−1] (5.7)
where c1 and c2 are functions of lp/w. As a result of accounting for local chain
stiffness, an additional term in the diffusivity scaling appears in Equation 5.7
when compared to Equation 5.3 for the classical blob theory. The goal of our ex-
perimental study is to determine whether the additional contribution in Equation
5.7 is required.
5.3 Experimental Methods
5.3.1 Device fabrication
The nanochannel devices were fabricated from 500 µm thick fused silica wafers
(University Wafers) using a layer of electron beam lithography to define the
nanochannels (100 µm long) and a layer of contact photolithography to define
the microchannels (50 µm wide, 1 µm deep). We used a standard design where
two parallel microchannels are connected with an array of approximately square
nanochannels (Tegenfeldt et al., 2004). Each lithography step was followed by a
reactive ion etching (RIE: CF4/CHF3/Ar) step to transfer the pattern from the
resist layer to the wafer. Note that we have used a cyclic RIE method to improve
the etch selectively of fused silica when compared to the PMMA resist used in the
electron beam lithography step (Wüest et al., 2005). This led to relatively straight
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Table 5.1: Summary of channel dimensions and statistics.
Width (nm) Height (nm) Deff (nm) Number of molecules
137 118 117 57
137 171 143 66
176 171 163 38
205 215 200 62
280 260 260 74
walls when compared to the slanted walls observed in some previous nanochannel
studies (Gupta et al., 2015; Iarko et al., 2015). The access ports to the microchan-
nels were created using sand-blasting. Finally, the devices were fusion-bonded to
170 µm thick fused-silica coverslips. The channel depth in devices was character-
ized prior to the bonding using atomic force microscopy (AFM). The widths of
the channel were measured by scanning electron microscopy (SEM) in a duplicate
device. The nanochannel cross-sectional dimensions are listed in table 5.1.
5.3.2 DNA preparation
The λ-DNA molecules (48.5 kilobase pairs, New England Biolabs) were dissolved
in 0.5× TBE buffer and labeled with YOYO-1 fluorescent dye (Invitrogen) at a
concentration of 1 dye molecule for every 10 base pairs (bp) of DNA. The DNA
solution was kept at room temperature for an hour followed by heating at 50○ C for
12 hours to achieve higher degree of homogenous staining than the samples stained
at only room temperature (Nyberg et al., 2013). Prior to start of the experiments,
an anti-photobleaching agent β-mercaptoethanol (Sigma-Aldrich, 6% v/v) was
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added to the solution. The ionic strength of this solution has been calculated to
be 28 mM using a method developed previously (Gupta et al., 2014).
The reasonably moderate molecular weight of λ-DNA, compared to short al-
ternatives (typically 1/2 λ-DNA) and long alternatives (typically T4-DNA), was
critical to the success of our experiments. On one hand, the diffusivity of shorter
molecules is higher, making the measurement simpler, but they have an extension
in the channel comparable to the measurement uncertainty in the largest channel
size used here. On the other hand, longer molecules are prone to shear cleavage
and photo-nicking. Moreover, longer molecules have smaller diffusion constant
requiring longer exposures for accurate measurements. The moderate molecular
weight of λ-DNA is an attractive compromise between these experimental limita-
tions.
5.3.3 Parameter estimation
In order to draw comparison between our results and previous studies, we need to
estimate three parameters, namely the contour length L, the persistence length
lp, and the effective width w. The bisintercalating dye (YOYO-1) used for visu-
alization of DNA is expected to increase L linearly in proportion to the amount
of dye bound. We assume that every bound dye molecule adds 0.51 nm to the
bare contour length of 0.34 nm per base pair which gives L = 19 µm for λ-DNA
(Kundukad et al., 2014; Günther et al., 2010).
Although many studies in the past have investigated the effect of dyes on me-
chanical properties of DNA (Nyberg et al., 2013; Bennink et al., 1999; Günther
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et al., 2010), the results are contradictory. Moreover, a recent study by Kundukad
et al. (2014) found that the persistence length of DNA is at best weakly affected
with the intercalation for a well-equilibrated system. Therefore, we chose to ne-
glect the effect of dye and use the experimentally validated (Hsieh et al., 2008)
theory of Dobrynin (2005) to estimate lp = 58 nm at our moderate ionic strength
of 28 mM. We employed theory of Stigter (1977) to obtain the effective width w
= 10 nm.
5.3.4 Nanochannel experiments
The two parallel microchannels on a device were filled with DNA solution by
capillary action. The DNA molecules then were driven to the center of a 100 µm
long nanochannel using pressure-driven flow and allowed to relax for 120 s before
video acquisition. We observed laser excited (Coherent OBIS 473 nm), single
DNA molecules using an inverted epifluorescene microscope (Olympus IX73) with
a 100× (1.4 N.A.) oil-immersed objective. The images were taken with an EMCCD
camera (Photometerics, Cascade II:512) at 2 fps with a 200 ms exposure time.
A total of 2000 frames were acquired for each molecule. Each filling resulted in
the acquisition of approximately 30 molecules. The total number of molecules
observed in each channel size are reported in Table 5.1, which correspond to
multiple fillings of the device. After the experiments, the device was cleaned with
a standard RCA-1 step and heated to 1000 ○C for 6 hours to allow its reuse. The
experiments were conducted at room temperature.
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5.3.5 Data processing
The center-of-mass of an individual molecule in a movie was tracked using a
custom-written Matlab program (Reisner et al., 2005). First, the location of two
extreme ends of the molecule (x1, x2) were extracted by fitting the molecule’s
intensity profile, I(x), inside a nanochannel to a linear combination of two error
functions, which is a convolution of a Gaussian point-spread function and a box
function. Then, the intensity-weighted center-of-mass of the molecule (Strychalski
et al., 2008), xcom(t), for a given frame recorded at time t was computed as
xcom(t) = ∫ x2x1 xI(x, t) dx∫ x2x1 I(x, t) dx . (5.8)
The one-dimensional diffusivity, Dt was obtained from mean squared displacement
(MSD),
MSD(δt) = ⟨[xcom(t) − xcom(t − δt)]2⟩n,t = 2Dtδt, (5.9)
where ⟨. . . ⟩n,t represent an ensemble and a time average and δt is the time lag
between images.
In general, the MSD increased linearly with time, as seen in Figure 5.1. How-
ever, the dynamic diffusion coefficient, MSD/2δt, decays continuously up to a
maximum time lag of 150 s in the smallest channel size before reaching a fairly
constant value. Similar behavior was observed in nanoslits (Hsieh et al., 2007) for
δt < 0.2 s and was investigated in detail for colloidal particle tracking experiments
(Savin and Doyle, 2005). At larger time lags (δt > 400 s), MSD/2δt fluctuates
substantially due to limited statistics. The one-dimensional axial diffusivity, Dt,
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Figure 5.1. Mean squared displacement of 57 λ-DNA molecules inside a 137 × 118
nm2 nanochannel as a function of time lag from different segments of recorded images.
The power law fit to data from the complete movie (blue ×) for δt (s) ∈ [150, 400] yields
an exponent 0.98, indicating normal diffusive behavior. The inset shows the dynamic
diffusion coefficient, MSD/2δt as a function of time lag. After an initial decay till δt ∼
150 s, the MSD/2δt value is reasonably constant. A linear fit to MSD for δt (s) ∈ [150,
400] in this nanochannel gives the diffusion coefficient Dt = 0.05596 ± 0.00003 µm2/s.
Similar plots for the other channel sizes are shown in Figure 5.2.
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Figure 5.2. Mean squared displacement of λ-DNA molecules as a function of time lag
for Deff = (a) 143 nm, (b) 163 nm, (c) 200 nm and (d) 260 nm.
was obtained by fitting the MSD curve with a linear function for δt (s) ∈ [150,
400] to take advantage of the stable, well-sampled region of the dynamic diffusion
coefficient. The fit was constrained such that MSD (0) = 0.
In the course of the experiments, there is a possibility of either adsorption of
DNA molecules on the channel surface or induced motion of DNA molecules due
to spurious fluid flow. To filter out the systematic errors that would occur in either
case, we computed the scaling of MSD ∼ δtβ for ensemble averaged trajectories
of all the molecules recorded in a single filling of a device with DNA solution.
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Any DNA molecules from the single filling of a device (≈ 30 molecules per filling)
with anomalously diffusive trajectories (∣β−1∣ > 0.1) were not included in the final
ensemble. The total number of acceptable λ-DNA molecules acquired in each
channel size is listed in Table 5.1.
Single DNA molecules also photobleach, especially with the relatively long
exposure time used in the experiments here when compared to our previous ex-
periments in a similar setup (Gupta et al., 2015). Moreover, photochemical reac-
tions can lead to either shortening of the contour length or fragmentation of the
molecule (Akerman and Tuite, 1996; Alizadehheidari et al., 2015). Photocleaved
molecules become systematically shorter in length and diffuse faster over time.
In order to make sure that the physical properties of the DNA are consistent
over the time period of image acquisition, we used the following steps. First, we
divided single movies (2000 frames) into five sub-movies of equal length. Then,
we compared the extension of molecules among sub-movies. We did not find any
statistically significant shortening of molecules over time, indicating a negligible
effect of either photobleaching or photocleaving. We also used a method developed
by Hsieh et al. (2007) for DNA studies in nanoslits where they compare MSD of
short movies as a secondary test. Figure 5.1 shows one such analysis done inside
a nanochannel with cross-sectional dimension as 137×118 nm2. The MSD curves
are very close to each other for δt < 200 s and no systematic deviation is observed
for δt > 200 s beyond that caused by fluctuations due to limited statistics, thus
lending confidence in absence of any substantial effect caused by prolonged light
exposure times.
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5.4 Results and Discussion
The first step in our analysis is to check whether the experimental data we are
analyzing belongs to the extended de Gennes regime. Since the channel sizes
used here are almost square, we calculate the effective channel size as Deff =√(D1 − δ)(D2 − δ), where D1 and D2 are channel height and width, respectively.
The parameter, δ is a wall-DNA depletion length to account for electrostatic
interaction. We estimate δ = w, following previous studies (Wang et al., 2011;
Gupta et al., 2015; Iarko et al., 2015). Our effective channel sizes range from
117 nm to 260 nm (table 5.1) which indeed span much of the extended de Gennes
regime; the scaling theory by Odijk (2008) suggests that the range of the extended
de Gennes regime for our conditions is 116 nm to 336 nm, which is quite narrow.
However, simulations by Dai et al. (2014) suggest that the lower bound is 232 nm
and upper bound is 754 nm. The possible consequences of this contradiction will
be discussed later.
Figure 5.3a shows the result for the average extension of DNA molecules,
X, as a function of effective channel size, Deff . The extension and the channel
size are normalized in a manner to produce universal curves in the extended
de Gennes regime. Our results agree with previous experimental studies and
are very close to predictions by the theory Werner and Mehlig (2014), X/L =
1.176(62)(D2eff/(lpw))−1/3. The deviation between experiments and theory have
been explained in the past as a likely result of the inaccuracy in estimation of Deff
(Gupta et al., 2015; Iarko et al., 2015).
Figure 5.3b shows the result for variance about average extension, σ2; the
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Figure 5.3. (a) Average fractional extension, X/L and (b) normalized variance in
extension, σ2/Llp, from the current contribution (red ∎) and previous experimental
studies (Gupta et al., 2015; Iarko et al., 2015) (black 5, ▲, ▼). The experimental results
are compared to the extended de Gennes theory (Werner and Mehlig, 2014) (black solid
line). The standard errors for our experiments are smaller than the size of data points.
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values are normalized to collapse the experiments done with DNA of different
sizes in different ionic strength environments. As expected, σ2 from our experi-
ments does not depend upon Deff similar to previous studies in the extended de
Gennes regime (Gupta et al., 2015; Iarko et al., 2015). When compared to the ex-
act value of variance predicted by theory in this regime (Werner and Mehlig, 2014),
σ2/(Llp) = 0.264(99), we observe a systematic deviation in experimental value as a
function of chain semiflexibility lp/w; σ2/Llp increases with increase in lp/w. This
can be attributed to either inaccuracy in the methodology used to determine lp as
a function of ionic strength or the failure of the experimental system to satisfy the
strong inequalities assumed to formulate the extended de Gennes theory. Indeed,
the lower bound for the regime suggested by Dai et al. (2014), Deff = 4lp, is not
satisfied by most of the experimental studies.
While there remain discrepancies between our experiments and theory, Figure
5.3 shows that the thermodynamic data in the present experiments are in good
agreement with previous experimental work. We thus proceeded to investigate the
dependence of the axial diffusivity of DNA, Dt, as a function of average extension,
X, shown in Figure 5.4. We chose to plot the data in terms of the extension X
because it can be measured directly in the experiments. As a result, we avoid any
systematic errors that arise from usingDeff , whose accuracy has been questioned in
previous nanochannel experiments (Gupta et al., 2015; Iarko et al., 2015). In order
to test the validity of predictions from the blob theories, the simplest approach
would be to compute a power law for Dt ∼ Xα. We obtain α = −0.72 ± 0.25 at
95% confidence level in Figure 5.4a. The apparent exponent is weaker than the -1
scaling predicted from the classical blob theory. Moreover, the range for X used
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Figure 5.4. Log-log plot of diffusion constant, Dt, as a function of the average fractional
extension, X/L. (a) Power law fit (solid black line) to the experimental data (red ∎)
yields an exponent −0.72±0.25. (b) The simulation (Muralidhar and Dorfman, 2015) and
theoretical predictions (Equations 5.3 and 5.7) were computed with Rouse diffusivity,
DR = 0.0129 µm2/s for λ-DNA (L = 19 µm) in water (η = 0.89 cP) at room temperature
(T = 25○ C). The line calculated from Equation 5.7 gives c1 = 1.5 ± 1.3 and c2 = 0.9 ±
0.3. The error bars for the experiments are calculated from uncertainty in linear fit
to uncorrelated MSD vs δt and are smaller than symbol size. All uncertainties in the
parameters correspond to a 95% confidence level.
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here is too small to accurately test a power law dependence and the error bars are
substantial. Overall, the outcome of the power law analysis is inconclusive.
Instead, in Figure 5.4b, we directly compare the predictions from the blob
theories in Equations 5.3 and 5.7 to our experimental data. Note that the value
of the Rouse diffusivity appearing in both eqs, DR = 0.0129 µm2/s, is estimated
for λ-DNA (L = 19 µm) in water (η = 0.89 cP) at room temperature (T = 25○ C).
Clearly, the modified blob theory expression in Equation 5.7 agrees well with our
data for the entire range ofX used here when compared to the classical blob theory
prediction from Equation 5.3. A more robust method to compare two theories is
to investigate the statistical significance of the additional term c1 appearing in
eq 7 via a hypothesis test. The best fit to Equation 5.7 gives c1 = 1.5 ± 1.3 and
c2 = 0.9 ± 0.3 at 95% confidence level. A hypothesis test at the 5% significance
level rejects the c1 = 0 hypothesis (classical blob theory) in favor of the c1 > 0
hypothesis (modified blob theory). This is the key result of this chapter.
Finally, we compare the experimental data to simulations of the Kirkwood
diffusivity of a discrete wormlike chain model by Muralidhar and Dorfman (2015).
In order to simulate DNA, it is essential to establish its lp, w, and L values.
Since simulation results for the lp/w value corresponding to our experimental
conditions are not available, we plot the simulation data for two closest values of
lp/w. Thereafter, the diffusion coefficients were computed from the dimensionless
simulation results using the estimated Rouse diffusivity, DR = 0.0129 µm2/s for
L = 19 µm. The quantitative agreement between the simulation data at lp/w = 4.95
and the experimental data at lp/w = 5.8 in Figure 5.4b is excellent considering that
this analysis did not require any fitting parameters. Indeed, as an alternate test,
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we fit Equation 5.7 to the simulation data and obtained constants identical to the
experiments; the constants for simulation data set are c1 = 1.4±0.4 and c2 = 1.0±0.1
for the X range commensurate to the experimental data.
5.5 Conclusion
We have presented measurements of center-of-mass diffusivity of DNA confined in
approximately square nanochannels with effective sizes ranging from 117 to 260
nm at moderate ionic strength. We found that it is necessary to modify the blob
theory to account for local chain stiffness in order to explain the experimental
results in the extended de Gennes regime. This modification is very similar to
that done in nanoslits albeit over a wider range of nanoslit height. Our results are
in quantitative agreement with previous simulations of the Kirkwood diffusivity of
a discrete wormlike chain model without need for fitting parameters, thus lending
confidence to the simulation predictions.
From methodology point of view, our work will serve as a valuable reference
for future experimental studies of DNA diffusivity over wider range of channel
sizes via careful control of the ionic strength, which can probe the role of local
chain stiffness for DNA in confinement. Another area of interest would be to
see how the aspect ratio of rectangular channels alters the dynamic response of
DNA, as the rectangular channel shape affects the hydrodynamics and polymer
configurations differently.
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Chapter 6
Conclusion
At the beginning, we identified that our goal is to provide an experimentally vali-
dated model for the entire confinement spectrum of DNA inside channel geometry.
Additionally, we expressed our desire to find answers to some fundamental ques-
tions surrounding the progression of confinement of DNA from coiled to fully
stretched state. While we have made considerable progress on both the fronts, we
have also faced some interesting challenges along the way. As such, we made ap-
propriate pit stops to address them. Finally, some open questions remain, which
will be discussed at the end of this chapter.
Much of the thesis has been focussed on measuring the thermodynamic prop-
erties of single DNA molecules when confined in nanochannel of varying size via
fluorescence microscopy, specifically the fluctuation about average extension of
single DNA molecules. When a DNA molecule is inserted inside a nanochannel, it
spreads out along the channel. The measure of this spread is the extension. While
the extension is the simplest observable metric and quite relevant for genomic ap-
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plications, measurements of both the extension and its variance (fluctuation about
an average value over time) are required to resolve open questions surrounding the
different regimes. For example, scaling of the extension as a function of channel
size is similar for both extended de Gennes regime and classical de Gennes regime.
However, scaling of the variance in extension as a function of channel size should
be able to clearly distinguish between the two regimes. Most of the experimental
studies done prior to this thesis were primarily focused on measuring the exten-
sion as a function of channel size, as summarized by Reisner et al. (2012). While
Su et al. (2011) and Thamdrup et al. (2008) did measure the fluctuations, their
measurements were done over a channel size range that was too narrow to deduce
anything significant about various confinement models.
It was clear from the beginning that fabrication of multiple channel sizes were
required to experimentally test different models for confinement of DNA inside
nanochannels. We started with exploring nanochannel device designs that could
afford multiple channel sizes quickly in Chapter 3. Confinement spectroscopy is a
potentially powerful approach but uses rectangular channels of very high aspect
ratio. With the combination of fluorescence microscopy experiments and PERM
simulations, we were able to show that the average extension is only weakly af-
fected by the channel aspect ratio. In contrast, the fluctuations of the chain
extension qualitatively differ between rectangular channels and square channels
with the same cross-sectional area. In the rectangular channels, the two channel
dimensions lie in different regimes, leading to the mixing of different confinement
regimes. Additionally, both our experiments and simulations clearly indicate that
the fluctuation about average extension continued to increase with increase in as-
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pect ratio. As a result, confinement spectroscopy with high aspect ratio is proba-
bly not the best tool for probing the different theories for channel-confined DNA.
One should be mindful about the effect of the aspect ratio on thermodynamic
properties. These findings also have important consequences for use of nanochan-
nels for high-throughout DNA mapping. All other considerations being equal,
when comparing devices that yield the same DNA extension, the device with the
lower fluctuations is to be preferred as fluctuations may adversely impact barcode
alignment.
In Chapter 4, we used a confinement spectroscopy device with low aspect ratio
to probe the extended de Gennes regime. By performing the measurements of the
fluctuation in chain extension as a function of channel size, we have provided ex-
perimental evidence supporting the theoretical prediction of weak excluded volume
in the extended de Gennes regime. Simultaneously, we developed an approach to
account for the effect of molecular weight dispersity of long DNA samples. These
experiments represent the first test of the emerging theoretical framework describ-
ing channel-confined DNA.
While we have mainly focused on investigating the extended de Gennes regime,
the transitional response of DNA from weak confinement to strong confinement
conditions remained an open question. A recent theory by Odijk (2008) backed
up by simulations (Muralidhar et al., 2014a), suggest formation of deflection seg-
ments at smaller length scales accompanied by formation of hairpins at larger
length scales in the backfolded Odijk regime. Experimentally testing this regime
is challenging as it is narrow in terms of the channel size range and will require very
high molecular weight chains. Alternatively, Werner et al. (2017) came up with
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a theory which is based on one-dimension telegraph process and does not require
going into microscopic details of the chain configuration. Indeed, we were able to
show that this theory collapsed experimental data from thirteen different studies
involving vast range of square channel sizes and other experimentally relevant pa-
rameter space, on to a single master curve. The most important consequence of
such a synergy between experiments and theory is that better devices could be
designed in-silico for genomic applications with desired experimentally relevant
parameters. Additionally, the universal mechanisms of channel-confinement of
DNA could be understood in a better manner.
For the purpose of this work, we ignored the dependence of the persistence
length on the underlying base pair sequence. The recent reconciliation of experi-
mental observations and theory for nanochannel confined DNA can now be used
as a tool to investigate the dependence of the persistence length on the base pair
sequence.
DNA is a polyelectrolyte, and the electrostatic interactions between charged
walls, and the DNA molecule can dramatically alter the behavior of a confined
chain, especially in narrow channels whose size is less than 50 nm. In our work,
these interactions were modeled by using a wall-DNA depletion length, which
was assumed to be equal to the effective width of the DNA. The accuracy of
such an assumption is unknown. One way to accurately determine the wall-
depletion length could be to do experiments using DNA in nanochannels with
careful control of ionic strength; the electrostatic interactions are dependent upon
the ionic strength. For example, Iarko et al. (2015) observed that the accuracy
of estimation of wall-DNA depletion length for channels, decreases with decrease
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in ionic strength via only two ionic strength conditions. Alternatively, the full
non-linear Poisson-Boltzmann equation could be solved near the walls and the
corners of the channel. Indeed, a combination of both should be able to resolve
this open question.
While the statistical mechanical properties of DNA in nanochannel confine-
ment have been investigated in detail, the dynamic response still remains relatively
unexplored, in particularly with respect to the center-of-mass diffusion coefficient.
Reisner et al. (2005) explored the dynamic behavior indirectly by measuring the
relaxation time of chain extension. In Chapter 5, we have directly measured the
diffusivity of λ-DNA confined in approximately square nanochannels. We found
that it is necessary to modify the classic results of de Gennes theory to account
for local chain stiffness in order to explain the experimental results for DNA in
practical channel sizes. This modification is very similar to that done in a nanoslit
geometry albeit over a wider range of nanoslit height. Additionally, our results
are in quantitative agreement with previous simulations of the Kirkwood diffusiv-
ity of a discrete wormlike chain model without need of fitting parameters, thereby
lending confidence in usage of Kirkwood-Riseman approach, to simulate dynamics
of channel-confined DNA.
From a methodology point of view, our work will serve as a valuable reference
for future experimental studies of DNA diffusivity over wider range of channel
sizes via careful control of the ionic strength, which can probe the role of local
chain stiffness for DNA in confinement. Certainly, another area of interest would
be to see how high aspect ratio of rectangular channels affects the dynamic re-
sponse of DNA. We have indirectly measured dynamic response via relaxation
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time measurements for rectangular channel in Chapter 4 and found them to be
an order of magnitude smaller than expected from similar measurements done in
square channel (Reisner et al., 2005). The aspect ratio considerably altered the
chain statistics in Chapter 3, which in combination with the asymmetric nature
of hydrodynamics in rectangular channels, will lead to complicated behavior in
the dynamic properties.
In the end, we believe that the complete experimental test of the phase diagram
for channel-confined DNA, with careful control over molecular weight dispersity,
channel geometry, electrostatic interactions and sequence dependent length scales,
will provide a firm foundation for the emerging genomic technology.
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Appendix A
Supporting Information to
Chapter 3
A.1 SEM images of channel cross sections in Chap-
ter 3.
Figure A.1 contains scanning electron microscopy (SEM) images of the channel
cross-section obtained using a device from the same wafer as the device used for
the experiments. Prior to SEM, the fused silica wafer was coated in a thin layer
of gold to improve contrast.
Table A.1 contains a list of the target nanochannel widths and the actual
widths in the final device. All simulations were performed using the actual width
of the channel and the 97 nm depth obtained by atomic force microscopy (AFM).
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Figure A.1. SEM images of the channel cross sections.
A.2 Role of molecular weight
In the present study, we chose to use a relatively low ionic strength buffer to fa-
cilitate image analysis, as the stretching of the DNA in these channels is greatly
increased by lowering the ionic strength (Reisner et al., 2007; Jo et al., 2007) to
achieve a persistence length of lp = 68.7 nm. The increased stretching occurs be-
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Target size (nm) Actual size (nm)
100 96
200 198
300 297
400 402
500 513
600 618
700 728
800 861
1000 1076
Table A.1: Target sizes and final width of the nanochannels after electron-beam
patterning and reactive ion etching. The actual sizes are obtained from three
randomly chosen channels that are defect-free.
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Figure A.2. Simulation results for the fractional extension of undyed DNA in a 7.18
mM ionic strength buffer as a function of molecular weight for rectangular channels of
fixed depth (D1 = 100 nm) and variable width, D2. Violet ◻ = 100 nm, and black △ =
1000 nm. The dashed line denotes the molecular weight of λ-DNA.
cause the relevant dimensionless parameter, DAv/lp, decreases with ionic strength
at a fixed value of DAv. The tradeoff for this strategy is that the relevant dimen-
sionless parameter describing the contour length of the chain, L/lp, also decreases
by 23% relative to its value in a high ionic strength buffer.
Before engaging in our analysis, it seems prudent to confirm that λ-DNA is
long enough to provide meaningful extension data. We thus performed PERM
simulations for all of the rectangular channel sizes in our experiments out to
approximately three times the length of λ-DNA. The mean extensions are shown
in Figure A.2, with the vertical dashed line indicating the position of λ-DNA.
The trends in molecular weight are identical to previous work (Muralidhar et
al., 2014b), and we refer the reader to the latter reference for a detailed discussion.
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For our purposes here, we simply note that, although we have reduced the number
of statistical segments by lowering the ionic strength, λ-DNA should be close to
the asymptotic regime even out to DAv = 315 nm, which is the largest channel
size (D2 = 1073 nm) used in our experiments. The results obtained in Figure A.2
correspond to undyed DNA. However, if we further assume that the intercalating
dye increases the backbone length L while leaving the persistence length lp and
effective width w unchanged, then dyed λ-DNA will also be in the long chain
limit.
The reason why λ-DNA is still sufficiently long, even with the reduction in the
number of persistence lengths, is that the effective width is 18.7 nm, a more than
4-fold increase over the 4.6 nm effective width in a high ionic strength buffer. The
larger effective width leads to increased excluded volume interactions, thereby
reducing the number of persistence lengths required to form a self-avoiding blob.
Another way to think about this result is that, somewhat counter-intuitively,
polyelectrolytes like DNA become more flexible as the ionic strength decreases
(Tree et al., 2013a); while the persistence length increases and the DNA becomes
stiffer, the ratio of the persistence length to the effective width decreases with
decreasing ionic strength so these larger statistical segments interact more easily.
In the present circumstances, the ratio lp/w has been reduced from its high ionic
strength value of 11.5 to a much more isotropic value of 3.68. In a coarse-grained
sense, the flexibility of a polymer is characterized by the monomer anisotropy
parameter lp/w, not by the absolute value of the persistence length.
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A.3 Tabulated data for Figure 3.4 of Chapter 3
DAv/lp X/LExp X/LSim (Rect) X/LSim (Sq)
1.40 0.81 0.74 0.75
2.01 0.50 0.56 0.55
2.46 0.42 0.46 0.45
2.87 0.41 0.41 0.39
3.24 0.37 0.37 0.35
3.56 0.33 0.34 0.32
3.86 0.32 0.32 0.30
4.20 0.29 0.30 0.28
4.70 0.27 0.28 0.25
Table A.2: Tabulated data for Figure 3.4 of Chapter 3.
112
A.4 Power law fit for the fluctuations in rectangu-
lar channels
10−1
100
100 101
δ2
X
/L
l p
D2/lp
0.32± 0.12
Simulation− Rectangles
Figure A.3. Power law fit to the simulation data in rectangular channels from Figure 3.5
of Chapter 3. Only channels where D2 is expected to provide de Gennes-like constraints
are included in the fit.
A.5 Increased extension due to intercalation
To determine the increased extension due to intercalation, we compared Tegenfeldt
et al. (2004) previously reported data for the extension of λ-DNA concatemers in
100 nm × 200 nm channels to PERM simulation results. Figure A.4 shows the
results of the simulations using a persistence length of lp = 59.4 nm and an effective
width w = 11 nm, which correspond to the ionic strength, I = 20.8 mM, for the
0.5× TBE buffer (Hsieh et al., 2008) with 100 mM DL dithiothreitol (DTT) used
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Figure A.4. Comparison of simulation results with experimental data from Tegenfeldt
et al. (2004) for concatemers of λ-DNA (n = 1,2, . . . ,8) confined in a 100 nm wide
and 200 nm deep channel. The plot shows good agreement for a dye-modified DNA
contour length of L = 20.1 µm per λ-DNA concatamer. The inset shows simulation
results for L = 22 µm, the contour length reported by Tegenfeldt et al. (2004), The
simulation input parameters lp = 59.4 nm and w = 11.0 nm were obtained from Equation
3.5 and Stigter’s theory (Stigter, 1977), respectively, for the reported buffer conditions
(Tegenfeldt et al., 2004) and 100 mM DL dithiothreitol (DTT) used in their experiments.
in these experiments (Tegenfeldt et al., 2004). We found good agreement between
the simulations and these experiments using a dyed contour length of L = 20.1 µm
per λ-DNA concatemer. The inset shows that the alternate choice of L = 22 µm,
as suggested by Tegenfeldt et al. (2004), leads to systematic deviations between
the simulations and experiments. Figure A.4 also shows the substantial utility of
making these measurements as a function of molecular weight; while the difference
between the simulations and experiments for λ-DNA (n = 1) is relatively small,
the effect of varying the parameter L becomes apparent as the molecular weight
increases because we know that X ∼ L for sufficiently long chains.
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Appendix B
Supporting Information to
Chapter 4
B.1 Experimental Methods and Results
B.1.1 Device Fabrication
The devices were fabricated using the same approach as our previous publication
(Gupta et al., 2014). The only difference lies in the channel dimensions chosen.
The devices used here consist of two 1 µm deep and 50 µm wide microchannels
bridged by an array of nanofunnels. The nanofunnels have a target depth D1 =
300 nm. The funnels are constructed stepwise with sections 45 µm long having
constant width dimension D2. The width of each section ranges from D2 = 350
nm to 750 nm in increments of 50 nm.
To get a more accurate estimate of the channel sizes, one non-bonded device
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Figure B.1. SEM images of the channel widths. Note that the scale bars are different
in each image due to different magnification levels. The value of D2 corresponds to the
length indicated by the solid white line.
from the wafer was characterized using scanning electron microscopy (SEM). Fig-
ure B.1 contains SEM images of the channel widths. Table 1 contains a list of the
target nanochannel widths and the actual widths in the device. The depth of the
channels was determined to be 294 nm using atomic force microscopy (AFM) in
a 2 µm wide region at the exit of the nanofunnel.
B.1.2 DNA Preparation
The T4 GT7-DNA molecules (166 kbp, Nippon Gene) were dissolved in 10 mM
Tris-base with 0.1% w/v PVP-40 (Polyvinylpyrrolidone, Sigma-Aldrich) to sup-
press DNA-wall interactions. The DNA were labeled with YOYO-1 fluorescent
dye (Invitrogen) at a 1:10 ratio (dye molecule/base pairs). The solution was
kept at room temperature for an hour and then heated to 50○C for 12 hours
to ensure uniform labeling of all the molecules (Carlsson et al., 1995; Nyberg et
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Target size (nm) Actual size (nm)
350 352
400 401
450 453
500 505
550 554
600 600
650 652
700 707
750 758
Table B.1: Target sizes and final width D2 of the nanochannels after electron-
beam patterning and reactive ion etching. The actual sizes are obtained at least 3
measurements at different locations within a region of constant width. To obtain
an estimate of the measurement uncertainty, we made six measurements in the
smallest channel width and obtained a standard deviation of 6 nm.
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al., 2013). In addition, the anti-photobleaching agent β-mercaptoethanol (BME,
Sigma-Aldrich, 6% v/v) was added to the solution immediately before the start of
the experiments. The ionic strength for this solution was determined previously
to be 7.18 mM (Gupta et al., 2014).
The relatively high molecular weight of T4 DNA, compared to λ DNA, is
critical to the success of our experiments. In our previous studies using λ DNA
in smaller channels (Gupta et al., 2014), we found that the fractional extension
for Deff = 281 nm was as low as X/L = 0.25. The latter channel size is close to
the smallest channel size in the current study. For the small fractional extensions
characterizing the extended de Gennes regime, we need to use long DNA molecules
so that their extension is much larger than the measurement uncertainty from the
microscope optics.
B.1.3 Experimental Procedure
Molecule images were captured using an optical setup consisting of an EMCCD
camera (Photometerics, Cascade II: 512) mounted on an inverted epifluorescence
microscope (Olympus IX73) with a 100x, 1.4 NA oil immersion objective using
laser excitation (Coherent OBIS 473 nm) as a light source. The stroboscopic ex-
posure of the sample was controlled using a shutter controller (Thorlabs), which
was triggered using the output of the camera. In-plane drift of the device was
controlled using an automated microscope stage (Applied Scientific Instrumenta-
tion, accuracy 0.25 µm/mm). Lastly, the camera and the stage were controlled
using Micro-Manager.
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B.1.4 Image Analysis
Experimental image data analysis used a custom-written Matlab program (Reisner
et al., 2005). The extension of each molecule was measured from its kymograph by
fitting the intensity profile inside the nanochannel to a linear combination of two
error functions, which is a convolution of a Gaussian point-spread function (PSF)
and a box function. A best common value for the full width at half maximum
(FWHM) is used for all the frames of a single molecule at a particular channel
size. The maximum uncertainty in the measurement of the extension, σu, has
been estimated to be 0.8 µm from the FWHM of the PSF part of the function.
This is a very conservative estimate of the uncertainty, as the fitting algorithm is
likely to be more accurate that the PSF.
B.1.5 Relaxation Time
In addition to time-lapse data, we also took continuous time series data in the
smallest five channel sizes to determine the longest relaxation time of the molecule.
A single T4 DNA molecule was recorded for total of 40 s at an exposure time of
40 ms and an interval of 40 ms between exposures.
To compute the longest relaxation time for the span data, we first computed
the autocorrelation function for the instantaneous chain span,
Gk(τ) = ⟨δXk(t) δXk(t + τ)⟩t⟨(δXk(t))2⟩t (B.1)
using all of the extension data, Xk(t) for a particular DNA molecule k. Here,
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Figure B.2. Example of an exponential fit (black line) to the autocorrelation function
Gk(τ) (red 5) versus the time lag τ for one T4 DNA molecule (a) in the 350 nm wide
channel and (b) in the 550 nm wide channel. (c) The longest relaxation time, τR of
molecule span as a function of effective channel size, Deff .
δXk(t) = Xk(t) − ⟨Xk⟩t where ⟨⋯⟩t denotes a time average. The longest relax-
ation time, τk, was obtained by fitting the short-time decay of the autocorrelation
function with an exponential function, where the τk is the time constant for the
exponential. The fit was constrained such that Gk(0) = 1. Two examples of this
fit are shown in Figure B.2a and B.2b for D2 = 350 nm and D2 = 550 nm re-
spectively. The average relaxation time, τR, was calculated from the average of τk
obtained from a minimum of 10 molecules in each channel size.
Figure B.2c shows that the maximum relaxation time is close to 2.5 s and in-
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dependent of the channel size. For making measurements of the span, the strobo-
scopic time interval of 5 s means that each measurement should be uncorrelated.
Note that the magnitude of the relaxation time for T4 DNA (166 kbp) here is
roughly five times smaller than what would be expected according to scaling laws
for the contour length in the extended de Gennes regime (Reisner et al., 2012)
from a previous measurement of τR for λ-DNA (48.5 kbp) in a similar channel size
(300 nm, 0.5x TBE buffer, τR = 0.8 s) (Reisner et al., 2005). The source of this
discrepancy is not obvious, although we note that the present measurements were
made in rectangular channels and the previous measurements (Reisner et al., 2005)
were made in (approximately) square channels. The details of the hydrodynamics
of DNA confined in rectangular channels remains an open question.
B.1.6 Molecule Selection Criterion
We measured the same molecule twice in the channel with width, D2 = 350 nm,
first at the start of the experiment and again at the end of the experiment. For
these two measurements for a molecule i, an unpaired two tail t-test was conducted
at a 5% significance level. Only those molecules that statistically belonged to the
same population were accepted. We imaged a total of 40 molecules but only 29 of
them passed this test. Figure B.3 compares the average span, Xi for the molecules
that passed the selection test. Rejected molecules had obvious shortening during
the experiment, typically around 4 µm.
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Figure B.3. The measurement of average span, Xi for the accepted molecules in the
channel width, D2 = 350 nm at the start and at the end of the experiment. The error
bars represent the standard error of the mean.
B.1.7 Determining the DNA Length
Figure B.4 is equivalent of Figure 4.2 but with the matching to simulation data
for all of the bins. The molecules were assembled into 7 bins according to their
average span, Xi, in the channel with D2 = 350 nm. Next, the average span in a
bin,
Xbin = (1/wbin)wbin∑
i=1 Xi (B.2)
122
02
4
6
8
10
14 16 18 20 22 24
C
o
u
n
t
Xi (µm)
63.4
65.9
71.2
74.8
77.4
83.5 84.8
10
12
14
16
18
20
22
24
300 350 400 450
X
(µ
m
)
Deff (nm)
(a)
(b)
1
Figure B.4. (a) Probability distribution of average span, Xi, for individual T4 DNA
molecules from 40 uncorrelated measurements of their span for D2 = 350 nm. The
number above each bar is the value of the contour length, Lbin (µm), obtained by
comparison of the span to PERM simulations. (b) Plot of average value of span, Xbin,
for molecules that reside in a particular bin as a function of effective channel size, Deff (◻
symbol). To determine the corresponding contour length, we fit these curves to PERM
simulations of the chain span (× symbol) using the contour length as a free parameter.
The color code for each symbol is same as that of the corresponding bin in panel (a).
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was calculated for wbin molecules in that bin. To estimate the contour length of
the molecules in each bin, Lbin, we minimized the sum of squared error,
 = 750∑
D2=350[Xsim(D2, Lsim) −Xbin(D2)]2 (B.3)
of the average extension in that bin, Xbin, to the PERM simulation span data,
Xsim, at the contour length Lsim for all channel widths, D2 = 350,400, . . . ,750 nm.
The value of L∗sim that minimizes  is set to be the value of Lbin.
The contour length increased on average by 24% from the bare contour length
of T4 DNA (67.4 µm). Additionally, the most probable increase in the contour
length is 14%, which is close to our previous calculation for λ-DNA (13%) at the
same dye ratio (Gupta et al., 2014).
The average extension, X, and variance in extension, δ2X, were calculated
by rescaling the measurement from molecule i by their contour length Li = Lbin
according to
X
L
= 1
N
N∑
i=1
Xi
Li
(B.4)
δ2X
Llp
= 1
N
N∑
i=1
δ2Xi
Lilp
(B.5)
with N = 29 molecules in each channel size.
B.1.8 Error Analysis
In our previous work (Gupta et al., 2014), we identified the major sources of
uncertainty in measurement of jth span of molecule i, X(j)i as (i) the fitting error
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of the intensity profile to a double error function and (ii) non-uniform contour
length of the molecule. Since we have systematically removed the second source of
error, we only use the first source of error for further propagation. The maximum
value of this error, δX(j)i = σu has already been estimated to be 0.8 µm in Section
B.1.4. Note that this is a very conservative estimate for the error. The error bars
reported for the three relevant measurements in this letter (extension, variance
extension and apparent exponent) are the probable error estimate, which combines
the propagated measurement uncertainty (δ1) and the standard error of the mean
from sampling errors in expectation values from different molecules (δ2). The
probable error is computed as
δ = √δ21 + δ22 (B.6)
B.1.8.1 Extension and Variance in Extension
The standard error of the mean for sampling error from Equation B.4 will be
δ(X/L)SE = √δ2(Xi/Li)
N
(B.7)
To propagate the uncertainty in independent variable x,y,⋯ for a dependent vari-
able f , we use (Ku, 1966)
δf(x, y,⋯) = ¿ÁÁÀ(δf
δx
)2 δx2 + (δf
δy
)2 δy2 +⋯ (B.8)
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The measurement uncertainty in Xi would then be (δXi)u = (σu/√n), which gives
the measurement uncertainty in X/L,
δ(X/L)u = σu√
nN
√∑Ni=1 1/L2i
N
(B.9)
By combining Equations B.7 and B.9, the total probable error in X/L is given by
δ(X/L) = √δ(X/L)2SE + δ(X/L)2u (B.10)
The error in variance of span, δ(δ2X/Llp) has been calculated using the same
procedure. The uncertainty (δ1) from propagation of a constant conservative
estimate of the error in the point spread function (σu) is 63% of the total error.
The uncertainty in the exponent at 95% confidence arises primarily from the
scatter in the mean values of the data, with the uncertainty in the individual
measurements making a negligible contribution.
B.1.8.2 Apparent Power Law Exponent
The apparent power law exponent for a single molecule i, αi, is calculated by
αi = d lnXi
d lnDeff
(B.11)
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The error bounds on αi have been estimated by using 95% confidence intervals.
The average exponent, α has been calculated using
α = (1/N) N∑
i=1αi (B.12)
Finally, the total error in α has been estimated by combining the standard error
of the mean similar to Equation B.7 and propagating the uncertainty in αi (using
a combination of Equations B.8 and B.12).
Note that this method of determination of exponent and uncertainty was done
in addition to the aforementioned calculation of exponent and uncertainty by using
the average value of the variance along with its error bars.
B.2 Evaluation of Quantitative Agreement with
Theory
In Fig. 3 of the main text, we see excellent quantitative agreement (to within
8%) between our experimental data and the theory of Werner and Mehlig (2014)
for the variance in chain extension. However, in Fig. 4 of the main text, the
agreement between the experiments and the theory (Werner and Mehlig, 2014)
for the extension is not as good, although the experiments are relatively close to
other simulation data (Dai et al., 2014). Note that Werner and Mehlig (2014) did
point out potential issues with the prefactor for the extension in their theory. In
the context of our experiments, a subtle issue in the comparison of theory with
experiment is our approach to determine the absolute value of Lbin by matching
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Figure B.5. Plot of the average value of the variance in extension, δ2Xbin, for molecules
that reside in two different bins (Xi = [15,16] µm in blue and Xi = [19,20] µm in red)
as a function of effective channel size (◻ symbols). The error bars are the combination
of the standard error of the mean and measurement uncertainty.
the extension data in a particular bin to PERM simulation data. As mentioned
in the main text, we posit that this approach will not affect our conclusions about
the scaling exponents, but it could affect the prefactor.
It is clear from the experimental data that each bin exhibits similar slopes for
the extension. As seen in Figure B.5, the variance data in two representative bins
are also parallel lines with almost zero slope. As a result, we have confidence that
our conclusions regarding the scaling exponents are robust to the method we used
to remove the effects of molecular weight dispersity. Indeed, if we only want to
know the values of the scaling exponents, there is no need to collapse the data as
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a function of molecular weight — we just need to compute the scaling exponents
for each individual molecule. We did this alternate analysis for the variance data
and found a scaling δ2X/Llp ∼D0.05±0.27eff at 95% confidence.
If we want to assess the value of the prefactors, however, we need to know the
contour length of the chain. Our method may introduce a systematic error in the
value of Lbin through (i) the use of theory to determine the persistence length and
the effective width, rather than a separate experimental determination and (ii)
the assumption that the DNA-wall depletion length δ is the same as the effective
width w. Although the parallel lines in Figure B.4 can be collapsed by assuming a
relative molecular weight between different bins, determining the absolute value of
that molecular weight requires the matching to PERM experiments. So long as the
experimental data and simulations have roughly the same scaling exponent (which
is the case, especially given the narrow range of experimentally accessible channel
sizes in the extended de Gennes regime), the absolute value of the molecular weight
can be obtained by shifting the curves in the vertical direction (by rescaling L).
However, if there is an uncertainty in δ, which seems reasonable, then our values
of Lbin have a systematic error. As a result, when we plot X/L or δ2X/Llp, the
systematic error will propagate to the prefactor for the scaling. Note that changing
δ will change the scaling exponents, but realistic changes in δ lead to changes in
the scaling exponent that are of the order of the measurement uncertainty.
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B.3 Simulation Methods and Results
B.3.1 Model and Methodology
We use a discrete wormlike chain model (DWLC) of touching beads each with a
hard-core effective width of size w. The stiffness of the backbone is accounted for
by a bending potential Ubend imposed on every contiguous triplet of beads forming
an angle θ given by
βUbend = κ(1 − cos θ), (B.13)
where κ is the bending constant and β = 1/kT , the inverse thermal energy. This
results in a persistence length of the form (Muralidhar and Dorfman, 2015)
lp
w
= κ
κ − coth(κ) + 1 . (B.14)
The persistence length and the effective hard core width of DNA for the given
buffer is calculated from Dobrynin’s theory (Dobrynin, 2006) and Stigter’s method
(Stigter, 1977) respectively as was done in our previous paper (Gupta et al., 2014).
As in our previous work (Gupta et al., 2014), we made a simplifying assumption
that the depletion width for DNA-wall interactions is same as that for DNA-DNA
interactions. Therefore, for a channel with cross-sectional dimensions D1 and D2,
the effective dimensions that the centre of the backbone can explore are D1 − w
and D2 −w.
With the aforementioned model, we ran Pruned-Enriched Rosenbluth Method
(PERM) simulations for a total of 12 million tours for a given channel size. Our
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simulations were divided into 6 independent replicas of 2 million tours each. We
were thus able to calculate thermodynamic properties such as the mean extension
and the variance of extension of the confined moleucle. For more details on our
PERM algorithm and methodology, we direct the readers to previous papers from
our group (Tree et al., 2013a; Tree et al., 2014; Muralidhar et al., 2014b; Muralid-
har et al., 2014a; Muralidhar and Dorfman, 2015).
B.3.2 Molecular Weight Dependence
In a trio of figures, we plot how the average fractional extension (Figure B.6a),
the variance in average extension (Figure B.6b), and the apparent exponent for
the mean span (Figure B.7) vary as a function of molecular weight of unstained
DNA. The span data in Figure B.6a also support the claim in the main text that
our chains are long enough to reach the asymptotic scaling X ∼ L. Note that
the Figure B.7 data has been obtained using only 1 million tours for the PERM
simulations.
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Figure B.6. Semilogarithmic plots of (a) the average fractional span, X/L, and (b)
variance in the average extension, δ2X/Llp, obtained from PERM simulations for a
rectangular channel with fixed depth, D1 = 300 nm, and variable width, D2, as a
function of the molecular weight of DNA. D2 for purple 5 = 350 nm, blue 5 = 400 nm,
green 5 = 450 nm, yellow 5 = 500 nm, orange 5 = 550 nm, red 5 = 600 nm, black 5 =
650 nm, gray 5 = 700 nm and dark-green 5 = 750 nm. The vertical black dashed line
represents the molecular weight of T4 DNA, and the comparison to PERM data is made
in the absence of any extension due to intercalation.
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Figure B.7. The apparent power law exponent, α, for the rectangular channels over
the full range of the channel size as a function of the molecular weight of DNA using
the PERM simulations. The vertical black dashed line represents the molecular weight
of T4 DNA, and the comparison to PERM data is made in the absence of any extension
due to intercalation. The orange shaded region represents the experimentally relevant
molecular weights starting from λ-DNA to about 1 megabase pair.
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Appendix C
Fabrication Protocols for Chapter 5
This appendix describes the steps used to build the nanofluidic devices in fused
silica substrates used for the experiments in Chapter 5. The fabrication workflow is
outlined in Figure C.1. The fused silica substrates (SiO2) have been used widely for
biological applications due to their know surface properties, biocompatibility and
low auto-fluorescence. In particular for DNA, the electrical insulating properties of
fused silica and negative charges on its surface in aqueous solution (Behrens and
Grier, 2001) are essential for carrying out high-throughput equilibrium studies.
We also found out that the devices made in fused silica substrates can be reused
multiple times.
Much of the fabrication work was accomplished in the Minnesota Nano Center
(MNC) at the University of Minnesota. So the recipes described here will work
best for the machines at the MNC.
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Figure C.1. Workflow used in fabrication of nanofluidic devices.
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C.1 Nanochannel fabrication
The nanochannels have been fabricated using e-beam lithography (EBL) followed
by transfer of the pattern from the resist to substrate via a reactive ion etching
(RIE) step.
1) Design the nanochannel pattern on CAD software. The CAD files
should be created in GDS format. Clewin software provided by the MNC has been
able to reliably create desired patterns. When creating a nanochannel pattern,
ensure that the total size of the pattern is less than 500 µm long in each direction.
The EBL machine can only write a maximum distance of 500 µm at a time.
Beyond this distance, the patterns will suffer from stitching error.
The device design used here is very similar to the one illustrated in Figure
3.2. I have created an array of 90 nanofunnels at a pitch distance of 3 µm to
avoid over exposure of the pattern during the EBL step. Each nanofunnel has
four, 100 µm long connected nanochannels with variable widths (100 nm, 150 nm,
200 nm, and 240 nm). Additionally, I have created a post-array block adjacent to
the 240 nm wide nanofunnel region to facilitate loading of longer DNA molecules.
The post-array design was inspired from the BioNanoGenomics design obtained
from their website. It consists of a 270 µm by 20 µm block of post-array with
spacing between a post ranging from 0.2 µm near the nanochannel entrance to 1
µm close to the microchannel region. The post-array depth is similar to the depth
of the nanochannels as they are created along with the nanochannels. Finally, the
design was extended by 25 µm on each side to have an overlap region with the
microchannels. This increases the robustness of the design and the device.
136
2) Design the global alignment marks on CAD software. These marks can
be used to align nanochannels with microchannels. The CAD files should again
be created in GDS format. These marks can be placed at size greater than 500
µm size, the maximum write distance of EBL at a time, if a 25 µm overlap region
between microchannel and nanochannel was already included in the design.
3) Fracture the CAD files using “Layout Beamer” software. Import the
GDS file using the default configuration of the “Layout Beamer” software provided
by the MNC. Add a layer of “Heal” followed by a layer of “PEC” (proximity error
correction) in the default configuration. The “Heal” step fractures the pattern into
small trapezoids, which are recognized by the EBL machine during the writing
process and the “PEC” step, as name suggests, adjusts the dosage of e-beam
intensity according to the density of the patterns. Finally, add an export step to
export files in the GPF format. At the end of this fracture process, two GPF files
are generated for each GDS file. Review the GPF file using “Cview” to ensure
that the files have been fractured correctly. An incorrect fracture will result in
overlapping trapezoids. This error is generally caused by high density of patterns
and can be removed by iterating the design to achieve optimal pattern density.
4) Create final job file using “Cjob” software. This software allows to choose
the electric flux density, current and aperture size of the e-beam for the writing
process. Set electric flux density or dosage to 450 µc/cm2 for the nanochannel
GPF file. Then, chose the 1 nano amp, 300 µm beam. It corresponds to 17 nm
spot size of the beam, which should always be at least two times smaller than the
smallest pattern size. This is critical for getting patterns of precise dimensions.
For global alignment marks, chose dosage of 700 µc/cm2 and 10 nano amp, 300
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µm beam. Export the final job file after reviewing the write times. The write
time for 9 replications of the nanochannel pattern described above was 9 minutes.
5) Acid piranha clean a 4 inch wide, 500 µm thick fused silica wafer.
Acid piranha is freshly prepared from 3 parts sulfuric acid and 1 part hydrogen
peroxide solution. Leave a fresh wafer from University Wafers in this solution for
20 minutes. Rinse thoroughly three times using the wet bench dump rinser and
the rinser on the spin dryer. Ensure the wafer is dry by heating on a hot plate at
180○C for 180 sec.
6) Spin coat e-beam resist. This should give a thin, uniform layer on the
wafer. Coat 950-PMMA C4 using spin coater at 4000 RPM with 1000 RPM/sec
acceleration for 30 sec. It gives an approximately 500 nm thick layer of the e-beam
resist, which is sufficient for the final etch depth of fused silica up to 300 nm.
7) Soft bake. Wait for 1 minute and bake the wafer at 180○C for 5 minutes.
This step removes the solvent from the e-beam resist.
8) Coat gold discharge layer. Due to the electrical insulating properties of
fused silica, static charges build up inside resist during EBL, compromising the
resolution of the nanoscale features. To get around the charging problem, a thin
gold discharge layer ( ∼ 20 nm) is coated. Use AJA-II metal sputter system in
the PAN cleanroom for 36 sec to coat a thin and uniform gold layer on top of
the e-beam resist (∼ 18 nm). Even though AJA-II gives a uniform layer crucial
for obtaining consistent patterns on the entire wafer, it leaves an uncoated 5 mm
wide rim. To cover the edge area, use one cycle of low quality Cressington metal
sputter system for 15 sec (∼ 5 nm).
9) Expose. Securely place the wafer on the 4 inch wafer holder of the EBL
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machine. Before loading the wafer holder into the EBL machine, make sure a) the
tilt of the wafer is smaller than 1 µm/mm b) the gold layer on the wafer is within±50 µm distance of the e-beam focus location and c) the copper clips on the wafer
holder are in firm contact with the gold layer to provide a grounding pathway
for the residual charges. Both a) and b) checks can be performed on the laser
microscope located next to the EBL machine. Check c) has to be done manually.
Using the job file created in step 4 on the EBL machine, transfer the pattern to
the e-beam resist on the wafer. After the exposure to the e-beam, the polymer
layer undergo chain scission allowing those chains to be dissolved selectively in
the developer and produce very high resolution patterns ( ∼ 20 nm).
10) Strip gold layer. Dissolve the exposed wafer in one part of gold etchant,
GE6, and one part of water mixture for 60 sec. Rinse in water thoroughly three
times, and dry the wafer using a N2 gun blow dry. The PMMA resist layer breaks
down in a basic medium. Therefore, the etchant should be either acidic or neutral.
11) Develop. Isopropanol (IPA) diluted with water dissolves PMMA resist.
Prepare a three parts IPA and one part water mixture to develop the wafer for 30
sec. After developing, immediately dissolve the wafer in water to stop developing
for 30 sec and use the N2 gun to blow dry. The total developing time can be best
determined by checking the post-array using dark-field microscopy. The spacing
between any two pillars should be clear. If required, additional developing can be
done with 10 sec long steps until clear features are visible under the microscope.
12) Hard bake at 90○C for 120 sec in a oven. Cool the wafer before etching.
13) Plasma O2 clean. Use AV etcher ‘O2-clean’ recipe for 10 sec. It uses O2
plasma to clean any residual resist left on the developed areas, often called a resist
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scum layer.
14) Reactive Ion Etch. Use the ‘pjs-oxide’ recipe on the AV etcher to etch
the nanochannel region. It uses fluoride anions (F−) to selectively etch the fused
silica wafer. This etching method can be transport limited. In this case, large
areas with no resist will etch faster than small holes or narrow lines. For exam-
ple, the global marks region which are wider than 10 µm, etched at the rate of
19.5±1 nm/minute where as the nanochannel region etched at the rate of 15.5±0.5
nm/minute. Measure depth using P16 profilometer or an AFM.
To increase the anisotropy of the etch, use a cyclic process where etching is
done for a maximum of 1 minute at a time, interleaved with N2 flushing steps
of 90 sec (Wüest et al., 2005). This method is based on the principle that the
PMMA etches slowly at the beginning, but its etch rate increases with increase
in the etch duration, if etched continuously. However, the fused silica etches at
a constant rate irrespective of the etch cycle duration. This etching strategy led
to relatively straight walls, when compared to the slanted walls observed in some
previous nanochannel studies (Gupta et al., 2015; Iarko et al., 2015).
To obtain multiple channel sizes of varying aspect ratio, etch different devices
to different depths. For example, I have made 9 identical devices on a single wafer
with nanofunnels of varying width (100 nm - 240 nm). To achieve different depths,
a) allow all the 9 devices to be etched down to approximately 100 nm, b) cover
two devices using glass slides, and kapton tape, c) etch the remaining devices for
additional 50 nm, and d) repeat step b) and c).
15) Strip resist. Dissolve the wafer in N-Methyl-2-pyrrolidone (NMP) solution
for 15 min at 70○C followed by acid piranha clean described in step 5.
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C.2 Microchannel fabrication
The mask design used for microchannel fabrication is illustrated in Figure 3.2.
1) HMDS vapor treatment. This vapor increases photoresist adhesion. Use it
for 3 to 5 minutes.
2) Spin coat photoresist. This should give a thin, uniform layer on the wafer.
Choose the photoresist type and spin speed based on the thickness of the resist you
want. For example, S1818 at 2000 RPM with acceleration rate of 2000 RPM/sec
for 30 sec gives approximately 2 µm thick layer.
3) Soft bake at 115○C for 60 sec on a hot plate for Shipley series photoresists.
This step removes the solvent from the photoresist. Different photoresists require
different soft bake parameters.
4) Expose. Align the wafer so that the alignment marks from the nanochannel
design and the microchannel design overlap. Transfer the microchannel pattern
from a mask to the wafer by exposing the photoresist to change its solubility in
photoresist developer. The best pattern transfer comes from using the exposure
mode ‘Soft Contact’ on the MA6 or MABA6 aligner with alignment gap of 60 µm.
Additionally, placing a silicon wafer underneath a glass wafer helps in improving
the visibility of very shallow alignment marks and reduces the required exposure
time. To achieve a good contact between silicon and glass wafers, sandwich a small
drop of water between them. The exposure time must be tuned to account for the
photoresist thickness, the substrate surface reflectivity, and the intensity of the
bulb in the mask aligner. For example, I have used 15 sec exposure time for S1818
when a silicon wafer is placed underneath the fused silica wafer. Under-exposed
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or over-exposed wafers are only apparent after developing.
5) Develop. Microposit 351 developer dissolves exposed Shipley series photore-
sists. This developer can be diluted with water to increase the developing time.
The wafer is developed once all exposed photoresist is dissolved. This is best
determined by watching any large exposed areas on the wafer. Developing time
must be tuned based on the photoresist thickness, exposure dose, and developer
reactivity. After developing, immediately rinse the wafer with DI water to stop
developing.
6) Review. Check the wafer under microscope to ensure that the microchannels
are aligned to the nanchannel location.
7) Hard Bake at 120○C for 90 sec on a hot plate for Shipley series photoresists.
8) Reactive Ion Etch. Use ‘pjs-oxide’ recipe on the AV etcher to etch nanochan-
nel region. It uses fluoride anions (F−) to selectively etch the fused silica wafer. Do
not etch for more than 20 minutes at a time for Shipley series photoresists. They
tend to melt with heat generated during etch process and spread onto exposed
region.
9) Wafer Dicing. Cover the wafer with a 2 µm thick Shipley series photoresists
to cover the exposed region of patterned glass. Prepare the wafer for dicing by
sticking the blue saw tape on the non-patterned side only. The adhesive from the
tape can be very hard to clean and may adversely impact the fusion bonding step,
which requires sticking super-clean surfaces together. Wafers can be precisely
diced with the MNC wafer saw.
10) AFM characterization. Characterize depth of individual devices before
bonding which is an irreversible process.
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11) SEM characterization. Characterize width using a device which will not
be bonded. SEM characterization of a glass surface requires a layer of metal to
avoid charge build up, which renders the device unusable for DNA stretching. It
is difficult to clean metal residues in nanochannel region which will cause DNA
to stick when inserted inside such a nanochannel. Coat a layer of gold using
Cressington for 45 sec before SEM (∼ 15 nm).
C.3 Access ports and fusion bonding
1. Take a device coated with photoresist for protection and mark the mi-
crochannel reservoirs using a sharpie.
2. Cover both sides of the device with scotch tape. Cut out 2 mm, square holes
in scotch tape using blade on both sides near sharpie mark for microchannel
reservoirs.
3. Use a dental sand blaster to create through holes in the device. The sand
gun should be held at a 90○ angle to the surface and about one inch away
to avoid damaging the surface and create holes in an efficient manner. For
example, if the gun is loaded with sand, it takes 20 sec to create one hole.
Repeat the same procedure for other three holes.
4. Blow dry away all the sand particles as much as you can. Dissolve the tape
coated device in acetone solution and sonicate it, if needed. All the tape
and the photoresist should come out very easily.
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5. Take a fused silica, 170 µm thick cover slip. Cover slips thicker than 170
µm will not work on high numerical aperture, oil objectives which typically
have focal distance close to 170 µm.
6. Clean both the patterned glass piece and cover slip in acid piranha followed
by base piranha. Acid piranha is freshly prepared 3 parts sulfuric acid and
1 part hydrogen peroxide solution. Leave the glass pieces in the mixture for
20 minutes using a coverslip holder and later wash thoroughly at least three
times.
7. For base piranha, heat 5 parts of water to 80○ C. Add 1 part of ammonium
hydroxide and heat the mixture to 80○ C. Then, add 1 part of hydrogen
peroxide and heat the mixture to 80○ C. Leave the glass pieces in the mixture
for 20 minutes using the coverslip holder while heating it continuously to
80○ C and later wash thoroughly at least three times.
8. Bond the two glass pieces together by applying pressure in a bonding well
and removing all the bubbles near the edges, through-holes and the pat-
terned regions. This will create a temporary bond which can be reversed by
placing a small blade between the two surfaces.
9. To permanently bond the glass pieces, heat them at 1000○ C for six hours
in blue lindberg furnace. Use a 4○ C/minute ramp rate while heating and
cooling.
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