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Abstract
Datalog is the relational variant of logic programming and has become a standard
query language in database theory. The (program) complexity of datalog in its main
context so far, on finite databases, is well known to be in EXPTIME. We research
the complexity of datalog on infinite databases, motivated by possible applications
of datalog to infinite structures (e.g. linear orders) in temporal and spatial reasoning
on one hand and the upcoming interest in infinite structures in problems related to
datalog, like constraint satisfaction problems:
Unlike datalog on finite databases, on infinite structures the computations may
take infinitely long, leading to the undecidability of datalog on some infinite struc-
tures. But even in the decidable cases datalog on infinite structures may have ar-
bitrarily high complexity, and because of this result, we research some structures
with the lowest complexity of datalog on infinite structures: Datalog on linear orders
(also dense or discrete, with and without constants, even colored) and tree orders has
EXPTIME-complete complexity.
To achieve the upper bound on these structures, we introduce a tool set specialized
for datalog on orders: Order types, distance types and type disjoint programs. The
type concept yields a finite representation of the infinite program results, which could
also be of interest for practical applications. We create special type disjoint versions
of the programs allowing to solve datalog without the recursion inherent in each
datalog program.
A transfer of our methods shows that constraint satisfaction problems on infinite
structures occur with arbitrarily high time complexity, like datalog.
Keywords:
Datalog, Infinite Structures, Complexity, Decidability
Zusammenfassung
Datalog ist die relationale Variante der logischen Programmierung und ist eine Stan-
dard-Abfragesprache in der Datenbankentheorie geworden. Die Programmkomplexi-
tät von Datalog im bisherigen Hauptanwendungsgebiet, auf endlichen Strukturen,
ist bekanntermassen in EXPTIME. Wir untersuchen die Komplexität von Datalog
auf unendlichen Strukturen, motiviert durch mögliche Anwendungen von Datalog
auf unendlichen Strukturen (z.B. linearen Ordnungen) im zeitlichen und räumlichen
Schliessen, aber auch durch das aufkommende Interesse an unendlichen Strukturen bei
verwandten theoretischen Problemen, wie Constraint Satisfaction Problems (CSP):
Im Gegensatz zu endlichen Strukturen können Datalog-Berechnungen auf unend-
lichen Strukturen unendlich lange dauern, was zur Unentscheidbarkeit von Datalog
auf unendlichen Strukturen führen kann. Aber auch in den entscheidbaren Fällen
kann die Komplexität von Datalog auf unendlichen Strukturen beliebig hoch sein. Im
Hinblick auf dieses Ergebnis widmen wir uns dann unendlichen Strukturen mit der
niedrigsten Komplexität von Datalog: Wir zeigen, dass Datalog auf linearen Ordnun-
gen (auch dichte und diskrete, mit oder ohne Konstanten und sogar gefärbte) und
Baumordnungen EXPTIME-vollständig ist.
Für die Bestimmung der oberen Schranke werden Werkzeuge für Datalog auf
Ordnungen eingeführt: Ordnungstypen, Abstandstypen und typdisjunkte Program-
me. Die Typkonzepte liefern eine endliche Beschreibung der unendlichen Program-
mergebnisse und könnten auch für praktische Anwendungen von Interesse sein. Wir
erzeugen spezielle typdisjunkte Programme, die sich ohne Rekursion lösen lassen.
Ein Transfer unserer Methoden auf CSPs zeigt, dass CSPs auf unendlichen Struk-
turen mit beliebig hoher Zeitkomplexität vorkommen, wie Datalog.
Schlagwörter:
Datalog, Unendliche Strukturen, Komplexität, Entscheidbarkeit
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Database theory is an important part of theoretical computer science and investigates
the foundations of databases and database systems. One main aspect of database
theory is the complexity of queries whose research is not only interesting for practical
applications, but also leads to results in other fields of theoretical computer science. A
query language which has been studied extensively in database theory and which has
become a standard tool is datalog (see, e.g., [Var82; Ull88a; AHV95]). Datalog is a
query language based on logic programming and inherits the simple program structure
from this paradigm: Each datalog program consists of a finite set of rules consisting
of relational atoms. Some of the relations, the intensional databases (IDBs), are part
of the constant input structure, while the other relations, the extensional databases
(EDBs), are computed by applying the program rules. The computation of datalog is
carried out in stages, starting with empty IDB relations and for each stage applying a
rule to the previous stage, until a fixed point is reached. For example, let G = (V,E)
be a directed graph with vertex set V and edge relation E, then the following two
rule program will compute the transitive closure T of the edge relation:
T (x, y) ← E(x, y).
T (x, y) ← T (x, z), E(z, y).
While the first rule copies the edges into the transitive closure, the second rule is a
recursive rule, in each application adding pairs of vertices to T that are connected by
a path one edge longer than for all existing pairs of vertices in T .
This simple example demonstrates that datalog is capable of recursion, which
other query languages, like first order queries or the relational algebra do not offer. On
finite structures, a datalog computation will always terminate, since there may only
be finitely many rule applications adding new tuples to the IDB relations, hence the
fixed point is reached after finitely many stages. But it is less obvious how long such
a computation may take, which motivates a complexity analysis as in [DEGV97]. For
database queries different complexity measures are common, depending on the choice
of input. For data complexity, the query (or program) is considered constant, while the
database is the input and the running time determined depending on the database
1
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size. Program complexity (or expression complexity) measures the complexity for
constant databases depending on the query only, and for combined complexity, both
the database and the query are part of the input. Dantsin et. al. [DEGV97] showed
that on finite databases, datalog has PTIME-complete data complexity, while the
program complexity and combined complexity are EXPTIME-complete.
In this thesis, we investigate the complexity of datalog on infinite structures. At
a first glance, only finite structures are of interest for database applications imple-
mented on computer systems, as practical problems involve finite amounts of data
only. But temporal and spatial reasoning naturally include infinite structures for
modeling data, as time in temporal reasoning is usually modelled as an infinite linear
order, sometimes dense, sometimes discrete. Finite representations of temporal or
spatial data may lead to a noticeable loss in accuracy, which is why databases and
database query languages working directly on infinite structures are of interest. Our
focus on datalog on infinite linear orders does not only apply to the background struc-
tures for temporal reasoning, but easily transfers to the setting of intervals: Allen’s
interval algebra [All82] is a standard tool in temporal reasoning using operations on
(time) intervals and we show that our results for datalog on linear orders apply to
this setting in a natural way.
Of course, applications from temporal or spatial reasoning are not the only moti-
vation to consider datalog on infinite structures. On infinite structures, datalog has
much more computational power than on finite structures, making it worthwhile to
study the complexity of datalog on infinite structures. As in the applications men-
tioned above, we will regard the infinite structure as a fixed “background” structure,
thus restrict ourselves to program complexity. For a meaningful concept of data com-
plexity or combined complexity, a finite representation of infinite structures is needed.
Most of our results are independent of the representation, leading to a more general
approach. Our setting of program complexity on a fixed background structure is not
as restrictive as it may seem at first: Using a suitable background structure (as a
linear order), a finite database (consisting of, e.g., order atoms) may be included into
the program, leading to some weak form of combined complexity.
To formalize the term “complexity of datalog”, we consider the problem DATA-
LOG-NONEMPTINESS(A) for fixed infinite structures A:
Given: Datalog program Π on A and an IDB P of Π.
Question: Is the relation P computed by Π empty?
As seen above, on infinite structures the datalog computations may have infinitely
many stages, reaching the fixed point in a countable infinite number of stages. Con-
sider the above program for the transitive closure on an infinite directed graph G: If
there are simple paths of arbitrarily high lengths in G, the computation will continue
forever. If infinite computations may occur, it is no longer clear if datalog is decid-
able, even for DATALOG-NONEMPTINESS. One result of this thesis shows that
undecidability on infinite structures is, in fact, the case:
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DATALOG-NONEMPTINESS(A) is undecidable on infinite successor structures.
This result is a consequence of our proof showing that on successor structures
datalog is universal in the sense of computation.
Therefore, for complexity investigations and even more for practical applications
we have to be careful with the choice of structures. In the first part we generalize
a result from [DEGV97] which shows the EXPTIME-completeness of datalog with
constants on finite structures to show that on all structures (finite and infinite, with
or without constants) on which two disjoint sets may be defined, DATALOG-NON-
EMPTINESS is EXPTIME-hard.
With undecidability at one end and a quite low lower bound at the other end, the
question remains, what happens in between. We show that for each class C of the
exponential hierarchy1 there is an infinite structure C such that DATALOG-NON-
EMPTINESS(C) is contained in this class and hard for the class one level lower.
After this result, it seems interesting (especially with practical applications in
mind) to identify some classes of structures with the lowest complexity of datalog
on infinite structures, i.e. EXPTIME-complete. As it turns out, linear orders are an
ideal candidate to investigate solving techniques for datalog using special properties
of infinite structures, leading to this complexity. The main results of the second part
can be summarized as:
DATALOG-NONEMPTINESS(A) is EXPTIME-complete on
1. dense linear ordersA = (A,<) and dense linear orders with constants
A = (A,<, c1, . . . , ck)
2. (arbitrary) linear orders A = (A,<) and A = (A,<, c1, . . . , ck)
3. colored linear orders A = (A,<,M1, . . . ,Mm, c1, . . . , ck)
(with monadic relations M1, . . . ,Mm)
4. tree orders A = (A,<) and A = (A,<, c1, . . . , ck)
The first result may not be surprising as dense linear orders allow quantifier elimi-
nation (see, e.g., [Hod97]), bringing formulae to a simpler equivalent shape. In terms
of datalog quantifier elimination is mainly the elimination of variables occurring in
the rule body only, and not the head IDB atom, which leads to some elimination of
recursion. From this point of view, the second result (which actually includes the
first as a special case) is, in fact, something unexpected. The class of linear orders
includes discrete linear orders, which can be defined as transitive closure of successor
structures, even by a short datalog program as seen above. This connection may lead
to the impression that such similar structures as successor structures and discrete




), . . . of iterative exponential
time complexity; see e.g. [Pap94].
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orders behave similar and lead to a similar complexity of DATALOG-NONEMPTI-
NESS. The results of this thesis mentioned above clearly show that this is not the
case.
The result about colored orders is perhaps even more interesting for applications
from temporal reasoning: The linear order serving as time-line as usual, the monadic
relations can be used as flags for the state of a system under surveillance. For each
instant t, the membership and non-membership of t in the monadic relations gives
a description of the system and datalog enables us to ask queries setting different
states in context.
The last result about tree orders mentioned above is a first glance from total orders
to partial orders, showing how the methods relying on the (linear) order axioms can
be applied to a setting where not all these axioms are satisfied.
With the above results we have a full classification of the complexity of DATA-
LOG-NONEMPTINESS on linear orders by the arity of additional relations allowed.
We have no relations (or nullary relations) in the case of linear orders and monadic
relations in the case of colored orders. If we allow arbitrary binary relations (or even
higher arity), we may add a successor relation, leading to undecidability for this case.
The toolbox introduced for deriving these upper bounds offers some methods
which are also interesting by themselves:
1. An order type concept for datalog. We define order types as finite sets of atomic
formulae over the vocabulary {<} and show that finite sets of order types are
sufficient to describe all IDBs created by a datalog program over dense linear
orders.
2. For arbitrary orders, we extend the order types to distance types, built on
atomic formulae of the form (x <d y) stating that x < y has to be satisfied and
that there have to be d different elements between x and y. We show that a
finite set of distance types is sufficient to represent each stage of the IDBs in a
computation of a datalog program.
3. To solve DATALOG-NONEMPTINESS(A) without using recursion, the data-
log program is converted into a type disjoint form which incorporates all prop-
erties of the underlying structure A needed for datalog computations into the
program.
The type concepts allow a finite representation of computation results, which
could also be used to perform datalog computations over infinite structures using a
computer. These concepts have some interesting advantages over existing approaches
to datalog on infinite structures. Usually, datalog programs have to satisfy some
safety conditions (see, e.g., [SV89; CGZ07]): The results of datalog queries always
have to be finite, which can be guaranteed if each rule application only produces a
finite result (weak safety) and all computations of a program terminate. Weak safety
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also restricts the syntax of datalog programs: Each variable in the head IDB atom
also has to appear in the body. Since we have a finite description via types, we do
not need this restriction and other restrictions leading to a weakly safe program.
Termination, on the other hand, is closely linked to the boundedness problem.
For a class C of structures, a program Π is bounded if there exists a constant c such
that on each structure A ∈ C the computation of Π terminates after at most c steps.
For the class of finite structures, the boundedness problem has received considerable
attention (see, e.g., [GMSV93; CGKV88; Mar99]) and has proven to be undecidable
even for a very restricted class of programs, like programs with a single recursive
rule (see, e.g., [Abi89; HKMV95]). Using the distance type concept, we show the
following interesting result:
On the class C of linear orders A = (A,<), datalog is uniformly bounded.
In this case, the bound is a computable function of the program length, hence a
uniform bound. With this result it is also possible to compute the finite set of
distance types describing the full computation of a datalog program.
In the last part of this thesis, we have a look at constraint satisfaction problems
(CSPs), which are intimately linked with datalog (see, e.g., [FV99]). CSPs are widely
used in computer science, as well in the center of theoretical research, as well as in
applied fields, like artificial intelligence or bio-informatics. Starting with [BN03]
infinite CSPs were introduced into current research and have been studied since.
We transfer some methods from datalog to CSP and maybe the most interesting
result in this context is the following:
For each class C of the exponential hierarchy there is an infinite structure C such
that CSP(C) is contained in this class and hard for the class one level lower.
1.1 Published Results
Parts of this thesis (mainly from Chapter 5) have been submitted for publication in
[GS].
1.2 Outline of This Thesis
In Chapter 2 we will define the tools and problems we need for our discussion,
including some remarks about the representation issues involved in the work with
infinite structures. As a look at applications in temporal reasoning, we will establish
a link between datalog on linear orders and Allen’s interval algebra.
The main tool introduced in Chapter 3 is a generalized version of the universal
Turing machine simulation by datalog programs from [DEGV97]. This machine simu-
lation is used to show some lower bounds for the DATALOG-NONEMPTINESS and
DATALOG-TUPLE, followed by Chapter 4, in which we use the Turing machine
simulation from the preceeding chapter to derive some undecidability results. The
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chapter is concluded by a construction of a hierarchy of structures for the complexity
of DATALOG-NONEMPTINESS.
Chapter 5 introduces the type concept describing datalog computations on linear
orders and EXPTIME upper bounds for the DATALOG-NONEMPTINESS on linear
orders is derived using this type concept. For the example of dense linear orders, an
algorithm is given, which demonstrates how to implement types in computations. In
Chapter 6, a type concept for colored orders is introduced, which allows the transfer
of some of the results from the preceeding chapter to show an EXPTIME upper bound
on colored orders, i.e. orders with additional monadic relations. Chapters 5 and 6
are written independent of Chapters 3 and 4 and can be read without the knowledge
of these chapters.
The methods considered so far are transferred to an application on tree orders,
which are partial orders based on infinite trees in Chapter 7.
In Chapter 8, results from the preceeding chapters about orders are transferred
to constraint satisfaction problems. Some (partially very large) upper bounds are
shown with the methods of Chapters 5 and 6, and modifying results and ideas from
Chapter 4, a hierarchy result for CSPs similar to the one in Chapter 4 is derived.
We will give a brief overview of each chapter at the beginning of the chapter and
a conclusion at the end, followed by some open problems, which may lead to further
research.
The results and interesting open questions are summarized in Chapter 9, which
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Outline of this Chapter
In this chapter we will give a formal definition of datalog and the datalog problems in
the scope of this thesis. We then define the infinite structures of interest for this thesis,
namely orders and successor structures, and sketch different methods for representing
infinite structures. We conclude this chapter with a closer look at datalog on Allen’s
interval algebra, an example application from the context of temporal and spatial
reasoning.
2.1 Notations from Logics and Model Theory
We assume that the reader is familiar with the basic concepts of complexity theory,
like the deterministic complexity classes PTIME (or P) and EXPTIME, logarithmic
space reductions and completeness. For the presentation of our undecidability results
we assume basic knowledge about the universal Turing machine model, the halting
problem and reductions. An introduction of these fields can be found, e.g., in [GJ79]
or [Pap94].
In the following sections we give a short definition of the logical notation used in
this work. Although not used explicitly, a general knowledge of first order logic as
found in introductional books about mathematical logic or model theory ([EFT98;
Bur98; EF99; Hod97]) is useful for following this thesis, as well as some knowledge
about inductive definitions and fixed points as introduced in [Mos74].
2.1.1 Structures
A vocabulary σ is a finite set of symbols of which some are constant symbols (usu-
ally denoted by c, c1, c2, . . . ) and the others are relation symbols (usually denoted by
P,R,R1, R2, . . . )1. A relational vocabulary is a vocabulary containing no constant




symbols. An arity map ar : σ → N defines an arity for each relation symbol. A
structure A of vocabulary σ (or shorter a σ-structure) consists of a universe A and
for each constant symbol an interpretation cA ∈ A and for each relation symbol R a
relation RA ⊆ Aar(R) of arity ar(R) as interpretation.
2.1.2 Homomorphisms
A homomorphism h from some σ-structure A with universe A to some σ-structure B
with universe B is a map h : A→ B preserving constants if present, h(cA) = cB for all
constant symbols c ∈ σ, and preserving relations: For each relation symbol R ∈ σ and
each tuple ā = (a1, . . . , aar(R)) ∈ RA, it holds that h(ā) = (h(a1), . . . , h(aar(R))) ∈ RB.
2.2 Datalog
Datalog is the relational sublanguage of logic programming. Datalog programs consist
of function-free and negation-free horn clauses, which we will augment by constants
in some cases, but only if mentioned explicitly.
An atom is an expression of the form P (x1, . . . , xk), where P is a k-ary relation
symbol and x1, . . . , xk are variables. We admit 0-ary relation symbols.2 In the fol-
lowing, we abbreviate tuples (x1, . . . , xk) by x̄. A datalog rule is an expression ρ of
the form
Px̄ ← Q1ȳ1, . . . , Qmȳm,
where Px̄, Q1ȳ1, . . . , Qmȳm are atoms. The tuples of variables x̄, ȳ1, . . . , ȳm need not
be disjoint, and variables may occur several times in each tuple. Furthermore, the
variables in x̄ are not required to be among those in ȳ1, . . . , ȳm, which is a main
difference to other definitions found in literature.3
The atom Px̄ is the head of the rule, Q1ȳ1, . . . , Qmρ ȳmρ is the body. A datalog
program is a finite set of datalog rules. Relation symbols occurring in the head of a
rule of a datalog program Π are called intensional relation symbols or IDBs; all other
relation symbols are called extensional relation symbols or EDBs.
We say that a datalog program Π is over a structure A if the vocabulary of A
contains all EDBs of Π and none of the IDBs. Π is a datalog program over a class C
of structures if Π is a program over all A ∈ C.
2.2.1 Datalog Computation
Let Π be a Datalog program over a structure A. The computation of Π over A
is carried out in stages in which the interpretation of the IDBs is computed; the
2A 0-ary relation either is empty, or it consists of the empty tuple ().
3The reason for this restriction is the context of safety (see introduction).Rules with variables
occurring only on the left hand side directly lead to infinite relations, making the rules unsafe which
is no problem in the scope of this thesis.
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interpretation of the EDBs is given by A and remains fixed. Initially, all IDBs are
interpreted by the empty set. In each stage, a rule ρ of Π is applied, and some
tuples of elements of A are added to the interpretation of the IDB occurring in in
the head of rule ρ. Formally, for every k-ary IDB R we define a sequence (RΠ,Ai )i≥0
of k-ary relations on the universe A of A. We let RΠ,A0 = ∅ for all IDBs R. Suppose
now, we have defined RΠ,Ai−1 for all IDBs R. In stage i, we choose a rule ρ in Π,
say Px̄ ← Q1ȳ1, . . . , Qmȳm. An instantiation of ρ at stage i consists of tuples
ā, b̄1, . . . , b̄m of elements of A matching the lengths of the variable tuples x̄, ȳ1, . . . , ȳm,
such that
• If two variables of the rule are equal, then the corresponding elements of the
tuples are equal as well. For example, if xr = yst, then ar = bst.
• For 1 ≤ r ≤ m: If Qr is an EDB, then b̄r ∈ QAr . If Qr is an IDB, then




i−1 ∪ {ā | there exist tuples b̄1, . . . , b̄m such that ā, b̄1, . . . , b̄m is an
instantiation of rule ρ at stage i}.
For all IDBsR 6= P , we letRΠ,Ai = R
Π,A
i−1 . To turn this into a well-defined deterministic
process, we cycle through the rules ρ of Π in some fixed order. It can be shown that the
result of the computation does not depend on this order. (It will be convenient later to
apply only one rule at each stage, that is why set up the computation this way.) The
application of a datalog rule to some stage can also be seen as applying an operator,
which is then called the immediate consequence operator (see, e.g. [AHV95]).
Note that for all IDBs R and for all i ≥ 0 we have RΠ,Ai ⊆ R
Π,A
i+1 . The process
either reaches a fixed point after finitely many stages, that is, there is an i0 such that
RΠ,Ai0 = R
Π,A
i for all i ≥ i0, or it continues forever (recall that A may be infinite).




i . Then the RΠ,A∞ form a fixed point of the
computation, that is, further applications of the rules do not increase the relations.
This is obvious if a fixed-point is reached in finitely many stages, but also easy to see
if the fixed-point is not reached in finitely many stages. The result of the computation
is the interpretation of the IDBs in this fixed point.
We usually write RΠi and RΠ∞ instead of R
Π,A
i and RΠ,A∞ if A is clear from the
context. Borrowing some terminology from formal grammars, we say that an IDB P
can be derived (in Π), if there are rule applications leading to PΠ,A∞ 6= ∅.
See Example 2.1 and Example 2.2 for some examples for these definitions.
Example 2.1 As structure G = (V,E), we use a directed graph. Then the following
two rule program Π will compute the transitive closure relation T G ⊆ (V G)2 of EG:
ρ1 : T (x, y) ← E(x, y).
ρ2 : T (x, y) ← E(x, z), T (z, y).
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Rule ρ1 is a non-recursive rule, just copying all tuples from E to T . Rule ρ2
is recursive and contains an (existentially quantified) body variable z. If we cycle
through the rules by applying ρ1 to derive stages 2i − 1 and ρ2 for stages 2i with
i ∈ N, TΠ,G2i−1 contains all the pairs (v, w) of vertices of the graph, such that there is a
path from v to w with length at most i.
Obviously, we could also apply all non-recursive rules at the beginning and then
cycle through recursive rules only, which would lead to the same result. But since the
asymptotic running time is (in general) not affected by that, we will cycle through
all rules in general.
Example 2.2 Let G = (V,E) be the directed representation of an undirected graph
G, i.e. for all v, w ∈ V G with (v, w) ∈ EG, we also have (w, v) ∈ EG. Let Π be the
following three rule program
ρ1 : P (x, y) ← E(x, z), E(z, y).
ρ2 : P (x, y) ← P (x, z), P (z, y).
ρ3 : O ← P (x, y), E(y, x).
Then rules ρ1 and ρ2 will define P to contain all pairs (v, w) of vertices with a
path with an even number of edges between them. The nullary IDB O is filled with
the nullary tuple by rule ρ3, if there is a cycle with an odd number of edges in G.
This program can be used to solve the problem TWO-COLORABILITY: The graph
G is colorable with two colors if and only if the IDB O is empty: OΠ,G∞ = ∅. The
equivalence of the non-two-colorability and the existence of odd cycles used here is
straightforward.
If a program Π is a program over a structure A with constants and if Π is allowed
to use these constants, constants may occur in the head any body atoms. In rule
applications the tuple entries (of tuples in EDBs or IDBs) then have to be equal to
the corresponding constants.
An immediate consequence of the definition of datalog computations which can
be proved by induction over rule applications is the following well known fact (see,
e.g., [AHV95]):
Remark 2.3 Let A and B be two structures over the same vocabulary τ . Let Π be a
datalog program over A and let h : A → B be a homomorphism. Then for each IDB
P of Π and each tuple ā over A with the same arity as P it holds that:
ā ∈ PΠ,A∞ =⇒ h(ā) ∈ PΠ,B∞
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A similar result holds for each stage of the computation of Π, if the same rule
sequence is applied on A and B.
The monotonicity of datalog follows from this remark directly by using the canon-
ical embedding homomorphism:
Remark 2.4 Let A be a structure and B a substructure of A. Let Π be a datalog
program over B. Then for each IDB P of Π it holds that:
PΠ,A∞ ⊆ PΠ,B∞
For a detailed introduction to datalog, we refer the reader to [AHV95] and [Ull88a;
Ull88b].
2.2.2 Program Parameters
For an easier reference, we define the following set of parameters for a datalog program
Π:
Parameter Meaning
mL maximal IDB arity (variables in head of program rules)
mR maximal number of different variables occurring in a rule
nR number of rules
nI number of IDB symbols
mI maximal number of IDB occurrences in a rule body
All these parameters are bounded from above by the length n := |Π| of Π in some
standard encoding.
2.2.3 Datalog and Logics
To gain a logical formalism describing datalog, note that datalog is equivalent to the
inequality-free positive existential fragment of least fixed point logic. This equivalence
is examined more closely in [KV95], where also a connection to infinitary variable
logic is established. Infinitary variable logic with a finite set of variables allows the
usage of pebble games to show that certain properties are not definable, which can be
transferred to non-computability of properties by datalog programs. We will make
use of a special version of these pebble games in Chapter 4, where we give a brief
definition of these games. Details about the relation of pebble games, infinitary logic
and datalog can be found in [KV95].
2.2.4 Datalog and Negation
Enhanced definitions of datalog including negation and their effects have been exten-
sively studied in literature (see, e.g., [AHV95; Ull88a]). Negations can occur in the
rule bodies of datalog programs in different places: In front of EDB relations and
14
in front of IDB relations. While negations in front of IDB symbols require massive
changes in the semantics of datalog and, depending on the approach, also syntactic
restrictions, negations in front of EDB are easier to handle. Various approaches have
been proposed and investigated for both of these negation variants.
As datalog¬, we define the extension of datalog containing negations in front of
EDB atoms. A datalog¬ rule is a rule of the form Px̄ ← Q1ȳ1, . . . , Qmȳm, where
each Qiȳi is either an IDB or EDB atom or a negated EDB atom, while the rest
remains as in the definition of datalog.
The datalog semantics is extended for rules containing negated EDB atoms. We
define the instantiation of a datalog¬ rule over the structure A, which is the only
change in the definition, compared to Section 2.2.1.
Let ρ : Px̄ ← Q1ȳ1, . . . , Qmȳm be a datalog¬ rule. Then an instantiation of ρ
at stage i consists of tuples ā, b̄1, . . . , b̄m of elements of A matching the lengths of the
variable tuples x̄, ȳ1, . . . , ȳm, such that
• If two variables of the rule are equal, then the corresponding elements of the
tuples are equal as well. For example, if xr = yst, then ar = bst.
• For 1 ≤ r ≤ m: If Qr is an EDB E, then b̄r ∈ EA.
If Qr is a negated EDB ¬E, then b̄r 6∈ EA.
If Qr is an IDB I, then b̄r ∈ IΠ,Ai−1 .
Using this change, the rest of the definitions remains as in Section 2.2.1.
In Chapter 5 and Chapter 6 we will show how to simulate datalog¬ with negation
free datalog, for some cases of linear orders, where this is possible. The basic idea is
that the negation of an order atom ¬(x < y) can be translated to the disjunction of
an order atom y < x and an equality atom x = y. For monadic relations, we may
simulate the negation of a monadic relation M1 by adding the complement as second
monadic relation, M2 := M1.
If not stated otherwise explicitly, we will always assume that the datalog programs
do not contain any negation at all.
2.3 Datalog Problems
For a fixed structure A, we consider two datalog related problems:
Definition 2.5
DATALOG-NONEMPTINESS(A)
Instance: Datalog program Π over A, IDB symbol P of Π




Instance: Datalog program Π over A, IDB symbol P of Π of arity k,
tuple ā ∈ Ak
Question: Is ā ∈ PΠ,A∞ ?
2.4 Linear Orders and Successor Structures
A linearly ordered set is a structure A = (A,<A) of vocabulary {<}, where the binary
relation <A is a linear order of the universe A, i.e. a transitive, total, and antireflexive
relation. For brevity, we refer to linearly ordered sets just as linear orders. Moreover,
we usually omit the superscript in <A and use the symbol < to denote both the
relation <A and the relation symbol <. We write a ≤ b instead of (a < b or a = b).
Let (A,<) be a linear order. (A,<) is dense without endpoints, if for all a ∈ A
there are b, c ∈ A such that b < a < c, and for all a, b ∈ A with a < b there
is a c ∈ A such that a < c < b. Contrasting other orders, dense orders allow
quantifier elimination, which states, that for each first order formula over a dense
linear order without endpoints, we can find an equivalent quantifier free formula (see,
e.g., [Hod97]).
We now define a distance d on (A,<). Let a, b ∈ A be two elements from A
satisfying a < b and let C ⊆ A the set of elements between a and b, i.e. c ∈ C if and
only if a < c < b.
Then the distance d(a, b) between two elements a, b ∈ A with a 6= b is defined as:
d(a, b) =
∞, if |C| =∞|C|+ 1, if |C| <∞
Additionally, we let d(a, a) = 0 for all elements a ∈ A.
We may also consider orders having a minimum or maximum, which will be de-
noted by min and max . But also orders with both minimum and maximum may
be infinite, as for example the closed interval [0, 1] of real numbers. If not stated
otherwise, the constants min and max will not be available to the datalog programs.
We consider linear orders in the strict sense, that is, a linear order is always
antireflexive. For orders in the sense of “less-than-or-equal-to”, the DATALOG-NON-
EMPTINESS problem is trivial, see Section 5.2.1.
If not explicitly defined otherwise, all orders in this thesis will be strict linear
orders.
A successor structure is a structure B = (B, SB, NB), where B is either finite or
countably infinite, and for some enumeration b0, b1, . . . of B, the binary relation SB
consists of all pairs (bi, bi+1), and the unary relation NB only contains the element b0.
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2.5 Representation of Infinite Structures
For computations over infinite structures special care has to be taken on the represen-
tation of these structures. Decidability and complexity results are only meaningful,
if the operations on the infinite structures involved are recursive or even within some
complexity bounds. Our general focus on programs on fixed infinite structures helps
to reduce this problem: If the containment of a tuple in an EDB relation is decidable
and independent of the choice of elements, only the time for writing the represen-
tation of the tuple entries has to be considered, while the computation of the EDB
atoms occurs as a constant in our algorithms and will cause no trouble. If, on the
other hand, the running time for a query to the structure depends on the elements
involved, say the length of the representation, our complexity results will be subject
to a strong influence of the representation of the underlying structure.
2.5.1 Representations and Datalog
For the two problems considered in this thesis, DATALOG-NONEMPTINESS and
DATALOG-TUPLE, different requirements on the underlying structure are necessary.
DATALOG-NONEMPTINESS
As discussed in later chapters in detail, our approaches to DATALOG-NONEMP-
TINESS show that for each structure A considered, there are only finitely many
properties of A needed to solve DATALOG-NONEMPTINESS(A) and these prop-
erties are hardwired into an algorithm solving DATALOG-NONEMPTINESS(A).
This makes our solution completely independent of the representation of A. Only
the datalog program and the IDB as input have an effect on the running time of the
algorithms solving DATALOG-NONEMPTINESS.
DATALOG-TUPLE
For an infinite structure A, DATALOG-TUPLE(A) bears some difficulties with re-
gards to the representation of the input tuple and the accessibility of the structure.
To deal with the first difficulty, whenever we consider the DATALOG-TUPLE(A) we
assume that the universe of the structure A is a decidable set of strings over some
finite alphabet.
To be able to determine the complexity of DATALOG-TUPLE(A) exactly, a close
look on the operations occurring in our algorithms is necessary. For reasons which are
discussed in Chapter 6 and 7, we only investigate DATALOG-TUPLE(A) on linear
orders A, allowing constants and dense orders as special cases.
To solve DATALOG-TUPLE(A) on linear orders A = (A,<A), we need two types
of queries to the underlying structure A, for all elements a, b ∈ A:
• Is a < b satisfied?
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• Assume we know a < b. Let k be a nonnegative integer. Are there a1, . . . , ak ∈
A with a <A a1 <A · · · <A ak <A b?
While the first of these two queries is always needed for DATALOG-TUPLE(A) on
linear orders A, the second query is not needed if A is a dense order. With the
notation introduced in Chapter 5, we may abbreviate the second query as a <k+1 b.
For both queries we may assume that they are decidable, otherwise it is likely that
DATALOG-TUPLE(A) would also be undecidable. Since the two queries are used
by the solution algorithms for DATALOG-TUPLE(A), the evaluation time of these
queries plays a role when analyzing the complexity of DATALOG-TUPLE. To put
this in a formal context, we will use different algorithms which decide these queries
in certain time bounds. For all of these algorithms, the query is first written on a
special input tape, then the algorithm is called an delivers the answer (“yes” or “no”)
using the corresponding resources. The queries will only contain the elements of the
input tuple ā of the DATALOG-TUPLE(A) instance (Π, P, ā), or some of the finitely
many constants (if present) and a value for k.
Definition 2.7 Let A = (A,<) be a linear order without constants and let a, b ∈ A,
k be a nonnegative integer. An order query is a query
qA<(a, b) := a < b?
It has answer “yes”, if a <A b, and “no” otherwise. A distance query is a query
qAd (k, a, b) := a <k b?
It has answer “yes”, if there are a1, . . . , ak−1 ∈ A satisfying a <A a1 <A · · · <A
ak−1 <
A b. For a linear order with finitely many constants A = (A,<, c1, . . . , c`),
we allow constants to appear instead of either a or b in these two queries, with the
obvious meaning.
Definition 2.8 A structure oracle is an algorithm getting as input an order query
or a distance query and which outputs the answer of the query in constant time.
Besides this rather abstract approach, we will have a look at two concrete imple-
mentations of infinite orders and how the given implementation influences our results.
As example for a dense order, we consider the rational numbers and for non-dense
orders, we use the example of the ordered integers, a discrete order. We start with
the easier, discrete example.
Representation of the Ordered Integers
The discrete order Z = (Z, <) of the integers can be represented over a finite alphabet
Σ = {0, 1,#}: Each integer x can be uniquely represented as finite string from Σ∗
using 0 or 1 as first character for the sign of x, followed by a # and the binary
representation of the absolute value of x without leading zeros. Each number x can
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be represented using Θ(log(x)) characters and tuple entries can be separated by a
“##”. For this representation, it can be checked in linear time, if the input denotes
an integer number or a tuple of integer numbers. For the algorithms presented later,
we also need to solve the two queries already introduced:
Order query qZ<(a, b): To check this, we first have a look at the signs of the two
numbers, since for different signs of a and b, the answer is immediate. For
coinciding signs, further checks are needed, where for a and b both negative,
simply the argument order is reversed. A comparison of the lengths of a and
b is possible in linear time, and different lengths immediately lead to a result,
since a longer representation denotes bigger absolute value (by our exclusion of
leading zeros). If a and b have the same length l we compare the representation
of the absolute values of the numbers character-wise, starting with the most
significant one and iterating to the lowest one and derive an answer to the
query in at most linear time (on a multi-tape Turing machine, polynomial time
on a single tape Turing machine).
Distance query qZd (k, a, b): First, we carry out the check qZ<(a, b) as shown. If this
test succeeds, we calculate c := b− a+ 1, which can be done in linear time and
is essentially one run over the representations of a and b, with details depending
on the sign of a and b. The result of the query is then the same as of the query
qZ<(k, c), which can be calculated in linear time.
Representation of the Ordered Rationals
The rationals Q = (Q, <) can be represented over the finite alphabet Σ = {0, 1,#}
in a similar way: The representation of each rational q ∈ Q consists of a 0 or 1
for the sign, a delimiter #, followed by the binary representation of the numerator
n, followed by #, and the binary representation of the denominator d. To ensure
a unique representation, we choose the denominator and numerator to be coprime4
positive integers and we choose their binary representations without leading zeros.
Whether a string is a valid representation can easily be checked in quadratic time,
by first checking if the encodings of the parts n and d and the sign are valid and then
checking the coprimality of n and d by using Euclid’s algorithm (which has quadratic
running time, see, e.g., [Sch01]).
Since Q = (Q, <) is a dense order, we will only need one of the two queries to be
answered:
Order query qZ<(a, b): To check this, we first have a look at the signs of the two
numbers. For different signs of a and b, the answer is immediate. For coinciding
signs, further checks are needed, where for negative a and b, the argument order
is reversed.
4Two natural numbers are coprime if they have no common divisor greater than 1.
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Without loss of generality assume that a and b are positive and are represented
as a = na/da and b = nb/db. We may then check if na · db < nb · da, which is
equivalent to a < b. The computation of the two products and the inequality
test can be carried out in quadratic time altogether.
2.5.2 Computational Model Theory
We will give a very brief survey of known representations of infinite structures which
closely follows the nice presentation in [BG04]. Computational model theory extends
finite model theory and its methods to infinite structures, representing each domain
in a finite way and providing an effective semantics, i.e. the operations used on these
structures have to be decidable. Besides these minimal requirements, one often de-
mands closure (relations defined by formulae are computable using the representation
of the structure) and effective query evaluation (computing a representation of the
satisfying set of a formula).
Recursive structures: Recursive structures are the subject of recursive model the-
ory (e.g. see [EGNR98]) and effective model theory (e.g. see [Chi90; AK00])
and are countable structures, on which the domain and all relations are com-
putable. This approach is too general for most applications, only allowing
effective evaluation algorithms for simple formulae.
Constraint databases: Constraint databases (see e.g. [KG94; KLP00]) use quan-
tifier free formula over a fixed infinite background structure (e.g. linear orders)
to define relations. The set defined by a such a quantifier free formula is called
a generalized tuple and as an analogon to finite databases, a finite set of gen-
eralized tuples form a generalized relation. Constraint databases on different
background structures have been focus of research, for example in the survey
[Rev95] an ordered structure with additional distance information has been
studied: So called gap order constraints are order atoms x < y together with
a minimum distance the elements x and y have to satisfy, or together with a
maximum distance. Our distance type concept introduced in Chapter 5 utilizes
some similar methods to describe the IDB relations of database programs on
orders. One of our results derived with theses tools is the uniform bounded-
ness of datalog on linear orders, a more general result than the decidability of
datalog on gap orders in [Rev93].
The survey [Rev95] includes a brief overview of other results on the data com-
plexity of datalog on constraint databases with different sets of constraints, e.g.
databases on the dense order (augmented with equality atoms) have PTIME-
complete data complexity as in the finite case (see [Tom95]).
The input in these cases is a finite encoding of the generalized tuples of the
generalized relations of the database and the program is considered fixed. Our
results can be seen as an extension of these results to combined complexity,
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as we consider the program over the infinite (background) structure as input
and may include the finite description of the constraint database as part of our
program.
Metafinite structures: Metafinite structures (see e.g. [GG98]) consist of a finite
structure (which can be finitely encoded) and an infinite background structure
and some functions between them. Usually, the infinite background structure
is a fixed structure, which is used as a domain of numerical objects, but with
some limitations, e.g. on quantification. A typical example are finite graphs
with real valued edge weights. For standard scenarios we could use this kind
of structures, for example for the ordered rational numbers together with some
constants, but the main focus for metafinite structures are only finite structures
with an infinite background.
Tree-interpretable structures: Tree-interpretable structures are structures that
are interpretable in the infinite tree T 2 = ({0, 1}∗, σ0, σ1) via a one-dimensional
monadic second-order interpretation (see [BG04] for details), e.g. context free
graphs, which are configuration graphs of push-down automata (see [MS83;
MS85]), HR-equational and VR-equational graphs (see [Cou89]), prefix-recog-
nizable graphs (see [Cau96]). In Chapter 7 we discuss why our solution methods
only derive a uniform bound for DATALOG-NONEMPTINESS(A) on tree or-
ders, and also in this chapter it is shown that for this problem the solution
methods are independent of the representation of the structure.
Automatic structures: Using finite automata to describe structures is the ap-
proach of automatic structures, which are presented in [BG00; BG04]. The
universe has to be a regular language over some finite alphabet. The equality
relation and all relations of the given structure have to be recognizable by finite
automata (reading their input words simultaneously). This easy verification of
relation membership seems to make them ideal for the DATALOG-TUPLE, but
one has to make sure that the order and distance queries we use are expressible
and computable within reasonable complexity bounds. On ω-automatic struc-
tures (using infinite words and Büchi automata instead of finite automate) also
the queries needed for colored orders are decidable, since on this class of struc-
tures first order logic extended by the quantifier “there are infinitely many” is
decidable. On the other hand, not all structures are automatic (or ω-automatic)
which limits this approach.
In fact, the representation of the ordered integers in Section 2.5.1 can be imple-
mented as automatic structure and also the distance query qZd (k, a, b) can be decided
by a finite automaton (FA):
• The encoding of the integers as proposed with a sign bit, the delimiter # and
the binary representation of the absolute value without leading zeros can clearly
be decided by a FA.
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• Whether a < b holds, i.e. if the tuple (a, b) is contained in the order relation <,
can be decided by a FA reading the representations of a and b simultaneously:
The first character determines the signs of a and b. For b < 0 and a > 0 the FA
rejects, while for a < 0 and b > 0 the FA accepts, and in both cases the rest of
the input is irrelevant. For coinciding signs, the rest of the input is scanned and
compared bitwise, from the lowest bit to the highest bit. Using two different
states, the FA remembers whether the numbers a′ and b′ corresponding to the
bits read so far satisfy a′ < b′ or not. When the next bit is read, the state may
only change if the next bits of a and b are different. If the two representation
strings of a and b have the same length, this state information will determine
if the FA accepts. If the strings are of different length, the FA accepts if the
representation of b is longer than the representation of a.
• The distance query qZd (k, a, b) is a ternary relation and can be decided by a FA
reading the representations of k, a and b simultaneously, where the representa-
tion of k also includes a sign bit for an easier description, although k is always
nonnegative. The FA first reads the sign bit of a and b (and also k) and then
the delimiter #. Now the FA computes several tasks simultaneously, where we
sketch the case of a > 0 and b > 0:
– The FA checks if a < b is satisfied, as above, and
– the FA adds a and k bitwise storing the carry bit using different states,
and
– the FA checks if a+ k < b, also bitwise.
The check for a + k < b can be carried out bitwise by adding the current
carry bit (stored in some state) and the current bits of a and k and performing
an comparison of the result with the current bit of b. The cases where the
representations of a + k and b are of different length are handled as described
above for a < b. For a < 0 and b < 0 the roles of a and b are simply reversed in
the FA. For a < 0 and b > 0, the check a+k < b is equivalent to k < b+(−a) =
b+ |a|, which can be carried out using bitwise addition and comparison of the
representations of k, b and a.
2.6 Allen’s Interval Algebra
Ordered structures play an important role in temporal reasoning, where orders or
intervals with endpoints in a linear order are used to model temporal data and de-
pendencies. In the related field of spatial reasoning, intervals are often replaced by
higher dimensional sets (see e.g. [PSV96]), where the set relations cannot easily be
replaced by order formulae over interval endpoints as in the one-dimensional case,
why we focus on temporal reasoning. We do not understand temporal reasoning as
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temporal logic with an additional set of temporal quantifiers, but as the mere storage
of temporal data and manipulation, e.g. in an algebra of intervals.
As an example for the connection of our datalog results with temporal reasoning,
we will have a closer look at Allen’s interval algebra and show how to solve datalog
programs over this algebra using datalog programs over linear orders.
Allen’s interval algebra, introduced in [All82], is an algebra of relations over open
intervals on the real line. These interval relations are built as unions from the 13
basic relations describing the pairwise relative end points of two intervals (x−, x+)
and (y−, y+) as shown in the table taken from [KJJ04] (see Table 2.1, which includes
an illustrative example for the intervals x and y in each case, their alignment shown
with strings xxxx and yyyy). The algebra of these 213 relations is equipped with the
operations converse (denoted by ·−1), intersection ∩ and composition ◦.
The complexity of constraint satisfaction problems over Allen’s interval algebra
and variants has been extensively studied (see, e.g., [KJJ04; Mei96; NB95]). While
constraint satisfaction problems may be viewed as DATALOG-NONEMPTINESS for
programs with a single rule, here we are interested in the complexity of full datalog
over the interval algebra. On the other hand, our results about constraint satisfaction
problems on linear orders may be transferred to Allen’s interval algebra in a similar
way as for datalog, as presented in this section.
Table 2.1: The 13 basic relations of Allen’s interval algebra. The obvious inequalities
x− < x+ and y− < y+ of each case have been omitted.
Basic relation Converse relation Example Endpoints
x precedes y p y preceded by x p−1 xxx
yyy
x+ < y−
x meets y m y met by x m−1 xxxx
yyyy
x+ = y−
x overlaps y o y overlapped by x o−1 xxxx
yyyy
x− < y− < x+ < y+
x during y d y includes x d−1 xxx
yyyyyyy
y− < x−, x+ < y+
x starts y s y started by x s−1 xxx
yyyyyyyy
x− = y−, x+ < y+
x finishes y f y finished by x f−1 xxx
yyyyyyyy
y− < x−, x+ = y+
x equals y ≡ xxxxx
yyyyy
x− = y−, x+ = y+
Let I denote the structure whose universe consists of all open intervals on the
real line, and whose relations are the relations of the interval algebra. We observe
that datalog programs over I can easily be translated into programs over the linear
order (R, <) and vice versa:
Lemma 2.9 DATALOG-NONEMPTINESS(I) is LOGSPACE-equivalent to DATA-
LOG-NONEMPTINESS(R), where R = (R, <).
Proof: The reduction from DATALOG-NONEMPTINESS(I) to the DATALOG-
NONEMPTINESS(R) is straightforward by replacing the interval variables by end-
point variables, according to the definition in Table 2.1. For example, two interval
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variables x and y would be replaced by x−, x+, y− and y+ and for consistency the
atoms x− < x+ and y− < y+ would be added. An atom p(x, y) would then be
replaced by x+ < y−.
Since we do not allow any equality relation to be used, we simulate equality by
variable reusing, e.g. we add an additional rule
EQ(x−, x+, x−, x+) ← .
and then translate “≡ (x, y)” to EQ(x−, x+, y−, y+) forcing the endpoints of x and y
to be equal.
For the other direction, we transform the program Π over (R, <) to Π′ by replacing
all atoms x < y by p(x, y). Then Π′ is satisfiable if and only if Π is satisfiable: If
p(x, y) holds, then x− < y− is satisfied. If on the other hand x < y holds, then there
are elements x+ and y+ such that p((x, x+), (y, y+)) is satisfied, because the order
(R, <) is dense.
Both reductions can clearly be carried out in logarithmic space. 
If we allow our datalog programs direct access to the interval endpoints of given
intervals in Allen’s interval algebra, this construction can also be used to show the
equivalence of the DATALOG-TUPLE on both structures. In this case, the lower
endpoints of the intervals in the resulting IDB relations of Π′ would give a tuple of
the IDB relations of Π, and the tuples in the IDB relations of Π′ could be used to
create the solutions of Π.
Some recent extensions of Allen’s interval algebra could be used to gain stronger
results: In [KJJ04] the algebra was extended by length constraints on intervals. Using
one of the relations, themeets-relation m, and a simple length constraint, a successor
structure can be defined:
S(x, y) ← m(x, y), length(x) = length(y) = 1.
Then S acts as a successor relation. Using a marked element as zero value, this
gives a successor structure increasing the complexity of datalog problems, considered
here, to non-decidable, as shown in Chapter 4.
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Chapter 3
Lower Bounds for Datalog
Outline of this Chapter
In this chapter, we first introduce one of the main tools of this thesis: A Turing
machine simulation by datalog programs. Our first application of this simulation is
the proof of some lower bounds for datalog, including a lower bound for datalog on
orders.
3.1 Universal Turing Machine Simulation
The hardness results in this section are either from [DEGV97], or they can fairly
easily be proved by the techniques used in [DEGV97], and this survey summarizes
some known facts about datalog: For finite structures A, DATALOG-NONEMPTI-
NESS(A) is in EXPTIME. For every structure A whose universe contains at most
one element, DATALOG-NONEMPTINESS(A) is in PTIME. Conversely, for every
structure A, DATALOG-NONEMPTINESS(A) is PTIME-hard, because the satis-
fiability problem for propositional Horn clauses is equivalent to the nonemptiness
problem for datalog programs with only 0-ary relation symbols.
As soon as a structure contains two distinguishable elements, the nonemptiness
problem becomes EXPTIME-hard. This will be made precise in Lemma 3.2 below.
For the readers convenience, we sketch the proof which requires some preparation.
Assume, that in some structure A with universe A, we can define a successor
structure. This means that there exists a datalog program Π with an m-ary IDB
U , a 2m-ary IDB S, and an m-ary IDB N such that the structure B = (B, SB, NB)
with B = UΠ,A∞ , SB = SΠ,A∞ , and NB = NΠ,A∞ is a successor structure. Then a given
Turing machine transition function can be translated to a datalog program defining
the following IDB relations:
symbolσ(x̄, ȳ): In step x̄ of the computation the tape cell ȳ contains the symbol σ
(one IDB for each symbol σ ∈ Σ of the Turing machine tape alphabet Σ).
cursor(x̄, ȳ): At step x̄ the cursor points to cell ȳ.
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states(x̄): In step x̄ the Turing machine is in state s (one IDB for each state s of the
Turing machine).
accept: The computation has reached an accepting state.
Here x̄ and ȳ range over elements of the defined successor structure B and hence
can be viewed as encoding natural numbers, which are used to address time steps
and tape cells. We may define auxiliary IDB relations ensuring the consistency of
the simulation and encoding the input on the tape of the machine. The main part
of our Turing machine simulation is the translation of the transition function. If the
transition function is given as a table, each row will be translated to three datalog
program rules:
Assume we have the transition δ(s, σ) = (s′, σ′,←), where s is the old state, s′
the new one, σ the tape symbol read and σ′ the tape symbol written, after which a
left movement (←) of the cursor is done. Then we encode this by the following rules:
symbolσ′(x̄′, ȳ) ← states(x̄), symbolσ(x̄, ȳ), cursor(x̄, ȳ),
S(x̄, x̄′).
cursor(x̄′, ȳ′) ← states(x̄), symbolσ(x̄, ȳ), cursor(x̄, ȳ),
S(x̄, x̄′), S(ȳ′, ȳ).
states′ ← states(x̄), symbolσ(x̄, ȳ), cursor(x̄, ȳ),
S(x̄, x̄′).
Some additional inertia rules assure, that the tape contents does not change at
other positions than the cursor position, and some initialization rules define a valid
starting configuration, with a tape containing the input padded with spaces at time
step 0.
Then we have a program, computable in logarithmic space from the machine
description, whose IDB accept is derivable if and only if a machine run accepts in
a number of steps bounded by the size of the successor structure. The arity of the
IDBs introduced is at most 2m and the program size is the size of the Turing machine
description, increased by factor m (and some constant).
This simulation does not only work for the question, whether an IDB can be
derived from the input facts, but also for both of the problems given in section 2.2:
If the Turing machine accepts, there has to be a derivation of the IDB accept. Since
accept has no variables, i.e. arity 0, its IDB relation can only contain the empty
tuple or be the empty relation. The first case happens, if accept is derivable, while
the second occurs, if no successful run is possible. Hence the following are equivalent,
where () denotes the 0-ary tuple:
• accept can be derived in a run of Π
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• acceptΠ∞ 6= ∅
• () ∈ acceptΠ∞.
If the notation of the 0-ary is not desired, the following rule can be used to define
an IDB accept′(X) with the property that accept is derivable in a run of Π if and
only if (accept′)Π∞ = A:
accept′(X) ← accept.
Remark 3.1 Multi-tape Machines
This simulation can easily be extended to a simulation for a multi-tape Turing
machine. For a machine with k tapes, we replace each IDB symbolσ by k IDBs
symboliσ with i = 1, . . . , k and the IDB cursor by k IDBs cursori for i = 1. . . . , k.
These IDBs describe the symbols and cursor positions on the k different tapes. The
datalog rules are again created from the transition function and each rule contains
the information about the current cursor position and tape contents for all k tapes.
In the following sections and chapters this simulation will be used for successor
structures of different sizes. Finite successor structures will lead to the completeness
bounds in the next section, ranging to countable infinite successor structures to show
undecidability in the next chapter.
3.2 EXPTIME-hard Lower Bound
Generalizing an idea from [DEGV97], we assume, that we have two disjoint sets which
we may use to define a successor structure of exponential size
Lemma 3.2 Given a structure A such that two relations R0, R1 ⊂ Ak, k ∈ N, can
be defined by a datalog program on A, such that
R0 ∩R1 = ∅, R0 6= ∅, R1 6= ∅.
Then DATALOG-NONEMPTINESS(A) is EXPTIME-hard.
Proof: Without loss of generality we may assume that A actually contains two
k-ary relations R0, R1 which are nonempty and disjoint. Hence we can use these
relations as EDB predicates in a datalog program. We prove that any deterministic
Turing machine computation on input x, with |x| = n and time bound t(x) = 2m
(m = m(n) being a function with variable n) can be simulated by a datalog program
with IDBs having arity at most 2 · k ·m.
The elements in R0 are used as 0 and the elements in R1 as 1 to build a successor
structure of binary vectors of arity m, leading to a successor structure over [0..2m−1].
For i = 1, . . . ,m, we inductively define relations U i, Si, F i, Li with datalog rules,
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where U i ⊂ Am is the universe and Si a successor relation on U i, and F i contains
the first (smallest), Li the last (biggest) element of U i.
We start with U1 = R0 ∪R1, S1 = R0×R1, F 1 = R0 and L1 = R1. By induction
over i, our datalog program defines








∣∣∣ (z, z′) ∈ S1 ∧ x̄ ∈ Li ∧ ȳ ∈ F i}
The details can be found in [DEGV97] with slight modifications.
The maximal arity of any IDB relations involved is 2 ·k ·m, defining the successor
between two m-tuples of entries that have arity k.
By the construction of the Turing machine simulation, any machine computation
running at most 2m steps can be simulated using datalog programs with maximal
arity 2 · k ·m, which concludes the proof. 
The first application of this simulation is the case we are interested in most, the
case of strict linear orders:
Corollary 3.3 For every linear order A = (A,<) with at least two elements, the
DATALOG-NONEMPTINESS(A) is EXPTIME-hard.
Proof: Let U0 be the binary relation x < y and U1 the converse x > y. 
If we allow constant symbols we can easily take two constant symbols interpreted
as different constants to define the two disjoint sets needed for the simulation. If we
denote the constants by 0 and 1, we have the same situation as in [DEGV97] and are
able to use these constant for the initialization rules of the program:
U0(0) ← .
U1(1) ← .
Lemma 3.2 shows the EXPTIME-hardness for such structures with two constants
having different interpretation.
Example 3.4 If A = (A,<, c) is a strict order with only one constant symbol c, we
could set
U0(c) ← .
U1(X) ← c < X.
if c is not a maximal element in the order <. If c is maximal, then we could use
U1(x) ← X < c instead. In both cases we get two disjoint relations of arity 1. This
example is a generalization of the ordered structure of the natural numbers (N, <, 0).
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3.3 Summary of this Chapter
We have transferred the universal Turing machine simulation introduced in [DEGV97]
to structures with two distinguishable sets: If two disjoint sets of some arity can
be defined by a datalog program on a structure A, then DATALOG-NONEMPTI-
NESS(A) and DATALOG-TUPLE(A) are EXPTIME-hard.
As applications of this lemma, we have shown that DATALOG-NONEMPTINESS
and DATALOG-TUPLE on strict linear orders are EXPTIME-hard, raising the well
known PTIME-hard lower bound, derived from propositional logic programs.
Open problems
We will show a higher upper bound for DATALOG-TUPLE Chapter 5, so maybe
there is room for improvement of the lower bounds:
Question 3.1 Can we show a higher lower bound for DATALOG-TUPLE on orders?
Of course, this order would have to be a non-dense order, since the tuple problem
on dense orders has EXPTIME-complete complexity, as will be shown in Chapter 5.
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Chapter 4
Undecidability of Datalog on
Infinite Structures
Outline of this Chapter
In this chapter, the Turing machine simulation is used to show the undecidability
of DATALOG-NONEMPTINESS and DATALOG-TUPLE on successor structures.
This is then generalized to structures, which to some extent allow to simulate a
successor structure, exploring the possibilities of positive existential quantification as
used for datalog. Following that, we have a short look at the decidability of DATA-
LOG-NONEMPTINESS and boundedness. The last section of this chapter deals with
the question, if for all structures DATALOG-NONEMPTINESS is in EXPTIME (as
shown in later chapters) or undecidable. We define some infinite structures on which
we reach some given lower bound using the Turing machine simulation, and on which
we show some (unfortunately exponential higher) upper bound using pebble games.
This shows that there is no dichotomy EXPTIME vs. undecidable for datalog on
infinite structures.
4.1 Successor Structures
In the previous chapter we have used a Turing machine simulation to show lower
complexity bounds on finite successor structures which were defined using datalog
programs. In this chapter we will study the power of datalog programs if we use
predefined infinite successor structures. For monadic datalog programs on successor
structures the decidability results from well-known facts: Each monadic datalog pro-
gram can be translated to a monadic least fixed point formula (MLFP) which does
not make use of negations or universal quantification, i.e. a formula in the positive
existential fragment of MLFP. For every monadic relation defined by a LFP formula
a MSO formula defining the same relation can easily be constructed, hence also for
every monadic datalog program. By the decidability of MSO on successor structures,
as shown in [Büc60], the decidability of DATALOG-NONEMPTINESS and DATA-
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LOG-TUPLE follows for monadic datalog programs. In the following section we will
show the undecidability for datalog programs with IDB arity greater than one on
successor structures.
If we allow the datalog programs to have arbitrary IDB arity, an easy transfer of
the ideas from [SS82] becomes possible, where partial recursive functions are simu-
lated by logic programs with the only functions being the 0 function and the successor
function. Partial recursive functions are a well known universal computing formalism,
defined from the zero function f(x) = 0, the successor function f(x) = x+ 1, projec-
tion functions like f(x1, . . . , xn) = xi using composition f(ḡ(x̄)), primitive recursion
and a minimalization operator f(x̄) = µ.y(g(x̄, y) = 0). All these can be converted to
logic programming rules and consequently to datalog programs on a structure with
successor relation and zero relation which are the usual successor structures as de-
fined in 4.1. While for each occurrence of the minimalization operator µ, two IDB
relations are needed, all other functions can be translated one to one to IDBs, with
the datalog rules mimicking the function definitions without overhead. A main dis-
advantage of this approach is that it is quite natural for DATALOG-TUPLE, which
then becomes equivalent to questions like “f(x) = y?”, but the interpretation of
DATALOG-NONEMPTINESS in this case would be the question if a function has a
nonempty domain, which is an unnatural view for many problems.
Coming back to the Turing machine simulation introduced in Section 3.1, we
observe that on an infinite successor structure A = (A, S,N), we can simulate any
Turing machine computation. As stated in this section (by letting m = 1), IDB
arity two suffices for this simulation on an infinite successor structure, leading a
sharp cut to the decidable monadic case. We specialize this observation by a classic
undecidability proof using a halting problem reduction:
Lemma 4.1 Let A = (A, S,N) be an infinite successor structure. Then DATA-
LOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) are undecidable for datalog
programs with IDB arity at most two on A.
Proof: We use the Turing machine simulation from Chapter 3 to simulate a ma-
chine M on the empty word as input. This is clearly a reduction of the halting
problem with empty input to DATALOG-NONEMPTINESS(A) and DATALOG-
TUPLE(A) which shows the undecidability of both problems, since the IDB accept
can be derived if and only if M is halting with empty input. 
4.2 Successor-Like Structures
The ideas developed for showing the undecidability of DATALOG-NONEMPTINESS
and DATALOG-TUPLE on successor structures can be transferred to structures
similar to a successor structure. We will have a look at two scenarios of relaxing
successor structures: On infinite trees, an element is allowed to have more than one
successor, but there is still only a unique predecessor for each element. This condition
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excludes directed or undirected cycles (if we view our structure as directed graph). As
second example we have a look at structures which may contain cycles, but appearing
in a very restricted manner only.
Infinite Trees
Compared to the method using partial recursive functions as sketched above, the
biggest advantage of proof utilizing the Turing machine simulation is, that it also
holds for DATALOG-NONEMPTINESS and loses the dependency on the represen-
tation of the tuples for DATALOG-TUPLE. So we may extend it to structures where
an enumeration or representation of the elements is not so obvious any more. The
only thing we need for our simulation is the ability to define a successor substructure
to run our simulation on. Since datalog comprises a positive existential fragment
of logic without the inequality relation, care must be taken that we can distinguish
all elements of the defined successor substructure and distinguish between elements
in this substructure and the rest. Having cycles of arbitrary length in our structure
renders them useless for the positive existential definition of a successor substructure,
since we may not be able to distinguish between different elements, and instead of
using an infinite successor structure of pairwise different elements we may end up
iterating through a cycle again and again. While we will take advantage of cycles in
later sections (see Sections 4.2.2 and 4.3), we will now concentrate on structures or
graphs without cycles or with cycles appearing in a very controlled manner.
Corollary 4.2 DATALOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) are
undecidable for datalog programs with IDB arity at most two on structures A =
(A,N, S), where N is a unary relation and S is a binary relation such that A forms
a directed graph with edge relation S and the following properties:
• For all n, n′ ∈ N with n 6= n′ we have S∗(n) ∩ S∗(n′) = ∅
• For all n ∈ N the substructure S∗(n) is a tree.
• There exists an n ∈ N such that S∗(n) has an infinite path.
Here S∗ denotes the transitive closure of S and the set S∗(n) contains all elements
reachable from n by S∗:
S∗(n) = {n′ | ∃l ≥ 0 ∃x1, . . . , xl : S(n, x1) ∧ S(x1, x2) ∧ · · · ∧ S(xl, n′)} ∪ {n}
Proof: The proof of Lemma 4.1 can easily be repeated on such an infinite graph
structure G. If there is an accepting Turing machine simulation on a successor struc-
ture as above, then the infinite path can be used to derive the same computation,
hence also on G the accept IDB can be derived.
If on the other hand, the simulation on the infinite graph structure G leads to
the derivation of the accept IDB, then there must be a derivation of stateyes(x) for
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some value a for x. Since for each c ∈ G the predecessor of c in G, i.e. the value
b satisfying S(b, c), is unique, and since the elements reachable from elements of N
are partitioned into disjoint sets, we have a unique n ∈ N with a unique derivation
starting at N(n), deriving stateyes(a). By definition of the simulation IDBs and by
replacing the EDBs of G by those of the successor substructure from n to a, we get
an accepting computation on this successor substructure. 
Successor structures with some cycles
We may even allow cycles if they appear in a limited manner. Let L = (N, L,N) be
the structure with N = {0} and L the successor relation extended by back edges to
smaller elements (see Figure 4.1):
L = {(x, x+ 1)} ∪ {(y, z) | y > z}
N
0 1 2 3 4 · · ·
Figure 4.1: Structure L = (N, L,N). The arcs show the relation L (up to element 4)
That is, in L we have the linear successor structure over the nonnegative integers
and additionally for each element x infinitely many edges from all bigger elements
pointing back to x creating at each element x and for any k > 1 a cycle of length
k containing x. Obviously, the above Turing machine simulation would not work
on this structure, since the successor and predecessor of each element are not well
defined. But we may define a successor substructure of L using datalog:
sym(x, y) ← L(x, y), L(y, x).
suc(x, y) ← sym(x, z), sym(z, y), L(y, x).
even(x) ← N(x).
even(x) ← even(y), suc(y, x).
A sketch of this structure is given in Figure 4.2.
The IDB sym defines an undirected or symmetric version of the successor relation
part in L and contains all cycles of length 2. With the help of this we can define the
IDB suc which contains all cycles of length 3 such that the first and last elements of
the cycle are different, which defines exactly the elements which have a distance of 2:
sucΠ∞ = {(x, x+ 2)}
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0 2 4 6 · · ·
Relations in this figure:
Symbols Meaning
0, •, 4, •, 6, . . . N
0, 2, 4, 6, . . . even
0 N
relevant parts of L
sym
suc
part of suc used as successor for even
Figure 4.2: Structure L = (N, L,N) with the IDB relations sym. suc and even.
This relation can be used as a replacement for the successor relation and enables us
to use the above Turing machine simulation again, by extending the datalog program
by the above rules and making sure that any existential variable is in the scope of
the even relation defining the universe of a substructure L′ = (even, suc, N) of the
successor on the even numbers only.
For a successor structure which is augmented with back edges, a similar approach
using more variables can be used, if the size of the smallest cycles is constant and
known, and if these smallest cycles cover the whole structure and meet at the end-
points of the one back edge in such a cycle, but do not overlap. However, this
construction may fail if overlaps are allowed, but may still be possible. If the size of
the smallest cycles is unknown or if the cycles are not covering the structure, it is
unlikely that a similar approach will succeed. Our approach uses cycles in a construc-
tive way to create a successor relation. Because of the missing negation in datalog it
does not seem possible to detect the cycles and use a different approach for parts of
the structure where no cycles exist.
On the other hand, if some fixed, finite structure containing cycles exists at the
beginning of the successor structure, it is possible to encode this structure into the
datalog program creating an extra variable for each of the elements in this part. If
this structure is connected to a true successor structure or some cycle structure as
above, the program could “read” the first, fixed finite part of the structure, then
define its relation N as the first element not in this finite part, define S, and then
run on the successor structure starting at N .
4.2.1 Beyond Decidability
Our use of Turing machine simulations to show the undecidability of DATALOG-
NONEMPTINESS may lead to the impression, that only recursively enumerable
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languages are computable by datalog and that DATALOG-NONEMPTINESS is al-
ways recursively enumerable. In our Turing machine simulation, the selected relation
for the DATALOG-NONEMPTINESS instance is nonempty whenever the machine
accepts, covering the recursively enumerable languages. But with the use of compli-
cated, non recursive EDB relations, also a non recursively enumerable DATALOG-
NONEMPTINESS can be created.
4.2.2 Undecidability and Boundedness
During the search for more undecidable cases, one may easily get the impression
that unboundedness is a good indicator for the existence of a structure A with un-
decidable DATALOG-NONEMPTINESS(A). One might come up with the following
conjecture:
If on a structure A there exists an unbounded program Π, i.e. a program for which
the fixed point is not reached after finitely many stages, then DATALOG-NONEMP-
TINESS(A) is undecidable.
While for a bounded program the nonemptiness of an IDB relation can be de-
termined by calculating all stages until the fixed point is reached after finitely many
stages (using a feasible encoding of the computation results and intermediate rela-
tions), this conjecture is the implication the other way round. With this conjecture,
boundedness of a program would be equivalent to a decidable DATALOG-NONEMP-
TINESS.
This link between boundedness and the decidability could help to create other
undecidable cases, which do not involve a successor structure, but could allow a more
general class of structures, for which DATALOG-NONEMPTINESS is undecidable.
Unfortunately, this conjecture does not hold and we will give a counterexample
as proof.
Proposition 4.3 There is an infinite structure GS, such that there exist unbounded
programs on GS and DATALOG-NONEMPTINESS(GS) is decidable (even in polyno-
mial time).
Proof: As structure GS we choose a successor structure GS = (U, S,N) with
universe U , unary relation N = {0} and binary successor-like relation
S = {(n, n+ 1) | n ∈ U } ∪ {(0, 0)}
which can be viewed as a digraph with edge relation S which consists of a loop and
an infinite path starting at this loop, see figure 4.3.
Sub-claim 1: There exists an unbounded program Π on GS
We let Π be the following program computing the binary connectivity relation
C = {(u, v) ∈ U2 | there exists a path from u to v}.
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0 1 2 3 · · · k · · ·
Figure 4.3: The structure GS as directed graph.
C(x, y) ← S(x, y).
C(x, y) ← C(x, z), C(z, y).
Then this program computes all pairs of connected vertices, by
CΠk = {(u, v) ∈ U2 | there exists a path with at most 2k−1
internal vertices from u to v},
leading to CΠ∞ = C. If the program was bounded, then there would be a d > 0
with CΠd = CΠ∞, but CΠd does not contain pairs of vertices with distance 2d and
above, a contradiction. So Π is unbounded.
Sub-claim 2: DATALOG-NONEMPTINESS(GS) is decidable.
We actually show that DATALOG-NONEMPTINESS(GS) can be decided even
in polynomial time. Let (Π, P ) be a datalog program and P an IDB symbol
of Π. By ignoring the variable vectors, we transform Π to a program Π′ (with
IDB P ′ corresponding to P ), which can be solved in polynomial time as a
propositional logic program. It remains to show that PΠ∞ 6= ∅ if and only if P ′
can be derived from EDB atoms by program Π.
One direction can be shown easily: If P ′ cannot be derived, then there cannot
be a derivation of P in Π, no matter which variable assignments are used, hence
PΠ∞ = ∅.
For the other direction assume that there is a derivation of P ′. Then the EDB
atoms in this sequence of rules are all of the form S(x, y), S(x, x) or N(x).
Since GS contains the vertex 0 with a loop, we may assign the vertex 0 as value
to all variables in the derivation, satisfying each EDB atom. Hence, the tuple
a = (0, . . . , 0) with the same arity as P will be in PΠ∞ after this evaluation.

4.3 Structures for Complexity Functions
While the results in this chapter show the undecidability of the DATALOG-NON-
EMPTINESS(A) for several cases of structures A, Chapters 5, 6 and 7 show singly
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exponential complexity for all other cases of structures considered in this thesis –
with constants and without. This may lead to the following idea:
Conjecture 4.4 (Dichotomy of the Nonemptiness Problem)
On infinite structures A without constants, DATALOG-NONEMPTINESS(A) is
either solvable in EXPTIME or is undecidable.
In the rest of this chapter we shall show, that this conjecture does not hold by
creating a set of counter examples.
4.3.1 Lower Bounds
We start by defining a structure, on which DATALOG-NONEMPTINESS will be
hard for TIME(f), for a given computable function f : N→ N.
Definition 4.5 For each computable function f : N 7→ N, the structure Ff =
(U f , Kf , Sf ) with infinite universe U f consists of two binary relations Kf and Sf
and is a disjoint union of finite substructures T fi , i > 0. We will use the shorthand
notations U,K, S for U f , Kf , and Sf when no confusion is possible.




i , where K
f
i is a complete
graph on some nodes {vi1, . . . , vii} and edge relation K
1 ≤ j 6= j′ ≤ i ⇒ (vj, vj′) ∈ K,
while Sfi is a successor structure on some elements {si1, . . . , sif(i)},
for j = 1, . . . , f(i)− 1 : (sij, sij+1) ∈ S,
for j = 1, . . . , i : (vij, si1) ∈ S,
and (sif(i), sif(i)) ∈ S,
which contains a loop at the last element, sif(i), and which is linked with all vertices of
Kfi by the first element. All these substructures T
f
i (i > 0) share the same relations
S and K. An example is shown in Figure 4.4.
Lemma 4.6 For each computable function f : N → N with n ≤ f(n) for all n ∈ N,
DATALOG-NONEMPTINESS(Ff ) is hard for DTIME(f).
Proof: We first note that with the following rule, we can use a datalog program
with k variables to define a relational successor substructure ranging from 0 to f(k)
on Ff . While the EDB S will serve as the successor, the element serving as 0 can be
defined with the following rule
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T f1 : Kf1 → s11 →
x
s12



















Figure 4.4: The Structure Ff for f(n) = 2n
ρ : N(x) ← K(y1, x), K(y2, x), . . . , K(yk, x), (4.1)
K(y1, y2), K(y1, y3), K(y1, y4), . . . , K(y1, yk),
K(y2, y3), . . . , K(yk−1, yk).
This rule will be satisfied by all Ki with i ≥ k, so for each datalog program Π
containing this rule as only rule with head IDB N , we get
NΠ∞ = NΠ1 =
{
vij
∣∣∣ 1 ≤ j ≤ i and i ≥ k} .
We can use this relation as “zero” elements for a successor structure (A, S ′, N), similar
to the method used in Corollary 4.2:
S ′(x, y) ← S(x, y), N(x).
S ′(x, y) ← S(x, y), S ′(z, x).
This leads to a restriction S ′ of the relation S to all T fj with j ≥ k. The successor
structures in T fj each have length at least f(k) and can therefore be used for a
Turing machine simulation with at most f(k) steps. Note that more steps cannot be
simulated because of the loop (skf(k), skf(k)) leading to an ambiguity in the sequence.
A simulation continuing for more steps would combine all following steps into one
step, allowing different cursor positions and states at the same time.
For the proof of this lemma, assume we are given a one-tape Turing machine M
deciding a problem in time O(f(k)). By using the linear speedup theorem (see, e.g.,
[Pap94]), there is an equivalent two-tape Turing machineM ′ for the problem, running
in time εf(n) + n+ 2, which (for ε = 0.5) is less than 2f(n) ≤ f(2n) for all n ≥ 2 by
n ≤ f(n). The simulation of a two-tape machine works analogously to the simulation
of the one-tape machine (see Remark 3.1).
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For any input string s of length n = |s|, we create the program Π consisting of the
simulation of machine M ′ (which is independent of n), together with the encoding of
the input string s (n rules, one for each character of s) and the rule (4.1) for k = 2n.
Since the machine M ′ always halts in less than f(2n) steps, the machine reaches
either a state hyes or a state hno, from which no further transition is possible. This
automatically restricts our simulation to less than f(2n) steps, which uses the part
of all successor structures in S ′, which does not contain a loop, making the machine
simulation a sound simulation. Consequently, acceptΠ∞ 6= ∅ if and only if M ′ (and
by equivalence M) accepts. 
4.3.2 Datalog Games
For the upper bound, we need some model theoretic tools to show that for any
datalog program the nonemptiness can be decided on a finite part of Fr. In [KV95]
for datalog and its extension datalog(6=) the connections to finite variable logic and
pebble games are studied. To be able to connect datalog to pebble games, it is first
shown in Theorem 3.6 of [KV95], that the fixed point of any datalog program Π
is definable as a negation-free, inequality-free formula from LmL+mR , which is the
existential negation-free fragment of LmL+mR∞ω . The elements of Lm are obtained from
atomic formulas and equalities using infinitary disjunctions, infinitary conjunctions
and existential quantification only, using a fixed set {x1, . . . , xm} of variables.
This logical definition of a datalog fixed point leads to a test of computability by
datalog programs using a pebble game. Using the game, we can show that on two
different structures DATALOG-NONEMPTINESS is equivalent. The result needed
here is summarized in Remark 4.12.1 of [KV95] and we will state it briefly, in our
notation.
Definition 4.7 Existential k-Pebble Game (for implications of positive
formulae)
An existential k-pebble game (for implications of positive formulae, short (∃, k)-
game) is a pebble game played by two players, Spoiler and Duplicator, played on two
structures A and B, Spoiler on A and Duplicator on B. Each player has k pebbles, and
we denote Spoiler’s pebbles by {p1, . . . , pk} and Duplicator’s pebbles by {q1, . . . , qk}. A
position in the game is a placement of some the pebbles on A and B, where {p1, . . . , pk}
may only be placed on A and {q1, . . . , qk} only on B. For i = 1, . . . , k, the element of
A on which pebble pi is placed will be denoted by ai, and the element of B on which
qi is placed by bi. Initially no pebble is placed.
The game is played in rounds and each round as follows:
Spoiler picks up some pebble pj. If it is placed on A, Spoiler removes it from A
and Duplicator removes his corresponding pebble qj from B. If pj is not placed on
A, Spoiler places it on some element aj of A and Duplicator responds by placing his
pebble qj on some element bj of B.
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Let pj1 , . . . , pjm be the pebbles placed on A after round i. Spoiler wins after round
i if the mapping h : aj` 7→ bj` (for ` = 1, . . . ,m) is not a homomorphism from the
pebbles on A to the pebbles on B, i.e.
• if there are j, j′ with aj = aj′ and bj 6= bj′, or
• if there is a relation R of A and a tuple (a`1 , . . . , a`ar(R)) with:
(a`1 , . . . , a`ar(R)) ∈ R
A and (b`1 , . . . , b`ar(R)) 6∈ R
B
Otherwise, the game continues. Duplicator wins the game if he has a winning strategy
that allows him to continue playing "forever", i.e., if Spoiler can never win a round
of the game.
Lemma 4.8 [KV95] Let A, B structures over the same vocabulary. If duplicator wins
the (∃, k)-game on A and B, then for each datalog program Π with mL+mR ≤ k and
each IDB P of Π the following implication holds:
PΠ,A∞ 6= ∅ =⇒ PΠ,B∞ 6= ∅
Consequently, for deciding a DATALOG-NONEMPTINESS(Ff ) instance of a
datalog program Π and its IDB P , we only need to consider a finite substructure, as
will be shown in the next lemma.
Lemma 4.9 Let Π be a datalog program on Ff for some function f : N→ N and let





of Ff . Then
PΠ,F
f




Proof: We show the claim with the use of an existential m-pebble game: Spoiler
plays on the structure A = Ff , Duplicator answers on B = Ffm. We prove that
Duplicator has a winning strategy which shows the claim by Lemma 4.8.
If Spoiler plays pebbles on substructures T fj with j ≤ m then Duplicator may
copy these moves and therefore the mapping from Spoiler’s pebbles to Duplicator’s
pebbles will always be a homomorphism. The interesting moves are those involving
a Tj with j > m — which does not occur in Ffm. We will show that in this case
Duplicator can easily play on the substructure Tm of Ffm and still has a winning
strategy.
Unlike other pebble games involving partial isomorphisms, we only need a par-
tial homomorphism from the elements {a1, . . . , am} covered by Spoiler’s pebbles to
the elements {b1, . . . , bm} covered by Duplicator’s pebbles, so for any two pebbled
elements ai, aj and answers bi, bj the following implications have to be satisfied only:
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C1: ai = aj ⇒ bi = bj
C2: (ai, aj) ∈ K ⇒ (bi, bj) ∈ K
C3: (ai, aj) ∈ S ⇒ (bi, bj) ∈ S
These conditions explicitly allow, that two of Duplicator’s pebbles are equal, while
Spoiler’s corresponding pebbles differ, and that a pair of Duplicator’s pebbles is
in S (or K), and the corresponding pair of Spoiler’s pebbles does not satisfy this
membership. This allows Duplicator to answer on the same substructure Ffm if Spoiler
plays on different substructures, e.g. T fi and T
f
j for i, j > m.
In fact, for k > m there is a homomorphism h : Sfk → Sfm which maps sk1 to sm1
and which will be used to determine Duplicator’s move (denoted as types M3 and
M4) in Sfm when Spoiler has played on S
f
k , a substructure that does not exist in
Duplicators structure F fm. To play according to this homomorphism, Duplicator will
pebble an element with the same distance to sm1 as the distance of Spoiler’s pebble
to sk1, where for great distances the last element smf(m) with the S-loop is used.
However, there is no homomorphism from T fk to T fm because of the K
f
k part, only
a partial homomorphism on m elements which is used for the moves of type M1 and
M2.
In detail, Duplicator responds as follows, where we add the trivial moves as types
M5 and M6 for completeness:
Type Spoiler plays Duplicator plays
M1 pi on pi′ on vj ∈ Kfk qi on qi′ on Kfm
M2 pi on free vj ∈ Kfk qi on arbitrary free vj′ ∈ Kfm
M3 pi on skj , j ≤ f(m) qi on smj
M4 pi on skj , f(m) < j ≤ f(k) qi on smf(m)
M5 pi on a ∈ Ffm qi on a
M6 removes pi removes qi
The term “free” in the description of move M2 refers to the pebbles of the cor-
responding player: Spoiler plays on an element where none of Spoiler’s pebbles is
placed, and Duplicator answers also on a free element. Note that move M2 is possi-
ble because Duplicator has only m pebbles and Kfm consists of m different elements.
One key fact used in this proof is that if for two elements x, y the condition
(x, y) ∈ K or (x, y) ∈ S is satisfied, then both have to be from the same part of the
structure, i.e. for all ` ≥ 1 the following equivalence holds:
x ∈ T f` ⇐⇒ y ∈ T
f
`
This can be seen from the definition of S and K in which the components T fi are
disjoint in terms of S and K.
With this observation, it can be shown directly or by an easy induction that the
moves above ensure the validity of the following conditions:
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1. ai ∈ Kfk (⊂ T
f
k ) iff bi ∈ Kfm(⊂ T fm).
2. If ai = aj ∈ Kfk , then bi = bj ∈ Kfm holds.
3. If (ai, aj) ∈ K, then (bi, bj) ∈ K.
4. If ai = sk` with ` ≤ f(m), then bi = sm` .
5. If ai = sk` with ` > f(m), then bi = smf(m).
When these conditions are satisfied, C2 follows directly from condition 3, while
C1 can be derived from conditions 2, 4, and 5, depending on the positions of ai and
aj. C3 can be shown by considering the different cases for an edge (ai, aj) ∈ S:
ai ∈ Kfk : By definition of T
f
k , aj = sk1. By condition 1, bi ∈ Kfm, and by condition 4,
bj = sm1 , yielding (bi, bj) ∈ S.
ai = sk` , ` < f(m): By definition of T
f
k , aj = sk`+1. Condition 4 yields bi = sm` and
bj = sm`+1 leading to (bi, bj) ∈ S.
ai = sk` , f(m) ≤ ` < f(k): By definition of T
f
k , aj = sk`+1. By condition 5, bi = bj =
smf(m), with the loop (bi, bj) ∈ S.
ai = skf(k): Then Tk forces aj = ai and again by condition 5, bi = bj = smf(m) with the
loop (bi, bj) ∈ S.
Our analysis shows that the conditions C1, C2, and C3 hold after each round,
which are a formal description of a homomorphism from the pebbled elements of
A to those of B. This implies, that Duplicator has a winning strategy on the two
structures Ff and Ffm, and hence the claim follows. 
Lemma 4.10 Let f : N → N be a function with f(n) computable in time O(f(n))
for all n ∈ N and f(n)2n ≤ f(n + 1) for all n ∈ N. Then DATALOG-NONEMPTI-
NESS(Ff ) is solvable in deterministic time O(f(n)).
Proof: In the previous lemma we have shown that if DATALOG-NONEMPTI-
NESS for some program Π has a positive answer on Ff , it also has a positive answer
on Ffm, with m = mL +mR. Obviously, if the answer is negative on Ff then also on
the substructure Ffm by the monotonicity of datalog. Hence, it suffices to solve the




(i+ f(i)) ≤ m2 +mf(m) ≤ 2mf(m)
elements.
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For computations with the structure Ff (and also Ffm as a substructure) we may





i , if t = 0
sij ∈ S
f
i , if t = 1
With the natural encoding as binary numbers (without leading zeros) with delimiter
# over the alphabet {0, 1,#} each element can be encoded in a string whose length
is logarithmic in i and j.
If we pre-calculate the values fi := f(i) for i = 1, . . . ,m and store them (which
can be done in time O(m ·f(m)) by the properties of f), the running time of checking
relation memberships for Ffm can be kept low: For each pair (x, y) of elements (with
representations rep(x) = (ix, tx, jx) and rep(y) = (iy, ty, jy)),
• (x, y) ∈ K if and only if ix = iy and tx = ty = 0,
• (x, y) ∈ S if ix = iy, tx = 0, ty = 1 and jy = 1,
• (x, y) ∈ S if ix = iy, tx = ty = 1, and ix + 1 = iy,
• (x, y) ∈ S if ix = iy, tx = ty = 1, and ix = iy = fix ,
• (x, y) 6∈ S and (x, y) 6∈ K otherwise.
All these operations need time at most polynomial in the representation length, or
logarithmic in i and j.
As we operate on a finite structure, we may instantiate all program rules of Π
with all possible values for each variable, which is also known as “grounding”. In this
process we may omit tuples not occurring in the EDB relations corresponding to the
atoms in the rule bodies. Each symbol P with arity nP > 0 is then replaced by a set
{Pi} of symbols with cardinality at most #(Ffm)mR . Letting n := |Π| and recalling
that the representation of each element of the structure is O(lg f(m)) in size, the
resulting program Π′ has the following properties:
• n′ := |Π′| ∈ O(n(mf(m))mR lg f(m))
• For any IDB P of Π:
PΠ∞ 6= ∅ ⇐⇒ for some Pi, (Pi)Π
′
∞ can be derived from the EDB facts
During the grounding process, we may use the precomputed values fi for the
enumeration of tuples to avoid the running time for calculating function values of f .
Since the variables were eliminated by grounding, we can use an algorithm for
propositional logic programs running in time polynomial in n′, i.e. in O(n′`) for some
`, to check whether the IDB symbol P in question admits a derivation in Π′ starting
from the EDB facts.
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⊆ O (f(n)) ,
where the last inclusion uses the fact that f(m)2m ≤ f(m+ 1) and n > m. 
We summarize the results of this section in the following theorem:
Theorem 4.11 Let f : N→ N be a function with f(n) computable in time O(f(n))
for all n ∈ N and f(n)2n ≤ f(n+ 1) for all n ∈ N.
Then DATALOG-NONEMPTINESS(Ff ) is hard for DTIME(f) and is included
in DTIME(f).
As one conclusion we transfer this theorem to the context of complexity classes,
showing that the dichotomy conjecture (Conjecture 4.4) does not hold. We choose a
set of fast growing functions:
Definition 4.12 For r, i ∈ N let tow(r, i) be the modified tower of twos of height r
defined as





Note that for r ≥ 3 a straightforward calculation shows the property tow(r, i)2i ≤
tow(r, i+ 1) needed for Theorem 4.11.
The complexity classes we use for our hierarchy are the classes with iterated
exponential running times, rEXP, also known as exponential hierarchy (see, e.g.,










for constant values k. The collection of all these classes is known as the class of ele-
mentary languages, while the lowest level 1EXP coincides with EXPTIME considered
in later chapters.
Corollary 4.13 For each r ∈ N with r > 2, let





Then DATALOG-NONEMPTINESS(Hr) is hard for (r− 1)EXP and is contained in
rEXP, or shorter
(r − 1)EXP ⊆ datalognon−∅(Hr) ⊆ rEXP
Due to the exponent k occurring in the definition of the rEXP classes, we un-
fortunately have to introduce an exponential gap between lower and upper bound.
Although we do not have a nice hierarchy of problems which are complete for the
corresponding classes, our construction suffices to refute our dichotomy conjecture,
since the rEXP classes are a true hierarchy of strictly included classes.
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4.4 Summary of this Chapter
In this chapter, we have used the universal Turing machine simulation to show some
undecidability results, namely:
1. DATALOG-NONEMPTINESS and DATALOG-TUPLE are undecidable for
programs with IDB arity at most two.
The interesting fact is a dichotomy we have exhibited here: As it is well known for
monadic programs, i.e. arity one, datalog programs on successor structures are decid-
able. For arity two we have shown the undecidability, leading to the undecidability
of datalog programs with maximal IDB arity at least two, on successor structures.
In the next section, we had a look at some successor-like structures, on which
datalog remains undecidable:
2. DATALOG-NONEMPTINESS is undecidable on infinite trees.
3. DATALOG-NONEMPTINESS is undecidable on successor structures which
contain some limited set of cycles.
This result suggests, that even though a positive existential formalism cannot
distinguish elements easily, properties of a structure which would usually render a
successor structure useless, can be employed if they appear in some regular manner.
In the following section we had a look at a possible connection between unde-
cidability and boundedness of programs and showed by a counter example, that the
following direct connection does not exist:
(Does not hold.) If on a structure there exists an unbounded program,
then DATALOG-NONEMPTINESS is undecidable on this structure.
In the remaining part of the chapter, we had a look at a conjecture, which might
be suggested by the upper bound results of Chapter 5 and the undecidability results:
(Does not hold.) On infinite structures without constants, DATALOG-
NONEMPTINESS is either solvable in EXPTIME or it is undecidable.
We refuted this conjecture by creating a set of structures, one for each class of
the exponential hierarchy. Unfortunately, we have an exponential gap between the
lower and upper bound for the complexity of DATALOG-NONEMPTINESS for each
of these structures.
For showing the upper bounds we used the tool of pebble games to reduce the
computation to a finite part of the structure.
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Open problems
What we started in our discussion about successor like structures, automatically leads
to the question:
Question 4.1 What are the properties of a structure needed, such that it can be used
to define an infinite successor structure using datalog?
Although not needed for breaking a dichotomy, an immediate question to Section 4.3
is:
Question 4.2 Can the exponential gap between upper and lower bound be narrowed
or even be closed?
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Chapter 5
Types and Upper Bounds
Outline of this Chapter
This chapter includes some of the key ideas of this thesis. First, we introduce the
concept of special types and show how they allow us to describe datalog computations
on (infinite) linear orders. As first application of this concept, we solve DATALOG-
NONEMPTINESS and DATALOG-TUPLE for some restricted cases with weakened
orders or datalog syntax. Following that, the first interesting application addresses
DATALOG-NONEMPTINESS on linear orders. These methods are then refined
to show the uniform boundedness of datalog programs on orders and to show the
decidability of DATALOG-TUPLE. After dealing with the scope of general linear
orders, we use the special case of dense linear orders to derive a tighter bound for
DATALOG-TUPLE in this case and to give a detailed example of an algorithm using
the type concept to evaluate datalog computations. A section with a direct link with
the following chapter will deal with a brief look at the expansion of linear orders by
additional constants and how to modify the type concept for this variant. Then we
will have a brief look at datalog¬ in this context. We conclude the chapter with a
look at the problem how the representation of the underlying structure influences the
complexity and decidability of DATALOG-TUPLE. Before this discussion, we will
always assume, that we have a structure oracle as introduced in Section 2.5.
The concept of gap order constraints introduced in [Rev93] is somewhat similar
to our distance type concept. The gap order constraints are combined to gap trees to
describe datalog computations over the ordered integers and this concept is used to
show the decidability of DATALOG-TUPLE(A) on ordered integers, using a method
which is a simpler version of the one we introduce in Section 5.4.
Some parts of this chapter have been submitted for publication in [GS], mainly




Types are a model theoretic tool that we shall use for dealing with datalog programs
on infinite orders. We define an appropriate notion of type and prove a lemma that
links them with the evaluation of datalog programs. These types enable us to derive
a solving algorithm for DATALOG-NONEMPTINESS(A) on linear orders A which
is independent of the representation of A.
Definition 5.1 (Distance Atoms and Types)
1. A distance atom is an expression of the form x ≤d y, min ≤d x, or x ≤d max,
where x, y are variables and d is a nonnegative integer. We may write <d instead
of ≤d for d > 0. A distance type is a finite set of distance atoms that contains
at most one atom t ≤d u for each pair (t, u) of variables or min,max.
We write δ(x1, . . . , xk) to indicate that the variables of the distance type δ are
among x1, . . . , xk. The set of all distance types with variables among x1, . . . , xk
is denoted by ∆(x1, . . . , xk).
2. Let A = (A,<) be a linear order, ā = (a1, . . . , ak) ∈ Ak. Let δ = δ(x1, . . . , xk)
be a distance type. Then (A, ā) satisfies δ (we write: A |= δ(ā)),1 if
• for all atoms xi ≤d xj ∈ δ, there are b0, . . . , bd ∈ A such that ai ≤ b0 <
b1 < . . . < bd ≤ aj (that is, xi ≤d xj is interpreted as xi ≤ xj and
d(xi, xj) ≥ d); 2
• for all atoms min ≤d xj ∈ δ, there are b0, . . . , bd ∈ A such that b0 < b1 <
. . . < bd ≤ aj;
• for all atoms xi ≤d max ∈ δ, there are b0, . . . , bd ∈ A such that ai ≤ b0 <
b1 < . . . < bd.
A distance type δ is satisfiable if there is a linear order A and a tuple ā such
that (A, ā) satisfies δ.
3. The rank of a distance atom t ≤d u is d, and the rank of a distance type δ is
the maximum of the ranks of all atoms it contains. The set of all distance types
in ∆(x1, . . . , xk) of rank at most d is denoted by ∆d(x1, . . . , xk).
4. Let A = (A,<) be a linear order, ā = (a1, . . . , ak) ∈ Ak, and d ≥ 0. The
distance-d type of ā in A, denoted by tpd(A, ā), is the distance type that con-
tains:
• for 1 ≤ i, j ≤ k such that ai ≤ aj the distance atom xi ≤c xj, where
c = min{d, d(ai, aj)};
1Another common terminology is to say that a type is “realized” instead of “satisfied”.
2For the definition of the function d, see Section 2.4.
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• for 1 ≤ j ≤ k the distance atom min ≤c xj, where c ≤ d is maximum such
that there exists b0, . . . , bc ∈ A with b0 < . . . < bc ≤ aj;
• for 1 ≤ i ≤ k the distance atom xi ≤c max, where c ≤ d is maximum such
that there exists b0, . . . , bc ∈ A with ai ≤ b0 < . . . < bc.
5. A distance type δ is complete if there exists a linear order A, a tuple ā with
A  δ(ā), and d ≥ 0 such that for each pair (ai, aj) of entries of ā satisfying
ai < aj there is a distance atom ai ≤c aj in δ with 0 < c ≤ d, and for each pair
(ai, aj) with ai = aj there are distance atoms ai ≤0 aj and aj ≤0 ai in δ.
The set of all complete distance types with variables among x1, . . . , xk is denoted
by Γ(x1, . . . , xk), and the set of all types in Γ(x1, . . . , xk) of rank at most d is
denoted by Γd(x1, . . . , xk).
Example 5.2 An example for a distance type from ∆(x, y, z) is:
δ = x <3 y, y <2 z
This type δ is satisfied for some elements a1, a2, a3 ∈ A, which we assign to the
variables x := a1, y := a2 and z := a3, if there exist b1, b2, b3 ∈ A with
a1 < b1 < b2 < a2 to satisfy x <3 y
a2 < b3 < a3 to satisfy y <2 z .
The occurring ranks of the atoms in delta show δ ∈ ∆3(x, y, z). δ is not complete,
since there is no distance atom containing x and z and no distance atom containing
min or max.
Let us point out some subtleties of these definitions that may be confusing. A
distance type need not be satisfiable, but a complete distance type must be satisfi-
able.3 A distance type may contain atoms x ≤c y and y ≤d x, but it must not contain
atoms x ≤c y and x ≤d y for c 6= d. If a satisfiable distance type contains the atoms
x ≤c y and y ≤d x, then c = d = 0, and the two atoms force x and y to be equal.
Even though the “constants” min and max appear in distance atoms, they are not
part of the datalog language, and we do not require linear orders to have a minimum
or maximum. The semantics of the atoms min ≤d x, or x ≤d max is well-defined in
all linear orders.
Note that x ≤1 y is equivalent to x < y and that x ≤0 y ∧ y ≤0 x is equivalent
to x = y. A distance type of rank 1 only contains information about the relative
order of the variables and about equalities between the variables, and not about their
distances. Hence we call distance types of rank 1 order types.
A distance type in n variables contains at most n2 + 2n atoms. Furthermore, it
is easy to see that it can be decided in polynomial time in the number of variables
whether a distance type is satisfiable and whether it is complete.
3In model theory, it is common to define types as being satisfiable sets of formulas.
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Every distance type of rank d can be written as a disjunction of complete types
of rank d. That is, for every δ ∈ ∆d(x1, . . . , xk) there exists a set Γ ⊆ Γd(x1, . . . , xk)
such that for all linear orders A and all tuples ā ∈ Ak,
A |= δ(ā) ⇐⇒ there exists a γ ∈ Γ such that A |= γ(ā). (5.1)
This can be seen by a short inductive argument: If δ is not complete, then we first
calculate the transitive closure of the order atoms of δ, i.e. for all variables xi, xj, x`
such that δ contains an atom xi <d xj and an atom xj <d′ x`, but no atom of the
form xi <d′′ x`, we add the atom xi <1 x`. After calculating this transitive closure
and replacing δ by it, we check if δ is complete. If not, then there are variables xi and
xj such that δ does not contain a distance atom xi <d xj, and we create a set Γ of
three types: The first δ1 := δ ∪ {xi <1 xj}, the second δ2 := δ ∪ {xj <1 xi}, the third
δ3 := δ ∪ {xi = xj} (modelled by xi ≤0 xj and xj ≤0 xi). From the construction, it
is clear that the tuples satisfying δ are exactly those satisfying the transitive closure
and those satisfying one of the three new types. If the types in Γ are not complete,
then they have at least one more distance atom than δ each and we may inductively
create sets Γ1, Γ2 and Γ3 of complete distance types of rank d, which are equivalent
to δ1, δ2 and δ3, respectively. Then the set Γ is the union Γ1 ∪ Γ2 ∪ Γ3.
A similar idea is used in Lemma 5.12 to modify a datalog program over linear
orders in a way, that the order type of each IDB is unique.
Note that if δ is not satisfiable, then Γ is the empty set. Thus we may focus on
complete types.
For a complete type γ ∈ Γ(x1, . . . , xk) we define the function Dγ : {x1, . . . , xk}2 ∪
{(min, xi), (xi,max) | 1 ≤ i ≤ k} → N by
Dγ(t, u) =
d if t ≤d u ∈ γ,0 otherwise.
Letting x−1 = min and x0 = max, the set Γ(x1, . . . , xk) is partially ordered by the
relation  defined by
γ  γ′ ⇐⇒ Dγ(xi, xj) ≤ Dγ′(xi, xj) for − 1 ≤ i, j ≤ k.
The following lemma is immediate:
Lemma 5.3 Let A = (A,<) be a linear order, ā ∈ Ak, and γ, γ′ ∈ Γ(x1, . . . , xk)
such that γ  γ′. Then
A |= γ′(ā) =⇒ A |= γ(ā).
Recall that for each IDB P of a datalog program Π over some fixed structure A,
by PΠi we denote the interpretation of P after the ith stage of the computation of
Π. In the following lemma we will show how to describe the stages by finite sets of
distance types, but first we will have a look at a simple example.
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Example 5.4 We have a look at the following two rule program Π over linear orders
A = (A,<), defining IDBs P and Q:
P (x, y) ← x < z1, z1 < z2, z2 < y.
Q(x, y, z) ← P (x, y), y < w, w < z.
Applying the first rule to the empty IDB relations at the beginning, the resulting
relation PΠ1 contains all tuples satisfying the distance type x <3 y, since there have
to be three distance atoms satisfied between the elements assigned to x and y.
Applying the second rule to this stage 1, this distance type is copied to the type
describing the tuples in QΠ2 and on y and z the type y <2 z is imposed, leading to the
following type describing QΠ2 :
δ = x <3 y, y <2 z
For programs using recursion and more rules leading to some form of disjunction,
a single distance type is not enough to describe a relation, but sets of types are
needed.
Lemma 5.5 Let A = (A,<) be an infinite linear order and Π a datalog program
over A.
Then for each k-ary IDB P of Π and each i ≥ 0 there is a finite set Θ(P, i) ⊆
Γ(x1, . . . , xk) such that for all ā ∈ Ak it holds that
ā ∈ PΠi ⇐⇒ there is a θ ∈ Θ(P, i) such that A |= θ(ā).
Furthermore, the rank of all types in Θ(P, i) is bounded by (mR)i, where mR denotes
the maximal number of variables in a rule of Π as usual.
Proof: Recall that we compute the IDB relations applying exactly on rule in each
stage i.
We prove this claim by induction on i. The induction base for i = 0 is obvious:
We let Θ(P, 0) = ∅ for all IDBs P .
For the induction step (i > 0), we apply a rule ρ. Depending on the form of ρ,
we distinguish between two cases. In the first case, the rule ρ is of the form
ρ : P (x1, . . . , xk) ← E(x1, . . . , xk, y1, . . . , ym).
E is a conjunction of EDB atoms of the form z1 < z2. To derive an equivalent
distance type γ ∈ Γ(x1, . . . , xk, y1, . . . , ym), we represent E as a directed graph G:
The vertices of G are the variables {x1, . . . , xk, y1, . . . , ym}, and there is an edge
(z1, z2) in G whenever there is an EDB atom z1 < z2 in E. If there is a directed cycle
in G, then obviously E is not satisfiable and we let Θ(P, i+ 1) = Θ(P, i).
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Otherwise, if for some variables w1 and w2 as nodes of G, there is a directed path
from w1 to w2, then there is a longest such path, say w1 → v1 → v2 → · · · → vd → w2,
and each satisfying assignment of E has to satisfy the following inequalities:
w1 < v1 < v2 < · · · < vd < w2
It follows that each satisfying assignment has to satisfy w1 < w2 and d(w1, w2) ≥ d,
or equivalently w1 <d w2.
If we collect all the distance-atoms derived from G (where we use x <1 y instead
of x < y), their conjunction δ′ ∈ ∆(x1, . . . , xk, y1, . . . , ym) is realized by all satisfying
assignments of E. For each variable xj we add a distance atom min ≤d xj, where
d is the length of the longest path in G ending in xj; we proceed analogously for
xj ≤d max . Next, we omit all distance atoms containing variables in {y1, . . . , ym}
from δ′ and obtain a distance type δ ∈ ∆(x1, . . . , xk). Then a tuple ā ∈ Ak satisfies
δ if and only if there is a tuple b̄ ∈ Am such that āb̄ satisfies δ′. Now we choose a set
Γ ⊆ Γ(x1, . . . , xk) such that δ is equivalent to the disjunction over Γ, that is, (5.1)
holds. We let Θ(P, i + 1) = Θ(P, i) ∪ Γ. Since there are no cycles in G, the number
of variables on the right hand side and hence mR is a bound on the rank.
In the induction step, we consider rules with IDB atoms in the body. EDB atoms,
which may also be present, can be treated similar to IDB atoms in the following way:
Let E(x, y) = x < y be an EDB atom (which is the only form of EDB atoms present).
Then the distance type of all tuples satisfying this EDB is x <1 y. Thus, we simply let
Θ(E, i) = {(x <1 y)} for all i ≥ 0, making it unnecessary to distinguish between EDB
and IDB atoms in the body, why we will only consider IDB atoms in the following
part of the proof.
Suppose ρ is of the form
ρ : P (x1, . . . , xk) ← I(x1, . . . , xk, y1, . . . , ym),
where I consists of IDB atoms. Let α1, . . . , α` be the atoms in I(x1, . . . , xk, y1, . . . , ym)
and let Pj be the IDB of αj, j = 1, . . . , `. By induction hypothesis we have a Θ(Pj, i)
for each αj.
For each combination of types in Θ(P1, i), . . . ,Θ(P`, i) we define a new set Γ of
complete types and add it to Θ(P, i+ 1). So let γ1 ∈ Θ(P1, i), . . . , γ` ∈ Θ(P`, i).
We create a weighted digraph G representing the conjunction of the γj. The
vertex set ofG is V = {x1, . . . , xk, y1, . . . , ym,min,max}. The edges are defined by the
distance atoms as follows: For each (t, u) ∈ V 2\{(min,max)} such there is a distance
atom t <c u in a γj for some c ≥ 0 and j ∈ {1, . . . , `}, we add an edge (t, u). As all
the γj are complete types for a subset of variables, for all (t, u) ∈ V 2 \ {(min,max)}
and j ≤ ` there is a well defined integer dj = Dγj(t, u). As the weight of edge (t, u)
we let d = max{dj | 1 ≤ j ≤ `}.
If there is a directed cycle of positive weight in G, then the combination γ1, . . . , γ`
of types is not satisfiable, and we let Γ = ∅.
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Otherwise we create a distance type δ′ ∈ ∆(x1, . . . , xk, y1, . . . , ym). For every pair




d3→ · · · vl
dr→ z2
in G (where we choose the path of maximal length ∑rj=1 dj between z1 and z2), we
add a distance atom u1 ≤c u2, where c =
∑r
j=1 dj. Similarly, we add atoms min ≤e z
and z ≤f max for the longest path ending at z, and starting at z, respectively.
We let δ ∈ ∆(x1, . . . , xk) be the restriction of δ′ to the variables x1, . . . , xk and
Γ ⊆ Γ(x1, . . . , xk) a set of complete types such that δ is equivalent to the disjunction
over Γ.
For all pairs of variables (xi, xj), the satisfying assignments are those satisfying all
distance atoms on paths from xi to xj, which is equivalent to satisfying the distance
atom xi <d xj, with d being the length of the longest path from xi to xj. That for a
satisfying assignment to the head variables x1, . . . , xk, a satisfying assignment to the
body variables y1, . . . , ym can be found, is ensured by considering all paths between
vertices corresponding to head variables.
The proof is concluded with the observation that the maximal rank of a newly







miR ≤ mi+1R .

This Lemma also gives us a bound on the maximal rank d needed in the program
evaluation, but unfortunately this bound depends on the number of fixed point stages
and does not lead to a time bound on the computation. It is not obvious that there
should be a bound on d which depends only on the program Π and makes it possible to
solve DATALOG-NONEMPTINESS using only finitely many fixed point stages. The
following example shows that the ranks of the types can increase during a computation
in a way that can get quite complicated:
Example 5.6 Consider the following program consisting of rules ρ1, ρ2 and ρ3, let-
ting x̄ = (x1, . . . , x5). We use the abbreviation xi <2 xj for xi < y, y < xj omitting
some body variable y in the definition of Π which does not appear elsewhere in the
rules.
ρ1 : Px̄ ← x1 <2 x2, x2 <2 x3, x4 <2 x5.
ρ2 : Px̄ ← x1 < x2, x4 < z2, z3 < y4, y5 < x5,
P (x2, x3, z1, z2, z3), P (y1, y2, y3, y4, y5).
ρ3 : Px̄ ← P (x1, x2, x3, z1, z2), P (y1, x4, x5, y2, y3).
The rule ρ1 is an initialization rule which initializes all distance atoms considered in
this example to <2.
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The rule ρ2 introduces x1 <1 x2, reuses existing types by copying and sums up
some existing atoms from possibly different existing types.
This rule uses two recursive occurrences of the IDB P , which in our description
of the application of this rule by types leads to the use of two (possibly different) types
from the type set describing earlier stages of PΠ∞. We denote the ranks of the distance
atoms from these two types occurring in our computation, using ā = (a1, . . . , a5) for
tuples from such stages, by:
Ranks in distance types of the earlier stages of PΠ∞
first occurrence of P a1 <c1 a2 a4 <c2 a5
second occurrence of P a1 <c′1 a2 a4 <c′2 a5
The rule application of ρ2 using these distance atoms will then impose the following
type on the body variables, where the distance atoms are given in the order of the
variable appearance in the rule, omitting the atoms containing the variables z1, y1, y2
and y3, not part of the result:
x1 <1 x2, x4 < z2, z3 <1 y4, y5 <1 x5, x2 <c1 x3, z2 <c2 z3, y4 <c′2 y5
To combine these types by eliminating non-head variables, we rearrange these
atoms:
x1 <1 x2, x2 <c1 x3, x4 <1 z2, z2 <c2 z3, z3 <1 y4, y4 <c′2 y5, y5 <1 x5
After the elimination of non-head variables, the following type is added to the type
set of P :
x1 <1 x2, x2 <c1 x3, x4 <c2+c′2+3 x5
Rule ρ3 copies some distance atoms for x1, x2, x3 and transfers some x2 <c x3
to x4 <c x5 in the result. We conclude the example with the shortest program run
leading to a fixed point, described by the ranks of the types x1 <d1 x2, x2 <d2 x3 and
x4 <d3 x5. We assume that always the smallest ranks are chosen. Longer runs could
lead to even bigger intermediate results, but will have the same final result.
step rule d1 d2 d3 remarks
1 ρ1 2 2 2
2 ρ2 1 2 7
3 ρ2 1 1 12 using tuples in line 2 and 1
4 ρ3 1 1 1 using tuple in line 3 twice
5.2 Simple Cases
Before proving some interesting and also unexpected time bounds for DATALOG-
NONEMPTINESS and DATALOG-TUPLE on linear orders, showing how to deal
with cases like the one from the previous Example 5.6, we apply the type concept
to some simple cases, showing that no computation power is gained compared to the




The first simplification is to allow the order A = (A,<) to be non-strict, i.e. there
is an element a ∈ A satisfying a <A a. In this case the lower bound arguments from
section 3.2 do not work, since we cannot create two disjoint sets of tuples solely by
using the order relation. In general, only the PTIME-hard lower bound remains,
which is tight for DATALOG-NONEMPTINESS(A). For DATALOG-TUPLE(A),
we only have the general upper bound proved in Section 5.4, since depending on the
tuple entries, we may not take advantage of any of the elements a in the reflexive
part of <A.
Of course all arguments of this section also hold for a reflexive order, i.e. A =
(A,≤) with a ≤A a for all a ∈ A. In this case, DATALOG-TUPLE(A) is similar to
the case of a dense order and can be solved in EXPTIME as shown in Section 5.5.
Lemma 5.7 Over a non-strict linear order A = (A,≤) DATALOG-NONEMPTI-
NESS(A) can be decided in PTIME.
Proof: Since the order is not a strict order, each set of EDB relations can be
satisfied by a constant assignment of a to all variables, where a is an element satisfying
a <A a.
Hence for deciding DATALOG-NONEMPTINESS(A) in this case, we only have
to check whether P can be derived from EDB atoms. This problem is known from
the case of propositional logic programming and can be decided in PTIME. 
5.2.2 Monadic Datalog
Datalog programs having only null-ary and unary IDB symbols are called monadic
datalog programs. The complexity of the datalog related problems depends on
the structure of our order. If we have an order containing a minimal or a maximal
element, some simple form of counting is possible. Without these designated elements,
monadic datalog programs on orders are not more powerful than propositional logic
programs:
Lemma 5.8 On dense orders A = (A,<) without endpoints, DATALOG-NONEMP-
TINESS(A) and DATALOG-TUPLE(A) restricted to monadic programs are both in
PTIME.
Proof: On dense orders, distance types collapse to order types, and hence by
Lemma 5.5 for each IDB symbol P , all elements in PΠ∞ have the same order type.
Since P is unary, it follows that either PΠ∞ = A or PΠ∞ = ∅. Thus, for solving
DATALOG-TUPLE(A) we may simply solve DATALOG-NONEMPTINESS(A).
For this problem an easier version of the algorithm in Lemma 5.14 can be used:
An IDB can be made nonempty by applying a rule whose body IDBs are all nonempty
and which has consistent body EDBs. Hence each rule only needs to be applied at
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most once, and cycling through all rules nR times solves the problem, altogether
in polynomial time (since the consistency check for EDBs can be carried out by
employing a digraph-acyclicity test, which is in the complexity class NL). 
Obviously, this result does not depend on the representation of the infinite linear
order, not yielding any representation issues, even for the tuple problem.
Now we consider monadic datalog programs on structures N = (N, <) with a dis-
crete, strict, linear and infinite order with minimal element denoted by the constant
min. We explicitly mention the constant min here to distinguish between ordered
structures with and without minimal element. For talking about the relations calcu-
lated by the datalog programs we will make use of the constant symbols {0, 1, 2, . . . },
where 0 = min is the minimal element, 1 its successor and so on. We may also denote
the successor of a by a+1, and in general the i-th successor of an element a by a+ i.
By ∞ we denote an additional element which is greater than all elements in A or
incomparable to all elements in A.
Lemma 5.9 Let Π be a monadic datalog program over an infinite structure N =
(N, <) with a discrete, strict, linear order with minimum. Then for each IDB symbol
P and the IDB relation PΠ∞ calculated by Π for P there exists wP ∈ N ∪ {+∞} with
PΠ∞ = {x ∈ N | x ≥ wP }.
Moreover, with the number of rules of Π denoted by nR and the maximal number
of variables per rule in Π denoted by mR, we have that for all IDB symbols P of Π
either wP =∞ or wP ≤ nI ·mR holds.
These wP can all be calculated in time polynomial in nI and mR.
Proof: By Lemma 5.5, we know how the types describing the IDB relations look
like. In this monadic case, only one variable x and the constant min occur in the
types, leading to distance types of the form min <d x, which can be written as
{x ∈ N | x ≥ d}.
We first apply all rules in an order, such that each rule is applied exactly once
and only to an empty head IDB. This order can be calculated by having a look a the
dependencies of the rules on the body IDBs and calculating some form of topological
sorting of the rules.
It remains to show that wP ≤ nI ·mR holds for all wP <∞ and this can be shown
by a simple induction argument, similar to the one used in proof of Lemma 5.5. For
the induction base, a rule is applied with a body consisting of EDB atoms only. The
number of variables in such a rule is bounded from above by mR, and these body
variables can be used to define a distance from min to the head variable x of at most
mR.
For the induction step assume, that after stage i, a rule ρ with head R(x) is
applied to an empty IDB RΠi and that each IDB P occurring in the rule body of the
rule to be applied has a description PΠi = {x ∈ N | x ≥ wP } with finite wP . By
induction hypothesis, wP < i ·mR for all these IDBs. Using some of these IDBs as a
starting point for a chain of EDB atoms, the distance w′R of the head variable x to
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min can be one of these wP , increased by the number of body variables, leading to
an upper bound of w′R ≤ max{wP}+mR ≤ imR +mR = (i+ 1)mR.
Further rule applications may decrease the values wP by at least one per rule
application. So we cycle through all rules n2I ·mR times (nI ·mR times per IDB) and
can be sure, that no change will happen afterwards. 
Corollary 5.10 For monadic programs over an infinite structure N = (N, <) with a
discrete, strict, linear order with minimum both DATALOG-NONEMPTINESS(N )
and DATALOG-TUPLE(N ) are complete for PTIME.
Proof: While the solution of DATALOG-NONEMPTINESS is just a direct appli-
cation of the previous Lemma 5.9, for DATALOG-TUPLE representation issues have
to be considered. After calculating the bound wP for all IDBs P , we have to check if
for the (unary) input tuple a, a ≥ wP is satisfied. As usual, we employ our structure
oracle here, which answers us the question 0 <wP a in constant time. Writing the
tuple a and the element 0 on the oracle input tape, takes linear time, which does not
influence the asymptotic polynomial running time. 
5.3 DATALOG-NONEMPTINESS on Orders
After considering some simple cases, we return to total linear orders and unrestricted
datalog programs. Using the formal description of the IDB relations by distance
types and discrete order types we will show an upper bound for DATALOG-NON-
EMPTINESS. But before, we transform the program into some normal form which
integrates the possible order types into the program by creating disjoint copies of
each IDB, each having a different order type and hence leading to disjoint relations.
Definition 5.11 A datalog program over linear orders A is type disjoint if for every
k-ary IDB P there is a complete order type γP ∈ Γ1(x1, . . . , xk) such that for all
linear orders A = (A,<) and all tuples ā ∈ PΠ∞ it holds that tp1(A, ā) = γP .
The order type of an IDB P in a type disjoint program Π is the order type γP .
Lemma 5.12 For every datalog program P over linear orders there is a type disjoint
datalog program Π′ over linear orders with the following properties:
1. For every IDB P of Π there are IDBs P1, . . . , PnP of Π′ of pairwise distinct







2. n′I ≤ nI · 3m
2




I+1) · nR, m′R = mR and m′L = mL, mI = m′I , where
n′I , m′R, m′L, m′I are the parameters of Π′.
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Furthermore, the program Π′ can be computed from Π in exponential time.
Proof: Of each IDB P of arity r, we create nP = 3r
2 distinct copies P0, . . . , PnP−1,
each having a different order type. For i ∈ {0, . . . , nP − 1}, let (i0, . . . , ir2−1) be the
ternary representation of the number i, i = ∑r2−1j=0 ij · 3j with 0 ≤ ij < 3 for all
j = 1, . . . , nP − 1. Then we link with each new IDB Pi a distance-1-type γPi which
consists of the following distance atoms:
xj1 = xj2 , if ij1+j2·r = 0
xj1 <1 xj2 , if ij1+j2·r = 1
xj2 <1 xj1 , if ij1+j2·r = 2
So each combination of distance atoms for all pairs of variables will be present in
some γPi . After computing these distance types, we transform the program in two
stages. First, we change the head IDBs to the new IDB set consisting of the distinct
copies created as above for each IDB of Π: Each rule ρ with head atom Px̄ is replaced
by copies ρ′0, . . . , ρ′nP−1 with head Pjx̄, and the body copied from ρ and extended by
EDBs xj1 < xj2 for each (xj1 <1 xj2) ∈ γPj . In case of (xj1 = xj2) ∈ γPj we replace
all occurrences of xj2 by xj1 afterwards which simulates the equality relation not
available as EDB or IDB relation.
Each of the rules ρ0, . . . , ρnP−1 is then itself replaced by copies which instead of
the body IDBs from Π, use the IDBs of Π′:
Of each rule ρr, say, Plx̄ ← Q1ȳ1, . . . , Qmȳm, E(x̄, ȳ1, . . . , ȳm), with E being a
sequence of EDBs, each IDB Qj of Π has been converted to a set of IDBs {Qj`}.
From these sets we generate all possible combinations (Q1`1 , . . . , Qm`m) and create
from each combination a rule of Π′:
Plx̄ ← Q1`1 , . . . , Qm`m , E(x̄, ȳ1, . . . , ȳm) ,
where the sequence E of EDB atoms is left untouched.
After that, we directly eliminate a rule with an inconsistent order type. This can
be done by viewing rule as graph with the variables being the nodes and the order
atoms being directed edges. A check for a directed cycle, which can be carried out in
time polynomial in the rule length, shows if the order type is inconsistent.
Each tuple added to a stage in the evaluation of Π introduced by some rule ρ of
Π has a complete distance 1 type, so there will be one of the copies of ρ which can
be applied to add this tuple. Conversely, the newly created rules of Π′ may only add
tuples for which a rule in Π exists adding this tuple.
So each IDB of arity r is converted to not more than 3r2 copies, each with a
different order type, and hence n′I ≤ nI ·3m
2
L . For each rule, we need all combinations
of copies of the newly created IDBs, adding up to at most n′R ≤
(
3m2L
)(mI+1) · nR =
3m2L·(mI+1) · nR. 
To demonstrate the idea behind Lemma 5.12, we give a short example showing
how a program is converted into type disjoint form.
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Example 5.13 We consider a program Π over a linear order A = (A,<) whose
rules are given in the first column of the following table. The second column lists the
type disjoint copies of each rule (together forming program Π′) with the corresponding
order type in the third column.
Rules of Π Type disjoint rules of Π′ Order type
P1(x, y, z) ← x < z, y < z, x < y x < y < z
P (x, y, z) ← x < z, y < z. P2(x, y, z) ← x < z, y < z, y < x. y < x < z
P3(x, x, z) ← x < z, x < z. x(= y) < z
Q1(x, y) ← P1(x, y, w). x < y < w
Q(x, y) ← P (x, y, w). Q2(x, y) ← P2(x, y, w). y < x < w
Q3(x, x) ← P3(x, x, w). x(= y) < w
In the first rule, the order type is not fixed for x and y, leaving the relative order of
these two variables open. The type disjoint versions of the rule will catch all occurring
cases.
In this example P will be replaced by P1, P2, P3 and Q by Q1, Q2, Q3.
For type disjoint datalog programs, DATALOG-NONEMPTINESS can be solved
in a simple fashion, essentially disregarding any recursion in rules. In the following
lemma we construct an execution sequence s that will suffice to decide DATALOG-
NONEMPTINESS.
Lemma 5.14 Let Π be a type disjoint datalog program over an infinite linear order
A = (A,<). Then there exist an is ≤ nI and a sequence s = (ρ0, ρ1, . . . , ρis−1) of
rules, such that after applying ρi to stage i for i = 0, . . . , is − 1, the emptiness is
determined, i.e. for all IDBs P it holds that
PΠ,Ais = ∅ ⇒ P
Π,A
∞ = ∅ . (5.2)
This sequence s can be computed in time polynomial in the program length.
Proof: We create the sequence s by cycling through the rules nI times, adding
those rules to s which change an empty IDB to nonempty. Formally:
s = (ρ0, ρ1, . . . , ρis−1) such that there exist IDBs P1, . . . , Pis with (Pi)Πi = ∅, and
after applying ρi, (Pi)Πi+1 6= ∅ for i = 0, . . . , is − 1.
We continue this process until no more rules can be applied to make an empty
IDB nonempty, but this can happen at most nI times, immediately leading to the
time bound for the computation. Note that nonempty IDBs are never modified by s.
The crucial observation is that in a type disjoint program it only depends on the
nonemptiness of the IDBs in the body if a rule adds new tuples to the previously
empty head IDB, and not on the actual content of the body IDBs. Each rule ρ to be
instantiated (in some stage i) has some EDB atoms and some IDB atoms correspond-
ing to nonempty IDB atoms in the body. Since the program is type disjoint, there
is a complete order type for each IDB which all tuples in this IDB relation have to
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satisfy. If we combine the order types of all IDBs together with the EDB atoms, the
resulting type τ has to be satisfied by each instantiation of ρ. If τ is consistent (i.e.
satisfiable) can be checked by a test running in time polynomial in the rule length
(e.g. by creating a directed graph with an edge for each order atom which is then
checked for acyclicity).
Since all IDBs P1, . . . , Pk of ρ have been made nonempty by a rule application
before, by Lemma 5.5 there is a distance type δPj such that all tuples in (Pj)Πi satisfy
δPj and since A has an infinite universe, for each distance type δ with δPj  δ, all
tuples satisfying δ are in (Pj)Πi . Because of this, we can create a satisfiable distance
type δρ from the EDBs and the distance types δP1 , . . . , δPk as in Lemma 5.5, and all
assignments to the variables of ρ satisfying δρ will be instantiations of ρ. Hence the
head IDB can be made nonempty.




∣∣∣ RΠis = ∅ ∧ RΠ∞ 6= ∅} be the set of IDBs changing to nonempty
after s and assume U 6= ∅. Then for each R ∈ U there exist an iR ∈ N and a rule ρR
with:
RΠiR = ∅, and applying ρR to R
Π
iR
: RΠiR+1 6= ∅ .
Let P ∈ U be the IDB with iP = min {iR | R ∈ U }. By the definition of U and by
the choice of iP , all Q ∈ U \ {P} have to satisfy QΠiP = ∅. Since a rule can be applied
if and only if all body IDBs are nonempty, the rule ρR cannot depend on them and
can be applied in stage iP leading to a sequence of rule applications making more
IDBs nonempty, a contradiction to the construction of s. 
Corollary 5.15 (Order Invariance of DATALOG-NONEMPTINESS)
Let A = (A,<A) and B = (B,<B) be two infinite linear orders. Then for each
datalog program Π and each IDB P of Π,
PΠ,A∞ = ∅ ⇔ PΠ,B∞ = ∅
Proof: By Lemma 5.12 we may create a type disjoint version of Π, not depending
on all properties of the underlying structure, but only the order axioms. Thus, this
type disjoint version will be the same for the two different linear orders A and B and
we may assume Π to be in type disjoint form.
As shown in Lemma 5.14, we create an initialization sequence s for Π on A. Then
PΠ,A∞ = ∅ holds iff P
Π,A
is = ∅ after the application of s.
We inductively show how to apply the initialization sequence to B. In stage 0, a
rule ρ0 is applied, which is possible over A, because only EDB atoms occur in the
body of ρ0 and all variables have a satisfiable order type. But then also in B there
will be elements with that order type, making it possible to apply ρ0 over B.
For the induction step, assume that PΠ,Aj 6= ∅ implies P
Π,B
j 6= ∅ for all j ≤ i. In
stage i the rule ρi is applied over A to make some IDB R nonempty, RΠ,Ai+1 6= ∅ , so
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all body IDBs occurring in this rule must be nonempty and there are elements in A
satisfying the order type γ of the variables of rule ρi (combined from the order types
of the IDBs and EDBs of this rule). But since A and B are both orders, there will
also be elements in B with this order type γ, so also over B the rule ρi can be applied
and RΠ,Bi+1 6= ∅ follows.
Since relations becoming nonempty at some stage stay nonempty, we get:
PΠ,A∞ 6= ∅ ⇒ P
Π,A
is 6= ∅ ⇒ P
Π,B
is 6= ∅ ⇒ P
Π,B
∞ 6= ∅
The same argument holds for an initialization sequence sB on B, leading to
PΠ,B∞ 6= ∅ ⇒ PΠ,A∞ 6= ∅

Theorem 5.16 DATALOG-NONEMPTINESS(A) over linear orders A = (A,<) is
EXPTIME-complete.
Proof: The proof is a combination of several earlier results. A datalog program
Π can by Lemma 5.12 be converted to a type disjoint program Π′. For this kind of
program Lemma 5.14 gives us a method to check which IDB relations of Π′ will be
empty after an evaluation of Π′. Since Π′ is type disjoint, each IDB relation of the
original program Π will occur here as a collection of IDBs of Π′, which can easily be
determined. Thus, the question “PΠ∞ = ∅?” can be answered by checking the type
sets of all corresponding IDBs of Π′. Beside the time for this check and the time for
the conversion of the programs, the time for determining the empty IDB relations of
Π′ is part of the running time. Using Lemma 5.12 and Lemma 5.14 the time of this
step is at most exponential in the program length, altogether in EXPTIME and with
the earlier shown EXPTIME-hardness the claim follows. 
5.4 Boundedness and DATALOG-TUPLE on Or-
ders
A datalog program Π is bounded on a structure A if there is a computation of Π on
A that reaches a fixed point after finitely many stages. Of course, this concept of
boundedness is nontrivial only on infinite structures. The main result of this section
is that datalog programs are bounded on linear orders. Actually, we prove a stronger
result giving a uniform bound on the number of evaluation steps that is computable
from the size of the program and does not depend on the structure. This discussion is
part of the boundedness context for finite structures introduced in the introduction.
Definition 5.17 Let Π be a datalog program over a structure A.
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1. A computation sequence for Π is a sequence s of rules of Π to compute all IDB
relations, i.e. a sequence of rules satisfying the following conditions:
• If s is finite, then after applying s, no further rule application adds a tuple
to the IDB relations.
• If s is infinite, then each rule of Π will occur infinitely often.
2. The closure ordinal of Π on A, denoted by cl(Π,A), is the length of the shortest
computation sequence for Π on A (cl(Π,A) = ∞ if all computation sequences
are of infinite length).
3. Π is bounded on A if cl(Π,A) <∞.
Now let C be a class of structures such that Π is a program over C.
3. The uniform closure ordinal of Π on C, denoted by ucl(Π, C), is the maximum
of the closure ordinals cl(Π,A) for A ∈ C if this maximum exists, and ∞
otherwise.
4. Π is uniformly bounded on C if ucl(Π, C) <∞.
For each program, one computation sequence is the sequence simply cycling
through the rules in some fixed order, but there may be shorter computation se-
quences. The condition on infinite computation sequences that each rule has to
occur infinitely often, ensures that for unbounded programs the simultaneous fixed
point of all IDB relations is computed correctly and all IDB relations are considered
in the computation.
Note that if Π is uniformly bounded on C, then it is bounded on all A ∈ C, but
that the converse does not necessarily hold.
Theorem 5.18 Let Π be a datalog program over the class LO of linear orders. Then
Π is uniformly bounded on LO. More precisely, there is a computable function b :
N 7→ N such that for n = |Π| it holds that
ucl(Π,LO) ≤ b(n).
Our proof of Theorem 5.18 is based on a simplification of the distance type concept
which we will discuss before the presentation of the main proof. The proof presented
here is an extension of the proof of Theorem 5.16, first transforming the program
Π in question to a type disjoint version Π′ by Lemma 5.12 and then creating the
initialization sequence s as in Lemma 5.14. After this process, we may eliminate all
then empty IDB relations.
Each remaining IDB P may only contain tuples of one complete order type ϑP ,
and if we denote the arity of P by nP , this complete order type ϑP consists of exactly
nP (nP − 1)/2 atoms: Denoting the tuple entries of tuples in P by (x1, . . . , xnP ), for
any pair (xi, xj) with i < j, the order type ϑP contains either xi < xj, xi = xj, or
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xj < xi. Each distance type γ in the type set Θ(P, i) can then be represented as
this order type ϑP and additionally a vector of ranks, each corresponding one of the
inequality atoms in the order type and transforming the order atom into a distance
atom.
In the following, we use this representation of each distance type γ by a rank
vector d̄γ = (dγ1 , . . . , dγkP ) which together with the order type of P leads to a well
defined description of γ ∈ Θ(P, i). The entries of the rank vector can be created
by applying the function Dγ (introduced for Lemma 5.3) to each pair of variables
occurring in an atom of the order type ϑP in some fixed order. The sets Θ(P, i) can
then be represented as finite sets of rank vectors
After applying the sequence s and after eliminating empty IDBs, for each IDB P ,
the set Θ(P, is) is described by exactly one such vector, since |Θ(P, is)| = 1 after the
initialization sequence which adds at most one type to the type set of each IDB. By
Lemma 5.3, all tuples realizing a type γ′ with γ  γ′, also realize the weaker type γ.
Hence increasing the size of an IDB relation P by adding new tuples (which realize
a newly added type γ′) is only possible if in all present types γ ∈ Θ(P, i) some atom
rank of γ is greater than the corresponding rank in γ′, i.e. γ 6 γ′.
In terms of rank vectors, a type γ defines a set Hγ containing the vectors of all
types γ′ that are at least as restrictive as γ, i.e. γ  γ′:
Hγ = {(x1, . . . , xkP ) | x` ≥ d
γ
` for ` = 1, . . . , kP }
Speaking of rank vectors, γ  γ′ if the rank vector d̄γ is dominated by the rank
vector d̄γ′ , i.e. for all i = 1, . . . , kP , dγi ≤ d
γ′
i . Then Hγ is the set of all types with a
rank vector dominating the rank vector of γ.
Then creating a sequence of new types added to Θ(P, i) is equivalent to the search
for a non-dominating sequence of rank vectors, where we call a (finite or infinite)
sequence x1, x2, . . . non-dominating if for all i and j with i < j, xj does not dominate
xi.
Figure 5.1 shows a graphical representation for kP = 2. Figure 5.1 (c) shows a
case where a new vector is added containing a coordinate greater than the maximum
of all existing entries. But this growth can only occur in a limited manner, as we will
show. Before, we introduce some notations.
Definition 5.19
Let k ∈ N and x̄ = (x1, . . . , xk) ∈ Nk. Then ||x̄||∞ := max{x1, . . . , xk}. For
S ⊂ Nk, let ||S||∞ := maxx̄∈S ||x̄||∞. Let s1, . . . , s` be finite sequences, each sequence
consisting of tuples of some arity, and let C = (s1, . . . , s`) be a tuple of these se-
quences. Then ||C||∞ := max`i=1 ||si||∞, where the sequences are considered as sets.
To model the rank vectors occurring in the stages of the IDB relations, we intro-
duce a corresponding sequence concept:
Definition 5.20 (c-Bounded Run)
Let t ∈ N, let k1, . . . , kt ∈ N and for i = 1, . . . , t let x̄i ∈ Nki. Let c ∈ N. Then X



































Example of the description of an IDB relation with rank vectors of length 2 (x and y
coordinate).
Figure (a) shows a description with one rank vector, automatically including all types
with rank vectors in the hatched area. Figure (b) shows the situation after a second rank
vector was added, automatically including more types. In Figure (c) a vector with greater
entry than the entries before is added.
Figure 5.1: Geometric Representation of a Type Set
• s01, . . . , s0t are sequences of tuples, where for each i, s0i consists of the tuple x̄i
only.
• The stage X0 of X is the tuple X0 = (s01, . . . , s0t ).
• Inductively, the j-th stage Xj = (sj1, . . . , sjt) of X is created from the stage
Xj−1 = (sj−11 , . . . , sj−1t ) by choosing an ` ∈ {1, . . . , t}, a µj ∈ N, and
{x̄1, . . . , x̄µj} ⊂ Nk` such that
– µj ≤ (||X0||∞ · cj−1)c
2
– for n 6= `: sjn = sj−1n
– sj` = s
j−1
` ◦ (x̄1, . . . , x̄µj) (◦ meaning sequence concatenation)
– sj` is non-dominating
– ||x||∞ ≤ c · ||Xj−1||∞
The condition on µj ensures that the sequence added in each stage is finite and
bounded from above by some function of ||X0||∞, c and j, which will be needed for
the computation of a uniform bound.
The connection between the setting of datalog programs on orders and the c-
bounded runs is given by the following lemma:
Lemma 5.21 Let t be the number of nonempty IDB relations of the type disjoint
program Π′ after the initialization sequence s of length is from Lemma 5.14. Then
for each nonempty IDB relation P , the set Θ(P, is) contains exactly one rank vector.
Let d̄1, . . . , d̄t be these rank vectors. Let m = max{m′R,m′I ,m′L}.






2. For each computation of Π′ continuing the initialization sequence, the rank vec-
tors added during this computation form an m-bounded run X of (d̄1, . . . , d̄t).
Proof:






2. This is a similar argument as in Lemma 5.5, where a directed graph is created
to derive a distance type.
At stage i, a rule ρ with some head IDB P is applied, which leads to a type
γ that has a rank vector not dominated by a rank vector of an existing type
in Θ(P, i). The rule has some head variables {x1, . . . , xk} and body variables
{x1, . . . , xk, y1, . . . , yk′}. Then for creating the new type γ, for each IDB occur-
rence in ρ a distance type from Γ(x1, . . . , xk, y1, . . . , yk′) is used; EDBs as order
atoms can be converted to the equivalent distance-1-atoms. We call this set of
types ∆ and use it to build a weighted directed graph G∆:
The vertices of G∆ are the variables {x1, . . . , xk, y1, . . . , yk′} and the edges are
created in the following way: For each pair (z1, z2) of variables, such that there
exists a distance atom z1 ≤d z2 in ∆ for some d ≥ 0, there is an edge (z1, z2)
in G∆. The edge (z1, z2) has as weight the maximal value d over all distance
atoms z1 ≤d z2 in ∆.
From this graph the type γ is created: For each pair (xi, xj) of variables, such
that G∆ contains a directed path from xi to xj, γ contains the distance atom
xi <d xj, where d is the length (sum of edge weights) of the longest path from
xi to xj in G∆. As shown in Lemma 5.5, this atom xi <d xj can be satisfied
if and only if all distance atoms that correspond to edges on paths from xi to
xj can be satisfied, which corresponds to finding a satisfying assignment for all
variables of rule ρ.
The rank vector of γ satisfies the property of an element added in a stage of a
c-bounded run: By construction all edges in G∆ have weight at most ||Xi||∞.
The longest paths used for creating the distance atoms in γ, use at most all
of the vertices {x1, . . . , xk, y1, . . . , yk′} (where k + k′ ≤ m′R), hence the longest
paths have length at most m′R · ||Xi||∞ ≤ m · ||Xi||∞ and the claim follows.
For applying rule ρ in stage i, for each body IDB, we have finitely many choices
for a type (by Lemma 5.5). For each combination, we derive a type γ with
some rank vector d̄γ. Then all these rank vectors form a finite set Ξ. Since
all these vectors are introduced in the same stage, independently of each other,
we may order them in a finite sequence ξ in an arbitrary order. We then make
this sequence non-dominating by removing the dominated entries and name
the created sequence ζ. The removed rank vectors correspond to some distance
types which are weaker than some existing types, and hence we do not change
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the solution set by removing these types. Thus, ζ satisfies the properties of x̄
in the definition of c-bounded runs.
It only remains to show the bound on µj+1. By the last property of Def-
inition 5.20, we know that in stage j of the m-bounded run it holds that
||Xj||∞ ≤ mj||X0||∞ and hence in each sequence sij there are no more than
||Xj||m∞ ≤ (mj||X0||∞)mL elements (since the maximal IDB arity mL is a bound
on the arities of all sequences si1, . . . , sit). Each sequence contains the rank vec-
tor of the types in Θ(P, is+ j) for some IDB P , so these type sets have no more
elements than this bound. There are at most m′I IDB occurrences in each rule





different types can be created with one rule application to stage j of the run,
as claimed.

To show a computable uniform bound on c-bounded runs, we need two well known
lemmas which we state here without proof:
Lemma 5.22 König’s Tree Lemma (see, e.g., [Hod97; Die00])
Let T be an infinite rooted directed tree with finite branching (i.e. each vertex has
a finite number of children). Then T contains an infinite path starting at the root
node.
Lemma 5.23 Dickson’s Lemma (see, e.g., [HMS06; Dic13])
All non-dominating sequences of tuples of natural numbers are finite.
These finiteness (or infiniteness) properties allow us to compute a bound on the
number of stages of c-bounded runs:
Lemma 5.24 There is a nondecreasing computable function f : N×N×N×N→ N
with the following property:
For all m ∈ N, c ∈ N, t ∈ N, r ∈ N, k1, . . . , kt ∈ {1, . . . , r} and x̄i ∈ Nki with
||x̄i||∞ ≤ m, each c-bounded run of (x̄1, . . . , x̄t) has at most f(m, c, t, r) stages.
Proof: First, we have a look at an arbitrary choice of m, c, t, r, k1, . . . , kt and x̄i
(for i = 1, . . . , t).
We create a labeled tree T containing all c-bounded runs of these values: The root
node is labeled with X0. Inductively, for each node labeled with a stage Xi, we create
a child node for each stage Xi+1 created from Xi and label it with the corresponding
stage.
To create a stage Xi+1 from Xi, we may choose each of the t sequences to extend
it. Each sequence sij has an arity kj and by the last condition of a c-bounded run, the
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element added to this sequence may only have coordinates that are at most c||Xi||∞.
Because of this and since the length of µi+1 of the extension of the sequence in stage
i+ 1 is bounded from above by (||X0||∞ · cj−1)c
2 , there are only finitely many choices
for a finite extension of a sequence and hence finitely many children for each node in
this tree T (each for a different extension of some sequence).
A path in T (starting at the root node) corresponds to one c-bounded run. We
now show that each path is finite: Assume, we have an infinite path p in T . This path
p is labeled with the stages of a c-bounded run X. In each stage one of the sequences
of X is extended by finitely many elements and since there are only t sequences there
has to be one sequence that is extended in infinitely many stages. Each extension of
this sequence is non-dominating, so we get an infinite non-dominating sequence. But
by Dickson’s Lemma each non-dominating sequence of tuples of natural numbers is
finite, a contradiction. Hence all paths in T are finite.
Hence T has finite branching (only finitely many children to each node) and no
infinite path. By König’s Lemma T must be finite.
The height of T is the greatest number of stages that can occur in a c-bounded
run of x̄1, . . . , x̄k. Since T is finite, we can compute the whole tree and determine its
height.
We discuss how to compute the value f(m, c, t, r) for given values m, c, t and r:
For each fixed choice k1, . . . , kt of arities, the entries of all choices of the corre-
sponding tuples x̄1, . . . , x̄t are bounded by m and thus for each tuple there are only
finitely many choices. By computing the height of the tree (by creating the tree) to
each choice of tuples one after the other and determining the maximum h(k1, . . . , kt),
we have computed a bound on the number of stages for the c-bounded runs with
sequence arities k1, . . . , kt.
The parameter t determines the number of sequences in the runs considered and
the parameter r limits the arities of these sequences. The maximum of the values
h(k1, . . . , kt) over all possible rt sequence arity tuples (k1, . . . , kt) is then the maximal
number of stages in a c-bounded run with t sequences and sequence arities at most r
and it can be computed by computing h(k1, . . . , kt) for all finitely many choices.
This maximum satisfies the properties of f(m, c, t, r), and that f is nondecreasing
is immediate: Increasing some parameter, all runs remain valid, but also longer runs
may appear. 
This function will directly lead to the function b of Theorem 5.18:
Proof: [of Theorem 5.18] The program Π over a linear ordering A = (A,<) is first
converted to an equivalent type disjoint version Π′ as in Lemma 5.12, which also
gives the bounds n′I ≤ nI · 3m
2
L , n′R ≤ 3m
2
L·(mI+1) · nR, m′R = mR and m′L = mL
for the parameters of the new program Π′. Then the initialization sequence s as in
Lemma 5.14 is determined, resulting in the first is ≤ n′I ≤ nI · 3m
2
L stages.
While the empty relations of Π′ can be neglected, each nonempty relation P of Π′
has a type description Θ(P, i) with one rank vector each, and by Lemma 5.21 these











We let b(n) := f(n3n4 , n, n · 3n2 , n) and by the above bounds on the parameters











, n, n · 3n2 , n) ≤ b(n) and the claim follows.
Since A was chosen as arbitrary linear order, this bound also holds for ucl(Π,LO).

Let us remark that, combined with Lemma 5.5 and its proof, Theorem 5.18 im-
plies that DATALOG-TUPLE is decidable for computable linear orders. Recall that
DATALOG-TUPLE(A) asks if a given tuple of elements of A is in the fixed-point of
a given IDB of a given program Π.
Corollary 5.25 On linear orders A = (A,<) DATALOG-TUPLE(A) is decidable.
Proof: By Theorem 5.18, we can compute the distance type set describing the
relation PΠ,A∞ for each IDB P of Π. To solve DATALOG-TUPLE(A) for the instance
(Π, P, ā), all types describing one of the type disjoint copies of P have to be considered.
To check if ā ∈ PΠ,A∞ holds, we have to select the disjoint copy Pj of P whose order
type is satisfied by ā. The then following check, whether a distance type describing
Pj is satisfied by ā, means that for each distance type, we have to iterate over its
distance atoms and ask a oracle query with the corresponding tuple entries.
Following Theorem 5.18 we only need a finite number of oracle queries, each with
a finite representation of its input (the tuple entries and the rank of the distance
atom). Hence the whole procedure runs in finite time. 
5.5 Datalog on Dense Orders
On dense linear orders A = (A,<) without endpoints, we can match the singly
exponential lower bound by using some form of quantifier elimination: The main
difference in this case is, that for each two elements a, b ∈ A, there are infinitely
many different elements c1, c2, . . . with a <A c1 <A c2 <A · · · <A b. This makes
it easy to satisfy a positive existential formula, in contrast to orders not having the
denseness property, where there may be only constantly many or even no elements
between two selected elements a and b. Let DLO denote the class of dense linear
orders without endpoints.
Theorem 5.26 Let Π be a datalog program over the class of linear orders and n =
|Π|. Then
ucl(Π,DLO) ≤ 3n2 .
Proof: Observe that on dense linear orders, distance types collapse to order types,
because for all a, b and for all d ≥ 1 we have a < b ⇐⇒ a ≤d b. So the only
types to consider are distance-1-types (including equality atoms, when we consider
complete distance-1-types) and as the type disjoint version of a program as introduced
in Lemma 5.12 contains all complete distance-1-types, it contains all types of interest
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for this case. After evaluating the initialization sequence as computed in Lemma 5.14,
all complete distance-1-types describing the IDB relations are computed and hence
no rule can be applied after that to add new types.
Since there are at most 3n2 different distance-1-types for a program of length n,
the claim follows. 
As an example of the representation of order types in algorithms, we give a more
detailed version of this theorem together with a detailed proof.
Lemma 5.27 Let Π be a datalog program over a dense linear order without endpoints
A = (A,<). There is a deterministic algorithm which calculates the sets of order types





L) ⊆ O(32n3) (5.3)
Proof: We will give an algorithm which is closely related to the proof of Lemma 5.5
and whose correctness will mainly follow directly from this proof. Then we give some
details and running time bounds for the algorithm.
To be able to calculate distance-1-types, it is necessary to specify how these can be
stored. A distance-1-type τ of k variables is a collection of atoms v1 < v2 or v1 = v2
with variables in {x1, . . . , xk}. To encode this we set the representation rep(τ) of τ
to be the 0-1-string of length 2 · k2 having
rep(τ)[j + ki+ 1] =
1, if (xi+1 < xj+1) ∈ τ0, otherwise,
rep(τ)[k2 + j + ki+ 1] =
1, if (xi+1 = xj+1) ∈ τ0, otherwise,
where 0 ≤ i, j < k. The representation is combined of two parts: The first k2 bits
denote the presence of inequality atoms, while the rest denotes equality atoms. A
complete type (which is satisfiable by definition) contains for each pair (xi, xj) of
variables with i 6= j exactly one of the atoms xi < xj, xi = xj, xj < xi and therefore
a set of distance-1-types of the variables {x1, . . . , xk} may contain at most 3k
2−k
elements.
Since these types can be ordered by ordering their representation strings, an
ordered set structure can be used which supports the iteration over its elements and
adding elements (avoiding duplicate entries). As implementation, e.g. a balanced
search tree can be used, supporting the iteration to the next element in amortized
constant time and the add operation in logarithmic time.
The following algorithm calculates for each IDB P in Π the such a set TP of order
types describing PΠ. After the run of the algorithm, we have TP = Θ(P,∞) for each
IDB P . By nP we denote the arity of the IDB P .
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Input: datalog program Π
Output: TP for each IDB P in Π
1: for all IDBs P in Π do
2: TP := ∅ % Initialization
3: M :=
∏




4: for i := 1 to M do % or less, if fixed point is reached
5: for all Rules ρ of Π do
6: P := head IDB of ρ
7: τE := type of EDBs of ρ % over all body variables
8: Let I1, . . . , Is be the IDB symbols in the body of ρ
9: for all (τ1, . . . , τs) ∈ TI1 × · · · × TIs do % with s iterators
10: τnew := τE
11: for j := 1 to s do % Create union of types
12: τ := Expansion of τj to variables of τE
13: τnew := τnew + τ % + is bitwise or
14: if τnew can be realized then
15: τ ′:= Projection of τnew to variables of P
16: TP .add(τ ′) % New type found
This algorithm calculates the order type describing the fixed point containing the
IDB relations of the program Π. The outer loop is used for calculating all stages
of this fixed point. Since there can be at most 3n2P different types for an IDB P ,
at most this many steps are needed for each IDB, summing up to M as defined in
line 3 for the total number of stages until the fixed point is reached. Of course, the
number of executions of this loop could be limited further if a check for changes was
implemented. But since that does change the worst case running time, we omit this
refinement here.
Lines 6 to 16 of the algorithm simulate the application of rule ρ and set the de-
scribing sets of order types accordingly. In line 7 the type equivalent to all EDBs
occurring in ρ is calculated and represented as 0-1-string. Then all possible com-
binations of types of IDB relations are used to generate a new type which is up to
expansions and renamings the union of the types. This is done by representing the
type of an IDB relation as 0-1-string, expand it to the body variables and then setting
all positions in the new type τnew to 1 which are set in τ .
The resulting 0-1-string representing τnew is then used to add a projection of this
type to the variables of P to the set TP . This is only done if τnew can be realized,
since inconsistency informations could be lost by the projection.
The realizability test can easily be done interpreting the type as graph G = (V,E)
with the variables as vertices, where equality atoms will be used to combine different
variables into the same vertex, e.g. an atom v1 = v2 will cause the vertex of v1 to be
used for v2. The inequality atoms v1 < v2 are translated to directed edges (v1, v2).
Then the type can be realized, if and only if the graph is acyclic. This graph is
then also used to model the equality atoms in τnew correctly, ensuring that for each
equality atom v1 = v2 the variables v1 and v2 satisfy the same inequalities.
To conclude the proof we will now derive an upper bound for the running time of
this algorithm.
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In line 7 the representation of τE is generated for which all EDBs are read and
transferred into the vector τE and then the transitive closure is built, using O(m3R)
steps.
In lines 12 and 13, the bits from the representation of τj are copied to the rep-
resentation of τ and then added to the representation of τnew, which can be done in
O(m2R) time. The realizability test can be done in time O(m2R), while line 15 takes
O(m2R) time and line 16 can be carried out in time O(log(4m
2
L)) ⊆ O(m2L), since each
of the TP may only contain less than 4m
2
L different types. So for lines 10 to 16, we
have O(mI ·m2R) steps.
Lines 9 to 16 are executed at most (3m2L)mI = 3m2L·mI times, resulting in a total
running time of O(mIm2R3m
2
L·mI ) steps for this loop. For the whole algorithm the
running time adds up to






L) ⊆ O(32n3) ,
since each parameter is bounded from above by the program length n. 
Corollary 5.28 Over a dense linear order A without endpoints and without con-
stants DATALOG-TUPLE(A) can be decided in EXPTIME.
Proof: For given program Π, tuple a and IDB P , we want to know if a ∈ PΠ holds.
By using the algorithm of 5.27, we calculate the set TP . For each type τ ∈ TP we
can then derive the representation rep(τ) and check if a realizes τ . For this test, we
employ our structure oracle for order types. There at most exponentially many types,
each containing at most a quadratic number of order atoms, yielding an altogether
exponential number of order queries. For each query, the input are two of the tuple
entries, which can clearly be written to the oracle tape in linear time. Thus, the
running time of the whole algorithm is at most singly exponential. 
Together with corollary 3.3 we have shown that these two problems are EXP-
TIME-complete on (strict) dense linear orders.
5.6 Datalog on Orders with Constants
We may also consider datalog programs over an ordering A = (A,<, c1, . . . , cr) incor-
porating finitely many constants c1, . . . , cr, each of them being interpreted as a fixed
element of A, and allow the datalog programs to make use of these constant symbols.
To solve DATALOG-NONEMPTINESS or DATALOG-TUPLE for such a pro-
gram Π with constants, we transform the program to a constant free version Π′ by
essentially replacing each constant ci by a fresh variable and adding rule parts to
transfer the values of all constants to all rules. Using this technique, we show:
Theorem 5.29
DATALOG-TUPLE(A) on linear orders A = (A,<, c1, . . . , cr) with finitely many
constants (which may be used by the datalog programs) is decidable.
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Proof: We first transform the program Π over A = (A,<, c1, . . . , cr) to a program
Π′ over the structure A′ = (A,<) increasing the arity of each IDB symbol by r, such
that for each IDB P of Π with arity s and its corresponding IDB P ′ of Π′, and each
ā = (a1, . . . , as) ∈ As the following holds:
ā ∈ PΠ,A∞ ⇐⇒ c̄ā = (cA1 , . . . , cAr , a1, . . . , as) ∈ (P ′)
Π′,A′
∞ (5.4)
This is established by replacing all occurrences of the constant ci by a fresh variable
Ci, for i = 1, . . . , r. To ensure that all rule applications share the same values
for the constants, we augment each IDB P of Π by the additional variables C̄ =
(C1, . . . , Cr) and replace all occurrences of P (x̄) by P ′(C̄, x̄) — in the rule bodies
and the rule heads. This forces the values of the variables C1, . . . , Cr to be identical
in the body and head of each rule and hence in the whole program. For example, if
φ(c1, . . . , cr, x1, . . . , xm, y1, . . . , yn) is the formula appearing in the body of the rule
P (x1, . . . , xm) ← φ(c1, . . . , cr, x1, . . . , xm, y1, . . . , yn).
we translate this rule to:
P ′(C1, . . . , Cr, x1, . . . , xm) ← φ(C1, . . . , Cr, x1, . . . , xm, y1, . . . , yn).
It is now clear, that the original program Π and the modified version Π′ satisfy
the condition (5.4).
This transformation can be carried out in logarithmic space, since the number r
of constants does only depend on the structure A, not the input (Π, P, ā) of DATA-
LOG-TUPLE(A). The above construction is a log-space reduction from the DATA-
LOG-TUPLE over linear orders with constants to DATALOG-TUPLE over linear
orders without constants, mapping the input (Π, P, ā) to the instance (Π′, P ′, c̄ā),
increasing mL and mR by r and the total program size by a linear factor. For this
constant free version of DATALOG-TUPLE, Theorem 5.18 shows us how to solve it,
calculating the type sets introduced in Lemma 5.5. 
No new structure representation issues arise here, since we simply use the solving
algorithm for the case without constants here, including representation considera-
tions.
We can also use these type sets computed in the above proof for solving DATA-
LOG-NONEMPTINESS(A) on A = (A,<, c1, . . . , cr):
Corollary 5.30
DATALOG-NONEMPTINESS(A) on linear orders A = (A,<, c1, . . . , cr) with
finitely many constants (which may be used by the datalog programs) is decidable.
Proof: On input (Π, P ), we first calculate types sets for the modified version Π′, in
which the constants have been replaced by the variables C1, . . . , Cr as above. Then
we instantiate the variables C1, . . . , Cr by the constants of A in all types in Θ(P ′,∞)
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for the IDB P ′ of Π′ corresponding to IDB P of Π, instantiating each Ci by cAi . Types
which are then no longer satisfiable are deleted from the set. If and only if there are
satisfiable types remaining, PΠ,A∞ is nonempty. 
However, on dense linear orders we may do better and match the EXPTIME lower
bound:
Corollary 5.31
DATALOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) on dense linear
orders A = (A,<, c1, . . . , cr) with finitely many constants (which may be used by the
datalog programs) can both be decided in exponential time.
Proof: This result is a straightforward combination of the preceeding proof and
Theorem 5.26. 
Note that even though we use the decidability of the datalog tuple problem to
prove the decidability of DATALOG-NONEMPTINESS(A) for linear orders with
constants, we do not need to make any effectivity assumptions on the linear order A
here. The reason is that the constants are fixed in advance as part of the structure
and thus all information about them can be hardwired into the algorithm.
A different approach discussed later, in Chapter 6, leads to an EXPTIME upper
bound for DATALOG-NONEMPTINESS on arbitrary linear orders with constants,
see Corollary 5.32, stating:
Corollary 5.32
DATALOG-NONEMPTINESS(A) on linear orders A = (A,<, c1, . . . , cr) with
finitely many constants (which may be used by the datalog programs) can be decided
in exponential time.
Unfortunately, that approach cannot be used to show a singly exponential bound
for DATALOG-TUPLE, as we will see in a later chapter.
5.7 Negation in Datalog Rules
When we change the scope from datalog to datalog¬, negations of EDB atoms become
possible which will always be of the form ¬(t1 < t2) for some variables or constants
t1 and t2. Considering, that ¬(t1 < t2) is equivalent to (t2 < t1) ∨ (t1 = t2),
we may transform these negated EDB atoms to non-negated EDBs. Each atom
¬(t1 < t2) will be replaced by rules containing the two variants (t2 < t1) and (t1 = t2).
If more than one negation occurs in a rule, all possible combinations have to be
created in replacement rules, similar to the approach of the type disjoint program in
Lemma 5.12. As demonstrated there, t1 = t2 for two variables t1 and t2 is simulated
by replacing all occurrences of t2 by t1. For the cases, when t1 and t2 are both
constants, we may exclude non satisfiable atoms t2 < t1 or t1 = t2 while replacing
the negations.
76
The datalog program Π′ resulting, when in a datalog¬ program Π all negations
are replaced, may have a size at most exponential in |Π|, since each negation per rule
doubles the number of possible replacement rules in Π′. This raises the upper bounds
for the cases we have considered so far, leading to:
Lemma 5.33 For datalog¬ the following upper bounds hold:
• DATALOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) for monadic
datalog¬ programs on linear orders A = (A,<) are in EXPTIME.
• DATALOG-NONEMPTINESS(A) on linear orders A = (A,<) is in 2EXP .
• DATALOG-TUPLE(A) on linear orders A = (A,<) is decidable.
• DATALOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) on linear or-
ders A = (A,<, c1, . . . , ck) with finitely many constants are both decidable.
• DATALOG-NONEMPTINESS(A) and DATALOG-TUPLE(A) on dense lin-
ear orders without endpoints A = (A,<) and dense linear orders without end-
points and finitely many constants, A = (A,<, c1, . . . , ck), are in 2EXP .
Maybe a clever combination of the negation elimination process and the creation
of the type disjoint program version may lead to a better bound. But this would only
be useful in the cases, where a reduction of the number of new rules introduced takes
place, e.g. when using constants or other EDB atoms in a rule. For example a rule
with body (x < y),¬(y < x) could be translated to (x < y), omitting the x = y case.
5.8 Representations and DATALOG-TUPLE
In Section 2.5 we have investigated problems with the representation of infinite struc-
tures. Besides the abstract model of structure oracles we have employed in our results
of this chapter, we had a closer look at some possible representations of the dense
order Q = (Q, <) and the discrete order Z = (Z, <). We will now have a look at how
these results influence the upper bounds derived.
First note that all of the algorithms discussed here, first compute some represen-
tation of the IDBs by type sets and in the last stage it is checked, whether the input
tuple is contained in the relation, i.e. satisfies one of the types. Thus we only have to
consider this last phase of each algorithm and only need to know how the type sets
look like.
5.8.1 Monadic Datalog
While the first case of dense orders is completely independent of the structure repre-
sentation, Lemma 5.9 shows that for a linear order with minimum, the types just
describe the distance to this minimum. This could be modelled as linear order
77
N = (N, <), for which similar arguments as for the order Z apply. In this monadic
case, we only need to answer the query qNd (k, 0, a) for the input tuple a and a k
having a value that is at most polynomial in the input length. Since qNd (k, 0, a) can
be answered in time linear in the length of k and a, the polynomial running time of
the algorithm is not spoiled by this query.
5.8.2 Linear Orders
In the proof of Theorem 5.18, we show that for each given program length there is
a computable bound on the number of stages. Hence for each IDB there is a finite
number of types describing this IDB and there is also an upper bound on the ranks
of the distance types. Altogether only a finite number of distance queries is needed,
each with two input elements and a finite distance. In cases with decidable distance
queries as in the example Z = (Z, <) as introduced in Section 2.5 the problem is
decidable.
5.8.3 Dense Linear Orders
The types describing the IDBs of datalog computations over dense orders are order
types. For solving DATALOG-TUPLE, some order queries for the order types cor-
responding to the IDB relation in question have to be checked. In Corollary 5.28
we have shown, that there are exponentially many order queries to be answered to
solve the problem, always with tuple entries from the input as arguments. Using the
representation of the rational numbers Q = (Q, <) from Section 2.5 as an example
for a dense order, we see that all of these queries can be answered in time quadratic
in its input length. This constitutes an altogether exponential running time bound
for the order queries, leading to an EXPTIME bound as in the oracle case.
5.8.4 Linear Orders With Constants
The complexity of DATALOG-TUPLE on linear orders with constants (having some
constant interpretation with constant length) is directly inherited from the cases
without constants, with the same results for the different representations.
5.8.5 Decidable Structures
While we have considered representations obeying some complexity bound so far, we
may also allow a decidable structure, having no fixed time bound, but keeping the
representation and our queries decidable and having a finite representation for all
elements. In all algorithms for DATALOG-TUPLE considered so far, finitely many
queries to the structure are carried out in the last phase of the algorithm. If all of
these queries are decidable, then clearly the whole algorithm for DATALOG-TUPLE
always terminates and DATALOG-TUPLE is decidable.
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5.9 Summary of this Chapter
In this chapter we introduced the concept of types and distance types for datalog
programs over linear orders and showed in Lemma 5.5, that for each stage of the
fixed point computation of a datalog program, there is a finite set of types describing
the stage of the IDB relation. Unfortunately, this does not lead to a finite set for the
fixed point.
We applied the concept to show a PTIME upper bound for DATALOG-NON-
EMPTINESS and DATALOG-TUPLE in some simple cases, like over non-strict
orders and for monadic datalog programs.
We then defined the notion of type disjoint programs and showed that for all
datalog programs over orders, there is a (possibly exponentially larger) type disjoint
version. In Lemma 5.14, we showed, that there is an initialization sequence to solve
DATALOG-NONEMPTINESS for type disjoint programs in polynomial time, lead-
ing to an EXPTIME upper bound for the nonemptiness of arbitrary datalog programs
on linear orders.
From this solution of DATALOG-NONEMPTINESS, we derived a computable
uniform upper bound for the number of stages of a datalog program run on lin-
ear orders, showing the boundedness of datalog on linear orders and leading to the
decidability of DATALOG-TUPLE on linear orders.
Using the algorithm involved as an example for computing with types, we showed
a singly exponential bound for DATALOG-TUPLE on dense linear orders, exploiting
the quantifier elimination dense orders allow.
Then we had a short look at datalog with constants showing the decidability for
both problems. In Chapter 6, we will show a singly exponential bound for DATA-
LOG-NONEMPTINESS on linear orders with constants with different methods.
We had a short look at datalog¬ which introduces negation of EDB atoms, and
we have shown that adding a singly exponential level to the complexity, we can solve
this form of datalog with our methods.
As conclusion of the chapter, we studied the influence of the representation of the
structure on the algorithms solving DATALOG-TUPLE. The complexity of the algo-
rithms for DATALOG-NONEMPTINESS is (as in the other chapters) independent
of the representation of the structure.
Open problems
Question 5.1 Is there an explicit uniform bound for the number of stages of datalog
programs on orders?
A modification of the proof of Dickson’s Lemma studied in [HMS06] for c-bounded
runs (see Definition 5.20) could lead to such a bound.
Showing an explicit bound would immediately answer the following question:
Question 5.2 Can the gap between the computable uniform upper bound and the
EXPTIME lower bound for DATALOG-TUPLE be narrowed or even closed?
79
Question 5.3 Is there a more efficient way to solve the problems for datalog¬?
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Chapter 6
Datalog on Colored Orders
In the finite case, colored orders play an important role for the purely relational
representation of strings. A finite order (B,<, (Pa)a∈Σ)) with a finite collection of
disjoint monadic relations (Pa)a∈Σ is used to represent a string w over alphabet Σ,
where B is used as an index set: For each position b ∈ B there is exactly one
membership b ∈ Pa, stating that the b-th character of w is an a. Details of these word
models can be found in [EF99] and an example in Example 6.1.
Example 6.1 Let w = 101011 be a string over the alphabet Σ = {0, 1}. As a
relational structure, this string can be represented by S = ({1, . . . , 6}, <2, P 10 , P 11 ).
The relation symbol < is interpreted as the usual order relation on the index set
S := {1, . . . , 6}, while P0 = {2, 4} and P1 = {1, 3, 5, 6} contain the positions of the
occurrences of 0 and 1.
In a later chapter, in Section 8.3, we use a similar approach to encode strings replacing
the order relation by a successor relation.
Besides this extension of this finite formalism to an infinite setting, an application
of colored orders is temporal reasoning: The universe serves as ordered set of time
instants and the finitely many monadic relations describe the shape of a system under
observation at a certain point in time. Using this approach, datalog can be used to
describe the behavior of a system.
For example, to describe a chemical process under observation, take the ordered
natural numbers as the time instants when an observation takes place. Let M1
contain all time instants in which the system temperature is above some threshold
T and let M2 contain all the time instants in which a certain reagent occurs in a
concentration higher than a threshold. Then the datalog rule P (y) ← M1(x), x <
y, M2(y). would set the IDB P to the time instants where the reagent is present in
the desired concentration after a certain temperature has been reached. A nonempty
IDB P would imply that the reagent can be present in high concentration even if the
temperature was high sometime before.
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Outline of this Chapter
After the formal definition of colored orders we will discuss how to solve DATALOG-
NONEMPTINESS on colored orders. First we will introduce a special variant of
colored orders, the interval sequence orders and have a look at DATALOG-NONEMP-
TINESS on these orders. These orders are a main tool for solving DATALOG-NON-
EMPTINESS for general colored orders. We use the case A = (A,<,M, c1, . . . , c`) to
introduce the basic techniques and illustrate the basic ideas. We then extend these
techniques for the main result of this chapter, DATALOG-NONEMPTINESS on
colored orders A = (A,<,M1, . . . ,Mm, c1, . . . , c`). A following brief look at datalog¬
shows how some restricted form of negation may be allowed. In the last section we
address the issues of DATALOG-TUPLE in this context.
Related work
To solve DATALOG-NONEMPTINESS on colored orders we will derive a finite
set of properties from each colored order to base an algorithm on. This algorithm
creates a type disjoint version of the datalog program in which each IDB is sliced
into sets of tuples of the same type. In [Kre99] a similar approach was proposed for
constraint databases consisting of a dense linear order as background structure and
relations defined by quantifier-free first order formulae (with a finite representation).
In this setting the approach leads to results on the data complexity of first order
queries, also those using a (deterministic or nondeterministic) transitive closure op-
erator, a least fixed point operator (thus including datalog) and a partial fixed point
operator.
Our approach does only allow monadic relations additionally to the linear order
and covers datalog queries only, but has the advantages that it is not restricted to
dense linear orders, but works for arbitrary colored linear orders, and that it allows
more complicated relations to be contained in the database, not only those that are
representable by a quantifier-free first order formula. One example for such a relation
not definable by a quantifier free first order formula is a monadic relation defining
an infinite discrete subset of the linear order. Unlike our method presented in this
chapter, methods based on properties of dense orders will (in general) not work on
such a discrete order.
6.1 Colored Orders
Definition 6.2 (Colored order)
A colored order is a structure A = (A,<,M1, . . . ,Mm), where A′ = (A,<) is an
ordered structure and M1, . . . ,Mm are monadic relations.
A colored order with constants B = (B,<,M1, . . . ,Mm, c1, . . . , c`) is a colored
order with additional constant symbols having a fixed interpretation.
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6.1.1 Colored Orders and Types
To solve DATALOG-NONEMPTINESS(A) on colored orders we will use a new type
concept. The naive combination of monadic EDB relations with the distance type
concept from Chapter 5 could be of the form (for a structure with two monadic
relations relations M1 and M2):
Between a ∈ A and b ∈ A (with a < b), there have to be
• i1 elements x with x ∈M1
• i2 elements x with x ∈M2
• i3 elements x with x ∈M1 ∩M2
The following Example 6.3 shows why such an approach fails and it demonstrates
with a simple program over a structure with two monadic relations M1 and M2 how
problematic cases may look like.
Example 6.3 Let A = (A,<,M1,M2) be a structure with A = {1, 2, 3, 4, 5, 6}, <A
being the usual order, M1 = {1, 3, 6}, M2 = {2, 4, 5}; see Figure 6.1 for an overview.
A 1 2 3 4 5 6
M1 1 3 6
M2 2 4 5
Variables in ρ x z1 z2 z3 z4 y
Membership in ρ M1 M2 M2 M1 M2 M1
Figure 6.1: Structure A and variable assignment in Π
On this structure we examine the following one rule program Π:
ρ : P (x, y) ← x < z1, z1 < z2, z2 < z3, z3 < z4, z4 < y,
M1(x),M2(z1),M2(z2),M1(z3),M2(z4),M1(y).
As demonstrated with the variable assignments and the monadic relation member-
ships shown in Figure 6.1, the only variable assignment satisfying the order atoms
does not satisfy the monadic membership constraints. Thus PA,Π∞ = ∅.
On the other hand, if we use a type description similar to the interval types defined
above, we would describe the tuples in (a1, a2) ∈ PA,Π∞ by a type expressing:
• a1 < a2
• a1 ∈M1, a2 ∈M1
• There is an element from M1 between a1 and a2.
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• There are three different elements from M2 between a1 and a2.
Contrary to the rule of Π, this description can be satisfied on structure A, showing
that a description by element counts only, is insufficient, but we also need some
information about the order of elements in different relations which is incorporated
into what we will call an interval sequence order.
Thus, only counting elements which have to satisfy different monadic member-
ships, is not enough. We need more detailed information about the order in which
these memberships occur. Extending the distance type concept, this could be es-
tablished by adding some description strings describing the sequence of occurrence
of monadic memberships of elements listing the memberships between tuple entries.
Using recursive datalog rules these extended types could themselves occur in types
describing the tuples of an IDB relation leading to a recursive type concept. But this
concept does not admit some straightforward form of variable elimination, like the
one we based the distance type concept on. So we will try a different approach.
6.1.2 Interval Types
To apply our type concept to colored orders we will first introduce a type concept for
orders with special monadic relations: disjoint intervals. Later we will discuss how
each colored order can be transformed into this form without changing DATALOG-
NONEMPTINESS for this order.
Definition 6.4 (Interval Orders)
1. A colored linear order A = (A,<, I1, . . . , Im, c1, . . . , ck) with monadic relations
I1, . . . , Im and constants c1, . . . , ck is an interval order if the following conditions
are satisfied:
(a) For all i ∈ {1, . . . ,m}, Ii is an interval. Formally, for all a1, a2 ∈ Ii with
a1 < a2 and all b ∈ A the following implication holds:
If a1 < b < a2, then b ∈ Ii.
(b) For all i ∈ {1, . . . ,m} and j ∈ {1, . . . , k}, it holds that
cj 6∈ Ii .
(c) For all i, i′ ∈ {1, . . . ,m} with i < i′, Ii and Ii′ are disjoint: Ii ∩ Ii′ = ∅ .




Ii ∪ {cj | j = 1, . . . , k}
2. Let A = (A,<, I1, . . . , Im, c1, . . . , ck) be an interval order. We extend the order
< to intervals by:
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(a) For each a ∈ A and i ∈ {1, . . . ,m}, we let
a < Ii :⇐⇒ ∀x ∈ Ii a < x
Ii < a :⇐⇒ ∀x ∈ Ii x < a
(b) For all i, j ∈ {1, . . . ,m}, we let
Ii < Ij :⇐⇒ ∀x ∈ Ii x < Ij
Then < is also a linear order on the set {I1, . . . , Im} of intervals.
3. An interval order A = (A,<, I1, . . . , Im, c1, . . . , ck) is an interval sequence order
if the following conditions hold:
c1 < c2 < · · · < ck
I1 < I2 < · · · < Im
Intuitively, an interval order is an order with its universe partitioned into its
constants and monadic relations which have to be disjoint intervals. Note that all
interval orders are colored orders, so all results for colored orders also hold for interval
orders.
By the extension of the order to intervals and elements and pairs of intervals in
the definition above, comparisons like “all elements x greater than interval I” become
meaningful and simplify the notation. Interval sequence orders have the nice property
that the constants and the intervals are each ordered ascendingly corresponding to
the indexes of their constant (or interval) symbols. By reordering the constant and
interval symbols in the vocabulary, each interval order can be transformed to an
interval sequence order.
Definition 6.5 (Interval Types)
Let A = (A,<, I1, . . . , Im, c1, . . . , ck) be an interval sequence order.
1. An interval atom is a formula x ∈ I, where x is a variable and I ∈ {I1, . . . , Im}.
2. A constant atom is a formula x = c, where x is a variable and c ∈ {c1, . . . , ck}.
3. An interval order type over variables {x1, . . . , xn} is a tuple η = (γ, δ), where
γ ∈ ∆1(x1, . . . , xn) is an order type and δ a set of interval and constant atoms,
where for each variable x ∈ {x1, . . . , xn} there is at most one interval- or
constant-atom containing x. We denote the set of interval order types over
variables {x1, . . . , xn} by Ξ(x1, . . . , xn).
4. An interval order type η = (γ, δ) ∈ Ξ(x1, . . . , xn) is satisfied by a tuple ā =
(a1, . . . , an) ∈ An, if the entries of ā satisfy γ and all atoms in δ.
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5. A complete interval order type η = (γ, δ) ∈ Ξ(x1, . . . , xn) is an interval order
type satisfying:
(a) δ contains for each variable x ∈ {x1, . . . , xn} an interval atom or a constant
atom.
By δ(x) we denote the interval or the constant symbol in this atom.
(b) γ contains the following atoms: For each pair (xi, xj) of variables (1 ≤
i < j ≤ n), with δ(xi) = δ(xj) = I` for some ` ∈ {1, . . . ,m}, γ contains
one of the atoms
(xi < xj), (xi = xj), (xj < xi) .
6. We denote the set of all complete interval oder types over variables {x1, . . . , xn}
by Υ(x1, . . . , xn).
7. The complete order type γ′ ∈ ∆1(x1, . . . , xn) induced by a complete interval
order type η = (γ, δ) ∈ Υ(x1, . . . , xn) is the complete order type γ′ with γ ⊆ γ′
and which for each pair of variables (xi, xj) with 1 ≤ i < j ≤ n contains an
atom
(xi < xj), if δ(xi) < δ(xj)
(xj < xi), if δ(xj) < δ(xi)
The last part of this definition justifies, why a complete interval order type η =
(γ, δ) is called complete, even if γ does not contain an order atom for each pair of
variables: The missing order atoms are induced by the interval sequence and the
corresponding order on the intervals and constants.
Example 6.6 We consider the following interval order A, which is the restriction of
the real numbers to the interval [0, 10]: A = (A,<, I1, I2, c1, c2) with A = [0, 10] ⊂ R,
c1 = 0, c2 = 10, I1 = (0, 5] and I2 = (5, 10).
Then A is an interval sequence order with
I1 < I2 and c1 < c2 .
We have a look at η1 = (γ1, δ1) ∈ Ξ(x1, x2, x3) with:
γ1 = {x1 < x2, x2 < x3}
δ1 = {x1 ∈ I1, x2 ∈ I1}
This interval order type is not complete, since there is no atom containing x3 in δ1.
The following similar type η2 = (γ2, δ2) ∈ Ξ(x1, x2, x3) with
γ2 = {x1 < x2}
δ2 = {x1 ∈ I1, x2 ∈ I1, x3 = c2}
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however, is complete, since it contains an atom in δ2 for each variable and for each
pair of variables in the same interval, i.e. δ2(x1) = δ2(x2) = I1, γ2 contains an order
atom.
The induced complete order type γ′2 of η2 is:
γ′2 = {x1 < x2, x2 < x3, x1 < x3}
After defining some form of order types for interval sequence orders, we have a
look at a distance type concept to be able to describe datalog computations by types.
Instead of labeling the atoms as distance atoms, as in Chapter 5, we define a function
λ which replaces this labeling and assigns each order atom a vector of distances, one
distance per interval. Intuitively, this vector states how many intermediate elements
in each interval have to exist to make the type satisfiable.
Definition 6.7 (Interval Distance Types)
Let A = (A,<, I1, . . . , Im, c1, . . . , ck) be an interval sequence order.
1. Let η = (γ, δ) be a complete interval order type, let γ′ be the complete order
type induced by η and let γ′′ ⊆ γ′ be the set of all inequality atoms in γ′. Let λ
be a function mapping inequality atoms to vectors of nonnegative numbers,
λ : γ′′ → Nm .
Then κ = (η, λ) is called an interval distance type and the set of all interval
distance types over variables {x1, . . . , xn} is denoted by Λ(x1, . . . , xn).
2. A tuple ā = (a1, . . . , an) ∈ An satisfies κ = (η, λ) = ((γ, δ), λ) with γ′′ as defined
above, if
(a) ā satisfies η and
(b) for each atom (xi < x′i) ∈ γ′′ and j ∈ {1, . . . ,m} with (λ(xi < xi′))j > 0,
there exist b1, b2, . . . , b(λ(xi<xi′ ))j ∈ Ij with
ai < b1 < b2 < · · · < b(λ(xi<xi′ ))j < ai′
Example 6.8 We continue Example 6.6: Let κ1 = (η2, λ1) with η2 be as above. The




(2, 0), if t = (x1 < x2)
(0, 0), if t = (x1 < x3)
(0, 0), if t = (x2 < x3)
Then κ1 is satisfied by ā = (1, 4), using b1 = 2 and b2 = 3 in Definition 6.7 for the
atom t = (x1 < x2), as elements in I1 satisfying a1 < b1 < b2 < a2.
On the other hand, κ2 = (η2, λ2) with λ2(x1 < x2) = (0, 1) (and λ2(t) = (0, 0) for
t 6= (x1 < x2)), is not satisfiable: For a satisfying assignment there would have to
be an element b1 in I1, by the interval atoms containing x1 and x2, and this element
would have to be from I2 by λ2, which is a contradiction since the intervals are disjoint.
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Remark 6.9 Let A = (A,<, I1, . . . , Im, c1, . . . , ck) be an interval sequence order.
Then for each n, the set Λ(x1, . . . , xn) can be partially ordered:
Let κ1, κ2 ∈ Λ(x1, . . . , xn) with κ1 = (η, λ1) and κ2 = (η, λ2). Then we let κ1  κ2
if and only if for all atoms t = (xi, x′i) ∈ γ and all j = 1, . . . ,m:
(λ1(t))j ≤ (λ2(t))j
The following implication similar to Lemma 5.3 can be derived directly from the
definition:
For all κ1, κ2 ∈ Λ(x1, . . . , xn) with κ1  κ2 and all tuples ā ∈ An the following
holds:
If ā satisfies κ2, then ā satisfies κ1.
With these tools, we are ready to describe computations of datalog programs on
interval sequence orders, similar to Lemma 5.27. In this chapter we will only consider
type disjoint programs on interval sequence orders which we will define first:
Definition 6.10 (Interval Order Type Disjoint Program)
A datalog program Π over an interval sequence order A is interval order type
disjoint if for each IDB P of Π there exists a complete interval order type η, such
that for all tuples ā ∈ Aar(P ) it holds that
ā ∈ PΠ,A∞ =⇒ ā satisfies η .
In the following lemma we show the connection between interval distance types
and datalog computations. The methods used in this proof are a generalization of
the proof of Lemma 5.5 and the proof is presented here to justify the creation of an
initialization sequence to solve DATALOG-NONEMPTINESS.
Lemma 6.11 Let Π be an interval order type disjoint program over an interval se-
quence order A = (A,<, I1, . . . , Im, c1, . . . , ck). Then for each i > 0 and each IDB P
of Π there exists a finite set Θ(P, i) ⊂ Λ(x1, . . . , xar(P )) such that for all ā ∈ Aar(P ) it
holds that
ā ∈ PΠ,Ai ⇐⇒ there is a κ ∈ Θ(P, i) such that ā satisfies κ .
Proof: We prove this lemma by induction on the stages, similar to Lemma 5.27.
Parallel to the proof of this lemma we give a brief overview of the notations and ideas
in Example 6.12.
For the induction base assume that a rule ρ is applied containing only EDBs in
the body. Following the type disjoint form of the program Π, all satisfying assign-
ments of ρ have to satisfy some fixed complete interval order type η = (γ, δ) and its
induced complete order type γ′. Using this type and the EDB atoms of ρ we build a
directed graph G = (V,E) with vertex labels.
The vertex set of G is the set of variables of ρ with the exception that for xi, xj
with (xi = xj) ∈ γ′ we create only one vertex for these variables.
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The edge set is created from the EDBs atoms of ρ and the order atoms of γ′:
For each atom xi < xj, we add an edge (xi, xj). The vertex labels ψ : V →
{I1, . . . , Im, c1, . . . , ck} are defined from the atoms of the form Ii(xj) in ρ and δ.
If a conflict arises during this construction, then there is no valid instantiation
of rule ρ, which contradicts our assumption. After creating this graph G there may
be vertices {z1, . . . , zn} on which ψ is not defined and we have yet to assign labels
to these vertices. Since there could be more than one way of assigning these labels
to get a satisfiable type, we consider copies {G1, . . . , Gnm+k} of the graph G, one
for each assignment of intervals and constants {I1, . . . , Im, c1, . . . , ck} to the variables
{z1, . . . , zn}.
For each graph Gj we check if Gj is consistent, where Gj is inconsistent if a
directed cycle exists in Gj or if an edge (v1, v2) exists in Gj with ψ(v1) > ψ(v2) which
would imply variables assigned to constants or values in intervals contradicting the
order of these objects. We remove Gj if it is inconsistent.
Now each remaining Gj is consistent and leads to a set of variable assignments
being instantiations of the rule ρ which we encode in an interval distance type κj:
For each pair of rule head variables (xi, xi′) for which a directed path p from xi to
xi′ exists in Gj, there is also an atom xi < xi′ in γ′, since γ′ is complete. We define
λ(xi < xi′) by considering the set of all directed paths D := {p1, . . . , p`} from xi to
xi′ in Gj. For each ν ∈ {1, . . . ,m} and each p ∈ {p1, . . . , p`} we count the number
of internal vertices on p which are labeled by Iν . and denote this number by n(p, ν).
For each Iν we choose the path with the maximal value n(p, ν) to define λ(xi < xi′):
λ(xi < xi′) := (max
p∈D
{n(p, 1)}, . . . ,max
p∈D
{n(p,m)})
Now assume that a tuple ā satisfies κj = (η, λj) and hence satisfies the complete
interval type η of IDB P . For each pair of tuple entries (ai, ai′) with (xi, xi′) ∈ γ′
(recall, that this is the complete order type induced by η and also satisfied by ā), there
exist (λj(xi < xi′))ν) pairwise different elements in Iν between ai and a′i. Collecting
these elements for all atoms in γ′, they can be used for an instantiation of the rule ρ.
If on the other hand we have an instantiation ā of the rule ρ for head variables
x̄ and b̄ for the variables ȳ occurring in the body only then ā satisfies η = (γ, δ) and
hence also the induced complete order type γ′. Each of the tuple entries of b̄ will be
in some interval or be equal to a constant and we may choose the graph Gj with the
coinciding vertex labeling. Since the tuples ā and b̄ lead to a satisfying assignment
of the variables, Gj may not be inconsistent, hence there will be a type κj satisfied
by ā.
In the induction step we have a rule ρ with some head IDB P and a body
containing both EDB and IDB atoms, which is applied in stage i− 1 to get stage i.
We let Θ(P, i) = Θ(P, i− 1) and create some types which are added to Θ(P, i) using
rule ρ.
Since the program is interval type disjoint, there is a complete interval order type
η = (γ, δ), which all tuples in PΠi have to satisfy for all i ≥ 0, and a complete order
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type γ′ induced by η. We denote the IDB occurrences in the body of ρ by P1, . . . , P`.
By induction assumption we have for each of these IDB occurrences Pj a nonempty
type set Θ(Pj, i − 1). We now consider each combination (τ1, . . . , τ`) of types, and
denote ((γj, δj), λj) = τj and by γ′j the induced complete order type.
For each such (τ1, . . . , τ`) we create a directed graph G = (V,E) with vertex labels
ψ and edge labels σ. The vertices of G are the variables of ρ, where as above only
one vertex is used for variables xi, xi′ with (xi = xi′) ∈ γ′. The edges are created
corresponding to the EDB atoms of ρ (an edge (xi, xi′) for each atom xi < xi′), the
order type γ′, and all order types γ′j.
The edge labels σ : V → Nm are used to collect the distance information from all
interval distance types: For each edge e = (xi, xi′) ∈ E, let Le ⊂ {1, . . . , `} be the set
of ν ∈ {1, . . . , `} with (xi < xi′) ∈ γ′ν . Informally, the set Le contains all the indices
of the types from {τ1, . . . , τ`} with some distance information about the endpoints of




and label the edge with a vector containing all these maximums:
σ(e) = (d1(e), . . . , dm(e)) .
For each edge e = (xi, xi′) the label σ(e) gives us some information that is common
to all satisfying assignments to the variables: If ai is assigned to xi and ai′ to xi′ in a
satisfying assignment, then ai < ai′ and for each j = 1, . . . ,m there have to be (σ(e))j
different elements in Ij between ai and ai′ to satisfy all types τ1, . . . , τ` simultaneously.
As last part of the graph G we define a vertex labeling ψ which is analogous to the
one in the induction base: We label each vertex with either an interval or a constant,
according to δ and δ1, . . . , δ`. If there is an inconsistency in this step, we drop this
combination (τ1, . . . , τ`) of types and carry on with the next one.
After this process, there may be vertices {z1, . . . , zn} which are still unlabeled. As
in the induction base we create (m + k)n copies of G, each with a different labeling
of these vertices with an interval or a constant.
Since only a consistent graph may lead to a satisfiable type, each graph G′ is now
checked for consistency:
• If there is a directed cycle in G′ then G′ is inconsistent, since variables x on
this cycle will have to satisfy x < x, which is impossible.
• For each edge we check if the endpoints are labeled consistently: Let e = (x, y)
be an edge of G′. Then x and y are labeled consistently if
– x and y are labeled with the same interval, i.e. ψ(x) = ψ(y) = Ij for some
j, or
– the labels obey the order relation x < y, i.e. ψ(x) < ψ(y).
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• For each vertex we check if the labels of the ingoing edges are consistent with
the vertex label: Let x be a vertex of G′ with label ψ(x) and let e = (y, x) be an
ingoing edge. If there is a j ∈ {1, . . . ,m} with (σ(e))j > 0 and ψ(x) < Ij then
G′ is inconsistent: In this case for a satisfying variable assignment assigning
some value a to x, there would have to be an element b ∈ Ij with b < a, since
b has to be between the values assigned to y and x, and following from b ∈ Ij
and ψ(x) < Ij also a < b would hold, a contradiction.
• We run an analogous procedure for all outgoing edges for each vertex.
By construction, each vertex is labeled with an interval and a constant. Intervals
and constants can be ordered linearly in an interval sequence order and we can use
the transitivity to restrict our consistency check to edges only.
From each remaining graph G = (V,E) with labels ψ and σ, a interval distance
type κG = ((γ, δ), λG) is created and added to Θ(P, i):
For each pair of variables (xi, xi′) in G, such that the set of paths from xi to xi′ ,
WG(xi, xi′) is nonempty, let for j = 1, . . . ,m




(σ(e)j + nj(p)) ,
where nj(p) denotes the number of vertices x on path p with ψ(x) = Ij.
Intuitively, (λ(xi < xi′))j counts the number of elements from Ij which occur
on the path from xi to xi′ , either directly in G, or in the recursively created edge
labelings. By construction of the graph, a tuple ā is satisfying κG if and only if there
is a variable assignment to the variables occurring only in the body, such that the
types used for labeling the edges of the graph are satisfied.
It now remains to show that the tuples in PΠi are exactly those which satisfy a
type in Θ(P, i).
• Each ā ∈ PΠi is either contained in some PΠj for j < i, in which case it satisfies
some κ ∈ Θ(P, j) ⊆ Θ(P, i) by induction hypothesis, or it is added in stage i.
But then ā is part of an instantiation (ā, b̄) of rule ρ. By induction hypothesis
the corresponding tuple entries satisfy some interval distance types for the IDBs
P1, . . . , P`. The entries of tuple b̄ assigned to the body variables of ρ each satisfy
some interval or constant atom. In the above construction, there will be a graph
G corresponding to these interval and order atoms and since we have a satisfying
assignment (ā, b̄), this graph will be consistent and lead to an interval distance
type κG satisfied by ā.
• Let a tuple ā satisfy one of the types κ ∈ Θ(P, i). If ā satisfies a κ ∈ Θ(P, i−1),
then by induction hypothesis, ā ∈ PΠi−1 ⊆ PΠi . Now let ā satisfy only a κ ∈
Θ(P, i) \ Θ(P, i − 1). From ā and κ = (η, λ) we create an instantiation of ρ:
For each pair (ai, aj) with ai < aj, we know the number of elements in each
interval that exist between ai and aj. By the way how κ was created, we know
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that there is a directed graph G with edge and vertex labelings as above, which
is consistent. For this, the vertices corresponding to the body variables of ρ
which are not labeled using the atoms of rule ρ, need to be labeled. By the
construction of the function λ, there is a labeling for each such node with an
interval or a constant and a type τj ∈ Θ(Pj, i − 1) for each IDB Pj of rule ρ,
such that the graph created is consistent and hence types τj are satisfiable with
a common variable assignment of ρ.
By induction hypothesis, we know that all variable assignments satisfying each
τj are included in the corresponding relation (Pj)Πi−1. Hence the variable as-
signment satisfying these types leads to an instantiation of rule ρ and therefore
ā ∈ PΠi .

Example 6.12 (For Lemma 6.11)
For an example demonstrating the graphs created in the proof of this lemma, we
use the interval sequence order defined in Example 6.6: A = (A,<, I1, I2, c1, c2) with
A = [0, 10] ⊂ R, c1 = 0, c2 = 10, I1 = (0, 5] and I2 = (5, 10).
On this structure we consider the following datalog program (which is interval type
disjoint):
P (x, y) ← I1(x), x < z, I1(z), I2(w), w < y, I2(y). (6.1)
P (x, y) ← P (x, z), z < w, w < y, I2(y). (6.2)
(6.1) is a non recursive rule and can be considered in the induction base. From






γ = ∅, γ′ = {x < y},
δ = {x ∈ I1, y ∈ I2},
λ1(x < y) = (1, 1),
κG1 = ((γ, δ), λ1)
This graph G is created from the complete order type γ′ induced by the complete
interval order type η = (γ, δ). From this graph G, the function λ is created, consider-
ing the two paths from x to y and using the maximum element count in each interval.
Together with η this is the interval distance type κG1 which additionally to η contains
the information that for each tuple (a1, a2) satisfying this type, there have to exist
b1 ∈ I1 and b2 ∈ I2 with a1 < b1 < b2 < a2.
For the rule in (6.2) the interval order type is (by coincidence) the same as for the
first rule. As recursive rule, we use it to show an example for the graph G2 created
in the induction step of the proof of the preceeding lemma. Beside vertex labels as












γ = ∅, γ′ = {x < y},
δ = {x ∈ I1, y ∈ I2},
λ2(x < y) = (1, 3),
κG2 = ((γ, δ), λ2)
Note that the program rule does not constrain w to any interval or constant and
this vertex has to be labeled. Since the labels c1 or I1 directly lead to an inconsistency
because of the label I2 of z, and because the label I2 of y does not allow label c2 for w,
the label I2 is the only remaining label for w.
κ2(x < y) is defined considering the two paths from x to y. While the direct path
(the edge (x, y)) has label (0, 0) and no internal vertices, the path over z and w has
a total edge label sum of (1, 1) and two internal vertices from interval I2, which leads
to λ2(x < y) = (1, 1) + (0, 2) = (1, 3).
Since the rule in (6.2) is recursive, we may use the type just created in the induc-
tion step to derive a new type, where the type created from graph G2 occurs in the











γ = ∅, γ′ = {x < y},
δ = {x ∈ I1, y ∈ I2},
λ3(x < y) = (1, 5),
κG3 = ((γ, δ), λ3)
But this type does not lead to new tuples in the IDB P since κG2  κG3.
If A is an interval sequence order in which the intervals are infinite sets, we
may solve DATALOG-NONEMPTINESS(A) by creating an initialization sequence,
similar to Lemma 5.14.
Lemma 6.13 (Initialization Sequence on Interval Sequence Orders)
Let A = (A,<, I1, . . . , Im, c1, . . . , ck) be an interval sequence order with infinite
intervals, i.e. for j = 1, . . . ,m, |Ij| =∞.
Let Π be an interval order type disjoint datalog program over A.
Then there exist an is ≤ nI and a sequence s = (ρ0, ρ1, . . . , ρis−1) of rules, such
that after applying ρi at stage i for i = 0, . . . , is− 1, the emptiness is determined, i.e.
for all IDBs P of Π it holds that
PΠ,Ais = ∅ ⇒ P
Π,A
∞ = ∅ . (6.3)
This sequence s can be computed in time polynomial in nR · nI .
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Proof: We create the sequence s by cycling through the rules nI times, adding
those rules to s which change an empty IDB to nonempty. Formally:
s = (ρ0, ρ1, . . . , ρis−1) such that there exist IDBs P1, . . . , Pis with (Pi)Πi = ∅, and
after applying ρi, (Pi)Πi+1 6= ∅ for i = 0, . . . , is − 1.
We continue this process until no more rules can be applied to make an empty
IDB nonempty, but this can happen at most nI times, immediately leading to the
time bound for the computation. Note that nonempty IDBs are never modified by s.
The reason why this is sufficient, is a combination of previously shown results:
By Lemma 6.11 each stage of an IDB relation can be expressed by a finite set of
interval distance types which have all the same underlying interval order type, since
the program is interval type disjoint. Let τ be an interval distance type created by
a rule application making an IDB nonempty. Because each interval in A is infinite
and the interval distance types are monotone by Remark 6.9, all tuples satisfying this
type with arbitrarily high distances between the tuple entries are also satisfying this
interval distance type τ , i.e. there will also be tuples satisfying all distance types τ ′
with τ  τ ′.
Note that if between two constants there are only finitely many elements, then all
these elements are labeled with constants and by their representation in the distance
type, the information about these finitely many elements is transferred from body
IDBs to the rule and head IDB.
So if a rule is applied, then for each body IDB P , there is a distance type τ in
the type set of P and we can choose tuples satisfying τ , with distances large enough
to find satisfying assignments for the other variables of the rule, which may occur in
other EDB or IDB atoms, even those constrained to be between tuple entries of P .
Thus a rule of Π can be instantiated if and only if all body IDBs are nonempty
and the interval order types of all head and body IDBs and the EDBs is consistent.
This consistency check can be implemented by representing the interval order type
of all rule variables as graph and checking it for consistency — as in the proof of
Lemma 6.11, but without the distance information and the corresponding edge labels.
This check will have running time polynomial in the rule length.




∣∣∣ RΠis = ∅ ∧ RΠ∞ 6= ∅} be the set of IDBs changing to nonempty
after s and assume U 6= ∅. Then for each R ∈ U there exist an iR ∈ N and a rule ρR
with:
RΠiR = ∅, and applying ρR : R
Π
iR+1 6= ∅ .
Let P ∈ U be the IDB with iP = min {iR | R ∈ U }. By the definition of U and by
the choice of iP , all Q ∈ U \ {P} have to satisfy QΠiP = ∅. Since a rule can be applied
if and only if all body IDBs are nonempty, the rule ρR cannot depend on them and
can be applied in stage iP leading to a sequence of rule applications making more
IDBs nonempty, a contradiction to the construction of s. 
In the rest of this chapter we will show how to achieve the conditions to apply
this lemma for colored orders.
95
6.1.3 Modifying Datalog Programs
The general idea in this chapter is to investigate a transformation from the colored
order A = (A,<,M1, . . . ,Mm, c1, . . . , ck) in question to an interval sequence order
B while keeping the solution of DATALOG-NONEMPTINESS(A) and DATALOG-
NONEMPTINESS(B) equivalent. This transformation from A to B will consist of
only finitely many changes, which can then be used in an algorithm transforming
programs on A to equivalent programs on B. For the generated program, DATA-
LOG-NONEMPTINESS(B) can then be solved by the methods introduced in the
previous section.
The main idea behind the interval sequence order B and the transformation from
A to B is that the memberships of elements in the monadic relation M1, . . . ,Mm can
be translated to memberships in the disjoint intervals.
Remark 6.14 The general plan for solving DATALOG-NONEMPTINESS(A) on
colored orders A = (A,<,M1, . . . ,Mm, c1, . . . , ck) consists of two phases and can be
summarized in the following way:
Phase 1: Analyze the structure A and create the solving algorithm for DATALOG-
NONEMPTINESS(A) by using an interval sequence order B.
Phase 2: Use this algorithm for solving problem instances (Π, P ) of DATALOG-
NONEMPTINESS(A).
The algorithm has two main parts:
1. Transform the program Π to an interval order type disjoint program Π′
according to the changes from A to B.
2. Generate the initialization sequence for Π′.
Note that for the second phase, we do not need to access the structures A and B,
since all information necessary for solving DATALOG-NONEMPTINESS is trans-
ferred to the program Π′ by our algorithm.
To transform the colored order A into an interval sequence order with infinite
intervals, we will add finitely many constants in a first stage to ensure that there
are no finite intervals left. Then all constants are ordered as in an interval sequence
order. To justify this, we introduce two technical lemmas formalizing some intuition
about the datalog programs and the change of constants:
Lemma 6.15 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a (colored or non-colored
order) with m ≥ 0, k ≥ 0 and let Π be a datalog program over A.
Let A′ = (A,<,M1, . . . ,Mm, c1, . . . , ck, ck+1, . . . , ck+`) be an expansion of A with
some additional constants, ` > 0.
Then Π is also a program over A′ and for each IDB P of Π the relations are the





Proof: Π does not use any of the constant symbols ck+1, . . . , ck+`, so all possible
computations of Π work exactly as on A. 
Lemma 6.16 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a (colored or non-colored
order) with m ≥ 0, k ≥ 1 and let Π be a datalog program over A.
Let π : {1, . . . , k} → {1, . . . , k} be a permutation.
Let Aπ = (A,<,M1, . . . ,Mm, c′1, . . . , c′k) be a colored order with the numbering of
the constants derived from A by applying the permutation π: For j = 1, . . . , k the
interpretations of the constants satisfy c′π(j) = cj.
Then the program Π can be translated to a program Π′ by replacing each occurrence
of each constant cj by c′π(j), for which all relations computed by Π and Π′ coincide,




Proof: Since the constants in Π are replaced with constants with the same inter-
pretation as in A, the computations of Π and Π′ coincide. 
6.2 Orders with one Monadic Relation and Con-
stants
The easiest case to demonstrate our method for solving DATALOG-NONEMPTI-
NESS on colored orders is the case of an order with one additional monadic relation
M and finitely many constants c1, . . . , ck for some k.
Given a colored order A = (A,<,M, c1, . . . , ck), we derive a finite sequence of
transformations from A to an interval sequence order B with infinite intervals. From
this finite set of transformations we derive a method to transform the input (Π, P ) of
DATALOG-NONEMPTINESS(A) to an interval order type disjoint program Π′ on
B for which we know how to solve the nonemptiness of the relations by the results of
the preceeding section.
We first partition the colored order A using the constants. An example for the
following definitions is given in Example 6.23.
Definition 6.17 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a linear order (m = 0)
or a colored linear order (m > 0) with k ≥ 0 and c1 < c2 < · · · < ck. Then the
intervals defined by the constants of A are for k > 0:
• I0 := {a ∈ A | a < c1}
• Ii := (ci, ci+1) := {a ∈ A | ci < a < ci+1} for i = 1, . . . , k − 1
• Ik := {a ∈ A | ck < a}
In the case k = 0, we let I0 = A.
We call I0, I1, . . . , Ik the constant intervals of the structure A.
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Together with the constants these intervals partition the universe A of the struc-
ture A.
For these constant intervals of the structureA, we replace all intervals that contain
only finitely many elements or only finitely many elements that are in M :
Definition 6.18 (Colored Order with Empty or Infinite Constants Inter-
vals)
Let A = (A,<,M, c1, . . . , c`) be a colored order with constants, without loss of
generality c1 < c2 < · · · < c`. Then we define the colored order with empty or infinite
constants intervals to A as the structure derived from A by the following steps:
1. Create the constant intervals as in Definition 6.17. For each interval I with
0 < |I ∩M | <∞, we add a new constant for each element of I ∩M .
2. For the structure created in the previous step, create the constant intervals and
then for each interval I with 0 < |I| <∞, add a new constant for each element
of I.
The resulting structure is then of the form A′ = (A,<,M, c′1, . . . , c′`′), where we
may again assume c′1 < · · · < c′`′.
This transformation has no impact on the nonemptiness of relations:
Lemma 6.19 Let A be a colored order with constants and A′ the colored order with
empty or infinite constant intervals to A. Let Π be a datalog program over A and P
an IDB of Π. Then PΠ,A∞ = ∅ if and only if PΠ,A
′
∞ = ∅.
Proof: Since we only add finitely many constants in the transformation from A
and A′ and change their ordering, the result follows directly from Lemma 6.15 and
Lemma 6.16. 
If we consider the constant intervals of the structure A′, then each constant in-
terval I has one of the following shapes:
1. I = ∅
2. I ∩M = ∅ and |I| =∞
3. |I ∩M | =∞
If we create an interval sequence order from A′ and omit the empty intervals, the
constants and the nonempty intervals form a partition of the universe A as desired.
However, the intervals of the third shape may contain elements of M and elements
not in M . To solve DATALOG-NONEMPTINESS without considering monadic
memberships, we will transform the structure into a shape in which each such interval
contains only elements from M . We achieve this by omitting all elements not in M
from each such interval. Formally the transformation, works as follows:
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Definition 6.20 (Colored Order With Empty or Uniform Infinite Con-
stant Intervals)
Let A′ = (A,<,M, c′1, . . . , c′`′) be a colored order with empty or infinite constant
intervals. We transform it to a colored order with empty or uniform infinite con-
stant intervals A′′ = (A′, <,M, c′1, . . . , c′`′) by the following transformation. Create
the constant intervals as in Definition 6.17.
For each interval I with I ∩M 6= ∅ and I \M 6= ∅, we replace I by I ∩M , thus
removing I \M from A′.
Using this transformation, we have changed all infinite intervals containing both
elements in M and not in M . That the nonemptiness of IDB relations has not been
changed is not obvious and remains to show:
Lemma 6.21 Let A′ = (A,<,M, c1, . . . , c`) be a colored order with empty or infinite
constant intervals. Let A′′ be the colored order with empty or uniform infinite constant
intervals as defined in the previous definition. Let Π be a datalog program over A′
and P an IDB of Π. Then it holds that
PΠ,A
′
∞ 6= ∅ ⇐⇒ PΠ,A
′′
∞ 6= ∅
Proof: One direction of the implication is straightforward: Since A′′ is a substruc-
ture of A′, each IDB relation nonempty on A′′ will also be nonempty on A′ by 2.4.
Now we need to show the other direction of this implication.
The main observation used for this proof is that since datalog is a positive exis-
tential formalism, a datalog program is not able to force some of the tuple entries of
a satisfying assignment to be not contained in M . So if there are enough elements
from M in each interval, we may simply replace the tuple entries not in M by entries
from M . More formally, we show the following claim by induction on the stages:
Let ρ be the rule applied in stage i during the computation of Π on A′ and let āb̄
be an instantiation of rule ρ in stage i, where ā is the tuple assigned to the head
variables. Let s be the sequence of rules in stages 0 to i−1 whose instantiations
are needed for the stage i; let d̄ be a tuple consisting of the concatenation of
these instantiations. Let τ be a distance type of the tuple c̄d̄āb̄, where c̄ are the
elements denoted by the constants c1, . . . , c`.
Then there is an instantiation ā′b̄′ of rule ρ in stage i on A′′ and there are
instantiations of the rules in s on A′′, concatenated into a tuple d̄′ such that the
tuple c̄d̄′ā′b̄′ satisfies τ . Entries of d̄āb̄ occurring in some unchanged constant
intervals are equal to the corresponding entries of d̄′ā′b̄′.
Induction base: Rule ρ only contains EDB atoms in the body, i.e. order atoms
and atoms of the form M(x). d̄ and d̄′ are empty. From āb̄ we create ā′b̄′: For each
unchanged interval we copy the elements from āb̄.
99
Let I be a constant interval that differs between A′ and A′′. Since I is infinite,
we may choose the corresponding elements for ā′b̄′ to satisfy the order atoms of ρ
and the distance type τ (together with the elements from the other intervals and the
constants c̄, which are all greater or smaller than all elements of I). After we have
chosen elements satisfying τ for all changed intervals, the tuple c̄ā′b̄′ will satisfy τ .
All entries of ā′b̄′ in the changed intervals are also from M , so each atom of the form
M(x) in ρ will also be satisfied, hence ā′b̄′ is an instantiation of ρ on A′′.
Induction step: Here a rule ρ is instantiated over A′ containing both IDB and
EDB atoms in the body.
In this rule, tuples from IDB relations are used to create the instantiation āb̄.
These tuples are from instantiations of rules in earlier stages and hence contained in
d̄. With the IDB occurrences in rule ρ some of these elements are assigned to the rule
variables and become part of the instantiation āb̄, hence certain entries of d̄ have to
be equal to some entries in āb̄.
We describe the rule instantiation by a distance type: If two entries s and t of
c̄d̄āb̄ are assigned to the same variable, we add an atom s = t to τ . If there is an
order atom x < y in this rule, and the corresponding entries of c̄d̄āb̄ are s and t, we
add an order atom s < t to τ . We then compute the transitive closure of τ , where we
sum order atoms to distance atoms, i.e. s < t and t < u would lead to the distance
atom s <2 u.
Note that then entries of the tuple d̄c̄āb̄ from different IDB occurrences and hence
different rule instantiations are then forced to be equal, if they are assigned to the
same variable in ρ.
Let τ ′ be the restriction of τ to c̄d̄ which is created by removing the atoms con-
taining occurrences of entries of āb̄. c̄d̄ satisfies τ ′, and τ ′ is satisfiable if and only if
τ is satisfiable.
By induction hypothesis on the last rule instantiation in s, we know that there
is a tuple d̄′ containing the instantiations of the rules in s such that c̄d̄′ satisfies τ ′.
From this we can create a tuple c̄d̄′ā′b̄′ satisfying τ where in constant intervals of A′
that are unchanged in A′′, we may use the same values as in A′.
Then ā′b̄′ is an instantiation of ρ over A′′:
• The variables of ρ occurring in some IDB atoms in the body of ρ are assigned
to some of the entries of ā′b̄′ by τ and by τ we know that they are equal to
some tuple entries in the corresponding IDB relation.
• The variables occurring in some EDB order atoms in ρ are assigned values in
ā′b̄′ which satisfy the EDB order atom by the construction of τ .
• For each variable x occurring in some EDB atom of the form M(x), there are
two cases to consider: By the order atoms in τ containing x and some constants,
we know from which constant interval I of A′ the assignments to x were. If I is
an unchanged interval, the assignment is the same in A′′ (for variables occurring
in IDBs, this follows from the induction hypothesis). If I is a changed interval,
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then the corresponding interval I ′ contains only elements from M , so for each
variable assignment for x from I ′, the atomM(x) will be satisfied automatically.
Thus, all atoms of ρ are satisfied and ā′b̄′ is a rule instantiation as claimed. 
After deriving a transformation of the underlying structure A into a simpler form,
we discuss how an algorithm solving DATALOG-NONEMPTINESS(A) implements
these transformations into the datalog program. Similar to Lemma 5.12, we create a
modified version of the program such that the tuples in an IDB relation have all the
same type. For this task, we only need the structure A and the finitely many changes
from A to A′′ to hardwire them into the algorithm transforming the program. The
method for solving DATALOG-NONEMPTINESS introduced in Lemma 6.13 works
for an interval sequence order, so we need one further transformation:
Definition 6.22 Let A′′ = (A,<,M, c1, . . . , ck) be a colored order with empty or
uniform infinite constant intervals. Then the corresponding interval sequence order
B = (A,<, I1, . . . , Im, c1, . . . , ck) with some m ≤ k + 1 is the interval sequence order
created from A′′ by the following steps:
1. Create the constant intervals as in definition 6.17.
2. Remove the empty intervals.
3. Label the remaining intervals as I1, . . . , Im, where I1 < . . . < Im.
Before discussing how a datalog program is modified according to these transfor-
mations, we demonstrate the transformations in a small example:
Example 6.23 (For Definition 6.22)
Consider the colored order A = (A,<,M, c1, c2) with A = [0, 2] ∪ {3, 4, 5}, M =
[0, 1] ∪ {4}, c1 = 0 and c2 = 3, where [a, b] denotes the interval over the rationals
between a and b including endpoints, and (a, b), (a, b] denote intervals excluding both
or the lower endpoint respectively.
1. The constant intervals (see Definition 6.17) are: I0 = ∅, I1 = (0, 3), I2 =
(3, 5] = {4, 5}
2. The transformation in Definition 6.18 adds constants c3 = 4 and c4 = 5 for
interval I2. All other intervals are empty or infinite.
Hence A′ = (A, <,M, c1, c2, c3, c4).
3. The transformation in Definition 6.20 replaces the interval I1 (being the only
one having a nonempty intersection with M), on interval (0, 1]. Hence A′′ =
(A′, <,M, c1, c2, c3, c4) with A′ = [0, 1] ∪ {3, 4, 5}.
4. The interval sequence order derived as in Definition 6.22 has the shape: B =
(A′, <, I1, c1, c2, c3, c4) with A′ = [0, 1] ∪ {3, 4, 5}, I1 = (0, 1], c1 = 0, c2 = 3,
c3 = 4 and c4 = 5.
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We will now show how to convert the program Π over A to an interval type
disjoint program Π′ over the interval sequence order B. After the formal statement,
an example visualizes the steps for a program on a simplified version of the structure
considered in Example 6.23.
Lemma 6.24 Let A′′ be a colored order with empty or uniform infinite constant in-
tervals and let B = (A,<, I1, . . . , Im, c1, . . . , ck) be the corresponding interval sequence
order. Let Π be a datalog program over A′′.
Then there exists an interval order type disjoint program Π′ over B with the fol-
lowing properties:
1. For every IDB P of Π there are a number nP and IDBs P1, . . . , PnP of Π′ with









2. n′I ∈ O((k +m)mL · nI · 3m
2
L), n′R ∈ O((k +m)mR · 3m
2
R·(mI+1) · nR), m′R = mR
and m′L = mL, mI = m′I , where n′I , m′R, m′L, m′I are the parameters of Π′.
3. This program can be computed in time exponential in |Π|.
Proof: We describe an algorithm which is based on the constants and intervals
in A′′ and B and which has access to the information about the membership in M
of the constants in B and the occurring memberships of elements of each interval
in B. Altogether, this is a finite set of information which is hardwired into the
algorithm. As input, the program Π and the IDB symbol P are given, as output
Π′ and P1, . . . , PnP are produced. The algorithm runs in three phases: The first
creates copies of the rules with complete interval order types, the second ensures that
all monadic memberships are correctly transferred to the rules of Π′ and the third
renames the IDBs accordingly. Note that we do not check the consistency of the EDB
order atoms with the interval order type introduced for each rule.1
1. For each rule ρ of Π:
Let x1, . . . , x` be the variables of ρ. Let C = {I1, . . . , Im, c1, . . . , ck}. For each
ξ̄ ∈ C` and each complete order type γ ∈ Γ1(x1, . . . , x`):
If for some i, j: {(xi < xj), (xi = xj)}∩γ 6= ∅ and ξj < ξi, drop this combination
γ, ξ̄ and continue with the next.
Otherwise, we add a rule ρξ̄,γ to Π′ created from ρ with the following modifica-
tions:
1This consistency check is carried out in the calculation of the initialization sequence in
Lemma 6.13.
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(a) If ξi = Ij for some i, j, add Ij(xi) to ρξ̄,γ.
(b) If (xi < xj) ∈ γ for some i, j and ξi = ξj, add xi < xj to ρξ̄,γ.
(c) If ξi = cj for some i, j, replace all occurrences of xi by cj in ρξ̄,γ.
(d) If (xi = xj) ∈ γ for some i, j, replace all occurrences of xi by xj in ρξ̄,γ (or
by the corresponding variable or constant, if xj has been replaced earlier).
2. For each rule ρ of Π′:
(a) If there is an atom M(ci) in ρ for some i, but ci 6∈M , then delete rule ρ.
(b) If ρ contains atoms M(xi) and Ij(xi) for some i, j, but Ij ∩M = ∅, delete
ρ.
(c) Remove all atoms of the form M(x) or M(ci) from ρ.
3. The complete interval order type of the variables of each rule implies a complete
interval order type of the head variables, which we will call head IDB interval
order type.
(a) Let for each IDB P γP1 , . . . , γPp be the head interval order types of rules
with head IDB P .
(b) For each IDB P and each rule with head IDB P and interval order type
γPi (i = 1, . . . , p), replace the head IDB by a new IDB Pi.
(c) For each IDB P and each rule with an occurrence of P , determine for
each occurrence the interval order type of the variables in this occurrence,
determine the corresponding interval order type γPi and then replace this
occurrence of P by Pi. If no corresponding γPi can be found, delete the
rule.
The program created by this algorithm satisfies the first property of the claim: In
the first phase, each rule and hence each IDB is sliced into all interval order types,
that may occur in this rule. The tuples in the IDB relations computed by Π and by
the program created in the first phase coincide:
• Assume that a tuple ā is added using a rule of Π. Since the structure B has the
same universe as A and is partitioned into intervals and constants, the entries
of ā will all be contained in intervals or be equal to some constants. In our
algorithm, all possible combinations of intervals and constants are considered,
so the constants and intervals corresponding to ā occur in some rule, hence this
rule of the modified program can be applied to add tuple ā.
• Assume that a tuple ā is added using a rule ρ′ of the modified program. This
rule was created from a rule ρ of Π which may additionally include some atoms
of the form M(x). When ρ′ was created from ρ, in phase 2 the variable x was
constrained to an interval I (or constant) whose elements are all from M . So
each atom M(x) in rule ρ will be satisfied by ā and since the other atoms of ρ
are a subset of the atoms of ρ′, ρ can be used to add ā to the relation.
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In the third phase of the algorithm, each IDB is sliced into sets of tuples with the
same interval order type, by definition. The rules deleted in this step correspond to
inconsistent types and hence nonexistent tuples. Thus, the first claim holds.
The bounds of the parameters of the program Π′ are rough upper bounds by
counting the number of possibilities in the worst case. For n′I note that each IDB is
sliced into different interval order types for its at most mL variables. In each type,
each variable is contained in an interval or equal to a constant, adding up to (k+m)mL
possibilities. If some variables are in the same interval, their order type has to be
considered, for at most mL variables less than 3m
2
L different possibilities, which is the
last factor. The bound for mR is derived analogously.
For the running time, we have to consider the loops involved in the sketched
algorithm. The loops are clearly within the exponential bound, since the outer loop
iterates over the rules and the inner loop iterates over some types which are at most
exponentially many (as in the preceding paragraph). 
Example 6.25 In this example, we take a simplified version of the structures from
Example 6.23: A = ((0, 2] ∪ {3, 4}, <,M = (0, 1] ∪ {4}, c2 = 3) and B = ((0, 1] ∪
{3, 4}, <, I1 = (0, 1], c2 = 3, c3 = 4).
Let Π be the following datalog program over A:
ρ1 : P (x, y) ← M(y), x < y.
ρ2 : Q(x) ← P (x, c2).
We first sketch the phases 1 and 2 of the algorithm, for both rules. For the first
rule ρ1, we only consider the order type γ = {(x < y)}. For the other types, the
algorithm works similar (but produces inconsistent rules in these cases).
ξ1 ξ2 Phase 1 Phase 2
I1 I1 P (x, y) ← M(y), x < y, I1(x), I1(y).
I1 c2 P (x, c2) ← M(c2), x < c2, I1(x).
I1 c3 P (x, c3) ← M(c3), x < c3, I1(x). M(c3) ⇒ rule deleted
c2 I1 I1 < c2 ⇒ rule deleted
c2 c2 c2 = c2 ⇒ rule deleted
c2 c3 P (c2, c3) ← M(c3), c2 < c3. M(c3) ⇒ rule deleted
c3 I1,c2, c3 all deleted
I1 Q(x) ← P (x, c2), I1(x).
c2 Q(c2) ← P (c2, c2).
c3 Q(c3) ← P (c3, c2).
In the third phase the following program is created from these rules, where we omit
the inconsistent rules again:
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P1(x, y) ← x < y, I1(x), I1(y).
P2(x, c2) ← x < c2, I1(x).
Q1(x) ← P2(x, x2), I1(x).
With this lemma we are able to show the main claim of this section:
Theorem 6.26 On linear orders A = (A,<,M, c1, . . . , cr) with finitely many con-
stants (which may be used by the datalog programs) and one monadic relation M
DATALOG-NONEMPTINESS(A) can be decided in exponential time.
Proof: This is an implementation of our scheme from Remark 6.14.
Following Definitions 6.18 and 6.20 there is a colored order with empty or uniform
infinite constant intervals A′′ to A, such that for the program Π the nonemptiness
of each IDB is equivalent on A and A′′ by Lemmas 6.19 and 6.21. Definition 6.22
shows how to derive an interval sequence order B to A′′ and Lemma 6.24 shows how
to derive an interval order type disjoint program Π′ on B from Π in exponential time,
such that the nonemptiness of an IDB P of Π on A′′ is equivalent to the nonemptiness
of a finite set of IDBs of Π′ on B.
Using Lemma 6.13, we can compute the nonemptiness of all IDBs of Π′ on B
in time polynomial in |Π′|, which is exponential in |Π| by Lemma 6.24. Hence to
check if IDB P of Π is nonempty on A, we only have to check if one of the at most
exponentially many IDBs P1, . . . , Ps of Π′ is nonempty and have solved the problem.

We can use this method for a scenario introduced in Section 5.6, datalog on orders
with constants, but without colors. In this case, we just ignore the monadic relation
M , e.g. by lettingM = ∅ and solve DATALOG-NONEMPTINESS with this monadic
relation, leading to:
Corollary 6.27 On linear orders A = (A,<, c1, . . . , cr) with finitely many constants
(which may be used by the datalog programs) DATALOG-NONEMPTINESS(A) can
be decided in exponential time.
6.3 Colored Orders With Constants
In this section we will show how to transfer the methods introduced for colored orders
with one monadic relation to colored orders with two or more monadic relations. As
motivation for a sophisticated type concept which does not simply count the number
of elements in each monadic relation, we had a look at a structure with two monadic
relations in Example 6.3. In this example the elements contained in the monadic
EDB relations M1 andM2 occur in an alternating way making it impossible to define
two disjoint intervals that contain elements from one monadic EDB only. To be
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able to transfer the information of the monadic memberships (i.e. the memberships
of elements in monadic EDB relations) to an interval sequence order, we have split
the structure into smaller intervals. After this process each interval will contain
elements with a homogenous monadic membership only. For a finite structure like in
Example 6.3, we simply collect consecutive elements with the same membership into
an interval:
Example 6.28 Let A = (A,<,M1,M2) be the structure from Example 6.3, i.e. A =
{1, 2, 3, 4, 5, 6}, <A being the usual order, M1 = {1, 3, 6} and M2 = {2, 4, 5}.
A partition of A into disjoint intervals where each interval contains only elements
with one monadic membership is the following set of intervals:
I1 I2 I3 I4 I5
Interval [1, 1] [2, 2] [3, 3] [4, 5] [6, 6]
Monadic Membership M1 M2 M1 M2 M1
For infinite structures, we may not create such a finite partition any more, and on
infinite orders containing dense parts, extra care has to be taken to define intervals
consisting of elements with different monadic EDB memberships. It may also be the
case that the interval bounds needed are not part of the structure, as the following
example shows.




∣∣∣ x < √2} and M2 = {x ∈ Q ∣∣∣ √2 < x}. Then we can clearly split
this structure into the intervals I1 = M1 and I2 = M2, which are disjoint and ordered
I1 < I2. However, the upper bound of the open interval I1 and the lower bound of I2
is
√
2, which is not in A.
We will now prove a lemma in which this effect has to be considered and in the
proof it may be necessary to choose intervals with bounds not in the structure, but
from some completion. However, when we employ this result later on to convert the
datalog programs, there is no need for using the interval bounds explicitly. Rather
than using constants as interval bounds in datalog programs, intervals will just be
considered as special sets (or monadic relations) with the properties as defined in
Definition 6.4.
6.3.1 A Partition Lemma for Infinite Linear Orders
Before we concentrate on datalog programs on colored orders with more than one
monadic relation, we will show a lemma, which helps to classify the monadic mem-
berships of elements in intervals. On colored orders with more than one monadic
relation, each element may be in one or more of the monadic relations, leading to 2m
different memberships in the case of m monadic relations. To keep things clearer, we
present a more abstract version, where the monadic memberships are replaced by a
finite partially ordered set Σ, and the memberships of the elements are replaced by
a function ϕ.
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Lemma 6.30 Let k > 1 and Σ = {σ0, . . . , σk−1} be a finite set with a partial order
≤Σ on Σ, S be an infinite linearly ordered set and ϕ : S → Σ a mapping from S to
the set Σ satisfying ⋃
s∈S
{ϕ(s)} = Σ (6.4)
Then exactly one of the following cases holds:
P1 : There is an infinite sequence s0, s1, . . . , sk−1, . . . satisfying for all j ≥ 0
σj mod k ≤Σ ϕ(sj) (6.5)
P2 : There exist an ` ∈ N and a partition of S into (disjoint) intervals I0 < I1 <




∣∣∣ ∃x ∈ Ij with σi ≤Σ ϕ(x)} | < k
holds.
Informally, condition P1 states that there is an infinite sequence whose elements
dominate each element of Σ infinitely often, in some cycling fashion. By “x dominates
σ” we will refer to σ ≤Σ φ(x) and use this phrase analogously for sets.
Proof: If there exists a partition into intervals satisfying property P2, it is obvious
that there may not be a sequence satisfying property P1. For the other direction of
the proof we assume that there is no sequence satisfying property P1 and we will
create a partition into intervals with P2.
Since there is no sequence with property P1, there is a maximal m, such that
there exists a finite sequence s̃ = (s1, . . . , sm) in S such that for 1 ≤ j ≤ m, the
condition (6.5) is satisfied. We define a partition into intervals:
I0 = {x ∈ S | x ≤ s0}
Ij = {x ∈ S | sj−1 < x ≤ sj } for all j ∈ {1, . . . ,m}
Im = {x ∈ S | sm < x}
If this partition already has the property P2, we have found a suitable partition.
Otherwise, there is at least one interval Ij with ψ(Ij) = k and for each such interval
we show that it can be partitioned into a partition satisfying P2. Since there are only
finitely many intervals I0, . . . , Im, we may combine the intervals Ij with ψ(Ij) < k
and the partitions of the other intervals into a partition satisfying P2 as claimed.
Now let Ij be an interval with ψ(Ij) = k. We will create a partition of Ij with
property P2 based on the fact that s̃ has maximal length m.
Note that Ij is bounded from below by sj−1 and from above by sj with
σj−1 mod k ≤Σ ϕ(sj−1) and σj mod k ≤Σ ϕ(sj); for the interval I0 we may w.o.l.g.
assume s−1 = −∞ with σk−1 ≤Σ ϕ(s−1) as lower bound and for Im, sm+1 =∞ with
σm+1 mod k ≤Σ ϕ(sm+1) as upper bound.
To create the partition into intervals, we create a sequence sj−1 < ξ1 < ξ2 < · · · <
ξν < sj with maximal ν satisfying for all i:
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• σj+i−1 mod k ≤Σ ϕ(ξi) and
• the interval (sj−1, ξi] can be partitioned into finitely many intervals with prop-
erty P2.
The maximality of m yields ν < k, since otherwise we would have a longer se-
quence s̃′ (of length at least m+ ν) satisfying P1. On the other hand, the maximal-
ity of ν has the consequence that the interval (ξν , sj) does not contain an element
dominating σj+ν mod k, and hence ψ( (ξν , sj) ) < k. Then the intervals partitioning
(sj−1, ξν ] together with this interval form a partition of Ij with property P2.
It only remains to show how the elements ξ1 < ξ2 < · · · < ξν are chosen. Iter-
ating over i = 1, 2, . . . , k − 1, we check if the interval (ξi−1, sj) contains an element
dominating σj+i−1 mod k, where ξ0 = sj−1. If no such element can be found, we have
created the whole sequence of ξi’s, otherwise we choose ξi:
Let Ji be the biggest interval of elements that are all smaller than all elements




∣∣∣ y ∈ Ij ∧ σj+i−1 mod k ≤Σ ϕ(y) ⇒ x < y}
Since no element in Ji dominates σj+1−1 mod k, ψ(Ji) < k. Then the interval
J ′ = {x | Ji < x < sj } is nonempty and contains some x dominating σj+i−1 mod k.
Let Jx be the interval between Ji and x:
Jx = {y ∈ J ′ | Ji < y < x}
We choose ξi ∈ J ′ dominating σj+i−1 mod k and satisfying ψ(Jx) < k, which is
always possible:
Assume that for all x ∈ J ′ with σj+i−1 mod k ≤Σ ϕ(x), ψ(Jx) = k. We
choose such an x as xk−1.
By ψ(Jxk−1) = k we find an element yk−1 in Jxk−1 with σj+k−1 mod k ≤Σ
ϕ(yk−1). Since yk−1 ∈ J ′, there is an xk−2 ∈ J ′ with σj+i−1 mod k ≤Σ
ϕ(xk−2) and xk−2 < yk−1. By our assumption ψ(Jxk−2) = k and we may
choose an yk−2 ∈ Jxk−2 with σj+k−2 mod k ≤Σ ϕ(yk−2). Continuing until
y0, we extend the finite sequence s̃ by y0 < · · · < yk−1:
s1 < . . . < sj−1 < y0 < · · · < yk−1 < sj < · · · < sm
By construction, this sequence will satisfy the condition (6.5), a contra-
diction to the maximality of m. Hence we may choose x ∈ J ′ such that




To apply the lemma to colored orders, we define a description of the monadic re-
lations by a set of monadic memberships. Each of the elements in a colored order
A = (A,<,M1, . . . ,Mm, c1, . . . , ck) may be member of each of the monadic relations
M1, . . . ,Mm, so we have up to 2m different types of memberships in monadic rela-
tions present in A. We denote the set of memberships by µ∗ = {µ0, . . . , µ2m−1}, where
semantics behind this notation is understood as:
Definition 6.31 (Monadic Membership)
An element a ∈ A has membership µi if µi is the set of all monadic relation
symbols Mj with a ∈Mj.
A monadic membership mapping is a mapping ϕ : A → µ∗, returning the mem-
bership for each element of A.
The monadic memberships of a set S ⊆ A is the set ϕ(S).
Note that the membership set µ∗ is partially ordered by set inclusion. We extend
this partial order to vectors of memberships:
Definition 6.32 Let k ∈ N and let µ̄, ν̄ ∈ (µ∗)k. Then we define 4 as:
µ̄ 4 ν̄ ⇐⇒ for all i = 1, . . . , k : µi ⊆ νi
We define the set membership function ϕ on (µ∗)k as:
ϕ(µ) := (ϕ(µ1), . . . , ϕ(µk))
The set µ∗ and the restriction of ϕ to intervals will be used for applying
Lemma 6.30. For intervals which cannot be partitioned into smaller intervals con-
taining less elements from µ∗, Lemma 6.30 guarantees the existence of an infinite
sequence with cycling membership constraints.
6.3.3 Structure Transformations
As first step in the implementation of the plan from Remark 6.14 we derive a finite
set of transformations of the colored order A = (A,<,M1, . . . ,Mm, c1, . . . , ck) into an
interval sequence order B = (B,<, I1, . . . , Is, c1, . . . , ct). We use the structure A and
this finite set of transformations to create an algorithm to derive an interval order
type disjoint program Π′ over B for each program Π over A with which we can solve
DATALOG-NONEMPTINESS for Π.
The first stage of our transformation will be the inductive application of
Lemma 6.30 to transform the constant intervals of A into intervals with a restricted
appearance of monadic memberships, while the second stage is an analogon to Defi-
nition 6.20, where all finite intervals are replaced by constants.
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Definition 6.33 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a colored order and let
ϕ : A → µ∗ be the mapping denoting the monadic memberships of the elements
in A, where µ∗ denotes all occurring monadic memberships in A. Ai = (Ai, <
, I1, . . . , Is, c
′
1, . . . , c
′
t) is an interval sequence order to A, if Ai is an interval
sequence order derived from A by applying the following steps:
1. Compute the list L of constant intervals I0, . . . , Ik of A; copy the constants into
a list C.
2. If an infinite interval I from L has a partition with property P2 when
Lemma 6.30 is applied to S = I and Σ = ϕ(I), then delete I from the list
L and add the finitely many intervals of the partition of I. Iterate step 2 for
this new list L.
3. Let Ai = A. For each infinite interval I from L:
By Lemma 6.30 with S = I and Σ = ϕ(I), I contains a sequence s0, s1, . . . with
property P1. Delete the elements of I from B and add the elements s0, s1, . . . .
4. For each finite interval I from L, add a new constant to C for each element in
I and remove I from L.
5. Order C and L according to <.
6. Ai = (Ai, <, I1, . . . , Is, c′1, . . . , c′t), where I1, . . . , Is are the intervals from L and
c′1, . . . , c
′
t are the constants from C.
The colored interval sequence order Ac to A is the structure order Ac =
(Ai, <, I1, . . . , Is,M c1 , . . . ,M cm, c′1, . . . , c′t), where for each j, M cj = Mj ∩ Ai.
Having a look at these transformation steps it is unclear if there are only finitely
many steps involved, especially the transformations carried out in Step 2 could be
infinitely many. To see that they are only finitely many, we use an inductive argument:
At the beginning, the list L contains only finitely many intervals. In each execu-
tion of Step 2 an interval I with ψ(I) = `, for some number ` of different monadic
memberships, see Lemma 6.30, is considered. Each interval J created in the partition
of I has strictly less monadic memberships, ψ(J) < ψ(I).
Since each of the partitions contains only finitely many smaller intervals and there
are only finitely many different monadic memberships, Step 2 can only be executed
a finite number of times.
The resulting structure Ai satisfies all properties of an interval sequence order
and moreover its intervals have the following properties:
Lemma 6.34 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a colored order, let ϕ : A→
µ∗ be the mapping denoting the monadic memberships of the elements in A, where µ∗
denotes all monadic memberships occurring in A and let Ai be the interval sequence




• Either |ϕ(I)| = 1 or I contains a sequence of cycling monadic memberships,
i.e. applying Lemma 6.30 to S = I and Σ = ϕ(I), there is a sequence s0, s1, . . .
in I with property P1.
Proof: The first claim follows immediately from Step 4, since each finite interval
is removed. The second claim follows from Steps 2: After all iterations of Step 2,
there are no intervals with a partition satisfying property P2 of Lemma 6.30. So each
remaining interval I has to satisfy either |ϕ(I)| = 1, in which case all elements have
the same monadic membership, or for |ϕ(I)| > 1 there has to be a sequence s0, s1, . . .
with property P1 in I. The steps following Step 2 do not change this property, since
Step 3 keeps the sequence and Step 4 affects only finite intervals. 
Note that Ac is simply Ai with some additional monadic relations. Before we
show how to transform each program Π over A to an interval disjoint version over
Ai, we will show that for each program Π on A the nonemptiness of each relation
remains unchanged when evaluating Π on Ac. The following lemma is an adaptation
of Lemma 6.21 to this context.
Lemma 6.35 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a colored order, let ϕ : A→
µ∗ be the mapping denoting the monadic memberships of the elements in A, where µ∗
denotes all monadic memberships occurring in A.
Let Ac = (Ai, <, I1, . . . , Is,M c1 , . . . ,M cm, c′1, . . . , c′t) be the colored interval sequence
order to A.
Let Π be a program over A and let Π′ be a copy of Π, in which each constant
symbol from A is replaced by the corresponding constant symbol from Ac and each
monadic IDB from A by the corresponding monadic IDB from Ac. Let P be an IDB
of Π (and the corresponding IDB of Π′). Then it holds that
PΠ,A∞ 6= ∅ ⇐⇒ PΠ
′,Ac
∞ 6= ∅
Proof: Since Ai ⊆ A and Ac contains all monadic relations and constants of A
and Π only uses these symbols (not the additional constants or the intervals), the
implication from Ac to A is immediate.
For the other implication, we will prove the following claim by induction on the
stages of the evaluation of Π (and Π′):
Let ρi be the rule applied in stage i. Let (ρ0, . . . , ρi−1) be the rules applied
in the previous stages and let ξ ∈ N. Let µ ∈ (µ∗)ξ be a vector of monadic
memberships and let τ ∈ Γ1(x1, . . . , xξ) be an order type.
Let c̄ denote the tuple consisting of the constants of A (which is equal to the
tuple consisting of the corresponding constants of Ac).
Then C1 implies C2, which are as follows:
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C1: For all j with 0 ≤ j ≤ i, there is an instantiation ā(j)b̄(j) of rule ρj of Π
with elements of A such that
– the instantiation ā(i)b̄(i) of rule ρi only needs the elements of these
preceeding instantiations in the IDB relations, and
– there is a tuple e of elements from A such that the concatenation
ḡ := c̄ā(0)b̄(0) · · · ā(i)b̄(i)ē
of tuples satisfies τ and µ 4 ϕ(ḡ).
C2: For all j with 0 ≤ j ≤ i, there is an instantiation ā′(j)b̄′(j) of rule ρj of Π′
with elements of Ai such that
– the instantiation ā′(i)b̄′(i) of rule ρi only needs the elements of these
preceeding instantiations in the IDB relations, and
– there is a tuple e′ of elements from Ai such that the concatenation
ḡ′ := c̄ā′(0)b̄′(0) · · · ā′(i)b̄′(i)ē′
of tuples satisfies τ and µ 4 ϕ(ḡ′).
Induction base: The rule ρ does not contain IDB atoms in the body. The EDB
atoms are order atoms and monadic membership atoms.
We extend τ to τ ′ by adding all order atoms of ρ. If in ρ there are multiple
occurrences of a variable in the head IDB atom, then the corresponding tuple entries
of the instantiation have to be equal and we add a corresponding equality atom to
τ ′. For each constant in the head IDB atom of ρ, we add an equality atom with the
tuple entry and the constant.
Let µ′ be a vector of monadic memberships, which is created from µ by component-
wise union of the monadic memberships induced by the monadic atoms of rule ρ.
Then ḡ satisfies τ ′ and µ 4 µ′ 4 ϕ(ḡ). We will now create the tuple ḡ′ in Ac with
µ′ 4 ϕ(ḡ′) and satisfying τ ′.
Each entry of ḡ that is not from one of the intervals replaced by a sequence in
step 3 of Definition 6.33 is simply copied to the same position in ḡ′. These elements
are from parts of the universe A remaining unchanged and retain their monadic
memberships and their order type in Ac.
For the other entries of ḡ, we consider all elements in one interval modified in
step 3. Since the intervals are linearly ordered and we carry out the replacements
only within one interval at a time, the order type with the elements in other intervals
or constants will not change. Let I be an interval which is replaced by a sequence
s = (s1, s2, . . . ) in step 3 of Definition 6.33 and which contains some elements of ḡ.
We introduce two abbreviations for an easier notation: We collect the entries of ḡ
in I in a tuple h̄, which is ordered ascending. In ḡ′ there is a corresponding tuple h̄′
and when we assign some values to entries of h̄′, it will be an abbreviation for setting
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the corresponding entries of ḡ. For an entry x of h̄, let µ′(x) denote the element of
µ′ at the same position as x in ḡ.
h1 is the smallest entry of h̄ and there may be some entries h2, . . . , hj with values
equal to h1. If we collect all values µ′(h`) for ` = 1, . . . , j in a monadic membership
ν (by component-wise union) then ϕ(h`) ⊆ ν for all `. So I contains an element
dominated by the monadic membership ν and by the construction of s there is a
smallest index κ with ν ⊆ ϕ(sκ), hence for all `: ϕ(h`) ⊆ ϕ(sκ). We choose h′i = sκ for
each h` with 1 ≤ ` ≤ j. For the element hj+1 we analogously determine a κ′ such that
the conditions of the monadic memberships are satisfied, but with κ′ > κ. Since s is
infinite and contains all memberships present in I infinitely often in a cycling manner,
we will find such a κ′ with a sequence element with monadic membership dominating
µ′(hj+1) (possibly combined with memberships of other entries with values equal to
hj+1).
After determining replacement elements h̄′ for the whole tuple h̄, this tuple satis-
fies all order types that h̄ satisfies, since the entries appear in the same order. And
it satisfies µ′(h̄) 4 µ′(h̄′).
After finding replacement elements for all entries in intervals that were replaced
by a sequence, the tuple ḡ′ created satisfies τ ′ and µ′(ḡ) 4 µ′(ḡ′).
It remains to show that the part ā′(0)b̄′(0) of this tuple is an instantiation of ρ (as
rule of Π′). We have created τ ′ to contain all order atoms of ρ and atoms taking care
of the equality of tuple entries for variables occurring more than once in ρi and tuple
entries being equal to constants. We have created µ′ so that for a tuple satisfying
µ′ the part corresponding to the variables of ρ satisfy all monadic atoms. Hence all
atoms of ρ are satisfied by ā′(0)b̄′(0) and therefore it is an instantiation of ρ.
Induction step: The rule ρ contains IDB atoms in the body and may also contain
EDB order atoms and monadic EDB atoms in the body. As in the induction base,
we extend τ to τ ′ and µ to µ′ to contain all the monadic atoms of ρ and ensure that
entries of ḡ assigned to the same variable are equal. Additionally, we add equality
atoms for all variables of ρ occurring in IDB atoms of the body of ρ: If a variable x
is assigned an entry a of ā(i)b̄(i) in the instantiation of ρ and x also occurs in an IDB
atom Q, the tuple used from the relation Q was added in some previous instantiation
ā(j)b̄(j) with j < i and this instantiation contains an entry b corresponding to x in ρ.
We add an atom a = b to τ ′ (where a and b denote the entries of ḡ). These atoms of
τ ′ ensure that each satisfying tuple ḡ contains a consistent variable assignment of ρ.
Then ḡ satisfies τ ′ and µ 4 µ′ 4 ϕ(ḡ). We will now create the tuple ḡ′ with
µ′ 4 ϕ(ḡ′) and satisfying τ ′.
We apply the induction hypothesis for i − 1 on the tuple ḡ. In this case, the
instantiation ā(i)b̄(i) of ρ in the i-th stage is considered as part of the tuple ē: The
induction hypothesis is applied to:
ḡ := c̄ā(0)b̄(0) · · · ā(i−1)b̄(i−1)ē∗
with ē∗ = ā(i)b̄(i)ē.
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By the induction hypothesis we have a tuple
ḡ′ := c̄ā′(0)b̄′(0) · · · ā′(i−1)b̄′(i−1) ¯(e∗)′
with the properties from C2. Using the arity of ā(i)b̄(i) we can split ¯(e∗)′ into:
¯(e∗)′ = ā′(i)b̄′(i)ē′
Then the tuple ḡ′ satisfies τ ′ and hence also τ ⊆ τ ′ and µ 4 µ′ 4 ϕ(ḡ′). We only
have to show that ā′(i)b̄′(i) is an instantiation of ρ (as rule of Π′).
By the construction of τ ′, ā′(i)b̄′(i) is a consistent variable assignment of ρ and
it satisfies all order EDBs of ρ. By construction of µ′, all monadic atoms of ρ are
satisfied as well.
Now consider an IDB atom of ρ. By construction of τ ′, the entries of ā′(i)b̄′(i)
assigned to variables in this IDB atom are equal to some ā′(j) with j < i. Hence this
IDB atom is also satisfied.
Since all atoms of ρ are satisfied, ā′(i)b̄′(i) is indeed an instantiation of ρ as claimed.

Although in this proof the inductive argument was using an induction over the
number of rule applications, at each stage the elements of all previous stages were
considered as well and elements of future stages needed to compute the nonemptiness
of an IDB relation: the tuple ē. Using this technique we could ensure that the
replacement of some elements in the current stage will allow suitable replacement
elements for the rest of the computation.
6.3.4 Program Transformations
Having defined an interval sequence order Ai to a colored order A, we define a
transformation of a datalog program Π over A to an interval order type disjoint
program Π′ over Ai. Since we know that the nonemptiness of the relations of a
program Π on A is equivalent to the nonemptiness of the relations on the colored
interval sequence order Ac, we describe a transformation of a program Π over Ac
to an interval order type disjoint program Π′ over Ai. This transformation will not
affect the nonemptiness of IDB relations as we will show in the next lemma. The
transformation is a close adaption of the algorithm in Lemma 6.24.
Definition 6.36 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a colored order, let ϕ :
A → µ∗ be the mapping denoting the monadic memberships of the elements in
A, where µ∗ denotes all occurring monadic memberships in A. Let Ai = (Ai, <
, I1, . . . , Is, c
′
1, . . . , c
′
t) and Ac be as in Definition 6.33. The following algorithm takes
as input a datalog program Π over A and creates a program Π′ over Ai. We call the
program Π′ created by this algorithm the interval order type disjoint version of Π.
The algorithm runs in three phases:
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1. For each rule ρ of Π:
Let x1, . . . , x` be the variables of ρ. Let C = {I1, . . . , Im, c′1, . . . , c′t}. For each
ξ̄ ∈ C` and each complete order type γ ∈ Γ1(x1, . . . , x`):
If for some i, j {(xi < xj), (xi = xj)}∩γ 6= ∅ and ξj < ξi, drop this combination
γ, ξ̄ and continue with the next.
Otherwise, we add a rule ρξ̄,γ to Π′ created from ρ with the following modifica-
tions:
(a) Replace all constants of A by the corresponding constants of Ai.
(b) If ξi = Ij for some i, j, add Ij(xi) to ρξ̄,γ.
(c) If (xi < xj) ∈ γ for some i, j and ξi = ξj, add xi < xj to ρξ̄,γ.
(d) If ξi = c′j for some i, j, replace all occurrences of xi by c′j in ρξ̄,γ.
(e) If (xi = xj) ∈ γ for some i, j, replace all occurrences of xi by xj in ρξ̄,γ (or
by the corresponding variable or constant, if xj has been replaced earlier).
2. For each rule ρ of Π′:
(a) If there is an atom Mj(c′i) in ρ for some i, j, but c′i 6∈Mj in Ac, then delete
rule ρ.
(b) If ρ contains atoms Mj(xi) and Ij′(xi) for some i, j, j′, but there is no
a ∈ Ij′ with Mj ∈ ϕ(a) in Ac, delete ρ.
(c) Remove all atoms of the form Mj(x) or Mj(c′i) from ρ.
3. The complete interval order type of the variables of each rule implies a complete
interval order type of the head variables, which we will call head IDB interval
order type.
(a) Let for each IDB P γP1 , . . . , γPp be the head interval order types of rules
with head IDB P .
(b) For each IDB P and each rule with head IDB P and interval order type
γPi (i = 1, . . . , p), replace the head IDB by a new IDB Pi.
(c) For each IDB P and each rule with an occurrence of P , determine for
each occurrence the interval order type of the variables in this occurrence,
determine the corresponding interval order type γPi and then replace this
occurrence of P by Pi. If no corresponding γPi can be found, delete the
rule.
Lemma 6.37 The algorithm in Definition 6.36 computes an interval order type dis-
joint program Π′. For each IDB P of Π there is a value nP and a set of IDBs
{P1, . . . , PnP } of Π′ with pairwise different interval order types.
The running time of this algorithm is in O(d|Π|) for some suitable constant d
depending on A and also |Π′| ∈ O(d|Π|).
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Proof: The algorithm in Definition 6.36 is based on the monadic memberships
and the order of the constants and intervals of Ac.
That the program is in the interval order type form as claimed is immediate from
the algorithm. Since the number of intervals and constants is constant, counting the
different possibilities in the steps of the algorithms leads to a length of Π′ that is at
most exponential in |Π|.
The running time of the algorithm can be analyzed exactly as in Lemma 6.24,
with one exception: Phase 2.
Here, monadic memberships have to be considered, but a closer look reveals that
we only need a finite set of information depending on the structures A and Ai, and
independent of Π. In step 2(b), for each constant of Ai, we need to access its monadic
memberships in Ac. All we need in step 2(c), is for each interval and monadic relation
the information whether this interval contains an element of this membership in Ac.
After the structure transformation, this finite set of information is known and can be
hardwired into the algorithm. 
The program created by the algorithm in this lemma can be used to solve DATA-
LOG-NONEMPTINESS, since it is an interval order type disjoint program over
an interval sequence order with infinite intervals which are the prerequisites for
Lemma 6.13. To solve DATALOG-NONEMPTINESS(A) we have to establish the
connection between the nonemptiness of the IDBs of Π on A and the IDBs of its
interval order type disjoint version Π′ on Ai.
Lemma 6.38 Let A = (A,<,M1, . . . ,Mm, c1, . . . , ck) be a colored order, let ϕ :
A → µ∗ be the mapping denoting the monadic memberships of the elements in A,
where µ∗ denotes all occurring monadic memberships in A and let Ai = (Ai, <
, I1, . . . , Is, c
′
1, . . . , c
′
t) and Ac = (Ai, <, I1, . . . , Is,M c1 , . . . ,M cm, c′1, . . . , c′t) be defined
as in Definition 6.33.
Let Π be a datalog program over A and Π′ be the interval order type disjoint
version of Π created by the algorithm in Definition 6.36.




∞ 6= ∅ ⇐⇒ ∃j ∈ {1, . . . , nP} with (Pj)Π
′,Ai
∞ 6= ∅ (6.6)
Proof: We will split the proof into two auxiliary lemmas, one for each implication
of the claim and both working by induction on sequences of rule applications. The
first lemma basically states that each instantiation of rules of Π is also an instantiation
of some corresponding rules of Π′.
Lemma 6.39 Let (ρ0, . . . , ρi) be a sequence of rules of Π and for j = 0, . . . , i let
ā(j)b̄(j) be an instantiation of ρj over Ac for which only the elements of earlier in-
stantiations need to be present in the IDB relations occurring in the body of ρj.
Then there is a sequence (ρ′0, . . . , ρ′i) of rules of Π′, where for each j rule ρ′j was
created from ρj in Definition 6.36, and for each j, ā(j)b̄(j) is an instantiation of ρ′j
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over Ai for which only elements from earlier instantiations ā(j′)b̄(j′) with j′ < j are
needed.
Proof: Induction base: In this case we have a rule ρ0 whose body consists
entirely of EDB atoms. This rule is in Definition 6.36 replaced by modified copies
of this rule, each with different interval order type, for all interval order types that
together with the order atoms and monadic atoms of ρ0 are satisfiable. Since the
instantiation ā(0)b̄(0) satisfies some interval order type τ , there is a rule ρ′0 with this
interval order type whose atoms are all satisfied by ā(0)b̄(0).
Induction step: In this case, the rule ρi contains IDB atoms in the body. By
induction hypothesis, for each body IDB atom P there is an instantiation ā(j′)b̄(j′) with
j′ < j adding some elements to the IDB P , which are then used in the instantiation
ā(i)b̄(i) of ρ.
In Definition 6.36 the rule ρi is replaced by a modified copy of this rule, one for
each satisfiable interval order type, there is a rule ρ′i whose interval order type τ is
satisfied by ā(i)b̄(i). Since the IDB atoms of this rule are satisfied by induction and
the EDB atoms by τ , the tuple ā(i)b̄(i) is an instantiation of rule ρ′i, as claimed. 
The second lemma has a similar approach as Lemma 6.38, creating for each se-
quence of instantiations a set of suitable replacement elements for elements from Ai
which do not satisfy the monadic memberships required. In the following lemma we
will use the following notation:
Definition 6.40 Let ā ∈ Ak and let µ ∈ (µ∗)k. Let µ(ai) := µi for all i. For
a tuple b̄ ∈ A` consisting of some or all entries of ā, we extend this definition to
µ(b̄) = (µ(b1), . . . , µ(b`)), where µ(bj) = µ(ai), if bj is the i-th entry of ā.
Lemma 6.41 Let ξ ∈ N, let µ ∈ (µ∗)ξ be a vector of monadic memberships and let
τ ∈ Γ1(x1, . . . , xξ) be an order type. Let c̄ denote the tuple consisting of the constants
of A (which is equal to the tuple consisting of the corresponding constants of Ac).




instantiation of rule ρ′j of Π′ with elements of Ai such that
• the instantiation ā′(i)b̄′(i) of rule ρ′i only needs the elements from these preceeding
instantiations in the IDB relations, and
• there is a tuple e′ of elements from Ai such that the concatenation
ḡ′ := c̄ā′(0)b̄′(0) · · · ā′(i)b̄′(i)ē′
of tuples satisfies τ .
• For each entry h of ḡ′ equal to a constant of Ai, µ(h) 4 ϕ(h).
• For each entry h of ḡ′ from an interval I of Ai, there exists an entry h′ ∈ I
with µ(h) 4 ϕ(h′).
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Then it holds that:
There are rules (ρ0, . . . , ρi) such that for all j ∈ {0, . . . , i}, ρ′j was created from ρj
in Lemma 6.37. For each j with 0 ≤ j ≤ i, there is an instantiation ā(j)b̄(j) of rule
ρj of Π with elements of A such that
• the instantiation ā(i)b̄(i) of rule ρi only needs the elements from these preceding
instantiations in the IDB relations, and
• there is a tuple ē of elements from Ac such that the concatenation
ḡ := c̄ā(0)b̄(0) · · · ā(i)b̄(i)ē
of tuples satisfies τ and µ 4 ϕ(ḡ).
Proof: Induction base: The rule ρ′0 does not contain IDB atoms in the body.
The EDB atoms are order atoms and monadic atoms (with the interval EDBs).
We extend τ to τ ′ by adding all order atoms of ρ′0. If in ρ′0 there are multiple
occurrences of a variable in the head IDB atom, then the corresponding tuple entries
of the instantiation have to be equal and we add a corresponding equality atom to
τ ′; similar for constants in the head IDB atom of ρ′0.
Let µ′ be a vector of monadic memberships, which is created by from µ by
component-wise union of the monadic memberships induced by the monadic atoms
of rule ρi of program Π′.
Then ḡ′ satisfies τ ′, but the inequality µ′ 4 ϕ(ḡ′) is not necessarily satisfied. We
will now create a tuple ḡ, which satisfies both τ and the inequality µ 4 µ′ 4 ϕ(ḡ).
For each entry f of ḡ′ equal to some constant of Ai, by phase 2 of the algorithm
in Definition 6.36, this element will satisfy the monadic membership induced by each
rule of Π′ and by the assumption of this lemma also µ(f) 4 ϕ(f), hence µ′(f) 4 ϕ(f).
The other entries must be from some intervals (which satisfy the properties of
Lemma 6.34). Let I be an interval containing entries of ḡ′ and let f̄ ′ be the tuple
of these entries, ordered ascending. If f̄ ′ satisfies µ′(f̄ ′) 4 ϕ(f̄ ′), we set in ḡ the
corresponding entries to f̄ := f̄ ′. Otherwise we have to create a set of replacement
elements f̄ from this interval with the same order type as f̄ ′ and satisfying µ′(f̄) 4
ϕ(f̄).
By the assumption of this lemma, we have for each f ′j an element h ∈ I with
µ(f ′j) 4 ϕ(h). Hence all elements of µ(f̄ ′) are contained in ϕ(I). The monadic
memberships in µ′ induced by ρi are also present in I: During the creation of rule
ρ′i, in phase 2 this was checked. Since the rule was not discarded, for each entry
f ′j of f̄ ′ being part of the instantiation of ρ′i there there is an element h ∈ I with
µ′(f ′j) 4 ϕ(h). So for all monadic memberships from µ′(f̄), we have an element in I
with this or greater membership.
Then there are also elements f̄ in I ordered ascending and satisfying µ′(f̄) 4 ϕ(f̄)
by Lemma 6.34. We set the corresponding entries of ḡ to these entries f̄ .
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For each interval of Ai we determine replacement elements this way and create ḡ.
Since the intervals are disjoint and linearly ordered, ḡ satisfies τ ′ and hence also τ .
Furthermore µ 4 µ′ 4 ϕ(ḡ).
It remains to verify that ā(0)b̄(0) is an instantiation of ρ0. Since ḡ satisfies τ ′,
by construction of τ ′ all order atoms of ρ0 are satisfied. By the construction of µ′,
all monadic EDB atoms of ρ0 are satisfied by ā(0)b̄(0), hence ā(0)b̄(0) is indeed an
instantiation of ρ0.
Induction step:
The rule ρi contains IDB atoms in the body and may also contain EDB order
atoms and monadic EDB atoms. As in the induction base, we extend τ to τ ′ and µ
to µ′ to contain all the monadic atoms of ρi and ensure that entries of ḡ assigned to
the same variable are equal. Additionally, we add equality atoms for all variables of
ρi occurring in IDB atoms of the body of ρ: If a variable x is assigned an entry a of
ā(i)b̄(i) in the instantiation of ρi and x also occurs in an IDB atom Q, the tuple used
from the relation Q was added in some previous instantiation ā(j)b̄(j) with j < i and
this instantiation contains an entry b corresponding to x in ρi. We add an atom a = b
to τ ′ (where a and b denote the entries of ḡ). These atoms of τ ′ ensure that each
satisfying tuple ḡ contains a consistent variable assignment of ρi. Then ḡ satisfies τ ′.
During the creation of ρ′i in phase 2 of the algorithm it is assured that µ′ and ḡ′
satisfy the last two properties of the assumption of this lemma.
We now apply the induction hypothesis for i − 1 on the tuple ḡ′. Here the in-
stantiation ā′(i)b̄′(i) of ρ′i in the i-th stage is considered as part of the tuple ē′: The
induction hypothesis is applied to:
ḡ′ := c̄ā′(0)b̄′(0) · · · ā′(i−1)b̄′(i−1) ¯(e∗)′
with ¯(e∗)′ = ā′(i)b̄′(i)ē′.
By the induction hypothesis we have a tuple
ḡ := c̄ā(0)b̄(0) · · · ā(i−1)b̄(i−1)ē∗
with the properties from the claim of this lemma. Using the arity of ā′(i)b̄′(i) we can
split ē∗ into:
ē∗ = ā(i)b̄(i)ē
Then the tuple ḡ satisfies τ ′ and hence also τ ⊆ τ ′, and satisfies µ ≤ µ′ 4 ϕ(ḡ).
We only have to show that ā(i)b̄(i) is an instantiation of ρi.
By the construction of τ ′, ā(i)b̄(i) is a consistent variable assignment of ρ and it
satisfies all order EDBs of ρi. By the choice of µ′, all monadic atoms of ρi are satisfied
as well.
Now consider an IDB atom of ρi. By the construction of τ ′, the entries of ā(i)b̄(i)
assigned to variables in this are equal to some ā(j) with j < i. Hence this IDB atom
is also satisfied.
Since all atoms of ρi are satisfied, ā(i)b̄(i) is indeed an instantiation of ρi as claimed.
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
With these two lemmas, the two implications of Lemma 6.38 are shown. 
Now we have all tools for an implementation of the scheme from Remark 6.14 and
derive our main result of this chapter:
Theorem 6.42
On linear orders A = (A,<,M1, . . . ,Mm, c1, . . . , cr) with finitely many constants
(which may be used by the datalog programs) and finitely many monadic relations
DATALOG-NONEMPTINESS(A) can be decided in exponential time.
Proof: The problem instance consists of a program Π on A and an IDB P of Π.
Lemma 6.35 shows that there is a colored interval sequence order Ac such that the
nonemptiness of the IDB relations of each program Π on A and Ac is equivalent. In
Lemma 6.37 a transformation algorithm is given which transforms any program Π on
A (and hence Ac) to an equivalent interval order disjoint program Π′ on an interval
sequence order Ai in time at most exponential in |Π| and the length of Π′ is at most
exponential in |Π|. Lemma 6.38 shows this equivalence by showing that an IDB P
of Π on Ac is nonempty if and only if one of the corresponding IDBs {P1, . . . , PnP }
created in Lemma 6.37 is nonempty, where nP is at most exponential in |Π|.
Since Π′ is an interval order disjoint program on an interval sequence order Ai and
by Lemma 6.34 the intervals of Ai are all infinite, we can compute an initialization
sequence for Π′ on Ai by Lemma 6.13. This computation run is time polynomial in
|Π′| (hence exponential in |Π|) and after this computation the nonemptiness of each
IDB of Π′ is known. With this information we can answer the question whether the
IDB P of Π is nonempty. 
For solving DATALOG-NONEMPTINESS(A), we do not actually need to change
the representation of the structure A when creating the intervals, but we rather derive
a modification scheme for datalog programs, the algorithm in Lemma 6.37. So no
new representation issues for infinite structures arise.
6.4 Negation in Datalog Rules
Again, we consider the changes introduced by datalog¬, where negation may occur
in front of EDB atoms.
While the effects of negating order atoms are the same as in Chapter 5 (only some
program transformation), leading to an exponential increase of the upper bounds,
negation of monadic relations does not change the complexity at all. For each monadic
relation M1, we simply add its complement M2 := A \M1 to our structure and may
replace in the datalog program any occurrence ¬M1(x) byM2(x). A close look at the
methods for solving DATALOG-NONEMPTINESS(A) shows that the emptiness of
the IDB relations of the modified program can be determined in exponential time.
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So the negations important for the running time of solving DATALOG-NON-
EMPTINESS are the negations in front of order atoms. Programs containing such
negations can be translated to (exponentially larger) programs without negations as
shown in Chapter 5, leading to:
Lemma 6.43 DATALOG-NONEMPTINESS(A) for datalog¬ programs (with EDB
negations) on colored orders A = (A,<,M1, . . . ,Mm, c1, . . . , ck) with constants is
solvable in deterministic doubly exponential time, hence in 2EXP.
6.5 Colored Orders and DATALOG-TUPLE
So far, we have excluded DATALOG-TUPLE from our discussion in this chapter.
In Chapter 5, we simply added DATALOG-TUPLE as an extra step by first solving
DATALOG-NONEMPTINESS(A) and then calculating the full fixed point. In the
types describing the fixed point stage of all IDB relations, we could check then whether
a tuple satisfied one of the types and hence was part of the relation. The naive idea
of applying this approach to the scenario presented in the current chapter does not
lead to a solution of DATALOG-TUPLE.
In the construction of the disjoint intervals and hence in the construction of the
disjoint IDB sets, we removed some elements which could be replaced by elements
satisfying more monadic membership constraints. But the tuple ā from our DATA-
LOG-TUPLE instance may just contain some of the removed elements in which case
entries of the tuple and also the tuple itself are not in the structure A′. Simply
adding these elements in later steps may lead to a wrong solution, since adding
these elements destroys the connection between intervals and monadic membership
constraints, which is used in Theorem 6.42 to solve the DATALOG-NONEMPTI-
NESS.
A workaround for this problem is to keep the elements of the tuple ā in the
structure by the use of additional constants. Adding one constant for each value that
occurs as an entry of the tuple ā, we ensure that these values will survive all changes
from A to A′. If our DATALOG-TUPLE(A) instance is of form (Π, P, ā), we transfer
it to a DATALOG-NONEMPTINESS(A′) instance (Π′, P ′) by adding the following
rule
P ′ ← P (ā).
representing ā by the constants introduced. Then solving the nonemptiness of (Π′, P ′)
solves DATALOG-TUPLE(A) instance (Π, P, ā), since
(P ′)Π′,A∞ 6= ∅ ⇐⇒ ā ∈ PΠ,A∞
So why not use this approach to solve DATALOG-TUPLE(A) with a low uniform
time bound? A serious problem is that we cannot guarantee any running time bounds
in this case. Depending on the representation of A and the tuple entries of ā, the
running time may increase a lot, much more than, e.g., the singly exponential time
bound.
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Example 6.44 Consider the following substructure A = (A,<) of the rational num-
bers (Q, <) with the following properties:
• A contains all integers, and each integer i is represented by a bit string of length
∼ log2 i.
• Between each two integers i and i + 1, A contains all rational numbers repre-
sentable with 2i digits.
Although we omit monadic relations or constants here, we will consider what hap-
pens if we use the above approach to solve the DATALOG-TUPLE(A).
As tuple we consider ā = (a1, a2) := (i, i + 1), i.e. two consecutive integers, part
of our DATALOG-TUPLE(A) instance (Π, P, ā). As assumed, we can encode this
tuple using O(log2 i) bits.
If we convert a1 and a2 into constants, we have an interval (a1, a2) = (i, i + 1)
containing 102i elements, which is a finite quantity and will be converted to the same
number of constants by our solving method. When transforming the program Π to a
program with pairwise distinct interval and color types, we will have to add a number
of rules, which is exponential in 102i, in other words triply exponential in i. Ignoring
the other parts of the input, even i itself is exponential in the length of ā = (a1, a2) =
(i, i+ 1), which is part of the input.
This leaves no chance for a program which is only exponential bigger, destroying
the singly exponential upper bound of our algorithm in this case.
This example shows that even without any monadic relation which could possibly
increase the complexity of the problem, the approach presented in this chapter is
unsuitable for solving DATALOG-TUPLE.
If we plan to use this approach aiming at the decidability of DATALOG-TUP-
LE(A) for a colored order, we have the problem that the newly added constants (of
the input tuple ā) are part of the input and we do not know the whole structure
in advance to create the algorithm building an interval order type disjoint version
program (see Lemma 6.37) using the structure transformation of Definition 6.33 im-
plicitly. Since a part of the structure is contained in the input, the solving algorithm
would have to carry out the transformation in Definition 6.33 as a first phase and
then create the algorithm to modify the datalog program. For that, each property
of the enriched structure needed in this Definition 6.33 would have to be decidable,
including for example for all given elements a, b ∈ A the question if there is an infi-
nite sequence of cycling monadic memberships (condition P1 of Lemma 6.30) in the
interval (a, b) and if not how the finite partition of the interval (a, b) with condition
P2 of Lemma 6.30 looks like.
If the representation of a colored order A would allow to decide all these questions
in finite time then DATALOG-TUPLE(A) would be decidable.
Unlike the case of linear orders (without colors), we can show that for arbitrary
colored orders A DATALOG-TUPLE(A) cannot be in EXPTIME (neglecting repre-
sentation issues). In the following example we show a stronger result: For an arbitrary
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structure A = (A,M) having a monadic relation DATALOG-TUPLE(A) is not in
EXPTIME.
Let C be a time-complexity class, defined as C = ⋃f∈F DTIME(f) for some set F
of complexity functions. For example, for C =PTIME, F is the set of polynomials,
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Example 6.45 Let A = (N,M) the set of natural numbers together with a monadic
relation M containing the encoding of all starting configurations x of runs of a uni-
versal Turing machine, which accept after at most f(|x|) steps for some f ∈ F .
Then DATALOG-TUPLE(A) is hard for C, as we see using the following simple
program:
P (x) ← M(x).
Any problem instance y in C can be solved by a Turing machine in time f(|y|)
for some f ∈ F , consequently also by the universal Turing machine. This leads to a
starting configuration x of a universal Turing machine, of which we want to know if
it leads to an accepting configuration (in time f(|x|) for some f ∈ F ). This can be
checked by a test if it is included in M and or equivalently in the relation PΠ,A∞ .
To see that DATALOG-TUPLE(A) for this structure is not in EXPTIME, we
may choose C =3EXP with F as above. Moreover, we can incorporate any complexity
function in M , leading to arbitrarily high complexity, even undecidability, if we drop
the constraint that our structures have to be decidable. Note that we did not even
employ the usage of an order, but adding it could clearly only increase the complexity,
not decrease it.
6.6 Summary of this Chapter
We first transferred the concept of distance types to colored orders, leading to interval
order and distance types, and showed that there is an initialization sequence for
deciding DATALOG-NONEMPTINESS, similar to non-colored orders.
For the solution of DATALOG-NONEMPTINESS, we always derive a nice form
of the structure (without actually creating it) to create a solving algorithm that
transforms the datalog program to some interval-type-disjoint form corresponding to
this structure and then solves the nonemptiness using an initialization sequence. The
modified version of the structure allows us to encode monadic memberships within
intervals, leading to the main result of this chapter:
Theorem 6.42
On linear orders A = (A,<,M1, . . . ,Mm, c1, . . . , cr) with finitely many
constants (which may be used by the datalog programs) and finitely many
monadic relations DATALOG-NONEMPTINESS(A) can be decided in
exponential time.
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We also used the approach presented in this chapter to derive the EXPTIME upper
bound for DATALOG-NONEMPTINESS on linear orders with constants mentioned
in Chapter 5.
Datalog on Orders and Relation Arities
The classification of orders with additional EDB relations in this work is ex-
haustive: In Chapter 5 no additional relations are allowed, leading to EXPTIME
complexity. In this Chapter, additional monadic EDBs are allowed, leading to EXP-
TIME complexity. Chapter 4 shows that if arbitrary additional relations of arity two
are allowed, the DATALOG-NONEMPTINESS is undecidable by using a successor
structure as EDB. Of course, the latter case includes the complexity of DATALOG-
NONEMPTINESS for orders with additional EDBs of higher arity.
The method introduced in Chapter 5 shows how to solve DATALOG-NONEMP-
TINESS(A) for datalog¬, which we have used for colored orders as well, noting that
negations of monadic EDB relations do not raise upper bounds further.
Open problems
While we will see an application of the methods of this chapter in Chapter 7 (Tree
Orders), the method seems promising for various structures, leading to the obvious
question:
Question 6.1 What other structures allow similar type concepts and type disjoint
programs?
Although the type concept introduced in this chapter and the preceeding chapter
seem suitable to show upper bounds, there may be other approaches leading to upper
bounds for datalog, maybe even given a structural answer to the following question:
Question 6.2 On which structures does DATALOG-NONEMPTINESS have EXP-
TIME complexity, or is at least decidable?
124
Chapter 7
Datalog on Tree Orders
The orders considered in this work so far have all been linear orders and we used
the property that these orders are total. Not all orders of interest are linear orders.
Considering for example vertices in graphs or sets, partial orders are of interest and
datalog on partial orders can be used for the description and computation of some
properties of partial orders.
In this chapter we will not give an answer to the question what computational
power and expressibility datalog possesses on arbitrary partial orders, but we rather
apply the methods introduced in the previous chapters to some partial orders. Our
methods rely on the comparison of elements by order atoms. While arbitrary partial
orders have the disadvantage that there may be incomparable elements a and b, for
which neither a common greater element d (i.e. a < d and b < d) nor a common
smaller element c (i.e. c < a and c < b) exists, we focus on tree orders. In tree orders,
for incomparable elements a and b there always exists a common smaller element and
there never exists a common greater element. This enables us to group these elements
by their common smaller element and yet handle all elements greater than a and all
elements greater than b separately, since they are incomparable for incomparable a
and b.
This chapter shows an application of methods introduced earlier: From Chapters 5
and 6, we borrow the concept of type disjoint programs which we mainly use here
in the version of Chapter 6 for colored orders. Although we do not have colors here,
the transformation of structures into disjoint intervals — deriving a transformation
algorithm for datalog programs into type disjoint versions — is extended to work for
trees as well.
This chapter is meant to be a brief application and transfer of the methods intro-




Outline of this Chapter
After defining tree orders and notations we derive some upper bounds for tree orders
without constants, followed by the corresponding results about tree orders with con-
stants. As a variant, we leave the discreteness of infinite trees behind and allow dense
parts in some restricted manner of appearance. We finish the chapter by a look at
other tree order variants and a discussion about DATALOG-TUPLE in this context.
7.1 Preliminaries
Infinite trees are a natural extension of finite trees and have been introduced in a
graph theoretic context (see, e.g., [Die00]). The usual notion of levels in a tree,
sometimes called height or depth of a vertex in a tree, leads to a concept of partial
ordering on trees, namely the ordering of the vertices on paths in the tree by their
level. But infinite trees can also be defined the other way round, starting with a
partial order, and restricting it to tree shape (see, e.g. [Hod97]).
7.1.1 Tree Orders
Definition 7.1 (Partial Order)
A partial order A = (A,<) consists of a set A and a relation <A which is transitive
and antireflexive1.
Let a ∈ A, then we define:
a> = {b ∈ A | a < b}
a< = {b ∈ A | b < a}
A chain is a linearly ordered subset of A.
We call two elements a, b ∈ A comparable, if a < b, a = b or a > b holds,
otherwise incomparable.
Definition 7.2 (Tree-Like Order)
A tree-like order A = (A,<) is a partial order satisfying:
• For all a ∈ A the set a< is a finite chain.
• There is an r ∈ A such that for all a ∈ A, r < a or a = r.
Lemma 7.3 Let A = (A,<) be a tree-like order and let a, b ∈ A be incomparable.
Then a> and b> are disjoint.
Proof: Assume, that there exists a c ∈ a>∩ b>. Then c< is a chain including both
a and b. Hence a and b are comparable. 
1We keep orders strict in this chapter as well.
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Definition 7.4 (Tree Order)
Let A = (A,<) be a tree-like order and let a ∈ A. The successors of a are defined
as:
S(a) = {b ∈ a> | there is no c ∈ A with a < c < b}
A tree-like order A = (A,<) is a tree order, if for all a ∈ A the set S(a) is finite.
For a better description of tree orders and for using them within the creation of
the program transformation algorithms, we need some additional notation.
Definition 7.5 (Distance in a Tree Order)
Let A = (A,<) be a tree order, a, b ∈ A with a < b. C := {c ∈ A | a < c < b} is
a finite chain. We define the distance of a and b as d(a, b) := |C| + 1, where |C| is
the cardinality of C. For all a ∈ A, we let d(a, a) = 0.
Definition 7.6 (Branching Point)
Let A = (A,<) be a tree order and a, b ∈ A incomparable. Both a< and b< are
finite chains and r ∈ a< ∩ b<. Then the branching point of a and b is the following
well defined element:
bp(a, b) := max(a< ∩ b<)
An element c ∈ A is a branching point if there are incomparable a, b ∈ A with
c = bp(a, b). The set of all branching points of a set S ⊆ A is denoted by bp(S).
The branching points of A = (A,<) can alternatively be characterized as the
elements with more than one successor.
The reason for calling this kind of partial orders “tree orders” can be motivated
by the following connection:
Remark 7.7 Let A = (A,<) be a tree order. Then T = (A,E) with relation E
defined as
(u, v) ∈ E ⇐⇒ there is a u ∈ A and a v ∈ S(u)
is a (finite or infinite) directed tree with root vertex r and with finite branching, i.e.
each vertex has only finitely many children.
7.1.2 DATLOG-NONEMPTINESS and Homomorphisms
In this chapter we will transform tree orders into a shape more suitable for solving
DATALOG-NONEMPTINESS by removing some parts of the structure. To show
that DATALOG-NONEMPTINESS is equivalent, we will define a homomorphism
from the original structure to the modified substructure and use the following fact
(see Remark 2.3 in Chapter 2):
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Let A and B be two structures over the same vocabulary τ . Let Π be a datalog
program over A and let h : A → B be a homomorphism. Then for each IDB P of Π
and each tuple ā over A with the same arity as P it holds that:
ā ∈ PΠ,A∞ =⇒ h(ā) ∈ PΠ,B∞
7.2 Upper Bound for Tree Orders
By König’s tree lemma (see Lemma 5.22), each tree order A = (A,<) falls into
exactly one of the following two categories, which will determine our choice for the
algorithm to solve DATALOG-NONEMPTINESS(A):
1. A contains an infinite chain C.
2. A is finite.
The EXPTIME-completeness of DATALOG-NONEMPTINESS(A) is well known
for finite structures A (see, e.g., [DEGV97]), and so we only have a look at the first
case. The main observation here is that a datalog program as a positive existential
formalism is not able to force two elements a, a′ ∈ A used in the program to be
incomparable.
Lemma 7.8 Let A = (A,<) be a tree order containing an infinite chain C. Then
DATALOG-NONEMPTINESS(A) and DATALOG-NONEMPTINESS(C) are equiv-
alent where C = (C,<) with the order < restricted from A to C.
Proof: One direction of the proof is trivial using the embedding homomorphism
of C into A.
For the other direction we define a homomorphism from A to C using for each
element the distance from the root element r, which is well defined.
Since C is a chain in a tree order, for each i ∈ N there is a unique element c ∈ C
with d(r, c) = i. We define a mapping h : A→ C as follows:
Let a ∈ A. Then we let h(a) = c, where c ∈ C is the unique element with
d(r, a) = d(r, c).
This mapping h is a homomorphism from A to C: Let a, b ∈ A with a <A b. Then
d(r, a) < d(r, b) and by the definition of h: d(r, h(a)) < d(r, h(b)). Since C is a chain,
h(a) <C h(b) follows. 
Since this is the only infinite case to consider here, we may solve DATALOG-
NONEMPTINESS on tree orders A = (A,<):
Theorem 7.9 On tree orders A = (A,<), DATALOG-NONEMPTINESS(A) is
EXPTIME-complete.
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Proof: The lower bound for strict orders follows from Corollary 3.3.
For the upper bound, we consider two cases: Either A is finite, in which case the
EXPTIME-upper is a known result (see [DEGV97]). Or A is infinite and König’s
tree lemma (Lemma 5.22) guarantees the existence of an infinite chain C in A. Using
Lemma 7.8, we transfer the problem solution of DATALOG-NONEMPTINESS to
the infinite chain C which is a linear order. Results from Chapter 5 show how to
solve DATALOG-NONEMPTINESS(C) and hence also DATALOG-NONEMPTI-
NESS(A) in EXPTIME. 
7.3 Upper Bounds for Tree Orders with Constants
We will describe a procedure for infinite tree orders with constants. This procedure
also works for finite tree orders, and moreover, applied to finite tree orders, it is
similar to the solution method for finite datalog programs which inserts all possi-
ble combinations of elements into the variables, generating a ground version of the
program (see, e.g., [DEGV97]).
As in Chapter 6, we will employ the scheme in Remark 6.14 to solve DATALOG-
NONEMPTINESS(A) on tree orders. In this scheme we first analyze the structure
A deriving a transformation to create an algorithm solving the problem. This al-
gorithm transforms the program of the problem instance according to the structure
transformation and then solves the nonemptiness using an initialization sequence. As
in Chapter 6, no changes to the representation of the structure A are actually carried
out, but we collect all these changes as information about the structure in the solving
algorithm.
As the proofs of these concepts are similar to the proofs used in Chapter 6, we
will only give sketches of proofs showing the principles and tools needed.
We first describe the special shape of tree orders we create to solve DATALOG-
NONEMPTINESS (an adaptation of the interval sequence orders introduced in Sec-
tion 6.1.2).
Definition 7.10 Let A = (A,<, c1, . . . , ck) be a tree order with constants. Two
constants ci and cj are called adjacent if
• ci and cj are comparable and
• there is no constant between them (w.r.t. <).
For two adjacent constants ci and cj with ci < cj the bounded constant interval
(ci, cj) is the set
(ci, cj) := (c<j \ c>i ) \ {ci} = {x ∈ A | ci < x < cj } .
Let ci be a constant for which no bigger constant cj exists, i.e. no constant cj with
ci < cj, and for which the set c>i = {c ∈ A | ci < x} is linearly ordered. Then c>i is
an unbounded constant interval.
A constant interval is a bounded interval or an unbounded interval.
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Definition 7.11 A = (A,<, c1, . . . , ck) is a tree order with empty or infinite con-
stant intervals if
1. A is a tree order and
2. A is partitioned into the constants and constant intervals, i.e. each a ∈ A is
equal to a constant or contained in a constant interval, and
3. all bounded constant intervals are empty.
This is the shape of tree order we will try to achieve to solve DATALOG-NON-
EMPTINESS(A). In the following lemma we sketch a method to derive a tree order
with empty or infinite constant intervals on which the nonemptiness of datalog IDB
relations stays unchanged.
Lemma 7.12 Let A = (A,<, c1, . . . , ck) be a tree order. Then there exists a tree
order B with empty or infinite constant intervals which can be created from A with
finitely many changes and such that for each datalog program Π on A and each IDB
P of Π the following holds:
PΠ,A∞ 6= ∅ ⇐⇒ PΠ,B∞ 6= ∅
Proof: (Sketch)
We give the transformations leading from A to B and for each transformation we
sketch how it can be shown that the nonemptiness of IDB relations does not change.
Step 1: Finite Part of A Containing the Constants
One main observation making things easier is that on tree orders, as we have
defined them, constants may only appear on elements having a finite distance
to the root element, which limits constants to a finite part of the structure.
For each constant cj, the set c<j = {x ∈ A | x < cj } is finite, hence also the





We now enhance the structure by introducing a new constant for each element
f ∈ F which is not equal to a constant.
Adding constants which are not used in Π does not change the IDB relations.
Step 2: Transforming c>i into Infinite Intervals
Consider each constant ci which is a branching point and which has a successor
s ∈ S(ci) not equal to a constant. We collect all elements greater than such a
successor s in a set Sn:
Sn := {b ∈ a> | a ∈ S(ci) and a is not equal to some constant cj }
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Let C be a longest chain in Sn. We replace Sn by C and add a new constant cj
pointing to the one element in C ∩ S(ci). Note that this new constant is not a
branching point.
The set c>j is clearly an unbounded interval. All successors of ci are now equal
to constants, hence the intervals bounded from below by ci are bounded empty
intervals.
The nonemptiness of IDB relations is not affected by this change: Let A′ be
the structure before this change and A′′ the changed structure. We define a
mapping h : A′ → A′′ as follows:
Outside the set Sn, h is the identity mapping. On Sn, h copies the distance from
ci: Let a ∈ Sn. Since C is a chain of sufficient length, there is a unique element
c ∈ C with d(ci, a) = d(ci, c) and we let h(a) = c. Then h is a homomorphism
on Sn with a distance argument as in the proof of Lemma 7.8, and also on the
rest of the structure by definition.
Only the finitely many constants present after Step 1 are branching points, since
newly introduced constants are always lower bounds of an interval, leading to
a finite total number of replacements.
Step 3: Adding Constants to Remove Finite Intervals
Similar to the methods of Chapter 6, the last step consists of placing constants
on any elements in finite chains which are not yet covered by constants, elimi-
nating finite substructures without constants. No constants introduced in this
step are branching points, since only finite linearly ordered sets are filled with
constants in this step.

In this section we use a replacement for the distance type concept introduced in
Chapters 5 and 6. To be able to create an initialization sequence, we use the follow-
ing tool which gives us the necessary information about tuple entries in unbounded
constant intervals to solve DATALOG-NONEMPTINESS using an initialization se-
quence.
Lemma 7.13 Let A = (A,<, c1, . . . , ck) be a tree order with empty or infinite con-
stant intervals and let Π be a program over A. Let P be an IDB of Π, i ∈ N and ā be
a tuple with ā ∈ PA,Πi \ P
A,Π
i−1 . Let c>j be an unbounded constant interval and let b̄ the
tuple of entries of ā. Let τ be the complete distance type satisfied by (cj b̄) in which
each distance atom has the maximal rank satisfied by (cj b̄).
Let ē be a tuple with the same arity as b̄ and entries in c>j such that (cj ē) satisfies
τ . Let d̄ be the tuple created from ā by replacing the entries b̄ by ē. Then it holds
that: d̄ ∈ PA,Πi .
Proof: (Sketch)
The claim can be shown by induction over the rule applications:
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In the induction base, the tuple ā is added using a rule ρ containing only order
atoms and the entries b̄ are satisfying some of these atoms. If we replace b̄ by a tuple
c̄ satisfying τ , all these atoms are also satisfied by these new entries. Since the other
entries of d̄ are the same as in ā and there are no order atoms between elements of
different unbounded constant intervals, all atoms of ρ are satisfied by d̄ and the claim
follows.
In the induction step, the tuple ā is added using a rule ρ with IDB and EDB
atoms. There are two cases to consider: If the entries b̄ of ā in c>j are not assigned to
variables occurring in IDB atoms, the claim follows exactly as in the induction base.
If on the other hand entries of b̄ correspond to variables in IDB atoms, we apply
the induction hypothesis showing that each tuple containing elements of c>j is also
contained in the corresponding IDB relation. Since this holds for all IDB atoms, the
claim depends only on the EDB atoms of the rule and for them the claim follows as
in the induction base. 
For an initialization sequence we need a type disjoint version of the program and
for this we need a type concept which is similar to the interval types introduced in
Chapter 6, but simpler.
Definition 7.14 Let A = (A,<, c1, . . . , ck) be a tree order with empty or infinite
constant intervals. Let x̄ = (x1, . . . , xm) be a variable tuple. A complete tree interval
type τ = (γ, δ) is a order type γ and a set δ of atomic formulae of the following kind:
• For each variable xi there is either a formula xi = cj for some j in δ or a
formula xi > cj in δ where c>j is an unbounded interval.
• For each pair of variables (xi, xi′) for which a j exists with (xi > cj) ∈ δ and
(xi′ > cj) ∈ δ there is an order atom containing both xi and xi′ in γ.
A tree interval type is incomplete, if for some variables some of these formulae
are missing.
A type disjoint program is then defined as:
Definition 7.15 A datalog program over a tree order A with empty or infinite con-
stant intervals is tree interval type disjoint if for every IDB P there is a complete
tree interval type which all tuples in PΠ∞ have to satisfy.
Lemma 7.16 Let A = (A,<, c1, . . . , ck) be a tree order with empty or infinite inter-
vals. Then there is an algorithm which creates from each datalog program Π over A an
equivalent tree interval type disjoint datalog program Π′ with the following property:
For every IDB P of Π there are a number nP and IDBs P1, . . . , PnP of Π′ of








The running time of this algorithm is in O(d|Π|) for some suitable constant d
depending on A and also |Π′| ∈ O(d|Π|). We call the program Π′ created by this
algorithm the tree interval type disjoint version of Π.
Proof: (Sketch)
The proof of this lemma can be carried out similarly to the proofs of Lemmas 5.12
and 6.37. The only difference here is that the partial nature of the order A limits
the number of possibilities: If a variable x is already constrained to be c < x, then
constants and hence intervals incomparable with c do not have to be considered here.
The algorithm runs mainly in two phases: The first creates copies of the rules
to equip them with complete tree interval types and the second renames the IDBs
accordingly.
1. Let {I1, . . . , Im} be the unbounded constant intervals of A.
2. For each rule ρ of Π:
Let x1, . . . , x` be the variables of ρ. Let C = {I1, . . . , Im, c1, . . . , ck}. For each
ξ̄ ∈ C` and each complete order type γ ∈ Γ1(x1, . . . , x`):
If for some i, j, {(xi < xj), (xi = xj)}∩γ 6= ∅ and ξj < ξi, drop this combination
γ, ξ̄ and continue with the next. If for some i, j, ξi and ξj are incomparable,
delete the atoms with xi and xj from γ.
We add a rule ρξ̄,γ to Π′ created from ρ with the following modifications:
(a) If ξi = Ij for some i, j, then there is a j′ such that Ij = cj′ . Add cj′ < xi
to ρξ̄,γ.
(b) If (xi < xj) ∈ γ for some i, j and ξi = ξj, add xi < xj to ρξ̄,γ.
(c) If ξi = cj for some i, j, replace all occurrences of xi by cj in ρξ̄,γ.
(d) If (xi = xj) ∈ γ for some i, j, replace all occurrences of xi by xj in ρξ̄,γ (or
by the corresponding variable or constant, if xj has been replaced earlier).
3. The complete interval order type of the variables of each rule implies a complete
interval order type of the head variables, which we will call head IDB interval
order type.
(a) Let for each IDB P γP1 , . . . , γPp be the head tree interval types of rules with
head IDB P .
(b) For each IDB P and each rule with head IDB P and tree interval type γPi
(i = 1, . . . , p), replace the head IDB by a new IDB Pi.
(c) For each IDB P and each rule with an occurrence of P , determine for
each occurrence the tree interval type of the variables in this occurrence,
determine the corresponding tree interval type γPi and then replace this
occurrence of P by Pi. If no corresponding γPi can be found, delete the
rule.
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The program created by this algorithm is clearly in the tree interval disjoint shape
and equivalent to Π. Since the complete order type γ is in some cases converted to an
incomplete order type by removing some atoms, different γ in the iteration over all
order types may coincide, leading to identical rules. These rules may lead to a bigger
program and hence a less efficient solving algorithm for DATALOG-TUPLE(A), but
since they do not lead to inconsistencies, we may keep them.
The running time bounds and the bound on |Π′| follows as in Lemma 6.37. 
After the transformation of the input program to the tree interval type disjoint
form an initialization sequence can be created in polynomial time (in |Π′|) to solve
DATALOG-NONEMPTINESS, analogously to Lemma 5.14 or Lemma 6.13 for col-
ored orders. All IDB relations of the converted program are partitioned by the use of
constants and order atoms, which is the form needed for generating the initialization
sequence.
This is possible because the solving algorithm transfers all information important
for DATALOG-NONEMPTINESS to the special shaped datalog program.
Lemma 7.17 Let A = (A,<, c1, . . . , ck) be a tree order with empty or infinite con-
stant intervals. Let Π be an interval order type disjoint datalog program over A.
Then there exist an is ≤ nI and a sequence s = (ρ0, ρ1, . . . , ρis−1) of rules, such
that after applying ρi at stage i for i = 0, . . . , is− 1, the emptiness is determined, i.e.
for all IDBs P of Π it holds that
PΠ,Ais = ∅ ⇒ P
Π,A
∞ = ∅ . (7.1)
This sequence s can be computed in time nR · nI .
Proof: (Sketch)
We create the sequence s by cycling through the rules nI times, adding those rules
to s which change an empty IDB to nonempty. Formally: s = (ρ0, ρ1, . . . , ρis−1) such
that there exist IDBs P1, . . . , Pis with (Pi)Πi = ∅, and after applying ρi, (Pi)Πi+1 6= ∅
for i = 0, . . . , is − 1.
We continue this process until no more rules can be applied to make an empty
IDB nonempty, but this can happen at most nI times, immediately leading to the
time bound for the computation. Note that nonempty IDBs are never modified by s.
A short consideration shows why this is sufficient: Since the program is in tree
interval disjoint form, for each IDB relation P the tuples contained in this relation
have entries that are either equal to constants or are in an unbounded constant
interval. By Lemma 7.13 all tuples with greater distance types (in the unbounded
intervals) are automatically included. When using IDBs to instantiate a rule, then
there are tuples available with arbitrarily large distance types if the IDB relation is
nonempty.
Thus a rule of Π can be instantiated, if and only if all body IDBs are nonempty
and the tree interval type of all head and body IDBs and the EDBs is consistent. A
consistency check can be carried out in time polynomial in the rule length.
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∣∣∣ RΠis = ∅ ∧ RΠ∞ 6= ∅} be the set of IDBs changing to nonempty
after s and assume U 6= ∅. Then for each R ∈ U there exist an iR ∈ N and a rule ρR
with:
RΠiR = ∅, and applying ρR : R
Π
iR+1 6= ∅ .
Let P ∈ U be the IDB with iP = min {iR | R ∈ U }. By the definition of U and by
the choice of iP , all Q ∈ U \ {P} have to satisfy QΠiP = ∅. Since a rule can be applied
if and only if all body IDBs are nonempty, the rule ρR cannot depend on them and
can be applied in stage iP leading to a sequence of rule applications making more
IDBs nonempty, a contradiction to the construction of s. 
After creating the parts of the framework to solve DATALOG-NONEMPTI-
NESS(A), we summarize them in a theorem:
Theorem 7.18 On tree orders A = (A,<, c1, . . . , ck) with finitely many constants,
DATALOG-NONEMPTINESS can be solved in deterministic exponential time.
Proof: Given the tree order A, a tree order A′ with infinite and empty constant
intervals can be created in finitely many steps by Lemma 7.12. Based on A and
these finitely many changes, Lemma 7.16 gives an algorithm for creating tree interval
type disjoint versions of the input program in exponential time and of exponential
size. Lemma 7.17 shows how to compute the nonemptiness of the relations of this
program, directly leading to a solution for DATALOG-NONEMPTINESS(A). 
7.4 Tree Orders with Dense Parts
We will now have a look at some extensions of the tree order concept considered so
far, beginning with tree orders that contain dense parts.
By a tree order with dense parts we will understand a tree order to which dense
parts are added in a very controlled manner:
Definition 7.19 Let A = (A,<) be a tree order and x ∈ A. Let y ∈ A be a successor
of x. A tree order A′ = (A′, <′) with a dense part D between x and y added is the
following structure:
• A′ = A ∪D
• A ∩D = ∅
• <′ and < agree on A
• D is a countable dense linearly ordered set for <′
• for all d ∈ D, x <′ d <′ y.
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A structure A′ = (A′, <′) created from a tree order by adding (finitely many or
countably infinitely many) dense parts between an element and one of its successors
in A, is called a tree order with dense parts.
A more general version of tree orders with dense parts could allow dense parts
which are separated by branching points which are not part of the tree order, but
of some superstructure. To avoid problems with completeness, we only allow dense
parts as intervals between points of our original tree order, as in the definition above.
Lemma 7.20 Let A′ = (A′, <) be a tree order with dense parts created from a tree
order A = (A,<). Let D = (D,<) be a dense linear order (without maximum).
Then DATALOG-NONEMPTINESS(A) and DATALOG-NONEMPTINESS(D) are
equivalent.
Proof: Since D ⊆ A, the nonemptiness of an IDB relation on D implies the
nonemptiness on A immediately.
For the other direction we iteratively define a homomorphism h : A→ D.
We choose an arbitrary element d0 ∈ D and let h(r) = d0 (where r is the minimal
element of A). We now choose an element d1 ∈ D with d0 < d1.
Let S = S(r) be the set of successors of r in A. For each s ∈ S, we let h(s) =
d1, and if there is a dense part P between r and s in A′, we define h to be an
arbitrary homomorphism from P into the set D′ = {d ∈ D | d0 < d < d1}. Such a
homomorphism exists, since D′ as dense set is at least countably infinite and P is
countable, and both are linear orders.
We now iterate this process in a breath-first-search manner, continuing with the
successors of the elements in S and a d2 ∈ D with d1 < d2. Since D has countable
infinite cardinality and is dense, we may continue this iterative definition for the
whole tree order A′. 
Corollary 7.21 DATALOG-NONEMPTINESS(A) on tree orders with dense parts
A = (A,<) is solvable in deterministic exponential time.
Proof: This result uses the previous lemma and the result about DATALOG-NON-
EMPTINESS on (dense) linear orders, from Chapter 5: We just solve the problem
on an arbitrary dense linear order. 
A combination of some tree order shapes considered so far are tree orders A =
(A,<, c1, . . . , ck) with dense parts. In such a tree order dense parts may occur either
in parts of the structure that are not bounded from above by some constant or in a
part bounded from above by some constant.
While in the first case we may simply replace the whole part by an infinite chain
without affecting the nonemptiness of relations (similar to Lemma 7.20), dense parts
bounded from above by a constant would force a change of the formalism introduced
in Definition 7.11 and Lemma 7.12. While for a tree order without dense parts
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only infinite unbounded or empty constant intervals occur we may now have infinite
constant intervals bounded from above by a constant. Furthermore, in Lemma 7.12
the equivalence of the modified tree order was shown defining a homomorphism based
on the distance to the root of the tree. With infinite bounded constant intervals the
corresponding interval bounds or branching points would have to be used leading to a
more technical approach. If this approach succeeds, the containment of DATALOG-
NONEMPTINESS(A) in EXPTIME should follow directly.
7.5 Tree Order Variants
While the scope of this chapter was limited to commonly used discrete tree structures,
tree-like orders also appear in less restricted form.
Infinite Branching
One variant is to drop the restriction of finite branching, i.e. any element may have
infinitely many successors. To this case König’s lemma does not apply any more and
a third variant of tree order may appear. A tree order A may then either
• have an infinite chain C or
• have a bound b ∈ N, such that all chains in A have length at most b (and there
is a chain of length b) or
• may have chains of arbitrary finite length, i.e. for any n ∈ N there is a finite
chain C in A of length at least n.
In the simpler case without constants one could show the equivalence of DATA-
LOG-NONEMPTINESS(A) for tree orders A containing chains of arbitrary finite
length and the ordered natural numbers N = (N, <). It can easily be shown using
a homomorphism that each relation nonempty on A can also be made nonempty on
N . But for the converse direction a straightforward homomorphism definition does
not seem possible, since we would have to map the infinite chain in N to finite chains
in A.
But maybe a different approach can be used to show that DATALOG-NON-
EMPTINESS is equivalent on these two structures, using some finite initialization
sequence. For this case some adaption of our arguments for linear orders would be
necessary in which infinite branching does not lead to infinite type descriptions.
Colored Tree Orders
A similar problem arises in the case of tree orders with some additional monadic
relations, i.e. colored tree orders. Using a color a set of chains of arbitrary finite




We use an infinite chain C as the “backbone” of our order. At the i-th element of
this chain we attach a finite chain Fi with i elements. We color all the finite chains




F1 F2 F3 F4 F5
colored
· · ·
Figure 7.1: A colored tree order with backbone C
The colored tree order created this way will have an uncolored infinite chain, but
it will have only finite chains of arbitrary length when considering the colored ele-
ments. Thus, the solution methods for both approaches (infinite chain, finite chains
of arbitrary length) will have to be employed in some way.
Making things even more complicated, we could make the Fi infinitely long, but for
each i ∈ N, color only i elements of Fi, and use other colors to add more information.
At first glance, the methods introduced in this chapter combined with the meth-
ods from Chapter 6 about colored orders do not seem to be applicable in this context.
Since it may be possible to distinguish different incomparable chains by colorings, the
simple elimination of chains or branching points is unlikely to work. It could be possi-
ble to transfer the methods introduced for colored orders with more than one monadic
relation to colored tree orders by using them on disjoint chains independently, but
for this a reduction to finitely many chains would be needed which is even a problem
in the small example demonstrated.
7.6 DATALOG-TUPLE
In this chapter we have only considered DATALOG-NONEMPTINESS. The main
reason for that comes from the application of methods from Chapter 6 which gives
a uniform bound only for DATALOG-NONEMPTINESS. In Example 6.44 we have
demonstrated why the methods do not lead to a low uniform bound for DATALOG-
TUPLE on linear orders.
The problem was there that if we convert the tuple entries of a DATALOG-TUPLE
instance to constants, we may have to add a very big number of constants afterwards,
depending on the value of the tuple entries. This makes the algorithm created from
the structure dependent on the input instance, so it cannot be regarded as constant
and the size of the type disjoint program may grow arbitrarily.
This argument can be transferred to the scenario of tree orders easily and even
more complicated examples are imaginable which use branching points.
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Similar to Example 7.22 constants and hence input tuple entries converted to
constants may be used to mark parts of the structure with arbitrarily complex struc-
ture. Without these constants, these complex parts may be replaced by just an
infinite chain. Input tuple entries could be used to “activate” them, increasing the
complexity in an uncontrolled way.
As we discussed for colored orders in Section 6.5, we could transform the tuple
of the DATALOG-TUPLE(A) instance into constants and solve DATALOG-NON-
EMPTINESS(A′) for the enhanced tree order A′. Now a part of the structure A′ is
contained in the problem input, so instead of showing the existence of a transformed
tree order with infinite or empty constant intervals and deriving a transformation
algorithm for datalog programs into tree interval disjoint form as in Lemma 7.16, the
structure conversion and the program transformation algorithm are dependent on the
input and have to be considered as part of the problem solving algorithm.
Hence for solving DATALOG-TUPLE(A) the properties of A used in Lemmas
7.12 and 7.16 have to be decidable to derive the decidability of DATALOG-TUP-
LE(A) on a tree order A.
7.7 Tree Orders and Negation
The idea we employed to simulate EDB negation in datalog programs over linear
orders and colored linear orders was based on the replacement of ¬(x < y) by rules
with the atoms y < x and x = y.
On tree orders it is unclear if such a simulation exists. The main problem is that
we cannot translate ¬(x < y) to a disjunction of order atoms or equalities, since also
the case in which x and y are incomparable, would have to be considered and be
defined by a positive existential formula.
7.8 Summary of this Chapter
Transforming some of the methods from Chapters 5 and 6 we derived some upper
bounds for tree orders which are based on infinite trees.
We have shown that DATALOG-NONEMPTINESS(A) is in EXPTIME for the
following cases:
• tree orders A = (A,<)
• tree orders with constants A = (A,<, c1, . . . , ck)
• tree orders with dense parts A = (A,<)
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Open Problems
Tree orders are a first step from linear orders to partial orders. For our results of tree
orders, we used the presence of chains in tree orders, which occur in a very controlled
way. In fact, the set x< of elements smaller than a given element x is always a finite
chain in tree orders. For general partial orders, we loose this property and for any
element x we may not only have incomparable elements that are comparable with an
element from x<, but also from x>.
A transfer of the results to partial orders seems to involve some technical difficul-
ties, but is seems possible. So an interesting open question remaining is:
Question 7.1 Can the result of the EXPTIME-completeness of DATALOG-NON-
EMPTINESS be transferred to partial orders?
One first step in this direction might be the application of our methods to tree
orders A = (A,<, c1, . . . , ck) with dense parts.
Question 7.2 Is DATALOG-NONEMPTINESS(A) in EXPTIME for tree orders
A = (A,<, c1, . . . , ck) with dense parts?
Most of our methods were based on homomorphisms, so using results about ho-
momorphisms on (partial) orders could be useful here.
Chapter 8
Constraint Satisfaction
Outline of this Chapter
In this chapter we first transfer some of our results for datalog on infinite structures
to constraint satisfaction problems on infinite linear orders. After that we modify
some of our ideas from the discussion of the undecidability of datalog on successor
structures in Chapter 4 to show that there is no dichotomy of constraint satisfaction
problems on infinite structures between NP (or EXPTIME) and the undecidable
cases.
8.1 CSPs
Constraint satisfaction problems occur in many areas of computer science, like data-
base theory, graph theory, bio-informatics, computational linguistics and artificial
intelligence. Widely used they have different definitions of which we will choose an
abstract algebraic definition.
Let Γ (the template) be a structure over some vocabulary σ. Then CSP(Γ) is the
following decision problem:
Definition 8.1 CSP(Γ):
Instance: A finite structure S of the same relational vocabulary σ as Γ
Question: Is there a homomorphism h : S → Γ?
A different, but equivalent characterization is: Given a set of relations R1, . . . , Rk,
the problem is to decide whether a formula ϕ(x1, . . . , xk) which is a conjunction of
atoms with symbols from {R1, . . . , Rk} has a satisfying variable assignment.
For a boolean universe these relations R1, . . . , Rk correspond to boolean clauses
and the whole problem to the well known NP-complete satisfiability problem (SAT).
From this context CSPs are sometimes called “generalized satisfiability problems”.
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Besides the non-uniform version CSP(Γ), there is also a uniform version
CSP(∆,Γ) which asks whether there is a homomorphism h : ∆ → Γ, but the
non-uniform CSP has been focus of research in the last years, for finite templates
([Sch78; HN90; TM93; FV99; KV98; Jea98; KV00]), as well as for infinite templates
([BN03; Bod04; BD06; BN06; BK06]). Some recent results [Gro03; Gro07] examine
CSP(∆,_), where the template is the domain of the homomorphism.
Example 8.2 Many graph theoretical problems can easily be formulated as constraint
satisfaction problems. For example the graph-two-colorability problem:
GRAPH-2-COLORABILITY
Instance: Undirected Graph G = (V,E)
Question: Can we color the vertices of G with two colors such that no
two adjacent vertices have the same color?




Figure 8.1: Graph-Two-Colorability as CSP
Similarly, graph-k-colorability can be modelled as CSP(Kk), where Kk is the com-
plete graph with k vertices.
Example 8.3 As an example of a CSP with an infinite template, have a look at
CSP((Z, <)), the linear orders over the integer numbers.
· · · 0 1 2 3 4 · · ·
Figure 8.2: (Z, <) represented as a digraph
The representation of (Z, <) as a digraph shows an obvious connection to the
topological sorting of a graph (see Figure 8.2). A topological sorting is possible, if
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and only if a digraph is acyclic, making the equivalence of CSP(Z, <) to the following
problem immediate:
DIGRAPH-ACYCLICITY
Instance: Directed Graph G = (V,E)
Question: Is G acyclic, i.e. does not contain a directed cycle?
In fact, we use this problem and its rather low complexity to solve CSPs on linear
orders.
Complexity of CSPs
For finite templates CSP is clearly in the complexity class NP, since we can guess
a homomorphism and verify it in polynomial time. However, for some templates Γ,
CSP(Γ) is in polynomial time (tractable) and for some Γ, CSP(Γ) is NP-complete.
For some restricted domains, i.e. templates with two elements [Sch78], and template
with three elements [Bul03], it has been shown that there is a dichotomy and a CSP
is either tractable or NP-complete. On templates that are finite graphs, there is also
a dichotomy between tractable and NP-complete (see [HN90]). This leads to the
dichotomy conjecture for finite templates in [FV99]:
Conjecture: For finite Γ, CSP(Γ) is either tractable or NP-complete.
The results mentioned use an algebraic approach; see, e.g. [PJ97; Jea98].
On infinite structures, CSP(Γ) may have a much higher complexity than NP, for
example the relational structure Γ = (N,+, ∗, 0, 1) has an undecidable CSP(Γ), which
follows from the undecidability of Hilbert’s 10th problem on Diophantine Equations
(see [Bod04]).
On the other hand, there are classes of structures whose CSP can be shown to be
in NP, like the finitely constrained structures Γ which are characterized by a finite
set of forbidden substructures (of a first order expansion of Γ), as shown in [Bod04].
Recent publications transfer the algebraic approach with closure conditions to
infinite domains to show the tractability in these cases (see [BN03; BD06]) and a
dichotomy has been shown for equality constraint languages in [BK06].
There are several different links between constraint satisfaction problems and
datalog. Trying to solve constraint satisfaction problems using datalog, one observes
that some problems are solvable with datalog programs having some bounded IDB
arity k and some bounded number ` of variables per rule. This leads to the notion
of bounded width (k, `). In [FV99] it was shown how to create a canonical program
for finite CSPs with bounded width (k, `) to solve the CSP, which was transferred
to infinite ω-categorical templates in [Bod04]. In [KV98] the connections between
constraint satisfaction problems and datalog are examined via pebble games, for
datalog programs of a fixed maximal number of rule variables and on finite structures.
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Constraint satisfaction problems can be seen as single rule non-recursive datalog
programs, where the body variables of the rule are exactly the head variables. We use
this approach to show some bounds for constraint satisfaction problems on infinite
orders, but of course the results are quite rough, since they do not use any special
properties of non-recursive datalog.
8.2 Transfer of Order Results to CSP
Considering that CSPs can be seen as single rule datalog programs consisting of a
non-recursive rule we now try to transfer some datalog results to the context of con-
straint satisfaction problems. The simplest case we research, is the case CSP((A,<)),
constraint satisfaction on (infinite) linear orders.
Thus letting Γ = (A,<) be a strict infinite linear order1, CSP(Γ) is the question:
Given a finite structure S over vocabulary σ = {<2}, is there a homomorphism
h : S → (A,<)?
An equivalent more datalog like form of this problem is: Given a formula ϕ which
is a conjunction of <-atoms, is there a satisfying assignment to the variables x̄ of
ϕ(x̄) with elements of A? This, however is DATALOG-NONEMPTINESS(A) for
the following single rule datalog program Πϕ:
P (x̄) ← ϕ(x̄).
We may now easily apply the results from Chapter 5 to get a singly exponential
time bound for solving this problem. But our discussion in that chapter includes
ideas for solving DATALOG-NONEMPTINESS for non-recursive rules, which lead
to a much tighter upper bound. In the proofs of Lemma 5.5 and Lemma 5.27, we used
a graph structure to represent all order atoms contained in a rule and to examine the
satisfiability by checking this graph for cycles. We may define the graph representing
the formula ϕ as:
Definition 8.4 (Order Graph of a Formula ϕ)
Let ϕ(x̄) be a conjunction of order atoms xi < xj, where x̄ = (x1, . . . , xk) are
the variables of ϕ(x̄). Then the order graph Gϕ = (V,E) of ϕ is the directed graph
defined as:
V := {x1, . . . , xk}
E := {(xi, xj) | xi < xj occurs in ϕ(x̄)}
Then on strict infinite linear orders the equivalence of the following two properties
is immediate:
1. ϕ(x̄) is satisfiable over (A,<)
1For non-strict orders, the problem is trivial.
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2. Gϕ contains no cycle.
If Gϕ contains a cycle x1, x2, . . . , x1, the variable assignment will have to fulfill
x1 < x2 < · · · < x1, which is impossible. If on the other hand Gϕ is acyclic, a
topological sorting of Gϕ is possible, defining an order on the vertices such that for
each two vertices u and v with u < v there is no edge from v to u. We can find
a satisfying variable assignment by assigning ascending values corresponding to the
topological order.
Using the graph representation, we have reduced CSP(A,<) to the problem of
digraph-acyclicity, which is in the complexity class NL, the class of nondeterministic
logarithmic space 2.
Lemma 8.5 CSP(A) for an infinite linear order A = (A,<) can be solved in non-
deterministic logarithmic space, and hence is included in PTIME.
The more sophisticated cases of orders we have considered so far, were orders
aggregated with constants and monadic relations. In the context of constraint satis-
faction problems, the scope is limited to purely relational structures, where constants
do not occur. We may, however, integrate the constants into our structure as monadic
relations which is the case we will take a brief look at.
Let A = (A,<,M1, . . . ,Mm) be a colored order (without constants), as defined
in Section 6.1. Then we can solve each CSP(A) instance as if it was a single
rule datalog program Π over A = (A,<,M1, . . . ,Mm). The methods introduced
in Chapter 6 will first transform the structure A to an interval sequence order
A′ = (A′, <′, I1, . . . , In, c1, . . . , c`), transform Π into an interval order type disjoint
version Π′ which may be exponentially larger than Π, and then solve DATALOG-
NONEMPTINESS(A) for this program in time exponential in the length of Π, lead-
ing to:
Lemma 8.6 For a colored infinite linear order A = (A,<,M1, . . . ,Mm), CSP(A) is
included in EXPTIME.
This transformation makes it necessary to check the nonemptiness of several IDBs
of Π′, testing whether at least one of them is nonempty, although the original CSP
and hence the program Π only dealt with one relation. If the time for solving a
CSP on colored orders could be decreased, then it would be necessary to reduce the
number of IDBs in advance, but without the full construction of the exponentially
larger program or even checking all possible order types. It seems very unlikely, that
our approach will lead to a lower upper bound.
2[Jon75] shows CYCLE ∈ NL, hence digraph-acyclicity ∈ co-NL, and from e.g. [Pap94] NL=co-
NL, hence digraph-acyclicity ∈ NL.
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8.3 EXPTIME-Undecidable Non-Dichotomy
The complexity results in this chapter all have lead to upper bounds of at most
singly exponential complexity, in some cases even less. In the last case considered,
it seems likely that using a different approach a much lower upper bound could be
shown. Other results for constraint satisfaction with infinite template research some
cases in which an NP upper bound can be shown and a dichotomy between tractable
(PTIME) and NP-complete is of interest and shown for some cases (see [Bod04],
[BD06], [BK06]) or conjectured, following the dichotomy conjecture for CSP with
finite templates from [FV99].
Contrasting these computational easy cases, the following example was shown to
be undecidable ([Bod04]):
Example 8.7 Consider CSP((N,+, ∗, 0, 1)) which implements arithmetics over nat-
ural numbers as relational structure. In this case ’+’ and ’*’ are ternary relations
containing all tuples satisfying x + y = z and x ∗ y = z, respectively; 0 and 1 are
singleton relations containing only 0 and 1.
The equivalence of CSP((N,+, ∗, 0, 1)) to Hilbert’s 10th problem on Diophantine
Equations shows the undecidability.
This observation may lead to the idea of some other dichotomy here, in this case a
dichotomy for CSP on infinite structures between NP or EXPTIME complexity and
undecidable cases. We will adapt some ideas from the similar context concerning a
possible dichotomy of datalog on infinite structures (see Chapter 4) which will lead
to a similar result: We will create a family of structures, each with a CSP in some
iterated exponential complexity classes. Unfortunately the bounds shown are not
tight, but have an exponential gap between upper and lower bound, but also then a
dichotomy may not exist.
For creating CSPs with various time complexity bounds we will reuse some ideas
from Section 4.3 and create a structure to a given function f : N→ N. In Section 4.3
we created some successor structures of different length of which depending on the
program length n and hence on the number of variables in a rule, only those of
maximal length f(n) could be used. On these structure the Turing machine simulation
from Chapter 3 was used to show that any computation which finishes in time f(n)
could be simulated. But the Turing machine simulation heavily depends on the
recursive structure of datalog and basically the recursion depth is the number of
steps simulated. Being confronted with a formalism like CSP without recursion, we
have to change to a different approach. The basic idea is that we will encode all
encodings of starting configurations of the universal Turing machine that lead to a
computation accepting in at most f(n) steps into our structure Cf . Solving a problem
decidable in deterministic time f(n) then means to check if the starting configuration
of a computation can be mapped to Cf which only contains the starting configurations
of accepting computations.
Since we are dealing with purely relational structures, we have to find a way
to encode bit strings into relations. A common approach in mathematical logic is
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to take a successor structure as index set, often enriched with an order, and define
monadic relations on this set — for an alphabet Σ = {σ1, . . . , σk}, one for each σi
which contains all positions with occurrences of σi. These representation of strings as
relational structures are called word models (see [EF99]) and are usually defined with
an order on the index set instead of a successor relation. Since word models are usually
considered on more powerful concepts than positive existential logic, a successor can
easily be defined from an order relation, using quantification and negation. On the
other hand, for defining an order relation using a successor relation, some recursive
concept like fixed point operators is needed which is why a given order relation is
more convenient than a successor in many cases.
Example 8.8 Let w = 101011 be a string over the alphabet Σ = {0, 1}. As a re-
lational structure, this string can be represented by S = ({1, . . . , 6}, suc2, C10 , C11).
The relation suc is interpreted as the binary successor relation on the index set
S := {1, . . . , 6}, while C0 = {2, 4} and C1 = {1, 3, 5, 6} contain the positions of
the occurrences of 0 and 1.
We could also extend S with some relations F and L, denoting the first and last
position which are otherwise inaccessible without negation or universal quantification:
S ′ = (S, suc2, C10 , C11 , F 1, L1) with F = {1} and L = {6}.
We will build our structure Cf from disjoint substructures of this kind, each en-
coding a Turing machine starting configuration.
Definition 8.9 Let f(n) : N → N be a computable function. Let w1, w2, w3, . . . ∈
{0, 1}∗ be the binary encodings of the starting configurations of the universal Turing
machine that accept in at most f(n) steps.
We define the structure Cf = (C, S2, F 1, L1, C10 , C11) to be the structure with an
infinite universe C which is a disjoint union of the following substructures:
• For each wi, Cf contains a finite substructure of some elements si1, . . . , si|wi|
defining wi:
sij ∈ C0 for all j with wi[j] = 0
sij ∈ C1 for all j with wi[j] = 1
si1 ∈ F
si|wi| ∈ L
(sij, sij+1) ∈ S for j = 1, . . . , |wi| − 1
• A successor loop with one element s ∈ F :
(s, s) ∈ S, s ∈ C0, s ∈ C1, s ∈ F
• A successor loop with one element s′ ∈ L:





















Figure 8.3: The Structure Cf for some f
In Figure 8.3 the structure is shown as a directed graph, where S is the edge
relation.
All relations in this structure are decidable, and hence the whole structure is
decidable. A decision algorithm, if there exists a successor substructure of length n
encoding the starting configuration of some computation, which runs at most f(n)
steps and ends in the accepting state, is simply a simulation of the universal Turing
machine for f(n) steps. A closer look to CSP(Cf ) will show more details how to
decide some properties of Cf :
Lemma 8.10 For each computable function f : N→ N with 2n ∈ O(f(n)),
CSP(Cf ) is included in DTIME(f 2).
Proof: The input is an instance T = (T, S2, F 1, L1, C10 , C11), a finite structure with
the same vocabulary as Cf . We now have to determine a homomorphism h : T → Cf .
We describe an algorithm to determine if there is such a homomorphism in time
O(2n · f(n)).
We interprete T as directed graph G = (T, S) with edge relation S and each
vertex labeled according to the containment in the sets F , L, C0 and C1. Let Gu be
an undirected version of G, i.e. for G = (V,E), we let Gu = (V,E ∪ET ) and copy all
the labels F , L, C0 and C1 to Gu. Without loss of generality we assume that Gu has
only one connection component, since we can carry out the following steps for each
connection component separately.
If T does not contain an element x ∈ T which is included in F , we may let
h(x) := s′ for all x ∈ T . This mapping is a homomorphism, since (s′, s′) ∈ S, s′ ∈ L,
s′ ∈ C0 and s′ ∈ C1. So each membership constraint valid in T will be preserved
by h. An analogous construction is possible, if no element x ∈ T is included in L
mapping all elements to s.
In the other case there are elements from both F and L included in T . If there
is a directed path from an element in L to an element in F , then clearly there is no
homomorphism h : T → Cf , since Cf does not contain such a path, and the answer
would be negative.
If, on the other hand, there is no (un-) directed path from an element in F to an
element in L in Gu, we may divide the Graph into components: GF containing all
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vertices reachable from F in Gu and GL containing all other vertices. Defining
h(x) =
s, if x ∈ GFs′, otherwise,
this mapping h is the homomorphism we asked for. In the substructure of Cf with
universe {s}, all membership constraints are satisfiable, with the exception of s ∈ L.
In the substructure on {s′} all membership constraints are satisfiable not containing
F .
Note, that all these cases considered so far may be checked in linear time.
Since in the graph G elements from F and L are related by successor-expressions
(relation S), they have to be mapped to one of the starting configuration encodings
in Cf . A quick check now assures that there are no elements from F with ingoing
edges or elements from L with outgoing edges and that there are no vertices v with
v ∈ C0 ∩ C1, since this does not occur in any of the starting configuration encodings
and directly leads to a negative answer for the instance T .
It now remains to check if G can be homomorphically mapped to a consistent
encoding of some binary string and if this string encodes one of the accepting starting
configurations.
Let p = (x1, . . . , xm) be the shortest path in Gu from F to L, i.e. the shortest
path with x1 ∈ F and xm ∈ L. This path can be found in linear time, e.g. using
breadth first search, and it will be the base for the encoding in G.
If p only uses edges from E, i.e. forward edges, this path can be used as the
index set for the encoding of a string by C0 and C1 and we only have to check that
other vertices in G are labeled consistent. If p uses backward edges from ET , the
consistency check must be used to determine if p is the index set of a string encoding
and of which string:
G has to be mapped to some of the string encodings in Cf by the homomorphism
h. Since each of these encodings is some kind of linked list structure, we now check
if G can be mapped to a list structure.
We first calculate the distance of each vertex to x1, the first vertex of p, using a
breadth first search on Gu, starting with d(x1) = 0. When visiting a vertex u and
considering all neighbors of u during the search, we extend d to each neighbor v by:
d(v) := d(u) + 1 if (v, u) ∈ E
d(v) := d(u)− 1 if (u, v) ∈ E
If a conflict occurs when setting a new d(v) value, both (v, u) and (u, v) are in E,
which is a cycle and renders a homomorphic map to Cf impossible and we may stop
the process with a negative answer. If for an already visited vertex v, the value d(v)
contradicts the new value calculated from neighbor u, we have two paths of different
length between x1 and u, also making a homomorphism impossible and we stop the
algorithm with a negative answer. Similar for negative d(xi) values, which correspond
to vertices with a path to an element in F .
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With these distances calculated we may check if all vertices having the same
distance to x1 may be mapped to the same element to get a homomorphism. This
can be checked by considering the set Dd of all vertices v having the same distance
value d(v) = d. If D contains vertices in C0 and C1, then they cannot be mapped
to one vertex of Cf , since the only vertices in Cf satisfying this property are s and s′
which we can exclude, as they are not connected to both F and L. After assuring
that all vertices v ∈ F in G have distance d(v) = 0 and all vertices v ∈ L in G
have the same distance dL, we know that G may be homomorphically mapped to
the representation of a binary string. Otherwise we stop the algorithm with negative
answer.
Once we know, that we may map G to a relational representation of a binary
string, we derive this string w from G: For each distance i = 0, . . . , dL, we consider
all vertices v with d(v) = i. If there is a vertex v ∈ C0, we let wi = 0, if there is a
vertex v ∈ C1, we let wi = 1. Otherwise, we let wi =?.
To check if G maps homomorphically to a binary encoded starting position in Cf ,
we insert all different combinations of 0 and 1 for the ?-positions in the string w,
leading to a set {s1, . . . , sm}, which may be exponentially large in dL, since for each
?-position there are two possible values. See Figure 8.4 for an example.
For each of these strings s1, . . . , sm, we check if it is a valid encoding of a starting
configuration of the universal Turing machine and then simulate the machine run for
at most f(dL) steps.
If one of the computations is accepting, we have found a starting configuration
of a run accepting in at most f(dL) steps and hence there must be an encoding of
this starting configuration in Cf . But then we can map G homomorphically to this
encoding and the answer of the algorithm is positive.
Most of the algorithm described in this proof has linear running time. The only
part, that is not linear, is the last part: There, we have at most 2dL computations,
which run in time O(f(dL)) each3, leading to a total running time of O(2dL ·f(dL)) ⊆
O(f(n)2). 
While the upper bound needed some considerations, the lower bound is quite
immediate:
Lemma 8.11 For each function f : N → N, the problem CSP(Cf ) is hard for
DTIME(f).
Proof: Let P be a problem from DTIME(f). Then there exists a Turing machine
M such that for each P -instance x, M accepts in deterministic time f(|x|), if and
only x ∈ P . As reduction from P to CSP(Cf ), we generate the starting configuration
s for the simulation of M with input x as a relational encoded binary string. Then
there exists a homomorphism h : s → Cf if and only if x ∈ P . This is the reduction
showing the result. 
If we combine the two Lemmas 8.10 and 8.11, we get the following corollary:
3The check if the starting configuration is valid can be done in time polynomial in dL.
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This graph G may be mapped to relational encodings of the string w = 0101?01. The
vertices belonging to C0 are labeled with 0, those belonging to C1 with 1, while the filled
vertices do not belong to any of these relations. The membership in F and L is denoted
by the corresponding letters F and L. The shaded edges are the edges of path p.
Figure 8.4: Example for a graph G corresponding to valid string encodings
Corollary 8.12 As in Section 4.3, let















Then CSP(Ctow(r,·)) is hard for (r− 1)EXP and CSP(Ctow(r,·)) is contained in rEXP ,
or shorter:
(r − 1)EXP ⊆ CSP(Ctow(r,·)) ⊆ rEXP
The strict inclusion of the iterated exponential time complexity classes rEXP
shows that a dichotomy between EXPTIME complexity and undecidable cases of
CSP on infinite structures cannot exist.
8.4 Summary of this Chapter
We have transferred some of our datalog results by treating CSPs as single-rule non-
recursive datalog programs. While some results seem rather tight, like the NL com-
plexity of CSP(A,<), the EXPTIME upper bound derived from colored orders seems
quite high.
We have then transferred some results of our discussion about the EXPTIME-
undecidability-dichotomy-conjecture to the context of CSPs and have derived a simi-




Question 8.1 What is the complexity of CSP(A,<,M1, . . . ,Mm)?
Question 8.2 Can an improved upper complexity bound be shown by refining our
method?
Of course, as in Chapter 4:
Question 8.3 Can the exponential gap in Section 8.3 be closed?
Chapter 9
Conclusion and Open Problems
In this chapter we will give a overview of the results of this thesis. A more detailed
review of the results of each chapter can be found at the end of the corresponding
chapter, but here we will put the results in a more general context. Each chapter
also includes some open problems which the author of this works considers most
interesting among them.
9.1 Conclusion
9.1.1 Complexity and Undecidability
The general scope of this thesis are the decidability and complexity of datalog, to be
more precise, of DATALOG-NONEMPTINESS and DATALOG-TUPLE. We group
the most important of these results by complexity and problem type.
1. Undecidability:
DATALOG-NONEMPTINESS and DATALOG-TUPLE on successor struc-
tures are undecidable: Chapter 4
2. Lower Bounds:
DATALOG-NONEMPTINESS and DATALOG-TUPLE on strict linear orders
have EXPTIME-hard complexity: Chapter 3
3. Upper Bounds (DATALOG-NONEMPTINESS):
On linear orders DATALOG-NONEMPTINESS has EXPTIME complexity,
even with finitely many constants (Chapter 5), and even on colored orders
with finitely many monadic relations: Chapter 6
As an application of the methods, in Chapter 7, these results are transferred
to tree orders, leading to an EXPTIME upper bound for tree orders (with and
without constants, discrete and also with additional dense parts).
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4. Upper Bounds (DATALOG-TUPLE):
With some natural assumptions about the representation of the infinite struc-
tures, DATALOG-TUPLE(A) is EXPTIME-complete on dense linear orders,
even with constants. DATALOG-TUPLE is decidable on linear orders: Chap-
ter 5
5. Boundedness:
Datalog programs are uniformly bounded on linear orders: Chapter 5
6. Hierarchy:
In Chapter 4 we have shown that there is a set of infinite structures such that
for each level C of the exponential time hierarchy there is a structure on which
DATALOG-NONEMPTINESS is included in C and hard for the class one level
lower, leaving no room for a EXPTIME-undecidable-dichotomy.
Our investigation of the complexity of DATALOG-NONEMPTINESS over strict
linear orders including colored orders, together with the undecidability results for
successor structures gives a complete overview of the complexity depending on the
arity of additional EDB relations allowed:
Complexity of DATALOG-NONEMPTINESS on Linear Orders
Additional EDBs: Complexity Result
none (arity 0) EXPTIME-complete Chapter 5
monadic (arity 1) EXPTIME-complete Chapter 6
maximal arity ≥ 2 undecidable Chapter 4
9.1.2 Concepts Introduced
The concepts developed in these investigations can also be applied in a different
context, e.g. when computing datalog queries:
1. Distance Types:
Types modeling the order and distance of entries of tuples in IDB relations have
been shown to be sufficient to describe datalog computations on linear orders,
even with constants: Chapter 5
2. Interval Orders and Interval Types:
Types partitioning the structure into finitely many disjoint intervals and dis-
tance types have been shown to be a sufficient replacement of order, constants
and monadic relations of colored orders to decide DATALOG-NONEMPTI-
NESS: Chapter 6
An application of this concept for tree orders is demonstrated in Chapter 7.
155
3. Type Disjoint Programs:
Type disjoint programs are transformation of datalog programs which contain
all the distance type or interval order and distance type information needed to
solve DATALOG-NONEMPTINESS and DATALOG-TUPLE. Different ver-
sions were defined in Chapters 5, 6 and 7.
While the distance type concept may lead to practical applications and is suitable
for both problems, the interval order and distance type concept only gives a solution
method for DATALOG-NONEMPTINESS. Why DATALOG-TUPLE is not consid-
ered in this context, is discussed in Chapter 6. The concept of type disjoint program
may be interesting in other settings, where describing types can be defined.
9.1.3 Constraint Satisfaction Problems
In Chapter 8 we transferred the results on datalog to the context of constraint satis-
faction problems:
1. Linear Orders:
CSP((A,<)) for a linear order (A,<) is in NL⊆PTIME.
2. Colored Orders:
CSP((A,<,M1, . . . ,Mm)) for a colored infinite linear order (A,<,M1, . . . ,Mm)
is in EXPTIME.
3. Hierarchy:
We have shown that there is a set of infinite structures such that for each
level C of the exponential time hierarchy there is a structure on which CSP
is included in C and hard for the class one level lower, leaving no room for a
EXPTIME-undecidable-dichotomy for CSP on infinite structures.
Since our methods highly concentrate on the recursive structure of datalog, they
seem to be of minor relevance for CSPs, as the first two results show. The third result
shows an approach which may be a promising tool in different contexts for refuting
such dichotomies.
9.2 Open Problems
The examination of the complexity of DATALOG-TUPLE on orders has not lead to
tight bounds. Of course it would be interesting to narrow or even close this gap:
1. Can we show a higher lower bound for DATALOG-TUPLE on orders? (Chap-
ter 3)
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2. Can the computable upper bound for DATALOG-TUPLE on orders be lowered,
maybe even to singly exponential? (Chapter 5)
During the investigation of the undecidability of datalog, successor structures and
some variants have been considered, leading to the obvious question:
What are the properties of a structure needed, such that it can be used
to define an infinite successor structure using datalog? (Chapter 4)
During the discussion of datalog on orders and colored orders, similar questions
arise:
1. On which structures can a type concept similar to the distance types be estab-
lished to solve both DATALOG-NONEMPTINESS and DATALOG-TUPLE?
2. On which structures can a type concept similar to the interval order types be
established to solve DATALOG-NONEMPTINESS?
3. On which structures does DATALOG-NONEMPTINESS have EXPTIME com-
plexity, or is at least decidable?
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2.1 The 13 basic relations of Allen’s interval algebra. The obvious inequal-
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