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PEMODELAN DAN IMPLEMENTASI BERT UNTUK 




Oleh: Aswin Candra 
Penetrasi Internet di Indonesia terjadi begitu pesat. Tetapi, kita tidak boleh 
melupakan hal penyokongnya, salah satunya adalah pemberdayaan penggunanya. 
Tingkat penggunaan Internet yang terus meningkat juga diikuti oleh peningkatan 
perilaku kekerasan secara maya, terutama di media atau jejaring sosial. Hal ini 
menjadi salah satu akar permasalahan sosial yang cukup besar di Indonesia hingga 
saat ini. Teknologi Kecerdasan Artifisial dalam algoritma Pembelajaran Mesin 
dapat membantu manusia dalam mengakselerasi pergerakan untuk mengurangi 
tingkat kekerasan di dunia maya ini. 
Penelitian ini melakukan pemodelan algoritma Pembelajaran Dalam berbasis 
Bidirectional Encoder Representations from Transformers (BERT) untuk 
mendeteksi kekerasan yang terkandung dalam teks media sosial berbahasa 
Indonesia. Model yang dihasilkan diimplementasikan pada purwarupa sistem web 
sederhana untuk mekanisme pelaporan bagi para korban dengan mengunggah 
gambar tangkapan layar berisikan kekerasan pada media sosial. Sistem ini sekaligus 
digunakan untuk menguji kemampuan model dalam memprediksi sampel data baru 
dan menganalisis data pelatihan yang dipelajari oleh model. 
Secara garis besar, pemodelan yang dihasilkan mampu mencapai tingkat 
keberhasilan deteksi melampaui 80% pada himpunan data yang dimiliki dan 
berhasil melampaui beberapa hasil yang dicapai penelitian sebelumnya. Pada tahap 
implementasi, model diuji dengan sampel data baru yang dipilih langsung oleh 
penulis. Model dengan data latih yang dimiliki mampu mendeteksi dengan cukup 
baik kekerasan yang bersifat langsung, namun masih mengalami kesulitan deteksi 
khususnya pada konteks kekerasan yang lebih mendalam. Peningkatkan kualitas 
dan kekayaan konteks pada data latih diperlukan untuk meningkatkan juga 
kemampuan pembelajaran pada model. 
Kata kunci: BERT, kekerasan media sosial, Pemrosesan Bahasa Alami 
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Internet penetration in Indonesia is happening very rapidly. However, we must not 
forget about its complement, one of which is to empower its users. The increasing 
level of Internet usage has also followed by increasing cyber violent accidences, 
especially in social media/networks – and It's become one of the relatively large 
social issues in Indonesia nowadays. Artificial Intelligence technology, especially 
Machine Learning, can help humans accelerate digital violence reduction. 
This research models one of the deep learning algorithms named Bidirectional 
Encoder Representations from Transformers (BERT) to detect the violence in the 
text of the media of social in Indonesian. The model produced is implemented to a 
prototype of the web-based system for the victims' reporting mechanism by 
uploading a screenshot image containing social media violence. The system is used 
to test the ability of the model to predict the new data sample and analyze the 
training data were learned by the model. 
In general, the model can achieve more than 80% succession of detection on the 
dataset and surpass some results achieved by research beforehand. At the 
implementation stage, the model has tested with new data samples were selected 
directly by the author. The model with that training set able to detect the direct 
violence pretty well but was still getting trouble, especially when it had to detect 
violence with more profound context. Increasing the quality and richness of the 
context in the training data is needed to also improve the learning ability in the 
model. 
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