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La temperatura de superficie terrestre, LST (por sus siglas en inglés), es 
uno de los principales parámetros en el estudio de balance energético y de 
masa entre la atmosfera y el suelo, en particular, en la estimación de la 
evapotranspiración y el estrés hídrico que pueda sufrir la vegetación (Hall et al, 
1992; Sellers, et al., 1995; Anderson, et al., 1997; Sánchez, et al. 2008). 
Además, la LST es necesaria como dato inicial en modelos de predicción 
meteorológica (Barton, et al. 1989; Gouturbe, et al. 1993), evaluación de daños 
provocados por las heladas (Caselles y Sobrino 1989), y detección de 
incendios forestales (Calle, et al. 2005), entre otros muchos. La LST puede 
considerarse también como indicador del cambio climático (Allen, et al. 1994) y 
de la desertificación de una zona (Lambin y Ehrlich 1997). La teledetección en 
el infrarrojo térmico es la forma más factible de obtener esta magnitud para 
grandes extensiones terrestres bajo diferentes resoluciones espaciales y 
periodicidades.  
El problema fundamental de la medida de la LST a partir de datos de 
satélite es la necesidad de corregir estos datos de los efectos debidos a la 
absorción de la atmósfera y a la emisividad de la superficie.  
La principal contribución a la absorción de la atmósfera en el intervalo del 
infrarrojo térmico es debida al vapor de agua contenido en ella. Esta absorción 
es difícil de considerar, ya que la distribución del vapor de agua en la 
atmósfera es muy variable. Esto hace necesario conocer bien la estructura de 
la atmósfera (bien a través de radiosondeos, productos derivados de sensores 
a bordo de satélites o de reanálisis) sobre la superficie en la que deseamos 
calcular la temperatura, para así corregir atmosféricamente, utilizando modelos 
de transferencia radiativa, la temperatura de la superficie medida desde 
satélite. 
Para la corrección de los efectos de la emisividad en superficies 
terrestres, la problemática reside en la heterogeneidad que poseen. Es 
necesario un buen conocimiento de la emisividad de la superficie y de su 
variación, tanto espectral como espacial y angular, para corregir los efectos de 




Los métodos de corrección atmosférica y emisividad más sencillos y 
operativos son los basados en la absorción diferencial (McMillin 1975). Este 
principio se basa en la utilización de dos medidas de la misma superficie 
realizadas en diferentes condiciones de observación. La corrección atmosférica 
se obtiene a partir de la diferente absorción atmosférica que existe bajo dichas 
condiciones. Éstas pueden ser: una misma superficie observada en dos 
bandas espectrales centradas en la ventana atmosférica 10,5 µm -12,5 µm, 
split-window (Prabhakara et al., 1974; Deschamps y Phulpin 1980) o bien bajo 
dos ángulos de observación distintos, dual-angle (Saunders 1970). La principal 
ventaja de estas técnicas es el hecho de que no es necesaria la 
caracterización de la atmósfera ni el uso de modelos de transferencia radiativa 
para corregir las medidas realizadas en el infrarrojo térmico. Los métodos de 
absorción diferencial fueron inicialmente aplicados para la obtención de la 
temperatura de la superficie del mar (SST por sus siglas en ingles). Ésta posee 
una emisividad que es bien conocida y una gran homogeneidad, lo que 
provoca que dichos algoritmos funcionen muy bien en este tipo de superficie. 
Más tarde estas técnicas fueron aplicadas a la obtención de la temperatura de 
la superficie terrestre, LST, teniendo en cuenta los efectos de la emisividad de 
la superficie (Becker y Li 1990; Prata 1994; Wan y Dozier 1996; Coll y Caselles 
1997) para lo que se requiere un buen conocimiento de las características de la 





El objetivo principal de este trabajo es el la generación de algoritmos LST 
para los sensores Advanced Along Track Scanning Radiometer 
(Envisat/AATSR), MODerate Resolution Image Spectroradiometer (EOS/ 
MODIS) y Spining Enhanced Visible and InfraRed Imager (MSG/SEVIRI), y el 
análisis de los productos de LST asociados tanto a estos sensores como al 
Enhanced Thermal Mapper + (Landsat 7/ETM+) o el sensor multi-espectral 
Advanced Spaceborne Thermal Emission and Reflection (EOS/ASTER). Los 




dos últimos utilizan una estimación de la estructura atmosférica sobre la 
superficie observada para estimar la LST. 
La observación de la superficie terrestre por parte del sensor 
Envisat/AATSR se realiza en dos bandas espectrales dentro de la ventana 
atmosférica de 10,5-12,5 µm y también bajo dos ángulos de observación, uno 
cercano al nadir y otro alrededor de los 55° (visión forward). Este hecho 
permite obtener para este sensor dos tipos diferentes de algoritmos: un dual-
angle para cada canal dentro de la ventana 10,5-12,5 µm, y un split-window 
para cada visión. Por otro lado, los sensores EOS/MODIS y MSG/SEVIRI 
tienen dos bandas espectrales dentro de la misma ventana atmosférica por lo 
que se generó un algoritmo LST tipo split-window para cada uno de ellos. 
Para generar algoritmos LST existen dos procedimientos distintos: uno 
consiste en simular las medidas realizadas por el satélite a partir de una base 
de radiosondeos dada, y estas simulaciones se ajustan a la temperatura del 
suelo siguiendo un algoritmo; y el otro utiliza una serie de medidas “in situ” 
coincidentes con las medidas del sensor en una o varias zonas determinadas y 
se establecen regresiones empíricas entre ellas. Debido a que hay pocas 
medidas de temperatura de superficie coincidentes con datos de satélite, cuya 
correlación puede además imponer un carácter local al algoritmo generado, en 
este trabajo vamos a utilizar el primer procedimiento, es decir, la simulación de 
medidas de satélite con el fin de generar los algoritmos. 
Una vez obtenidos estos algoritmos, es necesario validarlos para poder 
estimar el error que poseen en condiciones reales de aplicación. Para realizar 
esta validación tradicionalmente se utilizan medidas de la temperatura de 
superficie coincidentes con el paso del satélite en superficies terrestres 
homogéneas, tanto a nivel de suelo como a la resolución espacial del satélite. 
Es necesario, también, conocer la emisividad de la superficie y su variación 
tanto espectral como angular. Debido a la escasez de zonas de superficie 
terrestre que cumplan estas exigencias de homogeneidad, y para incrementar 
la estadística de estas validaciones, se utiliza también un método que tan solo 




como R-based. Este método utiliza la radiancia medida y una estimación 
atmosférica sobre la zona de validación para determinar la LST de referencia 
utilizada para validar los productos.  
Con respecto a la precisión que deben tener los algoritmos de LST, ésta 
varía según la aplicación que se le vaya a dar a la temperatura. Por ejemplo, 
para el cálculo de flujos de calor sensible y evapotranspiración, un error de 
entre ±0,5 °C y ±1,0 °C en la medida de la temperatura de la superficie 
terrestre puede acarrear un error en el cálculo del flujo de calor instantáneo de 
±50 W m-2 o un error en la evaporación del agua a escala regional de ±0,8 
mm/día (Seguin et al., 1999). En general, se considera como objetivo un error 
en la LST obtenida desde satélite entre ±1,0 °C y ±1,5 °C. En nuestro caso, 
nos proponemos que los algoritmos generados tengan un error máximo de 
±1,0 °C en LST. 
 
1.2) Estructura de la Memoria 
 
El plan del trabajo seguido, que se refleja también en la estructura de la 
Memoria, se expone a continuación. 
En el Capítulo 2 presentamos las características más relevantes de los 
sensores y los productos LST propuestos para ellos, que se analizan en este 
trabajo. El Capítulo 3 comienza exponiendo las bases teóricas de la ecuación 
de transferencia radiativa (ETR) y del método split-window presentado por Coll 
y Caselles (1997), base de este trabajo. Así mismo, presenta una base de 
radiosondeos terrestres, libres de nubes y distribuidos de forma uniforme en 
todos los continentes que confeccionamos para realizar las pertinentes 
simulaciones. Una sección importante de esta base se destinó a la simulación 
de medidas de satélite para la generación de algoritmos de LST, y la otra se 
utilizó para la comprobación de la bondad del ajuste de los algoritmos 
generados. Para simular las temperaturas de brillo necesitamos calcular las 
radiancias atmosféricas ascendentes y descendentes, además de la 
transmisividad de la atmósfera. Utilizamos un modelo de transferencia radiativa 
multicapa, MODTRAN 4 v3r1 (Berk et al, 1999) implementado con cada 




radiosondeo y con diferentes geometrías de observación. Dependiendo de las 
características de los sensores, seleccionamos las geometrías más óptimas. 
Una vez generados los algoritmos, también presentados en este capítulo 3, 
analizamos la sensibilidad de los mismos a todas las fuentes de error 
asociadas a éstos. De esta forma, se obtiene una primera estimación del error 
que pueden tener estos algoritmos de LST. 
En el Capítulo 4, se presentan tres zonas de validación distintas en las 
que se mide la LST a nivel de superficie, que se toma de referencia: 
 
- Una gran extensión de agua dulce, el Lago Tahoe (EE.UU.), que 
presenta la posibilidad de realizar la validación de algoritmos de 
LST durante todo el año. Las medidas radiométricas de temperatura 
de superficie se adquieren automáticamente y son corregidas, tanto 
de efectos atmosféricos como de emisividad, por el Jet Propulsion 
Laboratory. Actualmente está siendo utilizado para validar tanto 
productos LST de EOS/MODIS y EOS/ASTER (Hook et al., 2001; 
Tonooka et al. 2005) como de Envisat/AATSR (Coll et al, 2009a  y 
2010; Galve et al. 2008; Prata, 2003) y de la serie Landsat.  
- El marjal de la Albufera de Valencia. Se trata de una extensión llana 
de cultivo intensivo de arroz. En los meses de verano presenta una 
gran homogeneidad debido a la total cobertura vegetal que 
proporciona el arroz y al hecho de que los campos están inundados. 
En la actualidad está siendo utilizada, por nuestro grupo de 
investigación, para validar algoritmos LST para EOS/MODIS, 
MSG/SEVIRI y Envisat/AATSR (Coll et al., 2012, 2010, 2009a, 2006 
y 2005, Niclòs et al. 2011 y 2005, Galve et al. 2008). 
- La muela de Cortes de Pallas, una zona de matorral mediterráneo 
denso que el Centro de Estudios Ambientales del Mediterráneo, 
junto con nuestro grupo, ha monitorizado mediante estaciones de 
medida para la validación del sensor MSG/SEVIRI (Niclòs et al., 




Para evaluar la homogeneidad térmica en cada zona, realizamos un 
estudio de la variabilidad de las temperaturas en superficie, tanto a escala de 
los instrumentos de campo como a escala de los sensores a bordo de satélite. 
Se recopilaron en ambas zonas un conjunto de medidas de temperatura 
coincidentes con el paso de los sensores y se utilizaron para validar los 
productos de los sensores presentados en el Capitulo 2 y los algoritmos 
generados en este trabajo. 
Por su parte, el Capítulo 5 presenta el método de validación R-based y 
los resultados que con él se obtienen en distintas zonas de validación: como 
Arrozales de Valencia en época de barbecho y el Lago de la Albufera para el 
algoritmo propuesto para el sensor Envisat/AATSR, como Arrozales de 
Valencia y la zona de Carboeurope de Hainich para el producto del sensor 
EOS/MODIS y por ultimo como Arrozales de Valencia, la zona de Cortes de 
Pallás y dos lagos italianos para el algoritmo propuesto para el sensor 
MSG/SEVIRI. 
Por último, en el Capítulo 6 se presentan las conclusiones más 
relevantes de esta Tesis. 
En el Anexo A de esta Memoria, se muestra la lista total de radiosondeos 
utilizados para generar los algoritmos. En el Anexo B, se recopilan las tablas 
de validación de los algoritmos en las zonas de validación, incluyendo las 
medidas de temperatura “in situ”, los datos coincidentes de satélite y los 
resultados de los algoritmos para cada uno de los puntos de validación. Por 
último, en los siguientes Anexos (C a J) se presentan los 8 artículos 
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2.1) Landsat 7 Enhanced Thematic Mapper Plus (ETM+) 
 
El Landsat 7 (Figura 2.1) lleva instalado a bordo el sensor Enhanced 
Thematic Mapper Plus (ETM+). Este sensor continúa la serie de instrumentos 
multiespectrales dedicados a la observación de la tierra desde satélite, que 
empezó en 1972 con el Landsat 1. Actualmente, la serie Landsat cuenta 
también con el Landsat 8, lanzado en febrero de 2013 y con adquisición desde 
mediados de abril de 2013. Este satélite dispone del sensor Thermal Infrared 
Sensor (TIRS) con dos bandas en el infrarrojo térmico, por primera vez en la 
serie. Sin embargo, la constatación de problemas en la calibración 
principalmente en la banda 11 hace desaconsejable su uso para la 
determinación de la LST hasta la fecha (http://landsat.usgs.gov/ 
calibration_notices.php). El Landsat 7, lanzado el 15 de Abril de 1999, adquiere 
con el ETM+ imágenes de la superficie de la Tierra en 7 bandas espectrales 
con una alta resolución espacial (15 m en la banda pancromática, 30 m en el 
visible e infrarrojo cercano y 60 m en el térmico).La resolución espectral del 
ETM+ (Tabla 2.1) está basada en la del Thematic Mapper (TM) a bordo del 
Landsat 4 y del Landsat 5. El ETM+ toma imágenes con un ancho de barrido 
de 185 km utilizando un espejo bidireccional que permite un campo de visión 
de 15° (Field of View, FOV). En 2003 el sistema de corrección de escaneo 
(SCL), que permite disponer de forma correcta las líneas de adquisición, dejó 
de funcionar, lo que provocó la aparición de vacíos y repeticiones entre 
sucesivas pasadas en un misma imagen. Esto reduce la información 
proporcionada en cada imagen, siendo esta pérdida mayor en los extremos de 
la imagen que en el centro de la misma (Markham et al., 2004). 
El ciclo de repetición del Landsat 7 es de 16 días, al igual que el del Landsat 5. 
Asimismo, las escenas obtenidas con el Landsat 7/ETM+ cubren la misma 
superficie que las del TM (185 km x 170 km). La conservación de estos 
parámetros técnicos facilita que el proceso de captura de imágenes se pueda 
realizar con la misma cuadrícula de referencia (WRS2), lo que permite una 




datos históricos de la serie Landsat. Esto es especialmente útil para realizar 
estudios multitemporales.  
 
 
Figura 2.1 Esquema del satélite Landsat 7 (https://lta.cr.usgs.gov/LETMP). 
 
 
Tabla 2.1 Relación de intervalos espectrales y resoluciones espaciales para las 
bandas del Landsat 7/ETM+. 
 
Banda Intervalo espectral Resolución espacial 
 (µm) (m) 
1 0,45 - 0,52 30 
2 0,53 - 0,61 30 
3 0,63 - 0,69 30 
4 0,78 - 0,90 30 
5 1,55 - 1,75 30 
6 10,4 - 12,5 60 
7 2,09 - 2,35 30 
8 0,52 - 0,90 15 
 
Para obtener la LST utilizaremos los datos obtenidos en la banda 6 de 
este sensor. La Figura 2.2 muestra la función de respuesta espectral para 
dicha banda (Chander et al, 2009).  
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Los datos de la banda térmica del Landsat 7/ETM+ vienen dados en 
cuentas digitales (CD), a partir de los cuales, obtendremos la radiancia medida 
por el sensor (Li) como: 
 
)1( −= CDaLi      (2.1) 
 
donde a= 0,067087 Wm-2sr-1µm-1 (Barsi et al., 2003; Chander et al., 2009).  
Este sensor se auto-calibra con un cuerpo negro instalado a bordo. La 
calibración a bordo con el cuerpo negro está continuamente monitorizada. La 
incertidumbre de estas calibraciones es de ± 5%. Landsat 7/ETM+ es el sensor 
más estable de los de la serie Landsat, variando menos del 0,5% al año 
(Markham et al., 2004). El proceso de calibración radiométrica utiliza los 
coeficientes publicados en el Calibration Parametrers File (CPF). Estos CPF 
son actualizados conforme estos varían. 
 
 






A esta radiancia medida a nivel del sensor se le puede asociar una 
temperatura que llamaremos temperatura de brillo. La conversión de la 
radiancia en temperatura de brillo se realiza a través de la siguiente fórmula 
















Ti  (2.2) 
 
donde K2= 1282,71 K y K1= 666,09 W/(m2 sr µm). El error en temperatura 
debido al ruido (NE∆T) es menor que 0,3 K (Chander et al., 2009). 
Actualmente no existe ningún producto operativo de LST para el sensor 
Landsat 7/ETM+. Alternativamente, se ha desarrollado una herramienta web de 
corrección atmosférica expresamente para los sensores de la serie Landsat/TM 
y Landsat 7/ETM+. (Atmospheric Correction Tool; ACT, http://atmcorr.gsfc. 
nasa.gov, Barsi et al., 2005). Esta herramienta utiliza perfiles atmosféricos 
proporcionados por el National Center for Environmental Prediction (NCEP, 
Kalnay et al., 1995) como datos de entrada en el modelo de transferencia 
radiativa MODTRAN 4 que permite el cálculo de los parámetros atmosféricos 
integrados para las bandas térmicas de los sensores Landsat/TM y Landsat 
7/ETM+ necesarios para la obtención de la LST. 
El NCEP proporciona perfiles atmosféricos cada 6 horas (00:00, 06:00, 
12:00 y 18:00 UTC) para celdas de tamaño 1°x1° en latitud y longitud. Según la 
fecha y la hora (en UTC) del paso del Landsat y de las coordenadas de la zona 
de aplicación, la herramienta ACT utiliza los perfiles de las horas 
inmediatamente anterior y posterior de las cuatro celdas contiguas a la zona en 
estudio. Esta herramienta proporciona varias opciones para obtener los 
perfiles. En la opción A, se considera sólo la celda más próxima a la zona de 
estudio, y el perfil atmosférico se obtiene a partir de interpolación temporal 
entre las horas inmediatamente anterior y posterior a la hora de paso del 
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Landsat. Mientras que en la opción B, utiliza los cuatro perfiles más próximos a 
la zona de estudio para interpolar linealmente, tanto espacial como 
temporalmente, y calcular el perfil atmosférico más apropiado. Estos perfiles 
alcanzan aproximadamente los 30 km de altura y son completados hasta los 
100 km con perfiles atmosféricos estándares, a elección del usuario entre 
atmósferas estándares de latitudes medias para invierno o verano. Por último, 
esta herramienta permite definir de forma opcional las condiciones atmosféricas 
a nivel de superficie. Al definir éstas, la herramienta interpola los parámetros 
atmosféricos de los primeros niveles con tal de representar las condiciones del 
suelo. Actualmente proyectos como el GRUMETS de la Universidad Autónoma 
de Barcelona dirigida por Xavier Pons (http://www.opengis.uab.cat/wms/satcat/) 
o la iniciativa francesa THEIA (http://www.ptsc.fr/en) ofrecen los datos del 
Landsat de forma libre y gratuita. 
 
2.2) EOS-Terra Advanced Spaceborne Thermal Emission 
Reflection Radiometer (ASTER) 
El Advanced Spaceborne Thermal Emission Reflection Radiometer 
(ASTER) es un radiómetro multiespectral de alta resolución espacial instalado 
en la plataforma Earth Observing System (EOS) Terra. El satélite EOS-Terra 
(Figura 2.3) se lanzó en Diciembre de 1999 dentro del programa de 
observación de la tierra de la NASA. Está constituido por tres subsistemas que 
cubren 60 km de ancho en tres regiones espectrales diferentes: VNIR, con 4 
bandas dentro del visible e infrarrojo cercano; SWIR, con 6 bandas en el 
infrarrojo de onda corta; y TIR, con 5 bandas en el infrarrojo térmico. En la 
Tabla 2.2 se muestran los intervalos espectrales que cubre cada banda, así 
como la resolución espacial y el error instrumental en cada una de las bandas. 
El subsistema TIR, que es el que utilizamos en este trabajo, posee una 
resolución espacial de 90 m. Estas bandas se diseñaron para obtener de forma 
simultánea tanto la temperatura como el espectro de emisividad de la 




medioambientales y de recursos naturales. En la figura 2.4 se representan las 
funciones de respuesta espectral de las bandas térmicas. 
Cada uno de los tres subsistemas posee su propio sistema de calibrado 
radiométrico para convertir las cuentas digitales (CD) medidas por los 
instrumentos en radiancias. A partir de estas CD obtenemos las radiancias de 
canal utilizando una ecuación igual a la 2.1, en donde los coeficientes (ai) para 
cada banda térmica de este sensor se presentan en la tabla 2.3. 
 
Figura 2.3 Esquema del satélite EOS/Terra. Se muestra la localización de los sensores 
ASTER y MODIS. 
 
Tabla 2.2 Relación y especificaciones de las bandas espectrales del sensor EOS-
Terra/ASTER. En la última columna se muestran los errores instrumentales de cada 
una de las bandas (https://lpdaac.usgs.gov/products/aster_products_table/aster_overview). 









1 Banda 1 0,52 -0,60 15 ≤ 0,5 % 
2 Banda 2 0,63 - 0,69 15 ≤ 0,5 % 
3 Banda3 Nadir 0,76 - 0,86 15 ≤ 0,5 % 




5 Banda 4 1,60 - 1,70 30 ≤ 0,5 ~1,3 % 
6 Banda 5 2,145 - 2,185 30 ≤ 0,5 ~1,3 % 
7 Banda 6 2,185 - 2,225 30 ≤ 0,5 ~1,3 % 
8 Banda 7 2,235 - 2,285 30 ≤ 0,5 ~1,3 % 
9 Banda 8 2,295 - 2,365 30 ≤ 0,5 ~1,3 % 




11 Banda 10 8,125 - 8,475 90 ≤ 0,3 K 
12 Banda 11 8,475 - 8,825 90 ≤ 0,3 K 
13 Banda 12 8,925 - 9,275 90 ≤ 0,3 K 
14 Banda 13 10,25 - 10,95 90 ≤ 0,3 K 
15 Banda 14 10,95 - 11,65 90 ≤ 0,3 K 




Periódicamente se realizan test para poder determinar la fiabilidad de la 
calibración realizada (Thome et al., 1998; Hook et al., 2007). Estos 
experimentos se realizan midiendo la radiancia emitida por una superficie en el 
infrarrojo térmico, y las propiedades de la atmósfera sobre ésta. Estas medidas 
se introducen en un modelo de transferencia radiativa para estimar la radiancia 
que mediría el sensor. Esta radiancia simulada se compara posteriormente con 
la radiancia que en verdad mide el instrumento. Tonooka et al. (2005) y Hook 
et al. (2007) utilizan este método para estimar la bondad del ASTER utilizando 
medidas en zonas experimentales como el Lago Tahoe, Salton Sea, Railroad 
Valley, y la reserva natural de Cold Springs en USA o el Lago Kasumigaura en 
Japón. En estos trabajos se estimó una precisión aproximada de ± 0,6 K para 
todas las bandas. 
 
Figura 2.4 Funciones de respuesta espectral de las bandas TIR del EOS-
Terra/ASTER (Abrams et al., 2002). 
 
Tabla 2.3 Coeficientes ai de calibración necesarios para transformar las CD del 
subsistema TIR en radiancias con la ec. (2.1) (Abrams et al., 2002). 
Nombre ai (Wm-2sr-1µm-1 / CD) 
Banda 10 0,006882 
Banda 11 0,006780 
Banda 12 0,006590 
Banda 13 0,005693 





Tonooka et al. (2003) propone un procedimiento de recalibración lineal 
de estas radiancias debido a los desajustes temporales en la respuesta de los 
detectores debidos a cambios consecutivos en la versión de los coeficientes ai. 
Esta recalibración depende de la fecha y hora de la escena, así como de la 
versión de los coeficientes ai, y puede obtenerse vía aplicación web en la 
siguiente dirección: http://tonolab.cis.ibaraki.ac.jp/ASTER/RECAL/. 
El producto de LST y emisividad espectral que provee este sensor se 
basa en el método de separación de temperatura y emisividad (TES, Gillespie 
et al., 1998). Este método necesita las radiancias a nivel de superficie como 
parámetros de entrada. Para ello utilizan el algoritmo de corrección atmosférica 
estándar propuesto por Palluconi et al. (1999), que requiere del conocimiento 
de los perfiles verticales de temperatura y humedad de la atmosfera. Estos son 
introducidos en el modelo de transferencia radiativa MODTRAN (Berk et al., 
1999), a partir del cual se pueden obtener las radiancias a nivel de superficie. 
Los perfiles atmosféricos necesarios se obtienen a partir del producto del 
sistema global de asimilación de datos (GDAS) o del modelo climático del 
Naval Research Laboratory (NRL). 
El método TES utiliza estas radiancias en donde la temperatura y la 
emisividad están acopladas. Para un sensor multiespectral con N bandas 
tendríamos N+1 incógnitas con sólo N medidas. Para romper esta 
indeterminación, el algoritmo TES utiliza una relación empírica entre la 
amplitud del espectro de emisividades y el valor mínimo de emisividad en los N 
canales (Gillespie et al., 1998).  
El algoritmo asume como LST inicial la mayor de las temperaturas 
calculadas con las N radiancias de superficie asumiendo una emisividad dada 
(usualmente de 0,97). Con esta LST podemos calcular un espectro de 
emisividad preliminar. A partir de este espectro preliminar, se calcula el 
cociente entre la radiancia de nivel de suelo y la radiancia de un cuerpo negro 
a la temperatura LST en cada canal, y se pondera con la media de los N 
cocientes obtenidos. Posteriormente, se calcula la diferencia entre el máximo y 
mínimo valores calculados en los N canales. Esta diferencia está relacionada 
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con la emisividad mínima a partir de una relación empírica obtenida en base a 
medidas de laboratorio de espectros de rocas, suelos, vegetación, nieve y 
agua (Gillespie et al., 1998). 
Con esta emisividad mínima y el espectro de cocientes obtenemos el 
espectro de emisividades. Este espectro podemos utilizarlo junto con las N 
radiancias de los canales para obtener la LST. Obteniendo un valor para el 
NE∆T de ±0,3 K. 
 
2.3) Envisat Advanced Along-Track Scanning Radiometer 
(AATSR) 
 
Figura 2.5 Esquema del satélite Envisat y de los sensores instalados a bordo.  
 
El Advanced Along-Track Scanning Radiometer (AATSR), a bordo del 
satélite europeo Envisat (Figura 2.5), fue el tercero de una serie de 
instrumentos que comenzó con el ATSR-1 en el satélite ERS-1, lanzado en 
julio del 1991, al cual siguió el ATSR-2 en el ERS-2, lanzado en abril del 1995. 
Estos instrumentos contaban con una herencia común, y la posibilidad de 
visión de la superficie con dos ángulos de observación diferentes era su 





Sentinel-3) dentro de la misión europea Copernicus, cuyo lanzamiento está 
previsto dentro del 2014, contará con él Sea and Land Surface Temperature 
Radiometer (SLSTR), que será el sucesor del actualmente retirado AATSR y 
que continuará con su característica biangular. En cualquier caso, en este 
trabajo nos centramos en las características del ENVISAT/AATSR. 
El barrido del Envisat/AATSR describe dos curvas de ~500 km de ancho, 
con 555 píxeles en visión nadir y 371 píxeles en visión forward (Figura 2.6). Un 
mismo elemento de la superficie es observado primero en la visión forward 
(ángulos de observación entre 53° y 55°) y 120 s más tarde en visión nadir 
(con ángulos de observación comprendidos entre ± 23,45°). El campo de visión 
instantáneo nominal (IFOV) es de 1 km2 en el centro de la visión nadir y de 3 
km2 en el centro de la visión forward. El Envisat, de órbita polar y situado a una 
altura de 800 km, proporcionaba una cobertura global cada 3 días. 
 
 
Figura 2.6.- Geometría de adquisición del sensor Envisat/AATSR (AATSR 
Product Handbook, 2006). 
 
Las bandas espectrales del Envisat/AATSR se derivaron de los 
requerimientos científicos para la obtención de la temperatura de la superficie 
del mar (SST, siglas en inglés). Los canales del Envisat/AATSR (Tabla 2.4) se 
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sitúan en las mismas ventanas espectrales que en el caso del ATSR-1 y ATSR-
2.  
Tabla 2.4.- Especificaciones de la respuesta espectral del Envisat/AATSR donde ∆λ es 
la anchura espectral a la mitad del máximo. La última columna muestra el error en 
reflectividad o temperatura asociado al ruido al 0,5 % de albedo y a 270 K 
respectivamente (AATSR Product Handbook, 2006). 
Banda  
Longitud de 
onda central (µm) ∆λ (µm) NE∆ρ / NE∆T 
0,55 0,555 0,545 - 0,565 ± 5 % 
0,66 0,659 0,649 - 0,669 ± 5 % 
0,87 0,865 0,855 - 0,875 ± 5 % 
1,6 1,61 1,58 - 1,64 ± 5 % 
3,7 3,70 3,55 - 3,93 ± 0,08 K 
11 10,85 10,40 - 11,30 ± 0,05 K 
12 12,00 11,50 - 12,50 ± 0,05 K 
 
Los canales de interés para estimar la LST son el 11 y el 12. Sus 
funciones de respuesta espectral se muestran en la Figura 2.7. El error 
asociado a estos canales es inferior a ±0,1 K.  
 
Figura 2.7.- Funciones respuesta espectral de los canales 11 y 12 del sensor 
Envisat/AATSR (AATSR Product Handbook, 2006). 
 
El sensor Envisat/AATSR contaba con un sistema de calibración a bordo 
(Figura 2.8), con dos cuerpos negros especialmente diseñados para calibrar las 




K, mientras que el otro variaba según la temperatura a la que estuviese el 
instrumento (~256 K). Con estas temperaturas se abarcaban la gran mayoría 
de temperaturas que se esperaban alcanzar en la medida de la SST (Smith et 
al., 2001). La calibración de las bandas infrarrojas se realizaba 
automáticamente, por lo que los usuarios obtienen las temperaturas de brillo y 
no es necesaria ninguna recalibración. 
 
Figura 2.8.- Esquema del sistema de adquisición del sensor AATSR. Se muestra la 
posición de los sistemas de calibrado. 
 
Aunque el Envisat/AATSR fue diseñado para obtener la temperatura de la 
superficie del mar como primer objetivo (Llewellyn-Jones et al., 2001), sus 
imágenes también pueden ser utilizadas para estimar la LST. El algoritmo LST 
operativo de Envisat/AATSR (Prata, 2002) utiliza la temperatura de brillo 
proporcionada en los canales 11 y 12 en visión nadir (T11 y T12, 
respectivamente). Se trata, básicamente, de una ecuación de regresión que 
combina dichas temperaturas de brillo, cuyos coeficientes son calculados a 
partir de datos simulados, dependiendo del tipo de superficie (i), de la fracción 
de cobertura vegetal (f), del contenido de agua precipitable (W) y del ángulo de 
visión respecto nadir (θ). Cabe destacar que este algoritmo no depende 
explícitamente de la emisividad de la superficie. Los efectos asociados a la 
emisividad están implícitos en el tipo superficie y en la fracción de vegetación. 
El algoritmo LST puede escribirse como: 




( ) ( ) 12,,1211,,, TcbTTbaLST ififnifwif ⋅++−+=                     (2.3) 
 
donde n=1/cos(θ/5)≅1 para θ<23,5° (visión nadir) y todas las temperaturas 
vienen dadas en ºC. Los coeficientes de la ecuación (2.3) son: 
[ ] ( ) isivwif affaWa ,,,, 11)sec(4,0 −++−= θ                    (2.4) 
isivif bffbb ,,, )1( −+=                                                (2.5) 
 
isivif cffcc ,,, )1( −+=                                                  (2.6) 
 
Estos coeficientes han sido calculados para 13 tipos de superficie, 
además del agua, definidos por Dorman y Sellers (1989). Para un tipo de 
superficie (i) tenemos dos coeficientes: uno para una cobertura total de 
vegetación, ivx , , y otro para suelo sin vegetación, isx , , los cuales están 
ponderados por la proporción de vegetación (f ) (Tabla 2.5). 
Tabla 2.5.- Coeficientes del algoritmo operativo de LST para Envisat/AATSR 
(ecuaciones 2.3-2.6). 
 
Tipo de superficie i av,i as,i bv,i bs,i cv,i cs,i 
Árboles de hoja perenne y grande 1 0,6907 0,60951 3,8129 4,5637 -2,8456 -3,3617 
Árboles de hoja caduca y grande 2 -0,5393 4,6301 3,6472 4,3652 -2,7218 -3,2155 
Árboles de hoja grande y pequeña 3 -0,6885 4,8786 3,6472 4,3652 -2,7218 -3,2155 
Árboles de hoja perenne y pequeña 4 1,0801 1,0801 3,2972 3,2972 -2,2909 -2,2909 
Árboles de hoja caduca y pequeña 5 0,7804 1,4910 3,2721 3,8117 -2,3374 -2,7233 
Árboles de hoja ancha con vegetación 
de suelo 6 0,9089 0,0348 3,3511 3,9038 -2,3890 -2,7891 
Vegetación de suelo 7 0,7994 0,7994 3,5088 3,5088 -2,5065-2,5065 
Arbustos de hoja ancha con 
vegetación de cobertura 8 1,5662 0,7833 3,1384 3,6560 -2,2419-2,6121 
Arbustos de hoja ancha con suelo 
desnudo 9 0,8965 0,8965 3,4867 3,4867 -2,4908-2,4908 
Árboles pequeños y arbustos con 
vegetación de suelo 10 1,0817 1,0817 3,3039 3,3039 -2,2955-2,2955 
Suelo desnudo 11 0,7075 0,7041 3,7832 3,7832 -2,7868-2,7868 
Árboles de hoja caduca y ancha con 
cereales de invierno 12 0,8810 0,8810 3,4106 3,4106 -2,4133-2,4133 
Hielos perpetuos 13 1,0801 1,0801 3,2972 3,2972 -2,2909-2,2909 
Lagos (día) 14d -0,0005 -0,0005 2,4225 2,4225 -1,4344-1,4344 





El contenido de agua precipitable, W, se expresa en cm y sólo afecta al 
coeficiente a (ec. 2.4), pero su efecto es muy pequeño: una variación de 1 cm 
en W implica una variación de ~0,04 K en LST, para ángulos menores de 23,5°. 
El tipo de superficie referente a lagos, i=14, es el único que presenta 
diferentes coeficientes según sea de noche o de día, mientras que el resto no 
presenta variaciones temporales. 
Este algoritmo lo procesaba el Rutherford Appleton Laboratory (RAL), 
utilizando los coeficientes de la Tabla 2.4. Los valores de i, f y W, necesarios 
para su aplicación se obtenían a partir de una clasificación global, un mapa de 
proporción de vegetación y de climatología global con una resolución espacial 
de 0,5° x 0,5°. Para cada tipo de superficie se obtenía un valor mensual de f y 
de W. Las imágenes de LST generadas con este algoritmo se pueden adquirir a 
través de la Agencia Espacial Europea (ESA) como producto (AATSR_NR). 
 
2.4) EOS-Terra/Aqua Moderate Resolution Imaging 
Spectroradiometer (MODIS) 
 
El Moderate Resolution Imaging Spectroradiometer (MODIS), al igual que 
el ASTER, se lanzó el 18 de diciembre de 1999 a bordo del satélite EOS-Terra 
(Figura 2.3) y posteriormente, en mayo de 2002, se lanzó también en el EOS-
Aqua de la NASA. El satélite EOS-Terra recorre una órbita polar a una altura de 
705 km, cruzando el ecuador a las 10:30 a.m, mientras que el EOS-Aqua cruza 
el ecuador a las 1:30 p.m. El diseño de este sensor se basó en los 
requerimientos y necesidades de la mayoría de la comunidad científica y de los 
usuarios finales de sus productos, de forma que se puede asimilar con los 
datos recogidos por sensores predecesores, como el AVHRR, CZCS, 
SeaWiFS, HIRS y el TM. Las mejoras en el diseño del EOS/MODIS se 
centraron en la resolución y cobertura tanto espectral como espacial (Barnes et 
al 1998). Desde su lanzamiento, los datos adquiridos han sido utilizados por la 
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comunidad científica en estudios sobre la tierra, océanos y atmosfera debido a 
la versatilidad que permiten sus características (Justice et al., 1998; Esaias et 
al., 1998; King et al., 2003; Salomonson et al., 1989; Guenther et al., 2002). 
EOS/MODIS mide en 36 bandas espectrales dentro de la región del 
visible, infrarrojo cercano, medio y térmico. La tabla 2.6 muestra el intervalo 
espectral, resolución espacial y error instrumental de cada una de las bandas. 
Se toman imágenes con ángulos de adquisición entre ± 55° respecto del nadir 
consiguiendo imágenes de 2330 km de ancho. Debido a la curvatura terrestre 
el ángulo de visión en la superficie llega hasta los ± 65°. La resolución espacial 
nominal, es decir el tamaño de píxel o proyección del IFOV en el nadir (en el 
centro de la imagen), es de 1 km2. El tamaño de píxel aumenta hasta 2 km al 
aumentar el ángulo de adquisición en la dirección de la trayectoria del satélite, 
mientras que en dirección perpendicular llega hasta 4,8 km (Masuoka et al., 
1998). Para un ángulo de adquisición de 35° (correspondientes a un ángulo de 
visión a nivel de superficie de 40° aproximadamente) el tamaño del píxel es de 
1,3 x 1,6 km2, mientras que para un ángulo de adquisición de 50° (ángulo de 
visión de 60°) es de 1,7 x 3,3 km2.  
La calibración de las bandas térmicas de este sensor (20-25 y 27-36) se 
realiza utilizando un algoritmo cuadrático que relaciona la radiancia recibida por 
el sensor con la respuesta digital del mismo. Este proceso consta de dos 
pasos: primero se determinan los coeficientes de calibración de cada detector 
con la radiancia del cuerpo negro a bordo del satélite (que se encuentra a 290 
K, controlada y estable con una variación inferior a ± 2 mK al año), y 
posteriormente la radiancia que llega al sensor se obtiene al aplicar estos 
coeficientes a cada detector. Esta radiancia se corrige de los efectos debidos a 
la temperatura a la que se encuentra el sensor. Esta calibración se realiza 
automáticamente con lo que los usuarios obtienen directamente radiancias. 
Las bandas 31 y 32 del EOS/MODIS (Figura 2.9) se hallan en la ventana 
espectral entre 10,5 µm y 12,5 µm, tradicionalmente usada para el cálculo de la 
LST. El error en temperatura debido al ruido del instrumental para estas dos 




Tabla 2.6.- Bandas espectrales y usos del sensor EOS/MODIS (Toller y Isaacman, 
2003; Xiong et al., 2008 y 2009). 










1 0,620 -0,670 250 m ± 0,8 %  19 0,915-0,965 1,0 km ± 0,4 % 
2 0,841-0,876 250 m ± 0,5 %  20 3,660-3,840 1,0 km ± 0,05 K 
3 0,459-0,479 500 m ± 0,4 %  21 3,929-3,989 1,0 km ± 0,20 K 
4 0,545-0,565 500 m ± 0,4 %  22 3,929-3,989 1,0 km ± 0,07 K 
5 1,230-1,250 500 m ± 1,4 %  23 4,020-4,080 1,0 km ± 0,07 K 
6 1,628-1,652 500 m ± 0,4 %  24 4,433-4,498 1,0 km ± 0,25 K 
7 2,105-2,155 500 m ± 0,9 %  25 4,482-4,549 1,0 km ± 0,25 K 
8 0,405-0,420 1,0 km ± 0,1 %  26 1,360-1,390 1,0 km ± 0,7 % 
9 0,438-0,448 1,0 km ± 0,1 %  27 6,535-6,895 1,0 km ± 0,25K 
10 0,483-0,493 1,0 km ± 0,1 %  28 7,175-7,475 1,0 km ± 0,25 K 
11 0,526-0,536 1,0 km ± 0,1 %  29 8,400-8,700 1,0 km ± 0,25 K 
12 0,546-0,556 1,0 km ± 0,1 %  30 9,580-9,880 1,0 km ± 0,25 K 
13 0,662-0,672 1,0 km ± 0,1 %  31 10,78-11,28 1,0 km ± 0,05 K 
14 0,673-0,683 1,0 km ± 0,09 %  32 11,77-12,27 1,0 km ± 0,05 K 
15 0,743-0,753 1,0 km ± 0,2 %  33 13,185-13,485 1,0 km ± 0,25 K 
16 0,862-0,877 1,0 km ± 0,2 %  34 13,485-13,785 1,0 km ± 0,25 K 
17 0,890-0,920 1,0 km ± 0,6 %  35 13,785-14,085 1,0 km ± 0,25 K 
18 0,931-0,941 1,0 km ± 1,8 %  36 14,085-14,385 1,0 km ± 0,35 K 
 
Figura 2.9.- Funciones respuesta de los canales 31 y 32 del sensor 
EOS/MODIS (Toller y Isaacman, 2003). 




El sensor EOS/MODIS proporciona un producto de LST (MOD11_L2) 
obtenido mediante un algoritmo split-window generalizado propuesto por Wan y 
Dozier (1996), basado en el algoritmo split-window previamente propuesto por 
los mismos autores para el sensor NOAA/AVHRR (Wan y Dozier 1989). Este 
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donde ε es la emisividad promedio para los canales 31 y 32, y ∆ε es la 
diferencia espectral de emisividad entre los mismos. El coeficiente C viene 
determinado a partir del índice normalizado de vegetación (NDVI) de cada 
píxel, representando el factor de cobertura vegetal en dicho píxel (Wan y 
Dozier, 1996). Para ello es necesaria una clasificación de usos de suelo e 
incluso una clasificación de tipos de suelo. Mientras que los coeficientes Ai y Bi 
se obtienen a partir de regresiones estadísticas, y éstas dependen del ángulo 
de observación, del contenido de vapor de agua en la atmósfera, del tipo de 
atmósfera y de la temperatura del aire a nivel de suelo (Wan, 1999). 
Este algoritmo depende del conocimiento que se tenga de las 
emisividades en las bandas 31 y 32 de las superficies naturales. Las 
emisividades obtenidas en laboratorio a partir de las medidas desarrolladas con 
hojas individuales no tienen por qué caracterizar la respuesta de las estructuras 
vegetales, con lo que no deben ser aplicadas a nivel de tamaño de píxel. Las 
simulaciones muestran que para un intervalo de emisividades de hojas entre 
0,90 y 1,0, se obtiene una variación de emisividades para los árboles de entre 
0,96 y 1,0 (Olioso, 1995). Para calcular estas emisividades se desarrollaron 
modelos matemáticos (Snyder y Wan, 1998) que toman como partida medidas 
de diferentes especies en el laboratorio, una clasificación de usos de suelo y 




cada píxel de MODIS se le asigna un tipo de superficie, de acuerdo a la 
clasificación dada por el producto MODIS_land-cover (MOD12, Strahler et al., 
1999) y tras ello se calcula la emisividad para cada banda asociada a cada tipo 
de superficie (Snyder et al,. 1998). Las imágenes de LST obtenidas a partir de 
este algoritmo se pueden adquirir como producto MOD11_L2 para MODIS en 
EOS-Terra y MYD11_L2 para EOS-Aqua (Wan et al., 2002; Wang, 2008). 
 
2.5) Meteosat Second Generation Spinning Enhanced 
Visible and Infrared Imager (SEVIRI) 
 
El programa Meteosat Segunda Generación (Figura 2.10) consiste en una 
serie de 3 satélites geoestacionarios, el objetivo de los cuales se definió por 
parte de la comunidad meteorológica europea dirigida por la ESA y la 
organización europea para la explotación de satélites meteorológicos 
(EUMETSAT). Aunque el desarrollo del MSG es responsabilidad de la ESA, su 
operación, diseminación y servicio está a cargo de EUMETSAT. 
 
Figura 2.10.- Meteosat Segunda Generación (MSG),cuyo primer satélite fue 
lanzado en Agosto del 2002. 
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El objetivo del programa del MSG es proveer una serie de datos 
medioambientales relevantes y continuos como soporte para la predicción 
meteorológica y servicios relacionados. Por ello, el sensor MSG/SEVIRI es un 
radiómetro de escaneo giratorio con plataforma geoestacionaria que se diseñó 
con el fin de obtener imágenes de la tierra en 12 bandas espectrales diferentes 
con un periodo de repetición de 15 minutos, tiempo en el que adquiere una 
imagen completa del disco terráqueo y realiza una calibración a bordo.  Las 
bandas espectrales están dispuestas según se muestra en la Tabla 2.7, donde 
se muestran además sus principales usos. Su resolución espacial nominal es 
de 3 km2, aunque cuenta con una banda visible de alta resolución (HRV) con 
un tamaño de píxel en nadir de 1 km2. La Figura 2.11 muestra las funciones de 
respuesta espectral para los canales IR que utilizaremos para la obtención de 
la LST: IR10,8 y IR12,0. Estos presentan un NE∆T de ±0,11 K y ±0,16 K, 
respectivamente (Freitas et al, 2010). 
 
 
Figura 2.11.- Funciones de respuesta espectral de los canales IR10,8 y IR12,0 del 
sensor MSG/SEVIRI (Freira et al. 2010). 
 
El Land Surface Analysis Satellite Applications Facility (LSA SAF) de 




generalizado (Madeira, 2002; Trigo et al., 2008a) que sigue la formulación que 
propusieron Wan and Dozier (1996) para el NOAA/AVHRR y el EOS/MODIS 
(ver Ec. 2.7), utilizando en el caso del MSG/SEVIRI los canales IR10,8 y 
IR12,0. Los coeficientes Ai, Bi, y C se obtuvieron a partir de una regresión 
estadística de temperaturas de brillo sintéticas simuladas con el MODTRAN 4 
(Berk et al. 1999) para un conjunto de perfiles atmosféricos. Inicialmente se 
usaron un total de 40 perfiles atmosféricos libres de nubes componentes de la 
base TIGR (Thermodinamic Initial Guess Retrieval; Chevallier et al., 2000) junto 
con 50 perfiles que incluían una gran variedad de condiciones atmosféricas 
(Trigo et al., 2008a), pero posteriormente se utilizaron 77 perfiles seleccionados 
con el fin de cubrir una gran variedad de contenidos de vapor de agua (Freitas 
et al., 2010). 
 




Características de la banda espectral 
Aplicación principal (µm) λcen λmin λmax 
1 VIS0,6 0,635 0,56 0,71 Superficie, nubes, incendios 
2 VIS0,8 0,81 0,74 0,88 Superficie, nubes, incendios 
3 NIR1,6 1,64 1,50 1,78 Superficie, nubes 
4 IR3,9 3,90 3,48 4,36 Superficie, nubes, incendios 
5 WV6,2 6,25 5,35 7,15 Vapor de agua, nubes altas, inestabilidades 
atmosféricas 
6 WV7,3 7,35 6,85 7,85 Vapor de agua, inestabilidades 
atmosféricas 
7 IR8,7 8,70 8,30 9,1 Superficie, nubes, inestabilidades 
atmosféricas 
8 IR9,7 9,66 9,38 9,94 Ozono 
9 IR10,8 10,80 9,80 11,80 Superficie, nubes, incendios, inestabilidades atmosféricas 
10 IR12,0 12,00 11,00 13,00 Superficie, nubes, inestabilidades 
atmosféricas 
11 IR13,4 13,40 12,40 14,40 Cirros, inestabilidades atmosféricas 
12 HRV Banda Ancha (0,4 – 1,1 µm) Superficie, nubes 
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En la simulación se consideraron diversas configuraciones para cada 
perfil, con diferentes valores de emisividad, ángulos de visión y temperaturas 
de superficies (LST desde T0-15K a T0+15K; donde T0 es la temperatura del 
aire en el primer nivel del perfil, que suele estar a 2 m). Los valores de 
emisividad se tomaron inicialmente entre 0,94 y 1 y para ∆ε se consideraron 
valores entre -0,0135 a 0,022 (Trigo et al., 2008a). Posteriormente, Freitas et 
al. (2010) consideró 0,96 < ε10 <0,995 y ε10-0,030 < ε9 < ε10+0,018. Los ángulos 
de visión tomados en las simulaciones estaban comprendidos entre 0° y 60° 
inicialmente, y llegaban hasta 75° más tarde. Los coeficientes atmosféricos 
fueron estimados utilizando todos los perfiles, contenidos de vapor de agua y 
ángulos de visión, y se generó una tabla con ellos. En función del contenido de 
vapor de agua en la atmósfera, obtenido de forma rutinaria a partir de datos del 
European Centre for Medium-Range Weather Forecast (ECMWF, 
http://www.ecmwf.int/), se escogen los coeficientes más adecuados. Las 
emisividades necesarias para este producto se obtienen a partir de la fracción 
de cobertura vegetal (FCV), basándose en el Método de Cobertura vegetal 
(Valor y Caselles 1996), como εi= εi,vFCV + εi,s(1-FCV). La FCV se ofrece en 
otro producto LSA SAF (García -Haro et al., 2005), y εi,v y εi,s son las 
emisividades de la vegetación y el suelo desnudo, asignadas previamente para 
cada clase presente en un mapa de usos de suelo tomado como referencia 
(Trigo et al., 2008b). LSA SAF genera internamente mapas de emisividad que 
usa como dato de entrada para el producto LST. Finalmente, el producto LSA 
SAF LST se genera cada 15 minutos y está disponible en 
http://landsaf.meteo.pt. Este producto está limitado para ángulos de 
observación inferiores a 62,5° y valores de vapor de agua en la atmósfera 
iguales o inferiores a 4,5 cm, debido a que Freitas et al. (2010), con una base 
independiente de datos de simulación, mostró unos errores, sin tener en cuenta 


















Corrección atmosférica y 


















































3.1) Base teórica 
 
En este apartado se resume los conceptos teóricos que sirven como 
base para obtener una ecuación que relacione la radiancia en el techo de la 
atmósfera con la temperatura de la superficie emisora. 
La radiación emitida en el infrarrojo térmico por la superficie terrestre 
llega a un sensor a bordo de satélite después de atravesar la atmósfera. Por lo 
tanto, la radiancia en el techo de la atmósfera, TOALλ , depende tanto de las 
características radiométricas de la atmósfera interpuesta entre superficie y 
sensor, como de las propiedades de la superficie emisora. 
Un cuerpo negro es un sistema en equilibrio termodinámico con 
reflectividad y transmisividad nulas, es decir, absorbe toda la radiación que le 
llega (ρ=0), la cual es emitida dependiendo de la temperatura a la que esté 
dicho cuerpo. La radiancia emitida por un cuerpo negro viene dada por la 



































donde λ es la longitud de onda expresada en micrómetros y T es la 
temperatura de la superficie emisora expresada en kelvin. Un cuerpo negro por 
definición es isótropo, por lo que emite en todas las direcciones por igual. 
La emisividad se define como el cociente entre la radiancia emitida por 
una superficie real (Lλ(T)) y la emitida por un cuerpo negro (Bλ(T)) a la misma 
temperatura T: 
 










La emisividad es una característica intrínseca de la superficie que, en 
general, depende de la longitud de onda y de la dirección con la que se 
observe (definida por los ángulos cenitales y acimutales (θ,φ), entre otras 
variables. Cuando la emisividad de una superficie se muestra independiente de 
la longitud de onda, esta se denomina cuerpo gris. Mientras que, si emite por 
igual en todas las direcciones, se denomina superficie emisora lambertiana.  
Así, una superficie real a una temperatura T emite una radiancia igual a: 
 
( ) ( ) ( )TBTL λλλ ϕθεϕθ ,,, =                              (3.3) 
 
La radiación emitida por una superficie sufre distintos procesos al 
atravesar la atmósfera. En el intervalo espectral del infrarrojo térmico, los 
principales efectos que sufre la radiación son: la absorción debida a los 
constituyentes atmosféricos y la emisión de los mismos, en función de su 
propia temperatura. 
La transmisividad atmosférica se define como el cociente entre la 
radiación que atraviesa la atmósfera y la radiación emitida por la superficie. 
Para un medio horizontalmente homogéneo de densidad ρ y coeficiente másico 
de absorción kλ, la transmisividad entre el nivel de altura z y el techo de la 















ρθτ λλ                       (3.4) 
 
En el caso de la atmósfera, se suele separar la contribución debida al 
vapor de agua (que es el principal absorbente en el infrarrojo térmico) y la de 
los “gases fijos” (así denominados por ser su concentración en la atmósfera 
aproximadamente constante). Mientras que la transmisividad debida a los 
gases fijos puede considerarse como prácticamente constante, la del vapor de 
agua es extremadamente variable. Esto es debido a que su concentración y 
distribución vertical puede variar con la latitud, situación geográfica, altitud, la 
época del año e incluso diariamente. Además, hay que tener en cuenta las 




particularidades del coeficiente de absorción del vapor de agua en el infrarrojo 
térmico. En éste se combina un espectro discreto, con unas líneas de 
absorción espectrales determinadas, con un espectro continuo, que depende 
de la temperatura, la presión atmosférica y de la propia presión parcial del 
vapor de agua (Bignell, 1970).  
Para calcular la transmisividad atmosférica es necesario conocer con 
precisión el perfil vertical tanto de la concentración del vapor de agua a través, 
por ejemplo, de la razón de mezcla r(z), como el de presión, p(z) y el de 
temperatura T(z). Idealmente, estos datos pueden conseguirse mediante un 
radiosondeo.  
Otra magnitud importante es el contenido de vapor de agua o contenido 
de agua precipitable en la atmósfera, W0. Esta magnitud, representa la masa 










                                            (3.5) 
 
donde g0 es la aceleración de la gravedad (9,8 ms-2), p0 es la presión a nivel 
del suelo y p=0 representa el techo de la atmósfera. W0 se expresa 
normalmente en g·cm-2 o en cm. 
De la misma forma que la atmósfera absorbe radiación, también se 
produce una emisión de radiancia infrarroja que es función de la temperatura a 
la que se encuentra cada estrato atmosférico. Como consecuencia de ello, se 
puede distinguir entre radiancia atmosférica ascendente, )(θλ↑L  (hacia el 

























0 )0,,()()( θτθ λλλ                                   (3.7) 
donde se tiene en cuenta la variación de la transmisividad con la altitud, así 
como el efecto del perfil vertical de temperatura atmosférica a través de la 
función de Planck. 
Tanto la transmisividad como las radiancias atmosféricas pueden ser 
calculadas mediante un modelo de transferencia radiativa, que en nuestro caso 
es el modelo multicapa MODTRAN 4 v3r1 (Berk, et al. 1999). Este modelo 
supone una atmósfera horizontalmente homogénea, permitiendo definir un 
máximo de 65 capas, para las que se introduce la presión atmosférica, la 
altura, la temperatura y la humedad relativa (u otro índice de humedad, como la 
razón de mezcla). La concentración de gases fijos y aerosoles se puede 
introducir, o bien tomar valores estándar que tiene ya predefinidos el modelo. 
Este modelo calcula la transmisividad y las radiancias, tanto descendente 
como ascendente, con las ecuaciones (3.4), (3.6) y (3.7), definiendo una 
geometría de observación, altura del sensor y ángulo de visión, con una 
resolución espectral de 1 cm-1. 
 
La radiancia a nivel de suelo posee dos contribuciones: una es la emisión 
de la superficie, y la segunda, es la reflexión de la radiancia descendente 
proveniente de la atmósfera. La emisividad y la reflectividad están relacionadas 
por la Ley de Kirchhoff. En concreto, entre la emisividad direccional ελ(θ,ϕ) y la 
reflectividad bidireccional ρλ(θ’,ϕ’,θ,ϕ), (es decir, la proporción de radiación 
proveniente de una dirección definida (θ’,ϕ’) que es reflejada en una dirección 
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Es sabido que las superficies naturales presentan cierta dependencia 
angular en su emisividad. Incluso en superficies homogéneas se observa un 




decrecimiento de ε con el ángulo de observación, como en el caso del agua de 
mar (Niclòs, et al. 2005, 2014) y ciertos suelos desnudos (Lagouarde et al., 
1995; García-Santos et al. 2012, 2014). Para superficies heterogéneas y 
rugosas, es necesario desarrollar modelos para obtener una función de 
distribución de reflectividad bidireccional (BRDF) y a partir de ella, con la 
ecuación (3.8), obtener la emisividad direccional. En este trabajo no se 
pretende analizar la dependencia angular de la emisividad, por lo que 







                                              (3.9) 
 
donde la radiancia emitida por la atmósfera que es reflejada por la superficie 
viene dada por: 
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=              (3.11) 
 
Por lo tanto, si suponemos una superficie lambertiana, la radiancia a nivel 










Así pues, en este caso podemos obtener la radiancia en el techo de la 
atmósfera, TOALλ , como 
 











       (3.13) 
 
Esta expresión de la ecuación de transferencia radiativa nos servirá de base 
para la simulación de medidas de satélite a partir de la temperatura y 
emisividad de la superficie y los parámetros atmosféricos (que obtendremos 
mediante la aplicación del modelo MODTRAN 4.0, Berk et al, 1999). 
 
3.2) Corrección atmosférica monocanal mediante la 
Ecuación de Transferencia Radiativa (ETR) 
 
Los sensores a bordo de satélite miden la radiancia que llega al techo de 
la atmósfera en determinados intervalos espectrales (bandas o canales) 
caracterizados por una función de respuesta espectral. Si fi(λ) es la función de 
respuesta espectral correspondiente al filtro que define un canal i, la radiancia 



















                                           (3.14) 
 
De este modo, a partir de la ecuación (3.13) podemos calcular la 
radiancia en el techo de la atmósfera medida en el canal i, TOAiL  La temperatura 
de brillo o de canal en el canal i, Ti (que es la magnitud que generalmente 
proporcionan los sensores) se define como: 
 
TOA
iii LTB =)(                                                       (3.15) 





donde Bi es la función de Planck para el canal i, calculada según la ecuación 
(3.14). Ti se obtiene de (3.15) mediante inversión de la función de Planck. Para 
invertir la función de Planck de canal se puede proceder de la siguiente forma. 
Se calcula la función de Planck para una serie de temperaturas entre dos 
valores determinados (en nuestro caso 240 K - 340 K) y para una serie de 
longitudes de onda que cubran el intervalo de respuesta espectral de los 
canales. Esta radiancia espectral se integra con la función de respuesta 
espectral del canal, de acuerdo con la ecuación (3.14). De esta forma, tenemos 
una tabla que asocia la función de Planck de canal con la temperatura. Sin 
embargo, es posible aproximar Bi(T) a expresiones analíticas de T que 
permitan una inversión sencilla. Existen varias posibilidades: 
• Longitud de onda efectiva, λef. La función de Planck integrada en 















KTBi  (3.16) 
 
donde K1=C1/λef5 y K2=C2/λef se pueden obtener de una tabla T-Bi(T). 
La longitud de onda efectiva, λef, se obtiene a partir de estos 
coeficientes. 
 
• Función exponencial. La tabla de inversión T-Bi(T) se ajusta a 


















  (3.17) 
 
siendo Ai y Bi coeficientes obtenidos del ajuste y T0 una temperatura 
arbitraria que elegimos como 240 K. 
 
• Función potencial. La tabla de inversión T-Bi(T) se ajusta a una 
función de tipo potencial, en analogía con la ley de Steffan-
Boltzman. 
in
ii TmTB =)(     (3.18) 





En la Tabla 3.1 mostramos los coeficientes para cada tipo de 
aproximación para los canales de los sensores descritos en la Sección 2. Para 
estimar la bondad de estos ajustes se comparará el error en temperatura 
debido al ruido (NE∆T) con el error cuadrático medio del ajuste, δT, calculado a 
partir del error promedio y la desviación estándar en la diferencia entre la 
temperatura establecida teóricamente y la obtenida a partir de estos métodos. 
 
Tabla 3.1.- Coeficientes para la función de Planck de canal para cada una de las 
aproximaciones aplicadas a los sensores utilizados. Se incluye también el error en 
temperatura debido al ruido (NE∆T) y el error cuadrático medio del ajuste δT. Longitud 















Landsat ETM+ (6) ± 0,5 11,267 651,78 1278,614 ± 0,03 
EO
S 
ASTER (10) ± 0,3 8,291 3040,03 1735,4 ± 0,08 
ASTER (11) ± 0,3  8,634 2482,28 1666,4 ± 0,04 
ASTER (12) ± 0,3 9,075 1934,99 1585,5 ± 0,011 
ASTER (13) ± 0,3 10,657 866,44 1350,1 ± 0,05 
ASTER (14) ± 0,3 11,318 641,30 1271,2 ± 0,09 
MODIS (32) ± 0,05 12,034 471,72 1195,6 ± 0,007 
MODIS (31) ± 0,05 11,016 734,02 1306,2 ± 0,007 
Envisat AATSR (11) ± 0,05  10,849 791,92 1326,4 ± 0,004 
AATSR (12) ± 0,05 12,035 471,16 1195,7 ± 0,007 














Landsat ETM+ (6) ± 0,5 1009,9 5,758 0,92324 ± 0,010 
EO
S 
ASTER (10) ± 0,3 3470,6 7,365 0,98231 ± 0,004 
ASTER (11) ± 0,3  2877,7 7,091 0,97888 ± 0,008 
ASTER (12) ± 0,3 2301,5 6,777 0,97400 ± 0,009 
ASTER (13) ± 0,3 1164,0 5,917 0,95162 ± 0,009 
ASTER (14) ± 0,3 916,4 5,650 0,94189 ± 0,008 
MODIS (31) ± 0,05 1012,9 5,760 0,94634 ± 0,008 
MODIS (32) ± 0,05 707,0 5,379 0,9295 ± 0,009 
Envisat AATSR (11) ± 0,05  1084,8 5,836 0,94779 ± 0,007 
AATSR (12) ± 0,05 713,5 5,389 0,9274 ± 0,06 
MSG2 SEVIRI (9) ± 0,11 1122,8 5,875 0,94755 ± 0,007 SEVIRI (10) ± 0,16 737,1 5,422 0,92969 ± 0,009 











(Wm-2 sr-1µm-1) ni 
δT 
(K) 
Landsat ETM+ (6) ± 0,5 5,76x10-11 4,522 ± 1,2 
EO
S 
ASTER (10) ± 0,3 7,43x10-15 6,092 ± 1,3 
ASTER (11) ± 0,3  3,8x10-14 5,848 ± 1,3 
ASTER (12) ± 0,3 1,57x10-13 5,566 ± 1,3 
ASTER (13) ± 0,3 1,49x10-11 4,767 ± 1,3 
ASTER (14) ± 0,3 6,16x10-11 4,512 ± 1,2 
MODIS (31) ± 0,05 3,42x10-11 4,613 ± 1,2 
MODIS (32) ± 0,05 2,63x10-10 4,248 ± 1,2 
Envisat AATSR (11) ± 0,05  2,34x10
-11
 4,686 ± 1,2 
AATSR (12) ± 0,05 2,63x10-10 4,248 ± 1,2 
MSG2 SEVIRI (9) ± 0,11 1,97X10
-11 4,716 ± 1,2 
SEVIRI (10) ± 0,16 2,17X10-10 4,283 ± 1,2 
 
El error cometido al obtener la temperatura a partir de la radiancia de 
canal utilizando la aproximación de longitud de onda efectiva es equivalente al 
caso de la aproximación de función exponencial y ambos son menores que el 
NE∆T de cada uno de los sensores. Por lo tanto, podemos utilizar estas dos 
aproximaciones para invertir la función de Planck. Sin embargo, la 
aproximación potencial no proporciona la suficiente precisión como para 
utilizarla para este fin. 
Así pues, si consideramos que las bandas espectrales del sensor son 
estrechas, y además, en el intervalo espectral de estas bandas la emisividad y 
la transmisividad atmosférica no son muy variables, podemos plantear la 
ecuación espectral (3.13) con magnitudes de canal, que serán calculadas 
siguiendo la ecuación (3.14). Con ello estamos considerando ciertas 
aproximaciones en lo que se refiere a la integración espectral de la emisividad 
y de la transmisividad atmosférica. Tomando estas consideraciones se obtiene 
la siguiente relación: 
 




El error introducido al utilizar la ecuación (3.19) depende del ancho de 
banda, la humedad de la atmósfera y la variación espectral de la emisividad de 
la superficie (Ritcher y Coll 2002). Para evaluar este error se utilizaron dos 
perfiles atmosféricos obtenidos a partir de radiosondeos lanzados en los 
arrozales de Valencia, zona para la que posteriormente utilizamos estas 
aproximaciones, los días 6 de agosto del 2005 y 24 de Julio de 2007, debido a 
que estos perfiles poseen valores representativos de W0 (2,6 cm y 2,4 cm 
respectivamente). A partir de una LST y una emisividad dadas, obtenemos la 
radiancia de canal que mide el sensor utilizando dos métodos: mediante la 
ecuación espectral (3.13) integrada según la ecuación (3.14), y mediante la 
ecuación de canal (3.19), comparándose las temperaturas de brillo obtenidas 
en cada uno de los dos métodos. El error absoluto obtenido para los canales 
centrados en 11 µm de los sensores MSG2/SEVIRI, Envisat/AATSR y 
EOS/MODIS es inferior a 0,01 K. Sin embargo, para los canales de 12 µm de 
estos sensores el error es más grande (menores que ± 0,08 K). Considerando 
que el error típico en temperatura debido al ruido para estos sensores es de ± 
0,11K y ± 0,16K (MSG2/SEVIRI bandas 9 y 10, Freitas et al., 2010), ± 0,05 K 
(EOS/MODIS bandas 31 y 32, Toller y Issacman, 2003; Envisat/AATSR bandas 
11 y 12, AATSR Handbook 2006) podemos aceptar la aproximación aplicada 
en la ecuación (3.19) para el caso de los canales centrados en 11 µm. Estos 
errores son mayores cuanto más ancho sea el canal. Ejemplo de esto es el 
canal 6 del sensor Landsat/ETM+, en donde para este caso la ecuación (3.19) 
sobreestima en 0,15 K la temperatura de brillo obtenida a partir de la ecuación 
espectral (3.13). Este error es menor que el error que el NE∆T de esta banda 
(± 0,5 K), por lo tanto, la ecuación (3.19) también es aplicable para en este 
caso. Respecto a las bandas del EOS/ASTER_TIR, estas son bandas 
estrechas pero están distribuidas entre los 8 y 12 µm. El NE∆T para estas 
bandas es de ± 0,3 K, mientras que las diferencias obtenidas al comparar la 
ecuación (3.19) y (3.13) son en valor absoluto inferiores a 0,07 K, por lo tanto 




la utilización de la ecuación (3.19) implica un error inferior al NE∆T de los 
sensores, pudiéndose utilizar para calcular la radiancia a nivel del sensor. 
Es posible obtener la LST a partir de la temperatura de brillo medida por 
el sensor, de la emisividad de la superficie y los parámetros atmosféricos 
(simulación inversa). Este proceso consiste en calcular la parte derecha de la 
igualdad de la ecuación (3.13) considerando una LST dada T'. Así, a partir de 
ella se obtiene la correspondiente temperatura de brillo Ti'. Si esta es menor (o 
mayor) que la temperatura de brillo que nos proporciona el sensor, repetiremos 
el proceso para una temperatura de suelo diferente, T'', lo suficientemente 
mayor (o menor) como para que la nueva temperatura de brillo, Ti'', sea mayor 
(o menor) que la que nos proporciona el sensor. Con estas cuatro 
temperaturas, podemos obtener la LST correspondiente a la temperatura de 
brillo del sensor Ti a partir de la interpolación lineal de las temperaturas 
asumidas (T' y T'') y de sus correspondientes temperaturas de brillo (Ti' y Ti'').  
Una simplificación de este método consiste en utilizar parámetros 
atmosféricos de canal en vez de espectrales ( ↓↑ iii LL ,,τ ), lo que puede 
considerarse una aproximación. Con estos parámetros, la LST puede 




























  (3.20) 
 
e invirtiendo la función de Planck mediante las ecuaciones (3.16) o (3.17) con 
los coeficientes correspondiente según el sensor. Este método se utilizó para 
corregir las medidas de las bandas del infrarrojo térmico de los sensores 
Landsat/ETM+ y EOS/ASTER, así como los canales centrados en 11 µm de 
los sensores MSG2/SEVIRI, Envisat/AATSR y EOS/MODIS. 
En la simulación inversa, el error introducido al utilizar esta aproximación 
depende también con el ancho de banda, la humedad de la atmósfera, y las 




Al igual que en la evaluación del error en la simulación directa, utilizaremos los 
mismos perfiles atmosféricos. Para ello, primero obtendremos la LST a partir 
del método anterior, posteriormente, esta se compara con la obtenida 
utilizando la ecuación (3.20). Utilizar esta ecuación con la banda térmica del 
sensor Landsat/ETM+ subestima la LST en 0,2 K, el cual es inferior al error de 
calibración para esa banda (± 0,6 K, Barsi, et al. 2005). Para el caso del sensor 
EOS/ASTER, el error absoluto es inferior a 0,1 K que en comparación con el 
NE∆T de estas bandas (± 0,3 K) nos permite utilizar la ecuación (3.20). 
Respecto a las bandas de los sensores MSG2/SEVIRI, Envisat/AATSR y 
EOS/MODIS, el error en valor absoluto cometido para la banda centrada en los 
11 µm es inferior a ± 0,03 K, por lo que permite el uso de la ecuación (3.20) ya 
que es inferior al NE∆T de estos sensores. Para el caso de las bandas 
centradas en los 12 µm, la absorción debida al contenido de vapor de agua es 
mayor que en los centrados en los 11 µm obteniéndose errores ligeramente 
superiores al NE∆T (± 0,11 MSG2/SEVIRI, ± 0,15 K para EOS/MODIS y 
±0,17K para Envisat/AATSR). 
 
3.2.1) Perfiles atmosféricos 
 
La corrección atmosférica de las imágenes mediante la ecuación de 
transferencia radiativa aplicada a nivel monocanal requiere, por tanto, la 
determinación de transmisividades y radiancias emitidas por la capa 
atmosférica interpuesta entre superficie y sensor, y para su cálculo 
necesitamos conocer los perfiles atmosféricos asociados a esta capa. 
Los radiosondeos locales se obtienen al lanzar un globo sonda equipado 
con instrumental meteorológico, el cual emite por radio información como su 
posición GPS, presión atmosférica, temperatura y humedad entre otros. Estos 
globos suelen alcanzar una altura de 10 km en una hora. La ventaja de utilizar 
radiosondeos locales lanzados específicamente para la corrección de 
imágenes es la gran coincidencia espacio-temporal de los perfiles atmosféricos 
con el paso del satélite. Con estos radiosondeos se obtienen unos perfiles 




prácticamente continuos en altura, de los cuales deberán seleccionarse un 
máximo de 65 niveles para poder implementarlos en el modelo MODTRAN 4.0. 
Para realizar esta selección, sólo se elegirán los puntos representativos del 
perfil, mostrando así sus discontinuidades y cambios en los gradientes 
verticales en términos de humedad y/o temperatura. 
Como alternativa al radiosondeo local, se pueden utilizar perfiles 
obtenidos a partir de imágenes de sondeadores en satélites. En este trabajo 
vamos a utilizar dos productos atmosféricos derivados de sendos sondeadores: 
el EOS-Aqua/Air InfraRed Sounders (EOS-Aqua/AIRS), el cual ofrece perfiles 
de temperatura y humedad (Chaine, et al. 2001), y el EOS/MODIS, a través de 
los productos atmosféricos MOD07 o MYD07 según se trate del MODIS a 
bordo del EOS-Terra o EOS-Aqua (Seeman et al., 2006).  
El sensor AIRS está midiendo continuamente con una resolución 
espacial de 45 km y un periodo de revisita de 2 días. Este espectroradiómetro 
analiza la radiación recibida en el infrarrojo térmico entre las longitudes de 
onda de 3,7 y 15 µm, en donde se hallan las bandas de absorción del CO2 en 
4,2 y 15 µm, de las cuales se obtiene el perfil de temperatura, y la banda 
absorción de agua de 6,3 µm, de donde se obtiene el perfil de vapor de agua. 
El producto ofrecido por el EOS-Aqua/AIRS proporciona la temperatura del aire 
y la altura geopotencial en 28 niveles de presión. El perfil de vapor agua de 
este producto viene dado por la razón de mezcla del vapor de agua en los 
primeros 14 niveles. La altura máxima que alcanzan estos perfiles es de 61 km. 
Por otra parte, el producto atmosférico MOD07/MYD07 del EOS/MODIS 
obtiene perfiles de temperatura y humedad con 5 km de resolución espacial, 
utilizando las bandas 25, 27-29, y 33-36 (Tabla 2.6, Seeman et al., 2006). Este 
producto ofrece perfiles con 20 niveles de presión estándares tanto de 
temperatura como de humedad, dada en términos de temperatura de rocío. La 
altura máxima alcanzada por estos perfiles es de 35 km. 
Estas fuentes de perfiles atmosféricos quedan limitadas a la 
disponibilidad y periodicidad de las mismas. Una forma de obtener perfiles de 




análisis troposférico a escala global proporcionado por el National Centers of 
Environmental Prediction (NCEP, Kalnay, et al. 1995). El NCEP proporciona un 
producto de análisis troposférico cada 6 horas a escala global con una 
resolución espacial de 1 grado de latitud/longitud. Este producto es el resultado 
de la asimilación de datos y proporciona parámetros atmosféricos como las 
componentes norte y este del viento, la altura geopotencial, la temperatura y la 
humedad relativa entre otros. Los parámetros se proporcionan en cada uno de 
los 26 niveles de presión estándar de los modelos sinópticos y los perfiles 
suelen alcanzar una altura de 31 km.  
El hecho de utilizar niveles estándar de presión puede causar errores en 
los niveles próximos al suelo, sobre todo si la presión atmosférica a nivel de 
suelo es menor que los niveles estándar, por lo que habrá que comprobar la 
validez de los niveles inferiores en cada caso. 
En el capítulo 4 de este trabajo se analiza la conveniencia y los errores 
que se asume al utilizar cada una de las fuentes. 
 
3.2.2) Emisividad  
 
Para obtener la LST, además de los perfiles atmosféricos, es necesario 
conocer la emisividad correspondiente a la banda espectral y a la geometría de 
observación. El producto de LST y de emisividad del sensor EOS/MODIS 
(MOD11A1/MYD11A1 de EOS/Terra/Aqua), proporciona mapas de emisividad 
confeccionados a partir de una clasificación de usos de suelo (Snyder et al., 
1998). Aunque el MSG/SEVIRI el LSA SAF proporciona un producto de 
emisividad (disponible en http://landsaf.meteo.pt) este presenta graves errores 
de clasificación por lo que Freitas et al. (2010) propone el uso del producto 
MOD12 del EOS/MODIS (http://lpaac.usgs.gov) con una resolución espacial de 
1 km el cual también presenta cierto errores de clasificación. Sin embargo, 
para los casos de los sensores ENVISAT/AATSR o Landsat/ETM+ no existe en 
la actualidad ningún producto de emisividad asociado a sus canales en el 
infrarrojo térmico. Por lo tanto, para poder corregir las medidas realizadas 
desde satélite será necesario obtener mapas de emisividad de la superficie. En 




Niclòs et al. (2011), Caselles et al. (2012) y Coll et al. (2012) proponen, al igual 
que en el caso del producto MOD11A1/MYD11A1, obtenerlos a partir de una 
clasificación de usos de suelo periódica y regional, tal y como se describe a 
continuación. 
En el caso de clases con superficies heterogéneas conformadas por 
distintos componentes, como por ejemplo un cultivo, el cálculo de la emisividad 
se hace siguiendo el Modelo de Cobertura Vegetal propuesto por Valor y 







fifi PPdPP −><+−+= εεεε
 
  (3.21) 
 
donde v fi,ε  y 
s
fi,ε  son las emisividades de la vegetación y del suelo en una 
clase f dada para una banda espectral i, y fid ,>< ε es el término de cavidad 
asociado. Finalmente, Pv es la proporción de vegetación que hay en un píxel 
determinado.  
Con el fin de determinar las emisividades de los componentes, se ha 
establecido un conjunto de clases basado en la clasificación GLOBCOVER, 
obtenida a partir de datos del sensor ENVISAT/MERIS con una resolución 
espacial de 300 m (Bicheron et al., 2008). A partir de las 22 clases inicialmente 
establecidas, se ha llevado a cabo una reducción a 10 clases teniendo en 
cuenta las similitudes entre clases afines desde el punto de vista de los 
elementos que la componen y su estructura típica. Para cada clase 
correspondiente a zonas con vegetación, se ha calculado valores medios de 
v
fi,ε  y 
s
fi,ε  en cada banda espectral a partir de los espectros de emisividad para 
suelos y vegetación proporcionados en la versión 2 de la librería espectral de 
EOS/ASTER (Baldridge et al. 2009, speclib.jpl.nasa.gov). A partir de estas 
emisividades se ha calculado un valor medio del término de cavidad fid ,>< ε  
teniendo en cuenta la estructura de cada tipo de vegetación según su 
descripción en la clasificación GLOBCOVER, siguiendo el procedimiento 




nieve y hielo, o suelo sin vegetación, se han asignado directamente los valores 
de emisividad integrados a partir de las muestras correspondientes de la 
librería ASTER. En el caso de zonas urbanas, se ha utilizado el valor efectivo 
propuesto por Valor et al. (2000) determinado a partir de los valores de 
emisividad de materiales urbanos (principalmente hormigón, asfalto, cerámica) 
y de la estructura de edificios. La Tabla 3.2 muestra las clases definidas, su 
clasificación GLOBCOVER tanto global como regional para Europa Occidental, 
y, dependiendo de la clase, la emisividad o la relación de parámetros 
necesarios para el cálculo de la emisividad efectiva mediante la ecuación 
(3.21), para los canales 11µm y 12 µm del sensor ENVISAT/AATSR. Una 
descripción más detallada de las clases del GLOBCOVER, tanto global como 
regional, para Europa occidental podemos encontrarla en el Anexo I. 
La proporción de vegetación, Pv; se obtiene a partir del índice de 
vegetación de diferencia normalizada entre las reflectividades a nivel de suelo 
en la banda del infrarrojo cercano, ρir, y del rojo, ρr, (NDVI por sus siglas en 













































     (3.23) 
 
Los subíndices v y s se refieren a la media de los índices o reflectividades en 
zonas donde hay total cobertura de vegetación y suelo desnudo 
respectivamente. 
Con este modelo y la clasificación de usos de suelo podemos generar 
mapas de emisividad, tanto para imágenes puntuales como promedios 
mensuales y anuales, con los que poder corregir las imágenes para obtener 
la LST. 




Tabla 3.2.- Clases de usos de suelo en función de su clasificación GLOBCOVER 
(regional, R, o Global, G). En las dos últimas columnas se muestra la emisividad 
para los canales 11 µm y 12 µm del sensor ENVISAT/AATSR o, según el caso, 
los parámetros necesarios para calcularla a partir de la ecuación 3.21 (Anexo I). 
n 
Clase y Clasificación 
GLOBCOVER 
AATSR-11 µm AATSR-12 µm 
1 

























































































3.2.3) Análisis de sensibilidad 
 
Es necesario realizar un análisis exhaustivo de las fuentes de error para 
así estimar el error cometido al utilizar este método. Para realizar este análisis 
vamos a utilizar datos de las bandas del infrarrojo térmico de Landsat/ETM+ y 
EOS/ASTER, y las bandas centradas en 11 µm de los sensores 
MSG2/SEVIRI, EOS/MODIS y ENVISAT/AATSR, que son los que se utilizan en 
la obtención de la LST mediante la técnica monocanal, ya que en estas bandas 
el vapor de agua tiene una menor absorción que en el caso de las bandas 
centradas en los 12 µm. Los efectos producidos por posibles variaciones 
atmosféricas fueron simulados sobre los mismos perfiles utilizados 
anteriormente de dos formas diferenciadas: en una se incrementó la razón de 
mezcla en un 10% en cada nivel del perfil, en la otra se incrementó 1 K la 
temperatura del aire en cada nivel. Estos cambios pueden justificarse como 
pequeñas variaciones espacio-temporales en la atmósfera o errores de medida 
de los instrumentos equipados en el globo sonda. La LST se calcula a partir de 
los datos del sensor con cada perfil modificado y se compara los resultados 
obtenidos con el perfil original. Para el caso de la banda térmica del Landsat-
ETM+, la diferencia, en valor absoluto, en la LST obtenida con el perfil en el 
cual hemos variado la temperatura del aire, es de ±0,5 K, mientras que en caso 
del perfil en el que variamos la razón de mezcla esta diferencia es de ±0,4 K, 
por lo tanto el error en LST debido a un error en el perfil puede estimarse como 
la raíz de la suma cuadrática de estas diferencias, RSC, siendo en este caso 
de ± 0,6 K. En el caso de las bandas del TIR del EOS/ASTER, el error debido a 
la variación de la temperatura es menor que 0,4 K para todas las bandas 
excepto la banda 10, que es de 0,7 K, mientras que si variamos la razón de 
mezcla, los errores son inferiores a 0,4 K para todas las bandas. Así pues, el 
RSS debido a los errores en el perfil atmosférico varía entre ± 0,4 K de la 
banda 12 y ± 0,8 K de la banda 10. Finalmente, las bandas centradas en los 11 
µm de los sensores MSG2/SEVIRI, ENVISAT/AATSR y EOS/MODIS 
mostraron los valores más pequeños, tanto en el caso de la variación en 




temperatura (< 0,3 K) como en el caso de la variación de la razón de mezcla (< 
0,2 K) siendo el RSS atmosférico de ± 0,3 K para el caso de MSG2/SEVIRI y 
de ± 0,2 K tanto para EOS/MODIS como para ENVISTA/AATSR. Respecto al 
error del modelo de transferencia radiativa MODTRAN 4.0, supondremos que 
este es igual a los errores atmosféricos obtenidos. 
El efecto de la emisividad de la superficie se evaluó teniendo en cuenta 
una incertidumbre en la misma de ±0,005. Esto es cierto para zonas con densa 
vegetación, ya que estas muestran una alta emisividad con pequeñas 
variaciones en este intervalo espectral, y además este es el error típico para 
las medidas de emisividad en el campo (Wan y Li, 2008; Rubio , et al. 2003). 
Sin embargo, cabe esperar una mayor incertidumbre en la emisividad en 
superficies de suelo desnudo. En nuestro caso de estudio, una variación en la 
emisividad de ± 0,005 provoca una diferencia en valores absolutos de LST 
para el Landsat/ETM+ de ± 0,17 K, para el caso de las bandas TIR del 
EOS/ASTER varía entre ± 0,14 K (banda 10) y ± 0,2 K (banda 13), y para las 
bandas centradas en 11µm de los sensores ENVISAT/AATSR y EOS/MODIS 
es de ±0,2 K para ambos casos, finalmente para el caso del sensor 
MSG2/SEVIRI es de ± 0,3 K. Por lo tanto, considerando todas estas fuentes de 
error podemos obtener el error de este método como la RSS de todos los 
efectos anteriores, siendo este de ± 0,9 K para el caso del LANDSAT/ETM+, 
en el caso de las bandas TIR del EOS/ASTER muestran valores entre ± 0,5 K 
(banda 12) y ± 1,1 K (banda 10), para las bandas centradas en 11 µm de los 
sensores ENVISAT/AATSR y EOS/MODIS este error es para ambos casos ± 
0,4 K y para la banda 9 del MSG2/SEVIRI es de ± 0,5 K. La Tabla 3.3 muestra 
un resumen de todos estos errores. La mayor contribución en este error viene 
dada por los efectos atmosféricos, los cuales se incrementan con la humedad 
de la atmósfera. Finalmente, hay que destacar que estas diferencias pueden 
ser mayores si la diferencia entre el perfil utilizado y las condiciones reales de 
la atmósfera superan los supuestos tomados en este análisis (10% en la razón 




Tabla 3.3 Error en LST del método monocanal (δT) para cada caso. δTTa es la 
diferencia en LST obtenida con el perfil en el cual se modificó la temperatura de aire. 
δTW es la diferencia en LST obtenida con el perfil en el que se ha variado la razón de 
mezcla. δTε es la diferencia al variar la emisividad y δTMOD es el error asumido para el 
modelo de transferencia radiativa MODTRAN 4.0. Se añade la fecha del perfil utilizado 
















ETM+ (6) 24/07/2006 0,5 -0,4 0,17 ± 0,6 ± 0,9 
ASTER (10) 24/07/2006 0,7 -0,4 0,14 ± 0,8 ± 1,1 
ASTER (11) 24/07/2006 0,4 -0,3 0,17 ± 0,5 ± 0,7 
ASTER (12) 24/07/2006 0,3 -0,2 0,16 ± 0,4 ± 0,5 
ASTER (13) 24/07/2006 0,3 -0,3 0,2 ± 0,5 ± 0,7 
ASTER (14) 24/07/2006 0,4 -0,4 0,18 ± 0,6 ± 0,9 
AATSR (11) 06/08/2005 0,14 -0,17 0,2 ± 0,2 ± 0,4 
MODIS (31) 06/08/2005 0,11 -0,2 0,2 ± 0,2 ± 0,4 
SEVIRI (9) 23/09/2008 0,3 0,10 0,3 ± 0,3 ± 0,5 
 
3.3) Métodos de absorción diferencial 
 
El problema de utilizar la ecuación (3.20) es la necesidad de tener 
perfectamente caracterizada la atmósfera mediante un perfil atmosférico 
coincidente con la hora de paso del satélite sobre la zona de estudio. Esto es 
debido a la gran sensibilidad de los parámetros atmosféricos al contenido y 
distribución vertical del vapor de agua. Para evitar la necesidad de estos 
perfiles (y el uso de modelos de transferencia radiativa), se desarrollaron 
métodos de corrección basados en el principio de absorción diferencial 
(McMillin, 1975), que se aplicaron inicialmente para la obtención de la 
temperatura de la superficie del mar (SST). Estos métodos utilizan las medidas 
para una misma superficie en diferentes condiciones de observación, y se 
mostraron, probablemente, como los métodos más simples y operativos para la 
corrección atmosférica y de emisividad en el infrarrojo térmico. Ejemplos de 
estos métodos son: el split-window que utiliza dos canales en la ventana 
atmosférica de 10,5-12,5 µm (Prabhakara, et al., 1974; Deschamps y Phulpin, 
1980) o el dual-angle, utilizando un único canal pero con dos ángulos de visión 




distintos (Saunders, 1970). Los algoritmos propuestos para estas técnicas 
obtienen la SST como una combinación lineal de las temperaturas de brillo en 
los canales o ángulos considerados, con unos coeficientes constantes a escala 
regional o global.  
Posteriormente, se extendió el uso de la técnica split-window para la 
superficie terrestre, teniendo en cuenta los efectos de la emisividad de la 
misma (Becker y Li, 1990; Prata, 1994; Wan y Dozier, 1996; Coll y Caselles, 
1997). Estos algoritmos pueden incluir explícitamente la dependencia con la 
emisividad de la superficie en los canales considerados, o considerar 
diferentes coeficientes para cada tipo de superficie. En cualquier caso, se 
requiere de un buen conocimiento de las características de la superficie (a 
través de la emisividad de la misma o el tipo de superficie) para poder obtener 
la LST, lo cual es el principal inconveniente de este método. Por ello, se espera 
que los algoritmos split-window funcionen mejor en superficies con emisividad 
conocida y cercana al cuerpo gris, por ejemplo, agua o vegetación. Para aplicar 
la técnica dual-angle en el cálculo de la LST, se requiere del conocimiento de 
la emisividad en los dos ángulos distintos de observación, para los cuales 
además el área cubierta no es la misma. Con respecto a esto, en los últimos 
años han surgido algunos estudios que tratan de caracterizar el 
comportamiento angular de la emisividad de las superficies terrestres 
(Lagouarde et al., 1995; Sobrino y Cuenca 1999; Cuenca y Sobrino 2004; 
García-Santos et al. 2012, 2014). Ahora bien, debido a la anisotropía de la 
radiación emitida por una superficie rugosa, heterogénea y no isotérmica, el 
método dual-angle es más difícil de aplicar que los métodos split-window para 
la obtención de la LST (Caselles, et al. 1997; Coll et al., 2006). 
En este caso, vamos a seguir el modelo split-window propuesto por Coll y 
Caselles (1997), que puede adaptarse fácilmente al caso dual-angle. Este 
algoritmo ha sido aplicado y validado con datos del NOAA-AVHRR (Coll y 
Caselles, 1997) y con datos GMS-5-VISSR (Prata y Cechet, 1999). El modelo 
considera de forma separada la contribución atmosférica y la de emisividad en 




para obtener la LST. Partiendo de la ecuación de transferencia radiativa 
aplicada a las medidas del sensor, asumiendo que la superficie refleja la 
radiación de forma lambertiana, y linealizando la función de Planck con la 
función de temperatura, el modelo split-window presentado expresa la LST 
como: 
( ) ( ) εβεα ∆−−+−+∆+= 1211 TTATT    (3.24) 
 
donde Ti es la temperatura de brillo en el canal i (tomamos i igual a 1 y 2 para 
los canales centrados en 11 µm y 12 µm respectivamente), ε es la emisividad 
media ((ε1+ε2)/2) y ∆ε la diferencia de emisividad entre los canales (ε1−ε2). 
Nuestro propósito es aplicar este modelo de absorción diferencial a los 
sensores ENVISAT/AATSR, MSG2/SEVIRI y EOS/MODIS. Hay que destacar 
que este mismo modelo también puede aplicarse para el caso dual-angle 
simplemente asignando a los subíndices 1 y 2 las medidas tomadas en dos 
ángulos de observación (como los de la visión nadir y forward de AATSR), 
respectivamente. En (3.24), los efectos atmosféricos y de emisividad quedan 
formalmente desacoplados a través de los coeficientes A y ∆ (coeficientes 
atmosféricos) y α y β (coeficientes de emisividad). Los coeficientes 











    (3.25) 
[ ] ( )↑↑ −−−=∆ 212 )(1 aa TTAθτ    (3.26) 
 
los cuales dependen sólo de la atmósfera a través de la transmisividad 
atmosférica τi(θ), el ángulo de observación θ y la temperatura atmosférica 
efectiva ascendente ↑1aT  (definida a partir de la radiancia atmosférica 
ascendente de acuerdo con McMillin (1975) como ))(1/()()( θτθ iiaii LTB −= ↑↑ ). 
Los coeficientes correspondientes a la emisividad se definen como:  
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Tb τγ                 (3.29) 
 
siendo ni el exponente de la aproximación potencial de la función de Planck 
(3.18) (véase Tabla 3.1 para ver los diferentes valores para los sensores en 
estudio). La temperatura ↓aiT  es la temperatura atmosférica efectiva 
descendente y queda definida análogamente a la ascendente 
( ))(1/()()( θτθ iiaii LTB −= ↓↓ ; McMillin, 1975). El coeficiente γi es la razón entre 
la irradiancia descendente hemisférica y π veces la radiancia descendente en 
nadir, )0(/ o↓= iskyii LF πγ . Más detalles al respecto de la obtención de la 
ecuación (3.24) se pueden encontrar en Coll et al. (1994) 
Las expresiones teóricas de los coeficientes (3.25) - (3.29) no son 
operativas para calcular la LST. Una metodología frecuentemente empleada 
para la obtención de los coeficientes de estos algoritmos se basa en la 
generación de una base de datos de simulación de medidas de satélite, 
utilizando un conjunto de perfiles atmosféricos suficientemente amplio y 
representativo a escala global y asumiendo un intervalo de valores adecuado 
para la emisividad y la temperatura de la superficie. Así, se puede simular las 
temperaturas de brillo T1 y T2 para un determinado par de canales y cualquier 
ángulo de observación. Utilizando los valores de LST, T1 y T2 simulados, los 
coeficientes de los algoritmos se obtienen mediante regresión estadística. 
Sabiendo que los coeficientes A y ∆ sólo dependen de la atmósfera, y si 
asumimos una superficie con comportamiento de cuerpo negro (ε1=ε2=1), la 





( )211 TTATT −+∆+=
   
 (3.30) 
 
mientras que las temperaturas de brillo quedan definidas como:  
 
)()()()( θθτ ↓+= iiiii LTBTB      (3.31) 
 
Así pues, los coeficientes A y ∆ pueden obtenerse a partir de la regresión 
de T-T1 en función de T1-T2. Según Coll y Caselles (1997), esta regresión suele 
ser cuadrática debido a la dependencia lineal del coeficiente A con T1-T2, 
mientras que el coeficiente ∆ se puede considerar constante. Así:  
 
( )2121 TTaaA −+=     (3.32) 
 
 
0a=∆       (3.33) 
 
donde a0, a1 y a2, que en adelante llamaremos coeficientes atmosféricos, son 
valores constantes para una combinación particular de bandas espectrales o 
ángulos de observación para cada sensor. El efecto de la emisividad se tiene 
en cuenta en los coeficientes α y β. Para calcularlos es necesario calcular 
previamente los coeficientes bi (3.29). Estos coeficientes dependen de la 
temperatura de la superficie y de las condiciones atmosféricas. Así pues, los 
coeficientes también se pueden calcular independientemente de la emisividad 
de la superficie a partir de una base de simulación de medidas de satélite. 
Niclòs et al. (2011) estudia el efecto de la atmósfera para valores altos de 
θ en el caso del MSG2/SEVIRI. Este trabajo demuestra que para grandes 
valores de θ los coeficientes atmosféricos a1 y a2 dependen linealmente de 
S=sec(θ)-1 (a1(S)=na1+ma1·S; a2(S)=na2+ma2·S). Para ángulos menores de 
40,3° prácticamente no hay diferencia entre ambos coeficientes, pero a partir 
de este valor esta corrección se hace necesaria (Niclòs et al. 2011; Anexo J).  
 





3.3.1) Base de radiosondeos CLAR 
Para poder obtener algoritmos de LST válidos a escala global, en Galve 
et al. 2008 (Anexo E) recopilamos radiosondeos de todo el mundo, 
preferentemente de zonas continentales. Para ello, se dividió el globo terrestre 
en una serie de zonas, dispuestas latitudinalmente, para la obtención de los 
radiosondeos. Debido a que en el hemisferio sur hay menos puntos de 
lanzamiento que en el hemisferio norte, se decidió no distinguir entre 
hemisferios. Se pretendió que todas las zonas tuvieran una representatividad 
equivalente a su extensión real. Así pues, se decidió distinguir tres zonas 
según si sus latitudes son bajas (0°-30°), medias (30°-60°), o altas (60°-90°).  
Los algoritmos a desarrollar, además de ser globales, también requerían 
ser independientes de la estacionalidad o de la hora del día en que se obtenga 
la temperatura. En cada uno de los grupos anteriores, se consideraron las 
características básicas de sus estacionalidades, según las cuales nos 
basamos para realizar la búsqueda de los radiosondeos y así poder evitar 
posibles redundancias. Las características de estas zonas son las siguientes 
(Galve et al. 2008; Anexo E): 
• Latitudes bajas: Se caracterizan por un clima tropical, ausente de 
estacionalidad, y cuya variabilidad la tenemos entre el día y la 
noche (2 casos por estación: día y noche). 
• Latitudes medias: Tenemos estacionalidad además de 
diferenciación entre día y noche (4 casos por estación: verano-
día, verano-noche, invierno-día, invierno-noche). 
• Latitudes altas: Las estaciones vienen marcadas por las horas de 
sol y de oscuridad por lo que la diferencia entre invierno y verano 
acarrea también una diferencia entre día y noche (2 casos por 
estación: invierno y verano). 
Por último, los radiosondeos se seleccionaron libres de nubes. Para 
determinar qué radiosondeos poseían nubes se utilizó un criterio de umbrales, 
según el cual si una capa superaba cierto umbral, se suponía que el 
radiosondeo correspondía a una situación nubosa, por lo que se desechaba. 




hubiera más de dos capas consecutivas con humedades relativas superiores a 
85%. Si se daba este caso, se consideraba que el radiosondeo tenía nube por 
lo que se desechaba. Además, se eliminaron aquellos radiosondeos que 
presentaran una humedad relativa superior al 80 % en los primeros 2 km de 
altura, por considerar que había un alto riesgo de niebla en estas capas. 
Teniendo en cuenta todas estas consideraciones, se obtuvo un conjunto 
de 382 radiosondeos, los cuales constituyen la base de radiosondeos que 
denominamos como Cloudless Land Atmosphere Radiosounding (CLAR, 
Galve et al, 2008; Anexo E). 
Estos radiosondeos se obtuvieron de la base de datos del Departamento 
de Ciencias Atmosféricas de la Universidad de Wyoming, a través de su 
página web (weather.uwyo.edu/upperair/sounding.html), en la que podemos 
encontrar una colección de radiosondeos tomados en estaciones 
meteorológicas distribuidas por todo el mundo desde 1973 hasta la actualidad. 
A continuación, exponemos las características más relevantes de la base 
de datos CLAR para la obtención de algoritmos globales para la estimación de 
LST. 
Como se puede observar en la Figura 3.1.a, la distribución de los 
radiosondeos es bastante uniforme latitudinalmente. Cada zona posee un 
porcentaje de representatividad equivalente a su extensión o importancia: 42% 
para latitudes medias, 40% para latitudes bajas y 18% para latitudes altas. En 
la Figura 3.1.c se encuentra un mapa con la distribución global de las 
localizaciones donde se han tomado los radiosondeos. Estos cubren 
adecuadamente todos los continentes y todas las latitudes. En la Figura 3.1.b 
se muestra la distribución del contenido de agua precipitable, W0, de los 
radiosondeos. El número de radiosondeos es prácticamente constante hasta 
los 5,5 cm, alcanzando los 6,5 cm en algunos casos. 
En la Figura 3.2 podemos observar la representación del contenido de 
agua precipitable (W0) frente a la temperatura de la primera capa del 
radiosondeo (T0). Se ha recopilado los radiosondeos de forma que para cada 
temperatura haya una buena distribución de contenidos de agua precipitable. 




Sin embargo, para bajas temperaturas no se encontraron radiosondeos con 
contenidos de vapor de agua superiores a 1 cm. 
El intervalo de temperaturas es desde -80°C hasta 45°C, aunque el 









Figura 3.1.- a) Histograma de latitudes de la base de radiosondeos 
CLAR. b) Histograma de contenido de agua precipitable de la base 
CLAR. c) Mapamundi con las localizaciones de toma de radiosondeos. 
 
El periodo temporal de los radiosondeos abarca desde 2003 hasta 
2006. La lista con los radiosondeos de la base CLAR se muestra en el Anexo 
A, donde se especifica la fecha, hora, coordenadas, T0, altitud de la estación 




De todos los casos recogidos en la base CLAR, se ha seleccionado dos 
conjuntos distintos: uno, compuesto por 312 casos, destinado a la generación 
de algoritmos, CLARgen; y el otro, compuesto por 70 casos, para comprobar la 
fiabilidad del ajuste, CLARcomp. La base CLARgen destinada a la generación 
de algoritmos comprende aproximadamente el 80% de los radiosondeos 
totales con el fin de dar mayor robustez al proceso de ajuste de los algoritmos. 
Además, esta base CLARgen está distribuida de forma uniforme en latitud 
(42% para latitudes bajas, 41% para latitudes medias y 17% para latitudes 
altas) y del mismo modo también tiene una buena distribución en cuanto al 
contenido de vapor de agua (W0), prácticamente constante para W0 ≤ 5,5 cm. 
Los radiosondeos restantes contenidos en la base CLARcomp se 
reservan para comprobar la bondad del ajuste realizado con la base CLARgen. 
Sus radiosondeos están distribuidos de forma uniforme tanto en el W0 como de 
forma latitudinal. La proporción de radiosondeos en las secciones latitudinales 
se mantiene (46%, 37% y 17%, en radiosondeos de la sección tropical, media y 
polar, respectivamente). 
 
Figura 3.2.- Contenido de agua precipitable frente al temperatura de la primera 
capa del radiosondeo de los radiosondeos de la base CLAR. 
 
3.3.2) Condiciones de simulación 
 
Las simulaciones se realizaron implementando los radiosondeos en un 
modelo de transferencia radiativa multicapa, en nuestro caso el MODTRAN 4 




v3r1 (Berk et al, 1999). Para cada radiosondeo se introdujo un total de 65 
capas, comprendidas entre el nivel de suelo y los 100 km de altura, en donde 
se especifica la altitud, la presión atmosférica, la temperatura y la temperatura 
de rocío de cada capa. Además, se impuso un modelo de distribución de 
aerosoles del tipo rural con una visibilidad de 24 km y, según el caso, una 
variación estacional de este modelo. También se tomó un modelo estacional 
para la distribución de aerosoles estratosféricos; y para los gases fijos se 
tomó los perfiles estándar según la latitud y estación de cada caso. 
De esta modelización, obtuvimos tanto la radiancia espectral 
ascendente de la atmósfera como la descendente, y también la transmisividad 
espectral de la misma en el intervalo espectral de 3,3-16,7 µm, es decir, de 
600-3000 cm-1 en número de onda, con intervalos de 1 cm-1. 
Otro punto a tener en cuenta en la simulación es el ángulo de observación. 
Para cubrir adecuadamente el campo de observación de los sensores 
estudiados, se tomó los ángulos gaussianos (11,6°, 26,1° y 40,3°; Wan y 
Dozier, 1989), además de estos se incluyó el nadir y grandes ángulos como 
53,7° y 65°. La simulación se realizó con todos ellos. Posteriormente, según el 
campo de visión de cada uno de los sensores, se eligió un conjunto de ángulos 
para la generación de los algoritmos, y su posterior análisis de bondad. 
Con el fin de simular la temperatura de brillo medida por un sensor en el 
techo de la atmósfera es necesario considerar una temperatura de superficie, 
T, como se puede observar en la ecuación (3.13). Tradicionalmente se 
seleccionaban diferentes T a partir de la temperatura del aire en la primera 
capa del radiosondeo. Por ejemplo, Yu et al. (2005) consideraron T0 - 15 K ≤ T 
≤ T0 + 15 K. Ouiaidradi et al. (2002) consideraron T0 - 10 K ≤ T ≤ T0 + 20 K. 
Wan y Dozier (1996) tomaron T0 - 16 K ≤ T ≤ T0 + 16 K y Wan and Dozier 
(1989) asumieron T0 - 20 K ≤ T ≤ T0 + 20 K. En nuestro caso, realizamos un 
estudio estadístico de la diferencia entre T0, obtenida a partir del producto 
global MOD08 de perfiles atmosféricos que EOS/MODIS ofrece cada 8 días 
(Seeman et al., 2006), y la LST, obtenida a partir del producto global MOD11 




con el fin de estimar la distribución global de la diferencia entre estas dos 
temperaturas. Para ello se consideraron un total de 45 escenas diferentes a lo 
largo del año. En cada una de ellas sólo se computaron aquellos píxeles 
terrestres que estuvieran libres de nubes. La Figura 3.3 muestra el histograma 
de estas diferencias. La diferencia media obtenida es de + 3 K con una 
desviación estándar de ± 9 K. Así pues, para realizar la simulación 
seleccionamos las siguientes temperaturas: T=T0 - 6 K, T0 - 2 K, T0 + 1 K, T0 + 
3 K, T0 + 5 K, T0 + 8 K y T0 + 12 K, siguiendo una distribución gaussiana. De 
esta forma, se obtuvieron 7 simulaciones diferentes para cada radiosondeo. 
Con esto tenemos un total de 312 atmósferas x 6 ángulos x 7 temperaturas = 
13104 simulaciones distintas para la base CLARgen, a utilizar para generar 
algoritmos, mientras que para la base CLARcomp tenemos un total de 70 











Figura 3.3 Histograma de distribución global de T - T0 para el año 2005. T es la LST 
obtenida a partir del producto global de LST y emisividad que MODIS ofrece cada 8 días
(MOD11, Wan, 1999). T0 es la temperatura del aire al primer nivel del perfil atmosférico 
obtenido a partir del producto global de perfiles atmosféricos que MODIS ofrece cada 8 
días (MOD08, Seeman, et al. 2006) 
 
Una vez simulamos la radiancia espectral en el techo de la atmósfera 
para cada caso, se procedió a la integración para los canales considerados 
siguiendo la ecuación (3.14), obteniéndose así la radiancia de canal TOAiL . 
Finalmente, se calculó la temperatura de brillo equivalente, Ti, según la 




ecuación (3.15) e invirtiendo la función de Planck de canal Bi, utilizando la 
parametrización exponencial (3.17) con sus correspondientes coeficientes, que 
se muestran en la Tabla 3.1. 
 
3.3.3) Algoritmos LST 
 
Utilizando los radiosondeos de la base CLARgen se simularon las 
temperaturas de brillo en los canales 11 y 12 del ENVISAT/AATSR, en los 
canales 31 y 32 de EOS/MODIS y en los canales 9 y 10 del MSG2/SEVIRI. 
Esta simulación se realizó tomando los distintos ángulos de observación y 
temperaturas de superficie terrestre mencionadas anteriormente. Además, se 
realizó considerando la superficie como un cuerpo negro (εi=1 para todos los 
canales y ángulos de observación) con el objetivo de obtener los coeficientes 
atmosféricos a0, a1 y a2 de la ecuación (3.24), ya que estos coeficientes son 
independientes del tipo de superficie. 
La ecuación (3.24) es válida tanto para algoritmos de tipo split-window 
como dual-angle, con lo que los canales 1 y 2 utilizados pueden ser 2 canales 
distintos con un mismo ángulo de visión, o un único canal con 2 ángulos de 
visión distintos. Teniendo en cuenta las características de los sensores 
podemos plantear distintos tipos de algoritmos. ENVISAT/AATSR permite 
generar dos algoritmos split-window, uno en visión nadir y otro en visión 
forward (ASWn y ASWf, respectivamente), y dos dual-angle, uno en 11 µm y 
otro en 12 µm (ADA11 y ADA12, respectivamente). Mientras que sólo podemos 
generar un algoritmo split-window con los canales centrados en los 11 y 12 µm 
(MSW y SEV-SW) para EOS/MODIS y MSG2/SEVIRI (Galve et al 2008, Niclòs 
et al 2011). 
En consecuencia, las simulaciones se desarrollaron seleccionando un 
conjunto de configuraciones específicas para cada tipo de algoritmo. Estas 





• ENVISAT/AATSR split-window, nadir (ASWn): simulamos las 
temperaturas de brillo medidas de los canales 11 y 12 en nadir (T11n y 
T12n) para los ángulos 0°, 11,6° y 26,1°, con un total de 6552 casos de 
simulación. 
• ENVISAT/AATSR split-window, forward (ASWf): simulamos las 
medidas de los canales 11 y 12 en forward (T11f y T12f) sólo para el 
ángulo de 53,7°, con un total de 2184 casos. 
• ENVISAT/AATSR dual-angle, canal 11 (ADA11): simulamos las 
medidas con el canal 11, considerando dos combinaciones de 
ángulos nadir-forward: 0°-53,7° y 11,6°-53,7°. De esta forma 
obtuvimos las temperaturas de brillo T11n y T11f para un total de 4368 
casos. 
• ENVISAT/AATSR dual-angle, canal 12 (ADA12): realizamos las 
simulaciones con el canal 12, tomando dos combinaciones de 
ángulos nadir-forward: 0°-53,7° y 11,6°-53,7°. De esta forma 
obtuvimos las temperaturas de brillo T12n y T12f para un total de 4368 
casos. 
• EOS/MODIS split-window (MSW): Aunque el ángulo de observación 
del MODIS alcanza los 65° simulamos las medidas de los canales 31 
y 32 (T31 y T32) para los ángulos 0°, 11,6°, 26,1° y 40,3°, debido a los 
errores en las medidas ofrecidas por el sensor a partir de estos 
ángulos. Aún con esto, obtuvimos un total de 8736 casos. 
• MSG2/SEVIRI split-window (SEV-SW): En este caso sí que se 
ofrecen medidas optimas hasta los 65° por lo que simulamos la 
temperatura de brillo para los canales 9 y 10 para todos los ángulos 
con un total de 13104 casos. Para reducir la dispersión debida a los 
ángulos los coeficientes atmosféricos dependen del ángulo de visión 
del siguiente modo: a1(S)=na1+ma1·S y a2(S)=na2+ma2·S donde: 
S=sec(θ)-1 (Niclòs et al. 2011). 
 
Una vez simulados todos los casos, se calculó la diferencia entre la 
temperatura de suelo (T) y la temperatura de brillo en el canal con menor 
absorción de la atmósfera (T1), y se ajustó a una función cuadrática de la 
diferencia de temperaturas de brillo ∆T=(T1 – T2). Con este ajuste obtuvimos 
los coeficientes atmosféricos a0, a1 y a2. Para el caso del MSG2/SEVIRI los 
ajustes se realizaron siguiendo los resultados obtenidos en Niclòs et al (2011) 
donde los coeficientes a1 y a2 dependen del ángulo de visión, θ. En la Figura 
3.4, mostramos estos ajustes para los algoritmos generados y en la Figura 3.5 
mostramos el ajuste para el caso de SEV-SW. Los coeficientes atmosféricos 




para cada algoritmo se muestran en la Tabla 3.4. El error del ajuste, σCA, se 
obtiene al utilizar estos coeficientes en la base CLARcomp. Tanto este error 
como el coeficiente de correlación, para cada uno de los casos, se muestra en 
las dos últimas filas. 
 
Tabla 3.4 Coeficientes atmosféricos para los algoritmos generados. También se 
muestra el error del ajuste (σCA) y el coeficiente de correlación (R2) en cada uno de los 
casos. 
 ASWn ASWf ADA11 ADA12 MSW 
1 T11 µm nadir  T11 µm forward  T11 µm nadir T12 µm nadir T31 (11 µm) 
2 T12 µm nadir T12 µm forward T11 µm forward T12 µm forward T32 (12 µm) 
a0 (K) 0,024±0,018 0,16±0,07 -0,059±0,012 -0,01±0,03 0,319±0,011 
a1 0,782±0,016 0,49±0,06 1,569±0,012 1,57±0,03 2,370±0,017 
a2(K-1) 0,302±0,03 0,437±0,007 0,176±0,002 0,303±0,005 0,494±0,005 
σCA ± 0,6 K ± 1,3 K ± 0,4 K ± 0,8 K ± 0,6 K 





1  T9 (11 µm) 
2  T10 (12 µm) 




a2(K-1) na2 0,259±0,004 ma2 0,165±0,006 







Estos coeficientes atmosféricos pueden ser aplicados a cualquier 
superficie independientemente de su emisividad, ya que sus efectos se 
consideran a través de los coeficientes α y β, que se obtienen a partir de las 
ecuaciones (3.27-28) una vez calculados los coeficientes bi (3.29). Estos 
dependen de las propiedades de la atmósfera y de la temperatura de brillo. 
Además fueron calculados para todas y cada una de las atmosferas y 
configuraciones de la base CLARgen. Al igual que en Coll y Caselles (1997), 




temperatura de brillo Ti y de W0. En nuestro caso, para los algoritmos ASWn, 
MSW y SEV-SW consideramos el contenido de vapor de agua en el camino 
óptico oblicuo recorrido, W=W0/cosθ, y no en la vertical, dado que el ángulo de 
observación puede variar significativamente. En los casos ASWf, ADA11, y 
ADA12 se toma la dependencia respecto de W0. Considerando esto, los 








Figura 3.4.- Ajuste de los coeficientes atmosféricos para los algoritmos ASWn, ASWf, 
ADA11, ADA12 y MSW 
 






Figura 3.5 Representación de LST – T9 en frente de T9 – T10 para el caso de SEV-SW. 
En diferentes símbolos representamos las simulaciones para diferentes ángulos, 
mientras que con diferentes líneas presentamos ajustes para diferentes ángulos. 
Extracto de Niclòs et al 2011. 
 
( ) iiiiii QWPTNWMb +++=      (3.34) 
 
donde los coeficientes Mi, Ni, Pi y Qi dependen de la banda y pueden ser 
obtenidos a partir de regresión estadística de los coeficientes bi calculados 
teóricamente con la ecuación (3.29) respecto de Ti y W. Los coeficientes para 
cada banda quedan recogidos en la Tabla 3.5. El error del ajuste, σb, calculado 
al aplicar estos coeficientes en la ecuación (3.34) sobre la base CLARcomp, y 






Tabla 3.5. Coeficientes para la obtención de bi (3.34) para todos los canales. También 
se muestra el error del ajuste (σb) y el coeficiente de correlación (R2) en cada uno de 
los casos. 
 
 T11 µm nadir  T11 µm forward  T12 µm nadir T12 µm forward 
M (cm-1)
 
0,1038±0,0009 0,132±0,0017 0,1205±0,0017 0,125±0,002 
N 0,239±0,003 0,288±0,006 0,335±0,006 0,397±0,009 
P (Kcm-1) -38,9±0,3 -49,2±0,6 -46,3±0,6 -47,8±0,9 
Q (K) -6,9±1,2 -24±2 -34±2 -56±3 
σbi ± 3 K ± 5 K ± 6 K ± 9 K 
R2 0,987 0,953 0,912 0,858 
 T31 (11 µm) T32 (12 µm) T9 (11µm) T10 (12µm) 
M (cm-1)
 
0,1063±0,0009 0,1213±0,0014 0,155 ± 0,005 0,035 ± 0,007 
N 0,243±0,003 0,290±0,005 0,146 ± 0,004 0,093 ± 0,005 
P (Kcm-1) -39,9±0,4 -46,5±0,6 15,3 ±1,4 49,3 ± 1,8 
Q (K) -7,3±1,2 -17,8±1,9 -51,6 ± 1,0 -36,5 ± 1,4 
σbi ± 4 K ± 6 K ± 5 K ± 6 K 
R2 0,979 0,918 0,899 0,892 
 
 
Para poder aplicar las ecuaciones (3.27)-(3.28) se requiere, además, 
conocer τ2. Como se muestra en la Figura 3.6, este parámetro puede 
parametrizarse siguiendo una relación cuadrática con W (o en su caso W0): 
 
2
2102 WtWtt ++=τ      (3.35) 
 
donde t0, t1,y t2 se obtiene a partir de la transmisividades simuladas con la base 
CLARgen. La Tabla 3.6 muestra los coeficientes para los casos necesarios en 
función del algoritmo. El error del ajuste, στ, calculado a partir de considerar 
estos coeficientes en la ecuación (3.35) sobre la base CLARcomp, y su 
coeficiente de correlación se muestran en las dos últimas filas para cada caso. 





Figura 3.6 Transmisividad atmosférica (τ12µm) en función del contenido de vapor de 
agua en el camino óptico para los datos simulados para el AATSR. 
 
 
Tabla 3.6 Coeficientes para la obtención de la transmisividad a partir de (3.35). 
También se muestra el error del ajuste (στ) y el coeficiente de correlación (R2) en cada 
uno de los casos. 
 
 ASWn ASWf ADA11 
2 T12 µm nadir T12 µm forward T11 µm forward 
τ0 1,011±0,004 1,007±0,004 1,025±0,004 
τ1 -0,187±0,003 -0,266±0,003 -0,184±0,003 
τ2 0,0091±0,0004 0,0189±0,0005 0,0076±0,0005 
στ ± 0,005 ± 0,010 ± 0,008 
R2 0,991 0,992 0,988 
    
 ADA12 MSW SEV-SW 
2 T12 µm forward T32 (12 µm) T10 (12µm) 
τ0 1,007±0,004 1,030±0,004 1,0099 ± 0,0016 
τ1 -0,266±0,003 -0,170±0,003 -0,2056 ± 0,0011 
τ2 0,0189±0,0005 0,0063±0,0005 0,01067 ± 0,00016 
στ ± 0,007 ± 0,005 ± 0,06 





Con todo esto, considerando las simulaciones para las configuraciones 
requeridas para cada tipo de algoritmo, la LST puede obtenerse mediante la 
siguiente ecuación obtenida a partir de las ecuaciones (3.24), (3.27)-(3.28) y 
(3.34-35):  
 
( ) ( ) ( ) ),(),(1221221101 ii TWTWTTaTTaaTT εβαε ∆−−+−+−++=  (3.36) 
 
En Galve et al. (2008) se propone, como aproximación, parametrizar los 
coeficientes α y β en función exclusivamente de W, o W0 en función del caso. 
Tal y como se ve en la Figura 3.7, este comportamiento se da de forma similar 
para todos los algoritmos a excepción del SEV-SW. El coeficiente α presenta 
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   (3.37) 
 
WW 10)( βββ +=
    (3.38) 
 
Sin embargo Niclòs et al (2011) muestra que debido a la variabilidad del 
ángulo de visión para el algoritmo SEV-SW presenta una dependencia lineal 
del coeficiente α y una dependencia cuadrática del coeficiente β con W. La 
Figura 3.8 es un extracto de dicho trabajo donde comparamos los coeficientes 
α y β frente a W=W/cos(θ).  
Estos coeficientes se muestran junto con su error de ajuste, calculado 
igualmente con el uso de la base CLARcomp, y su coeficiente de correlación 
en la Tabla 3.7. 
Los coeficientes α y β pueden calcularse utilizando cualquiera de estas 
dos posibilidades, es decir, o bien usando de las aproximaciones (3.34)-(3.35) 
en las expresiones teóricas (3.27)-(3.28) (versión 1) o bien utilizando 
directamente las expresiones (3.37)-(3.38) (versión 2).  
 












Figura 3.7 Coeficientes α (rombos azules) y β (triangulo naranja) para cada uno de los 
algoritmos generados en función de W (o según el caso W0).  
 
Finalmente, la aplicación de estos algoritmos requiere conocer la 
emisividad promedio y la diferencia entre las emisividades en las dos 
condiciones de observación. Para los casos de los sensores EOS/MODIS y 
MSG2/SEVIRI existen productos que proporcionan las emisividades para los 
canales espectrales 31, 32, 9 y 10 dentro de los productos MOD11A1 y LSA 
SAF respectivamente. En el caso de AATSR no existe un producto de 
emisividad como tal. Así pues, para poder aplicar los algoritmos para este 






Figura 3.8  Coeficientes α (izquierda) y β (derecha) para el algoritmo SEV-SW en 
función de W. Extracto de Niclòs et al 2011 (Anexo J).  
 
 
Tabla 3.7 Coeficientes para la obtención de α y β. También se muestra el error del 
ajuste (σα y σβ) y el coeficiente de correlación (R2) en cada uno de los casos. 
 
 ASWn ASWf ADA11 
α0 (K) 52,57±0,14 55,2±0,3 57,00±0,17 
α1 (K cm-1) 1,13±0,11 -4,4±0,2 1,57±0,12 
α2 (K cm-2) -1,023±0,017 -0,70±0,04 -1,18±0,02 
σα ± 5 K ± 6 K ± 4 K 
R2 0,979 0,959 0,985 
β0 (K) 79,2±0,2 64,6±0,4 111,6±0,3 
β1 (K cm-1) -11,06±0,06 -11,432±0,12 -17,62±0,07 
σβ ± 9 K ± 11 K ± 9 K 
R2 0,837 0,805 0,928 
 
   
 ADA12 MSW SEV-SW 
α0 (K) 64,5±0,2 45,99±0,13 54,68 ± 0,08 
α1 (K cm-1) -4,53±0,16 4,67±0,10 -4,578 ± 0,015 
α2 (K cm-2) -0,71±0,02 -1,446±0,014 - 
σα ± 5 K ± 5 K ± 5 K 
R2 0,978 0,974 0,88 
β0 (K) 110,3±0,4 160,5±0,3 91,96 ± 0,19 
β1 (K cm-1) -19,84±0,10 -25,75±0,08 -15,16 ± 0,07 
β2 (K cm-2) - - 0,601 ± 0,006 
σβ ± 13 K ± 15 K ± 10 K 
R2 0,896 0,916 0,89 
 
 




3.3.4) Análisis de sensibilidad 
 
Para evaluar la precisión de los algoritmos generados seguimos el 
procedimiento propuesto en Galve et al. (2008; Anexo E). El error teórico de T 
se puede expresar a partir de dos contribuciones principales: la precisión del 
modelo, δ(T)M, y la propagación de los errores de las magnitudes utilizadas 
como datos de entrada, δ(T)P. Así: 
 
[ ] 2/122 )()()( PM TTT δδδ +=     (3.39) 
 
donde  



























     (3.41) 
 
σAC es el error del ajuste de los coeficientes de corrección atmosférica; σα y σβ 
son los errores del ajuste de los coeficientes α y β respectivamente, los cuales 
están ponderados por la emisividad media, ε y la diferencia de emisividad, ∆ε. 
Las fuentes de error en los datos de entrada, xi, consideradas en el cálculo de 
la propagación de errores son las correspondientes a: la temperatura de brillo, 
la emisividad y el contenido de vapor de agua, siendo δxi sus respectivos 
errores. 
El error en la adquisición de la temperatura de brillo es la diferencia de 
temperatura equivalente al ruido del instrumental (NE∆T), el cual es δTi=±0,05 
K para EOS/MODIS y ENVISAT/AATSR (Toller y Issacman 2003; AATSR 
Handbook, 2006) y de ±0,11 K y  ± 0,16 K para los canales 9 y 10 del sensor 




3.2.2, la emisividad puede obtenerse con un error aproximado de ±0,005 
(Rubio et al., 2003). Este valor puede utilizarse como δε, y δεεδ 2=∆ .  
En el cálculo del efecto de la emisividad sobre la LST, tanto a través de 
δ(T)M como de δ(T)P, utilizamos un rango razonable de valores de ε y ∆ε en 
cada caso. Rubio et al. (1997) midieron emisividades de 8-14 µm en zonas con 
vegetación y en suelos sin vegetación. Estas emisividades varían entre 0,942 y 
0,991 para la vegetación y entre 0,903 y 0,997 para suelos sin vegetación. 
Pinheiro et al. (2004) estimaron valores de emisividad para los canales 4 y 5 
del NOAA/AVHRR a partir de la calcificación FAO de usos de suelo y tipos de 
vegetación, mostrando que la ε varía entre 0,968 y 0,990 y ∆ε varía entre 
-0,014 y 0,009. Siendo tanto las bandas del ENVISAT/AATSR como las de 
MSG2/SEVIRI similares a las del NOAA/AVHRR estos valores pueden usarse 
para los algoritmos de ambos sensores. En el caso del sensor EOS/MODIS, 
Snyder y Wan (1998) obtuvieron emisividades para la clasificación International 
Geosphere Biosphere Programme (IGBP), con valores de ε comprendidos 
entre 0,969 y 0,990 y ∆ε entre -0,006 y 0,011. Así pues, para realizar este 
análisis de sensibilidad utilizamos cinco valores de ε (0,970, 0,975, 0,980, 
0,985 y 0,990) y de ∆ε (-0.010, -0,005, 0, 0,005 y 0,010) para los algoritmos 
SEV-SW, ASWn y MSW. Sin embargo, para los algoritmos ASWf, ADA11 y 
ADA12 consideramos necesaria una estimación de la variación angular de la 
emisividad. Snyder y Wan (1998) mostraron que para un ángulo de visión de 
~60° la ε para las diferentes clases consideradas variaba entre 0,969 y 0,998 y 
la ∆ε entre -0,007 y 0,008. Por ello, añadimos un valor más de ε de 0,995 para 
el análisis de sensibilidad del algoritmo ASWf. Los mismos valores de 
emisividad se utilizaron para ADA11 y ADA12, ya que en este caso la ε es el 
promedio entre los valores correspondientes a los dos ángulos de visión. 
Los coeficientes α y β obtenidos siguiendo las ecuaciones descritas como 
versiones 1 y 2 se compararon con los obtenidos utilizando las simulaciones de 
la base CLARcomp en las ecuaciones (3.27-29). Así, se calculó la raíz 
cuadrada de la suma cuadrática de la media y la desviación estándar de las 




diferencias entre coeficientes, siendo esta el error cuadrático medio (rmse). El 
rmse obtenido al utilizar la versión 1 para calcular el coeficiente α (rmseα,v1) 
varía entre ± 3 K y ± 5 K en todos los algoritmos, mientras que el rmseα,v2 de la 
versión 2 es el error del ajuste dado en la Tabla 3.7 y varía entre ± 4 K y ± 6 K. 
La diferencia entre estas versiones aumenta en el cálculo del coeficiente β, en 
donde el rmseβ,v1 para la versión 1 varía entre ± 6 K (para ASWn, ASWf y 
ADA12) y ± 10 K (para ADA12, SEV-SW y MSW), y las rmseβ,v2 para la versión 
2 (Tabla 3.7) son ± 9 K para ASWn y ADA11, ± 11 K para SEV-SW y ASWf, ± 
13 K para ADA12, y ± 15 K para MSW. Para cuantificar en qué grado estos 
errores afectan al cálculo de la LST tomamos ε = 0,980 y ∆ε = 0,005 y 
aplicamos propagación de errores, obteniendo un error en LST inferior a ± 0,09 
K para la versión 1, mientras que de ± 0,12 K para la versión 2. Cabe destacar 
que la diferencia entre ambas versiones es inferior al NE∆T de cada sensor 
(±0,05 K para EOS/MODIS y ENVISAT/AATSR y ± 0,11K y ± 0,16K del 
MSG/SEVIRI) por lo que por simplicidad de cálculo utilizaremos a partir de 
ahora la versión 2 para el cálculo de los coeficientes α y β. 
En Galve et al. (2008; Anexo E) para los sensores Envisat/AATSR y 
EOS/MODIS y en Niclòs et al (2011; Anexo J) para el caso del MSG2/SEVIRI 
se estima el efecto de todas estas fuentes de error en el cálculo de la LST. 
Estos efectos se evalúan para una serie de valores de W, asumiendo un 10 % 
de error. Sin embargo para W < 4 cm se considera un error de 0,4 cm en valor 
absoluto, puesto que un 10% en estos casos podría subestimar el posible error. 
La Figura 3.9 muestra el error en LST debido a cada una de las fuentes de 
error para el caso MSW y ADA11. Resultados similares se obtienen para 
ASWn, ASWf y ADA12. El máximo error en LST en estos algorines se 
encuentra cerca de ± 1,4 K para el ASWf y de ± 1,2 K para el MSW, 
decreciendo conforme aumenta W en ambos casos. La mayor fuente de error 
es la correspondiente a la emisividad, sobre todo para W bajos, reduciéndose 




buena caracterización de la emisividad de la superficie. El error del modelo 
debido al error en la estimación de los coeficientes, δ(T)M, es constante y es la 
segunda fuente de error más importante. Finalmente, los errores debidos a W y 
a la temperatura de brillo Ti son los menos importantes, siendo prácticamente 
despreciables para valores bajos de W. La Tabla 3.8 muestra los errores de 
cada una de las fuentes de error y de cada algoritmo (utilizando la versión 2 
para el cálculo de α y β), teniendo en cuenta todos los casos con diferentes 
valores de W, ε y ∆ε considerados en esta sección.  
 
Figura 3.9 Error en LST debido a las diferentes fuentes para los casos de (a) MSW y 
(b) ADA11. Extracto de Galve et al (2008, Anexo E)  
 
Caso de especial análisis es presentado en Niclòs et al (2011, Anexo J) 
para el algoritmo SEV-SW puesto que la gran variedad de ángulos en la 
simulación exige un estudio pormenorizado para cada intervalo de ángulos. La 
Figura 3.10 muestra el análisis de los errores en LST de forma análoga a la 




3.9 pero con análisis separado para intervalos de ángulos de visión bajos, 
moderados y grandes (0°~26,1°, 40,3°~53,7° y 65° respectivamente). Para 
ángulos moderados y bajos y para valores de W0 bajos en grandes ángulos el 































































Figura 3.10 Error en LST debido a las diferentes fuentes para el SEV-SW para 





Este error aumenta con W0 para grandes ángulos así como los errores 
debidos al modelo como destacaron Freitas et al (2010). Al igual que en los 
otros algoritmos el efecto de W0 es muy pequeño debido a que están 
ponderados con los términos de emisividad (1 - ε y ∆ε ). Así como el error 
debido a la emisividad es el que más efecto tienen para valores moderados y 
bajos de W0, al igual como mostraron Freitas et al (2010) para el algoritmo LSA 
SAF. 
 
Tabla 3.8 Errores en LST debidos a las diferentes fuentes de error estimados 
para cada algoritmo (utilizando la versión 2 para calcular α y β). La última columna 
presenta el error total de LST. 
 
 
δ(Ti) δ(W) δ(ε, ∆ε) δ(Coef.) δ(T) 
ASWn 0,2 0,06 0,4 0,6 0,8 
ASWf 0,2 0,10 0,3 1,3 1,4 
ADA11 0,17 0,17 0,5 0,4 0,7 
ADA12 0,2 0,09 0,5 0,8 1,0 
MSW 0,3 0,3 0,7 0,6 1,0 
SEV-SW 0,6 0,2 0,7 1,6 1,9 
 
Estos errores se han estimado mediante un análisis de sensibilidad pero 
hay que evaluar además su funcionamiento mediante validación en casos 
reales. En los siguientes capítulos se validan tanto los algoritmos generados, 
















Validación a partir de 
















































4.1) Zonas de validación 
 
Una parte esencial en el desarrollo de algoritmos para la determinación 
de la LST es su validación. En el anterior capítulo se ha hecho un análisis de 
sensibilidad, con el objetivo de evaluar el error de estimación de la LST en los 
distintos algoritmos estudiados. Sin embargo, es necesario establecer el error 
de los algoritmos en condiciones reales de aplicación, utilizando medidas de 
LST tomadas “in situ” coincidentemente con la medida de satélite. 
Como cualquier otra magnitud obtenida a partir de la Teledetección, el 
principal problema de la validación de la LST reside en la dificultad de realizar 
medidas “in situ” de LST (cuasi-puntuales) que sean comparables con las 
medidas de satélite (que representan áreas más o menos extensas según su 
resolución espacial). De acuerdo con Slater et al. (1996) y Wan et al. (2002), 
las zonas de validación deben ser suficientemente grandes para contener 
varios píxeles de satélite, y homogéneas, tanto en temperatura como 
emisividad, en distintas escalas espaciales, desde el campo de visión de los 
instrumentos de tierra (<1 m) hasta el tamaño del píxel de satélite (>1 km). 
Desde este punto de vista, las zonas de validación más favorables son las 
superficies de agua y superficies con cobertura completa de vegetación. 
Por estos motivos, existen escasas bases de datos para validación de 
LST. Una excepción son las medidas descritas en Prata (1994) para la 
validación de datos NOAA/AVHRR en distintas zonas de Australia. Otras bases 
de datos más limitadas para la validación de EOS/MODIS pueden encontrarse 
en Wan et al. (2002, 2004 y 2008). Además, en los últimos años se ha 
establecido un sistema automático de medidas en el Lago Tahoe (EE.UU.), 
operada por el Jet Propulsion Laboratory (JPL/NASA) para la validación de 
EOS/MODIS y EOS/ASTER (Hook et al., 2001; Tonooka, et al., 2005) y de 
ENVISAT/AATSR (Prata, 2003; Coll et al., 2009a, Anexo F, Coll et al. 2011, 
Anexo I), entre otros. Por otro lado es conveniente validar los algoritmos de 




Así, nuestro grupo de investigación ha establecido una zona de 
validación dentro de una gran extensión de cultivos de arroz situada en el 
marjal de la Albufera de Valencia. Esta zona ha servido como referencia en un 
proyecto internacional de validación del producto del ENVISAT/AATSR (Prata, 
2003), en un proyecto de la NASA (EOS/03-0043-0379) para la validación de 
datos EOS/MODIS, EOS/ASTER y LANDSAT/ETM+, y en 11 proyectos de 
investigación del Plan Nacional de I+D+I, para el uso de sus datos en los 
diversos trabajos incluidos en forma de anexos en esta memoria. Desde 2002, 
se viene realizando campañas de medida “in situ” de LST, de forma 
coincidente con el paso de los sensores mencionados, en la zona durante los 
meses de verano, cuando la cobertura vegetal es completa (Coll et al., 2005, 
2006 y 2011; Galve, et al. 2008; Anexos C, D, I y F). A continuación se 
describe las dos zonas principales utilizadas como referencia para la validación 
de algoritmos: la zona de los arrozales de Valencia y el Lago Tahoe. Además, 
en el caso del algoritmo generado para MSG/SEVIRI se utilizó de forma 
complementaria una zona de matorral denso en el altiplano de la Muela de 
Cortés de Pallás en la que contamos con una estación de medida continua de 
la LST. La descripción de esta zona también se incluye a continuación.  
 
4.1.1) Arrozales de Valencia  
 
Esta zona se encuentra en el marjal de la Albufera de Valencia en una 
zona tradicionalmente dedicada al cultivo del arroz. Desde finales de junio a 
principios de septiembre, el estado fenológico del arroz comporta una cobertura 
vegetal prácticamente completa del suelo. Como es necesaria una irrigación 
por inundación, en verano proporciona una alta homogeneidad térmica, lo que 
permite comparar las medidas tomadas en suelo con las medidas tomadas 
desde satélite. Los caminos que permiten el acceso a los campos de arroz son 
estrechos, así como las canalizaciones de riego, lo que no rompe la 
homogeneidad del área a la escala de 1 km2. Además, la emisividad de una 
superficie vegetal totalmente cubierta es bien conocida (alta emisividad con 




Salisbury y D'Aria, 1992), lo que facilita las medidas de temperatura de 
superficie mediante transectos realizados con varios radiómetros. En cualquier 
caso, tal y como se describe a continuación, se llevaron a cabo medidas de 
emisividad del arroz sobre las parcelas de medida. 
Entre los años 2002 a 2008 realizamos 7 campañas anuales intensivas 
de medida en la zona, principalmente en los meses de julio y agosto, aunque 
después se ha continuado realizando transectos de forma esporádica, e incluso 
se ha tomado datos continuos desde una estación fija con radiómetros térmicos 
monocanales. Con las 7 campañas intensivas de verano sobre la zona se 
obtuvo un total de: 28 medidas de LST coincidentes con el paso del sensor 
ENVISAT/AATSR, 24 para el caso del sensor EOS/MODIS, 7 casos para el 
sensor LANDSAT/ETM+ y 4 casos para el sensor EOS/ASTER. 
Las medidas se realizaron en zonas de 1 km2, las cuales se muestran en 
la Figura 4.1. Según la campaña, se elegía la extensión con mayor 
homogeneidad, con lo que finalmente se utilizó tres zonas distintas: la zona 1 
que se utilizó en las campañas del 2002 y 2003, la zona 2 en la campaña del 
2004 y la zona 3 en las campañas del 2005-2008. Las coordenadas del centro 
de cada una de las zonas se recogen en la Tabla 4.1. 
Los transectos se llevaron a cabo con el uso de hasta 4 radiómetros 
térmicos. Los instrumentos utilizados fueron: dos radiómetros CE 312 (CIMEL 
Electronique) con cuatro bandas (8-13 µm, 11,5-12,5 µm, 10,5-11,5 µm y 8,2-
9,2 µm; Sicard et al, 1999), un CE 312-2 (CIMEL Electronique) con seis bandas 
(8-13 µm, 8,1-8,5 µm, 8,5-8,9 µm, 8,9-9,3 µm, 10,3-11,0 µm y 11,0-11,7 µm), 
un Everest modelo 112.2L (http://www.everestinterscience.com) y un AGA 
modelo 80, ambos con una única banda (8-13 µm) . 
 
Tabla 4.1.- Coordenadas de las zonas de validación de Valencia. 
 
Latitud Longitud 
Zona 1 39°14’27’’ -0°17’50’’ 
Zona 2 39°15’01’’ -0°17’43’’ 








Figura 4.1.- Imagen proporcionada por Google Earth del área de validación y de 
las zonas de medidas. 
 
Los radiómetros CE 312 y CE 312-2 disponen de un sistema para 
compensar la radiancia emitida por la propia cavidad en la que se encuentra el 
detector (Sicard et al., 1999). Su precisión se comprobó periódicamente 
durante las campañas utilizando una fuente de calibrado. De acuerdo con las 
medidas de calibración, se obtuvo una precisión absoluta de σcal= 0,1 K ~ 0,2 K 
para todos los canales de los radiómetros CE. Los instrumentos Everest y AGA 
tienen peores precisiones y su desviación depende de la temperatura a la que 
se encuentre el detector. Estos radiómetros los utilizamos para tener una mejor 
estimación de la variabilidad espacial de la zona, cubriendo con un mayor 
número de radiómetros un área mayor de medida mediante los transectos, pero 
procurando no introducir demasiada dispersión. Para corregir las medidas 
realizadas por los instrumentos AGA y Everest, se realizaron calibraciones con 
la fuente de calibrado antes y después de cada transecto, además de 
intercalibraciones, tomando como referencia la temperatura de la banda 1 de 
los radiómetros CE312, en tres superficies distintas (suelo sin vegetación, 
vegetación y agua). A partir de estas medidas de calibración se obtuvo una 
ecuación lineal para recalibrar las medidas realizadas por los radiómetros para 
cada día (Coll et al., 2004). Sin embargo, estas temperaturas recalibradas 









como errores de calibración (σcal), siendo entre ±0,5 °C y ±0,7 °C para el 
Everest y entre ±0,7 °C y ±0,9 °C para el AGA. 
Para poder medir la temperatura de la superficie de cada zona, cada 
radiómetro realizó un transecto de 100-200 metros en distintas direcciones y 
partes de la zona, de forma que quedara bien cubierta toda el área. Las 
medidas fueron tomadas con ángulos de visión cerca del nadir. El campo de 
visión instantáneo (IFOV) de los radiómetros es de 10º, lo que se traduce en 
una visión (footprint) de unos 30 cm de diámetro sobre la superficie del arrozal. 
Las medidas se tomaron con una velocidad de alrededor de 5 medidas por 
minuto, durante un periodo de 20-30 minutos alrededor de la hora de paso del 
satélite. En la adquisición de datos consta la hora de cada medida y su 
correspondiente temperatura radiométrica. 
Las temperaturas radiométricas se corrigieron de los efectos de 
emisividad y de reflexión debido a la radiación descendente proveniente de la 
atmósfera, despreciando la corrección atmosférica de la capa interpuesta entre 
radiómetro y superficie por tratarse de medidas realizadas a nivel de superficie. 
Si Tr es la temperatura radiométrica medida por el instrumento en una banda 
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donde Bi(T) es la ecuación de Planck integrada para la banda i de cada 
radiómetro, εi es la emisividad de la superficie correspondiente a esta banda 
espectral y Fisky,  es la irradiancia descendente de la atmósfera. Tal y como se 
ha citado, la emisividad se midió en campo utilizando el método de la caja 







Tabla 4.2 Valores de emisividad del arroz medidos con el método de la caja 
con los cuatro canales del radiómetro CIMEL CE312 (Coll et al., 2006; 
Anexo D). 
 
 Banda 4 Banda 3 Banda 2 Banda 1 
Fecha (8,2-9,2) µm (10,5-11,5) µm (11,5-12,5) µm (8-13) µm 
15 Jul. 2002 0,985±0,004 0,985 ±0,002 0,980±0,005 0,983±0,003 
5 Sep. 2002 0,982±0,004 0,983±0,002 0,977±0,005 0,980±0,003 
La radiancia atmosférica descendente fue medida en dirección cenit, a 
partir de la cual se obtuvo la radiancia hemisférica descendente multiplicando 
por un factor atmosférico dependiente principalmente del contenido total de 
vapor de agua, el cual se estima mediante los perfiles atmosféricos disponibles  
(García-Santos et al. 2013).Estas medidas se realizan al principio y al final de 
cada transecto. Así pues, utilizando la ecuación (4.1) se obtuvo las 
temperaturas termodinámicas de superficie, cuya diferencia con las 
radiométricas cuantifica la corrección debida a los efectos de emisividad. Esta 
corrección varía entre 0,3°C y 0,6°C, dependiendo del valor de Fsky. El error 
introducido por esta corrección es debido principalmente al error en la medida 
de la emisividad. Para un error de ±0,005 en emisividad se comete un error, 
σem, de entre ±0,15°C y ±0,3°C dependiendo del valor de Fsky. 
Para obtener la temperatura de la superficie, LST, en cada transecto, se 
tomaron 3 minutos de medidas centrados en la hora de paso de satélite en 
cada transecto. Estas medidas fueron promediadas para cada transecto y se 
calculó su desviación estándar. Esto nos permite estimar la variabilidad 
espacio-temporal de la temperatura en nuestra área, σvar. Esta dispersión toma 
valores para cada radiómetro de entre ±0,3°C y ±0,5°C. El error total en la 
medida de temperatura de cada radiómetro, ET, se calculó, a partir de los 




22 σσσ ++=Ε emcalT                                             (4.2) 
 
En el caso de los radiómetros CE312, σvar es la mayor fuente de error, 




instrumentos CE312 estaban operativos, la diferencia entre ellos no superaba 
los 0,6 °C. Para disminuir la dispersión, se eliminaron las medidas de los 
termómetros EVEREST y AGA cuando la dispersión en el transecto era mayor 
que 1,0 °C, al igual que si una medida difería con el CE312 en más de 1,0 °C.  
El valor de la temperatura de referencia a nivel de suelo, Tg, que comparamos 
finalmente con la LST de los algoritmos se calculó como el promedio de los 
valores medidos por los diferentes radiómetros, filtrando los datos erróneos 
según se ha descrito. El error asociado a este valor promedio se obtuvo como 
la suma cuadrática de la dispersión de los valores promedio de los distintos 
radiómetros y el promedio de los errores Et de cada uno de ellos.  
Por otro lado, se realizó un estudio de la uniformidad térmica de la zona a 
la escala de satélite, utilizando para ello una imagen EOS/ASTER tomada el 3 
de Agosto del 2004, en donde se dibujó una rejilla de 40 secciones de 1 km2 
sobre el marjal de la albufera (Figura 4.2). Para cada cuadro, se calculó la 
temperatura media, T , la desviación estándar, σ, y la diferencia entre la 
temperatura máxima y mínima, (TM-Tm). Para las 40 secciones, la T  calculada 
variaba entre 26,6 °C y 27,3 °C, σ  entre 0,2 °C y 0,7 °C y (TM-Tm) abarcaba 
desde 1,0 °C hasta los 3,6 °C. Tomando todas las secciones, se obtuvo una 
Tm=26,88 °C, σ=0,43°C, y (TM-Tm)=4,17 °C. Cabe destacar que el 98% de los 
píxeles tenían temperaturas entre 26 °C y 28 °C.  
 
Figura 4.2.- Imagen de temperatura de brillo del canal 13 (10,66 µm) del 




También se realizó un análisis de homogeneidad térmica utilizando datos 
de ENVISAT/AATSR. En la Figura 4.3, podemos observar las imágenes de 
temperatura de brillo para el canal 11 µm tanto en visión nadir (4.3a) como en 
visión forward (4.3b) centradas en el área de cultivo de arroz. Del mismo modo 
que en el caso de EOS/ASTER, se calculó la temperatura máxima, mínima, la 
media y la desviación estándar para los píxeles contenidos por el polígono. 
Para este caso teníamos un total de 39 píxeles, y se obtuvo TM=27,71 °C, 
Tm=26,84°C, T =27,19 °C, y σ=0,19 °C para la visión nadir, y TM=25,81°C, 
Tm=25,12°C, T =25,42 °C, y σ=0,19 °C para la visión forward. 
 
Figura 4.3. Imagen de Temperatura de brillo del canal 11 µm de 
Envisat/AATSR del 11 de Julio del 2003: a) Visión nadir y b) Visión forward. 
Se indica la localización de la zona de validación. 
 
Estos resultados indican que, la variabilidad en temperatura de la zona de 
validación está entre 0,2 °C y 0,5 °C a la escala de 1-3 km. Aunque la 
variabilidad es mayor que en el caso del Lago Tahoe (<0,2 °C, apartado 4.1.2), 
se demuestra que la zona de validación es suficientemente homogénea para la 
validación de la LST obtenida a partir de datos de satélite. 
Para el caso del SEV-SW se instaló en la zona una torre (39,274°N, -
0,317° E) de medida continua, equipada con dos radiómetros de banda ancha 
de 8-14 µm Apogee SI-111/SI-121 (IRP-PN/P; http://www.apogeeinstruments 




medir variables como la irradiancia solar, la temperatura del aire y la velocidad 
del viento. La precisión tanto de estos radiómetros como los de los CE312 
fueron estudias mediante calibración frente a un cuerpo negro Landcal P80P, 
con temperaturas desde 278 K a 303 K la precisión obtenida fue de ± 0,2 K 
para entre estas temperaturas. Además los CE312 y la fuente Landcal P80P 
participaron en una campaña de intercomparación de radiómetros térmicos 
organizada por el Comité Internacional de Satélites de Observación de la Tierra 
(CEOS) en el cual usando un cuerpo negro del Instituto Nacional de 
Estándares y Tecnología (NIST), con temperaturas desde 283 K a 303 K, los 
CE312 obtuvieron un error de ± 0,5 K y el Landcal P80P obtuvo un error de ± 
0,15 K (Theocharous & Fox, 2010; Theocharous et al., 2010). Como las 
temperaturas en las que vamos a trabajar están entre 283-303 K tomaremos 
como error de calibración ± 0,5 K. La Figura 4.4 muestra una perspectiva de la 
zona desde la torre. 
 
 
Figura 4.4 Perspectiva de la zona de Validación de los arrozales de Valencia desde la 
torre automática de medidas. Extracto de Niclòs et al. (2011, Anexo J) 
 
La emisividad de la zona fue medida utilizando el método de la caja 




Las medidas de Tg se determinaron a partir de las medidas realizadas 
dentro de los 3 minutos centrados en el momento de adquisición de la imagen. 
La variabilidad temporal durante este periodo de la Tg es de ± 0,07 K. 
 
4.1.2) Lago Tahoe 
 
El Lago Tahoe (39,0°N, 120,0°W) es un gran lago situado cerca de las 
crestas de las montañas de Sierra Nevada, en la frontera entre California y 
Nevada (EE.UU.). La altitud del lago es de aproximadamente 1985 m sobre el 
nivel del mar. El lago tiene una forma oval con un eje mayor, orientado NS, de 
33 km de largo y 18 km de ancho, y una superficie de 500 km2 (Figura 4.5). 
Este lago no se congela en invierno, permitiendo su utilización para nuestro 
propósito durante todo el año. 
En el lago existen cuatro estaciones de medida montadas en boyas fijas 
(Tr1-4). En la Tabla 4.4 mostramos las coordenadas de cada boya. 
 
Tabla 4.4.- Coordenadas de las boyas en el Lago Tahoe. 
 
 Latitud Longitud 
Tr1 39° 9’ 10,80’’ -120° 0’ 1,20’’ 
Tr2 39° 6’ 33,72’’ -120° 0’ 38,70’’ 
Tr3 39° 6’ 36,72’’ -120° 4’ 31,26’’ 
Tr4 39° 9’ 18,00’’ -120° 4’ 19,80’’ 
 
Cada boya está equipada con radiómetros térmicos y termómetros de 
contacto. Estos termómetros miden la temperatura del agua a varias 
profundidades (temperatura “bulk”). Los radiómetros térmicos, que miden la 
temperatura superficial (“skin”), han sido construidos por el JPL e incluyen dos 
cuerpos negros (uno para temperaturas altas y el otro para bajas), observados 
periódicamente para ajustar la calibración. Los datos son enviados con un 
datalogger vía telefonía móvil. Las medidas son tomadas cada dos minutos. 
Además, las boyas han sido equipadas con estaciones meteorológicas que nos 




o radiación neta. En la Figura 4.6 se puede observar un ejemplo de una boya 




Figura 4.5- Mapa del lago Tahoe. Tr1-4 muestra la posición de cada boya (Prata, 
2003). 
 
Las temperaturas medidas “in situ” a comparar con las de satélite son las 
radiométricas o temperaturas “skin”. Las temperaturas radiométricas fueron 
corregidas, tanto de efectos de emisividad como de la radiación descendente 
de la atmósfera. Además, continuamente se está comparando la diferencia 
entre la temperatura “bulk” con la “skin” para que, en caso de que falle ésta, 
poder utilizar la temperatura “bulk” con la corrección correspondiente al efecto 





Figura 4.6.- Ejemplo de las boyas con las que se han tomado las medidas. (Fuente: 
http://laketahoe.jpl.nasa.gov/). 
 
En la Figura 4.7 vemos un ejemplo de las gráficas proporcionadas en la 
página del Lago Tahoe a partir de las cuales se ha obtenido la temperatura 
radiométrica corregida de la superficie del lago, y la velocidad del viento.  
 
Figura 4.7.- Ejemplos de gráficas de temperaturas del Lago y velocidad del viento. 
Proporcionadas por http://laketahoe.jpl.nasa.gov/. 
 
Para estudiar la homogeneidad térmica de la superficie se utilizó una 
imagen de temperatura de brillo del canal 13 (10,66 µm) del sensor 




EOS/ASTER, de 90 m de resolución, (equivalentes a un píxel EOS/MODIS o 
ENVISAT/AATSR, de 1 km de resolución) centrados cada uno en las 
coordenadas de cada boya y se calculó la diferencia entre la temperatura de 
cada píxel y la del píxel central. También se calculó la diferencia media y la 
desviación estándar para cada boya, obteniéndose unas diferencias medias de 
0,10°C con unas dispersiones alrededor de ±0,10 °C, siendo el de mayor 
dispersión la boya Tr4 con una desviación estándar de ±0,17 °C. Se repitieron 
estos cálculos para 4 conjuntos de 33x33 píxeles (correspondientes a 3x3 
píxeles MODIS o AATSR) centrados en las coordenadas correspondientes a 
cada boya. En este caso se obtuvo unas diferencias medias alrededor de 0,1 
°C, con una desviación estándar media alrededor de ±0,15 °C. Esto demuestra 
que el Lago Tahoe reúne las características necesarias para ser una buena 
zona de validación. En la Figura 4.8 mostramos una imagen ASTER con la 
localización de cada boya y de cada zona en donde se ha estudiado la 
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Figura 4.8- a) Imagen ASTER del Lago Tahoe (19- Agosto-2000) donde se muestran la 
posición de las boyas y las áreas de 11x11 píxeles, en línea de puntos, y las de 33x33 
píxeles, en línea continua. b) Histogramas de distribución de diferencias de temperatura 





4.1.3) Muela de Cortes de Pallás 
 
Alternativamente a estas zonas, en Niclòs et al. (2011; Anexo J) 
validamos el algoritmo SEV-SW en una planicie de matorral mediterráneo 
denso de unos 200 km2 con elevación de unos 800 metros sobre el nivel del 
mar (39,224° N, -0,903° E). Esta zona está dominada por vegetación 
mediterránea típica de suelo termófilo calcáreo, con romero (Rosmarinus 
officianis L.) y aliaga (Ulex oarviflorus L.) principalmente, entre otros. La 
cobertura vegetal de la zona en visión nadir está alrededor de 0,49. Este valor 
se obtuvo como promedio de los valores ofrecidos por el LSA SAF FVC para el 
verano del 2008 y está en concordancia con la FVC estimada usando ortofotos 
ofrecidas por el Instituto Geográfico Nacional (http:/www.ign.es). Esta zona es 
homogénea tanto a escala del MSG2/SEVIRI como a escala LANDSAT/ETM+, 
e incluso a escala de ortofoto. 
Para la realización de las medidas en la zona se utiliza una torre similar, 
con instrumentación equivalente, a la usada en la zona de los arrozales de 




Figura 4.9 Perspectiva de la zona de validación de la Muela de Cortes de Pallás 





La emisividad de la zona fue estimada siguiendo el método de cobertura 
vegetal propuesto por Valor y Caselles (1996), ecuación 3.21, y las 
emisividades de suelo y de vegetación necesarias se midieron utilizando el 
método de la caja (Rubio et al. 1997). El término de cavidad <dε> requiere 
medidas geométricas promediadas de la vegetación que fueron realizadas en 
la zona. 
Al igual que en el caso de los arrozales de Valencia, las medidas de Tg se 
determinaron a partir de las medidas realizadas dentro de los 3 minutos 
centrados en el momento de adquisición de la imagen. La variabilidad temporal 
de la Tg era de ± 0,07 K. Niclòs et al. (2011; Anexo J) estudiaron la variabilidad 
espacial de esta zona con sensores con diferentes resoluciones espaciales 
obteniendo una variabilidad de ± 1,1 K, mostrando una buena homogeneidad 
térmica pese a ser una zona de arbustos y tratarse de los meses de verano. 
 
4.2) Validación método ETR 
4.2.1) LANDSAT/ETM+  
 
Para comprobar la bondad del uso de la ecuación de transferencia 
radiativa o método monocanal para estimar la LST se utilizaron siete escenas 
diurnas del sensor ETM+ a bordo del satélite Landsat 7 en los meses de Julio y 
Agosto desde 2004 a 2007 (Tabla 4.5). Las imágenes se obtuvieron a partir del 
United States Geological Survey EROS Data Center, utilizando la herramienta 
Earth Explorer (http://earthexplorer.usgs.gov/). La temperatura de brillo, Ti, se 
obtuvo a partir de la radiancia utilizando la ecuación (2.2). De acuerdo con 
Chander et al., (2009), el error cometido por la calibración es de ± 0,3 K. Las 
imágenes están georeferenciadas con suficiente precisión como para identificar 
correctamente los píxeles que corresponden a la zona de validación. 
Aunque a partir del 2003 se detecta un fallo en el SLC (Scan Line 
Corrector) del sensor ETM+, en la mayoría de los casos de validación tenemos 
medidas válidas del ETM+ sobre nuestra zona. En los casos en que la 




próximos. Esto es factible debido a la gran homogeneidad térmica de los 
arrozales en estas fechas. Esta homogeneidad, aunque ya comprobada en la 
sección 4.1.1, se evaluó de nuevo comparando la temperatura de brillo del 
píxel ETM+ más próximo a la zona de estudio con la temperatura de brillo 
media de matrices de 3x3, 5x5 y 11x11 píxeles centrados sobre nuestra zona 
de validación. Las diferencias obtenidas estaban entre -0,5 y 0,7 K para los 7 
casos de estudio. Los valores de la desviación estándar de las temperaturas de 
brillo en los matrices de píxeles obtenidos estaban entre ± 0,3 y ± 0,5 K. De 
nuevo se comprueba la gran homogeneidad térmica estudiada en la sección 
4.1.1. En la Tabla 4.5 quedan recogidas las temperaturas medidas en 
superficie en cada uno de los casos. 
 
Tabla 4.5 Días y horas de las escenas del sensor ETM+ usados para la validación del 
método ETR. Ti es la temperatura de brillo para el píxel más próximo a la zona de 
validación y las dos últimas columnas muestran las temperaturas medidas en superficie 
(Tg) con su error (σ(Tg)) coincidentemente con el paso del Landsat 




(°C) σ(Tg) (°C) 
1 12/08/2004 10:26 198/33 24,9 28,2 ± 0,6 
2 21/07/2005 10:33 199/33 24,4 28,1 ± 0,4 
3 06/08/2005 10:33 199/33 24,4 28,1 ± 0,5 
4 24/07/2006 10:33 199/33 24,9 28,8 ± 0,4 
5 02/08/2006 10:27 198/33 23,9 29,0 ± 0,9 
6 11/07/2007 10:34 199/33 21,8 26,9 ± 0,5 
7 20/07/2007 10:27 198/33 22,8 28,0 ± 0,4 
 
Los perfiles atmosféricos necesarios para realizar está validación se 
obtuvieron a partir de radiosondeos locales, de productos atmosféricos de los 
sensores EOS/MODIS y EOS-Aqua/AIRS y de reanálisis de modelos sinópticos 
(NCEP). Tal y como se describe en la sección 2.1 de esta memoria, Barsi et al. 
(2005) desarrollaron una herramienta de corrección atmosférica para datos 
Landsat (http://atmcorr.gsfc.nasa.gov/), esta herramienta nos permite obtener 
los perfiles NCEP interpolados para nuestra zona de validación. En esta 
validación utilizaremos la opción B de esta herramienta que a partir de los 




espacial como temporalmente, y calcula el perfil atmosférico más apropiado, 
ACTB. 
Estos perfiles se utilizaron como parámetros de entrada en el modelo de 
transferencia radiativa MODTRAN 4 (Berk, et al. 1999) para calcular la 
transmisividad y la radiancia emitida en la región espectral de la banda térmica 
del LANDSAT/ETM+ (10,31 - 12,36 µm). Estos perfiles se completaron en 
altura con datos correspondientes a los niveles atmosféricos de perfiles 
estándares de latitudes medias en verano hasta alcanzar los 100 km de altitud, 
incluyendo perfiles de gases fijos. La transmisividad atmosférica y la radiancia 
emitida en sentido ascendente se obtuvieron en nadir. Por otra parte, se 
calcularon las radiancias atmosféricas descendentes para 12 ángulos 
diferentes con el fin de calcular la irradiancia hemisférica descendente de la 
atmosfera utilizando la ecuación (3.11) y siguiendo el procedimiento propuesto 
en Galve et al. (2008; Anexo E). En las Tabla 4.6 a 4.9 quedan recogidos los 
parámetros atmosféricos obtenidos a partir de los perfiles locales, perfiles AIRS 
o MOD07 y NCEP respectivamente así como la temperatura del aire a nivel del 
suelo, Ta, y el contenido de vapor de agua W0. Así pues utilizando estos 
parámetros en la ecuación (3.19) y considerando para nuestra zona una 
emisividad de 0,983 (Coll et al., 2010; Anexo H) obtenemos una LST que 
compararemos con las Tg medidas de la Tabla 4.5. La Tabla 4.10 muestra las 
diferencias, δT=(LST-Tg), para cada uno de los casos de validación y con cada 
una de las fuentes de perfiles atmosféricos. 
Utilizando los parámetros atmosféricos obtenidos a partir de medidas de 
radiosondeos locales la δT variaba entre -1,7 K y 0,7 K, con una subestimación 
media de -0,64 K, una desviación estándar de ± 0,8 K y un rmse = ± 1,0 K. Este 
resultado es compatible con los que se obtuvieron en Li et al. (2004). Cuando 
usamos los radiosondeos procedentes del MOD07 la δT variaba entre -0,10 K y 
1,4 K, con una sobrestimación media de 0,58 K, una desviación estándar de ± 
0,6 K y un rmse = ± 0,8 K. En el caso de los radiosondeos procedentes del 




subestimación media de -1,3 K, una desviación estándar de ± 0,9 K y un rmse = 
± 1,6 K. Finalmente para la herramienta web ACTB la δT varía entre  -1,26 K y 
1,8 K, con una error medio prácticamente nulo (0,04 K), una desviación 
estándar de ± 1,1 K y un rmse = ± 1,1 K. 
 
Tabla 4.6 Parámetros atmosféricos calculados con el MODTRAN 4 a partir de los 
perfiles obtenidos con radiosondeos locales. Ta es la temperatura del aire a nivel de 
suelo y W0 es el contenido de vapor de agua en la columna vertical, τ es la 
transmisividad atmosférica, Li↑ es la radiancia ascendente y Li↓ es la radiancia 
descendente ( piskyiF ). 
Caso Ta W0  Li↑ Li↓ 
 (°C) (cm) τ (Wm-2sr-1µm-1) (Wm-2sr-1µm-1) 
1 32,0 2,1 0,72 2,36 4,25 
2 27,2 2,0 0,71 2,44 4,27 
3 27,8 1,9 0,78 1,86 3,46 
4 28,0 2,4 0,66 2,86 4,89 
5 28,6 2,9 0,61 3,21 5,34 
6 24,4 2,9 0,59 3,16 5,20 
7 26,6 2,9 0,56 3,56 5,72 
 
Tabla 4.7 Parámetros atmosféricos calculados con el MODTRAN 4 a partir de los 
perfiles obtenidos del producto EOS/MODIS MOD07. 
Caso Ta W0  Li↑ Li↓ 
 (°C) (cm) τ (Wm-2sr-1µm-1) (Wm-2sr-1µm-1) 
1 27,31 2,7 0,74 2,04 3,17 
2 27,65 2,5 0,76 1,88 2,95 
3 28,72 2,8 0,74 2,00 3,15 
4 27,83 3,2 0,69 2,40 3,70 
5 26,61 3,4 0,66 2,64 3,98 
6 22,09 3,2 0,65 2,59 3,86 
7 23,22 2,7 0,73 1,97 3,07 
 
Los resultados obtenidos tanto en el uso del perfil NCEP como en el uso 
de los radiosondeos locales o del MOD07 son equivalentes entre sí. Aunque es 
el producto NCEP el que muestra menor error sistemático mostrando un error 
medio prácticamente nulo. El caso de los perfiles procedentes del sensor AIRS 
posee un gran error sistemático debido a la diferencia temporal (2~3 horas) 




Teniendo en cuenta esto en este caso muestra una desviación estándar similar 
a los otros tres casos. 
Tabla 4.8 Parámetros atmosféricos calculados con el MODTRAN 4 a partir de los 
perfiles obtenidos del producto atmosférico del producto EOS-Aqua/AIRS.  
Caso Ta W0  Li↑ Li↓ 
 (°C) (cm) τ (Wm-2sr-1µm-1) (Wm-2sr-1µm-1) 
1 27,80 2,4 0,70 2,59 3,90 
2 28,12 2,3 0,71 2,47 3,70 
3 34,02 2,2 0,74 2,26 3,52 
4 28,40 2,8 0,65 2,89 4,29 
5 30,85 3,8 0,50 4,34 6,10 
6 36,30 2,6 0,64 2,83 4,24 
7 31,80 2,6 0,63 3,04 4,49 
 
Tabla 4.9 Parámetros atmosféricos obtenidos a partir de la herramienta NCEP 
utilizando la interpolación espacial entre los cuatro perfiles más próximos a la zona de 
los arrozales de Valencia.  
Caso Ta W0  Li↑ Li↓ 
 (°C) (cm) τ (Wm-2sr-1µm-1) (Wm-2sr-1µm-1) 
1 27,6 2,2 0,76 1,93 3,13 
2 26,7 2,5 0,72 2,37 3,76 
3 27,2 2,3 0,75 2,02 3,27 
4 28,0 3,1 0,65 2,86 4,50 
5 26,1 3,6 0,52 3,93 5,82 
6 22,1 3,0 0,59 3,08 4,69 
7 25,5 2,9 0,63 2,99 4,61 
 
Tabla 4.10 Diferencias entre las LST, en K, obtenidas desde satélite y medidas en 
suelo, δT=(LST-Tg), utilizando el método monocanal dado por la ecuación (3.19) y los 
perfiles atmosféricos obtenidos de las diferentes fuentes enumeradas. 
Caso δT Local δT MOD07 δT AIRS δT NCEP 
1 
-0,63 0,83 -1,03 0,04 
2 -1,08 0,00 -1,33 -1,26 
3 -1,68 0,67 -2,00 -0,49 
4 -0,59 1,43 0,23 0,54 
5 -0,94 0,30 -2,34 0,89 
6 0,72 0,94 -0,81 1,79 
7 -0,27 -0,10 -1,79 -1,21 
Error medio -0,64 0,58 -1,3  0,04 
Desv. Est. ± 0,8 ± 0,6 ± 0,9 ± 1,1 





4.2.2) EOS-TERRA/ASTER  
 
Para el producto de emisividad y LST que este sensor proporciona son 
necesarias las radiancias a nivel de suelo como datos de entrada. Para ello 
utilizamos el método ETR de corrección atmosférica y de emisividad. En las 
campañas de validación que se realizaron en la zona de Valencia se obtuvieron 
medidas de superficie coincidentes con 5 pasadas de este sensor. La Tabla 
4.11 muestra los días y hora de las escenas así como las temperaturas de brillo 
de cada canal y de superficie. Para aplicar este método utilizamos los perfiles 
atmosféricos obtenidos a partir de las medidas de los globos sonda lanzados in 
situ, los proporcionados por los sensores MODIS y AIRS y finalmente los que 
proporciona el NCEP. En la Tabla 4.12 se muestra la temperatura del aire a 
nivel de suelo y el contenido de vapor de agua para cada uno de los perfiles en 
cada caso. 
 
Tabal 4.11 Casos de validación del sensor EOS/ASTER en la zona de los 
arrozales de Valencia con las temperaturas de brillo de cada banda 
espectral EOS/ASTER, Ti, y la LST medida en cada una de las escenas, Tg.  
 Fecha y hora Tg σ T10 T11 T12 T13 T14 
Caso dd/mm/aaa (hh:mm) (°C) (°C) (°C) (°C) (°C) (°C) (°C) 
1 03/08/2004 (11:00) 30,4 ± 0,7 21,8 23,6 24,7 26,6 26,3 
2 12/08/2004 (10:54) 28,8 ± 0,5 21,7 22,9 23,7 25,9 25,7 
3 21/07/2005 (11:00) 28,4 ± 0,6 21,7 23,0 24,0 25,7 25,3 
4 24/07/2006 (11:00) 29.2 ± 0,9 21,3 23,0 24,1 26,1 25,7 
5 11/07/2007 (11:01) 27,1 ± 0,3 18,5 20,6 22,0 23,3 22,7 
 
Tabla 4.12 Contenido de vapor de agua W0 y temperatura del aire a nivel de superficie, 
Ta, proporcionados por cada uno los perfiles utilizados en cada caso.  
 
Local  MOD07  AIRS  NCEP 
Caso W0 (cm) Ta (°C)  W0 (cm) Ta (°C)  W0 (cm) Ta (°C)  W0 (cm) Ta (°C) 
1 2,4 35,0  2,9 27,8  1,5 30,0  1,8 31,6 
2 2,1 32,0  2,7 27,3  1,1 25,0  2,3 30,5 
3 2,0 27,2  2,5 27,7  1,1 24,8  2,3 32,7 
4 2,4 28,0  3,2 27,8  2,3 28,3  3,1 33,2 





Tal como se muestra en la Tabla 4.2, la emisividad para la región en que 
se encuentran los canales del EOS/ASTER (8~9 µm, canal 4 del CIMEL 312 y 
10,30~11,50 µm, canal 3 del CIMEL 312) para la zona de los arrozales de 
Valencia es igual a 0,985 y prácticamente constante, con errores de ±0,004 
para el canal 4 y ±0,002 para el canal 3 (Coll et al., 2006; Anexo D). Por ello 
utilizamos este valor para todos los canales del EOS/ASTER y todos los casos.  
Los resultados de esta validación se presentan en la Figura 4.8, en donde 
se representa la LST obtenida a partir de cada uno de los canales de este 
sensor con la Tg. En cada caso se ha calculado el coeficiente de correlación 
con tal de comprobar la bondad del método en cada canal. Estos coeficientes 
de correlación junto con el error medio, Tδ , donde δT=(LST-Tg), la desviación 
estándar, σ, y el rmse en cada caso se incluyen en la Tabla 4.13. 
 
Tabla 4.13. Estadística de los resultados para la validación en el caso del sensor 
EOS/ASTER y de los perfiles locales y MOD07 en a) y los perfiles AIRS y NCEP en b). 
Se muestra el error medio, Tδ , la desviación estándar, σ, el error cuadrático medio, 
rmse, y el coeficiente de correlación entre la LST obtenida en cada canal y la Tg, R2. 
a) Local  MOD07 
Banda Tδ (K) σ (K) rmse (K) R2  Tδ (K) σ (K) rmse (K) R2 
10 
-1,98 ±1,00 ±2 0,37  0,82 ±0,69 ±1,1 0,77 
11 
-0,97 ±0,58 ±1,1 0,77  0,40 ±0,82 ±0,9 0,65 
12 
-0,61 ±0,61 ±0,9 0,74  0,33 ±0,79 ±0,9 0,62 
13 0,07 ±0,47 ±0,5 0,86  0,74 ±0,75 ±1,1 0,68 
14 
-0,18 ±0,60 ±0,6 0,75  1,05 ±0,87 ±1,4 0,65 
 
b) AIRS  NCEP 
Banda Tδ (K) σ (K) rmse (K) R2  Tδ (K) σ (K) rmse (K) R2 
10 
-2,19 ±0,53 ±2 0,84  -0,05 ±0,92 ±0,9 0,58 
11 
-1,54 ±0,62 ±1,7 0,76  -0,21 ±0,81 ±0,8 0,63 
12 
-1,11 ±0,61 ±1,3 0,75  -0,11 ±0,76 ±0,8 0,63 
13 
-0,73 ±0,47 ±0,9 0,86  0,12 ±0,79 ±0,8 0,64 
14 





Considerando en conjunto todas las bandas y todos los casos, las LSTs 
obtenidas a partir de los perfiles de NCEP se ajustan mejor a Tg con un error 
medio de – 0,1 K y un rmse de ± 0,8 K. Los perores resultados se obtienen con 
los perfiles de AIRS, los cuales muestran en general una subestimación de 1,4 
K y un rmse de ± 1,6 K. Los perfiles de MOD07 ofrecen una sobreestimación de 
la Tg de – 0,8 K y un rmse de ± 1,1 K en todos los canales y casos al igual que 
el caso del LANDSAT/ETM+. Si analizamos separadamente los canales y los 
perfiles atmosféricos los mejores resultados son para los canales 13 y 14 al 
utilizar perfiles locales con un error medio de -0,2 y 0,1 K, respectivamente y un 
rmse de ± 0,5 y ± 0,6 K. 
 
 
Figura 4.8 LST obtenido en cada canal del sensor ASTER utilizando los parámetros 
atmosféricos derivados a partir de cada uno de los perfiles utilizados frente la Tg. Las 





Considerando la relación entre Tg y LSTi que se ve en la Figura 4.8 la 
aplicación de la ecuación de transferencia radiativa con la adecuada selección 
de canales y perfiles atmosféricos disponibles permite estimar la LST con un 
error inferior a ± 1 K. 
 
4.2.3) Análisis ETR 
 
Hemos obtenido las LST a partir de medidas desde los sensores 
LANDSAT/ETM+ y EOS/ASTER utilizando la ETR con perfiles atmosféricos 
obtenidos a partir de diferentes fuentes. Para ciertos casos hemos obtenido 
errores inferiores a ± 1 K. Vamos a analizar las ventajas y las desventajas que 
presentan cada uno de estos perfiles. 
Teóricamente, el perfil local ofrece de forma más precisa la estructura 
atmosférica sobre una zona de interés dada. Sin embargo, estos globos sonda 
no ofrecen perfiles inmediatos, tardan más o menos una hora en alcanzar la 
máxima altura, y debido a su deriva puede perder en cierta medida su carácter 
local. 
Los perfiles NCEP ofrecen perfiles verticales sobre la zona de validación 
con una resolución temporal de 6 horas y una resolución espacial de 1° 
latitud/longitud. Los resultados obtenidos con estos perfiles son equivalentes a 
los de los perfiles locales. La principal desventaja de estos perfiles es la 
resolución temporal y espacial de los mismos, aunque estas resoluciones 
pueden aumentarse realizando interpolaciones temporales y espaciales, 
asumiendo los errores derivados de estas interpolaciones. 
Respecto los perfiles verticales obtenidos a partir de sensores a bordo de 
satélites podemos decir que son una alternativa a considerar, siempre que 
tengamos presente la diferencia temporal entre la hora de paso del sondeador 
y del sensor que se quiere validar. Por ejemplo en nuestro caso la diferencia 
temporal entre la hora de paso de EOS-Aqua/AIRS con la hora de paso del 
sensor a validar es de alrededor de 3 horas lo que causa un gran error 
sistemático. En el caso del sensor Terra/MODIS (MOD07) la diferencia 





4.3) Validación método absorción diferencial 
 
Los algoritmos generados basados en el método de absorción diferencial 
no requieren de una caracterización vertical de la atmosfera sobre la zona en 
estudio, si bien es necesario conocer su contenido total de vapor de agua. Este 
dato puede obtenerse a partir de diferentes métodos: radiosondeo, 
instrumentos de medida local o productos atmosféricos derivados de medidas 
de sensores a bordo de satélite. En nuestro caso, dicho contenido de vapor de 
agua se obtuvo a partir del producto MOD07 del sensor EOS/MODIS, siendo 
menor la diferencia temporal entre el paso del sensor cuyo producto queremos 
validar y el paso del EOS/MODIS.  
Por otra parte también es necesario conocer la emisividad de la superficie 
para cada uno de los canales espectrales implicados en el método. Estas 
emisividades para el caso del EOS/MODIS se obtuvieron a partir de su 
producto MOD11_L2, el cual incluye tanto la LST como la emisividad para cada 
banda espectral. Esta emisividad se obtiene a partir de una clasificación de 
usos de suelo. El sensor ENVISAT/AATSR no ofrecía sin embargo ningún 
producto de emisividad de la superficie terrestre, y como alternativa utilizamos 
la ecuación (3.21) con los coeficientes de la Tabla 3.2. Coll et al (2011; Anexo I) 
presenta este método para el sensor ENVISAT/AATSR sobre la zona de 
validación de los arrozales de Valencia. Para el caso del sensor MSG2/SEVIRI, 
el producto LSA SAF ofrece la emisividad para las bandas 9 y 10 a partir de 
una clasificación de usos de suelo basados en la clasificación del Programa 
Internacional de Geosfera-Biosfera (IGBP por sus siglas en inglés). Debido al 
error de clasificación que se descubrió en estos mapas, Niclòs et al. (2010) 
propone generar periódicamente mapas regionales de usos de suelo a partir de 
una clasificación supervisada (mayor semblanza) basada en la clasificación de 
la coordinadora de información ambiental (CORINE) y el uso de imágenes 
espectrales de MODIS. Una vez clasificadas correctamente nuestras zonas 





4.3.1) Arrozales de Valencia. 
 
  a) ENVISAT/AATSR  
 
En la Tabla 4.14 se muestran las fechas, horas y temperaturas medidas a 
nivel de suelo en cada caso de validación utilizado para evaluar la bondad de 
los algoritmos generados para obtener la LST a partir de imágenes del sensor 
AATSR, así como las temperaturas de brillo en el techo de la atmósfera medias 
de los canales 11 y 12 en las visiones nadir (T11n y T12n) y forward (T11f y T12f) 
para un conjunto de 3x3 píxeles centrados en las coordenadas de la zona de 
validación (Tabla 4.1). En cada uno de los casos se incluye el W0 obtenido a 
partir del producto MOD07, que aunque hay una diferencia temporal de unos 
30 minutos de promedio, entre el paso de ambos satélites el W0 obtenido es 
válido para utilizarse en estos algoritmos. Los ángulos de observación tanto en 
la visión nadir como en la visión forward también se incluyen en la Tabla 4.14. 
Respecto a la emisividad requerida por los algoritmos basados en el 
método de absorción diferencial, Coll et al. (2009a, Anexo F) clasifican nuestra 
zona como cultivo inundable (Clase 1, Tabla 3.2) con una proporción de 
vegetación para los meses de Julio - Agosto de f = 0,91. Con ello la emisividad 
obtenida para el canal 11 en visión nadir es ε11n=0,984 y para el canal 12 en 
visión nadir es ε12n=0,989. Estos valores son válidos solamente para visión 
nadir. Son pocos los valores experimentales de emisividad para ángulos de 
visión superiores a 55°. Lagouarde et al. (1995) midieron las diferencias de 
temperatura, entre la observación nadir y para ángulos grandes (θ ~ 60°), en 
diferentes superficies naturales. En particular midieron esta diferencia para un 
cultivo de alfalfa con cobertura total y sin estrés hídrico (al igual que los 
arrozales), obteniendo diferencias en términos de temperatura de brillo 
menores a 0,5 K. Un decrecimiento de la temperatura de 0,5 K entre nadir y 
forward es equivalente a un decrecimiento de la emisividad de alrededor de 
0,01 entre las dos visiones. Así pues, las emisividades de los canales 11 y 12 




Tabla 4.15 se muestran las emisividades para los algoritmos generados para el 
sensor ENVISAT/AATSR, descritos en la Sección 3.3.3. 
Tabla 4.14 Casos de validación para ENVISAT/AATSR en la zona de Valencia. Se 
indica la fecha y hora de cada toma de datos, así como la Temperatura de suelo (Tg) 
con su error (σ) para cada caso de validación en la zona de Valencia. Se incluyen las 
temperatura de brillo para los canales 11 y 12 en nadir y forward (T11n, T12n, T11f y T12f  
respectivamente) y los ángulos de visión tanto para nadir como para forward (θn y θf), 
así como el contenido total de vapor de agua en la vertical, W0, obtenido a partir del 
MOD07. 
 Fecha Hora  Tg ± σ W0 θn T11n T12n θf T11f T12f 
Caso dd/mm/aa (UTC) (°C) (cm) (º) (ºC) (ºC) (º) (ºC) (ºC) 
1 10/07/02 10:30 28,6 ± 0,6 2,4 3,7 25,0 23,0 55,2 22,7 20,2 
2 13/07/02 10:37 27,6 ± 0,9 2,3 13,8 22,3 19,3 54,2 19,2 15,7 
3 26/07/02 10:28 27,9 ± 0,6 3,5 1,1 23,4 20,7 55,2 20,8 17,7 
4 08/08/02 10:19 26,5 ± 0,7 2,9 16,2 20,3 17,3 53,9 17,4 13,9 
5 14/08/02 10:31 28,5 ± 0,5 2,7 3,9 23,7 21,5 55,2 21,2 18,6 
6 17/08/02 10:37 29,1 ± 0,6 2,6 13,9 22,8 19,8 54,2 20,5 16,9 
7 05/09/02 10:40 28,0 ± 0,8 1,9 19,1 24,1 22,0 53,3 22,9 20,2 
8 08/07/03 10:23 28,3 ± 0,7 2,2 11,1 25,3 23,0 54,6 23,0 20,3 
9 11/07/03 10:28 29,1 ± 0,7 1,6 1,2 27,0 25,5 55,2 25,1 23,4 
10 14/07/03 10:34 28,6 ± 0,6 3,0 8,7 24,7 22,4 54,8 22,3 19,6 
11 24/07/03 10:20 28,8 ± 0,6 2,5 16,3 24,7 22,4 53,9 21,6 19,1 
12 30/07/03 10:30 28,9 ± 0,6 3,3 3,7 23,4 20,6 55,2 20,3 17,1 
13 12/08/03 10:23 31,3 ± 0,6 1,5 11,1 28,1 26,5 54,6 26,8 24,7 
14 28/06/04 10:34 29,2 ± 0,6 2,4 8,7 26,4 24,4 54,8 23,7 21,4 
15 08/07/04 10:20 25,7 ± 0,6 1,9 16,3 23,2 21,6 53,8 21,3 19,3 
16 14/07/04 10:31 27,2 ± 0,7 2,5 3,7 22,5 19,8 55,2 19,8 16,7 
17 27/07/04 10:23 27,7 ± 0,4 1,7 11,1 25,0 23,4 54,6 23,1 21,1 
18 30/07/04 10:28 27,8 ± 0,4 3,3 1,2 23,4 20,6 55,2 20,4 16,9 
19 12/08/04 10:20 28,4 ± 0,6 2,1 16,3 25,5 24,0 53,9 24,3 22,4 
20 12/07/05 10:23 27,0 ± 0,6 2,2 11,1 24,6 23,0 54,6 23,0 21,0 
21 21/07/05 10:39 28,5 ± 0,6 2,0 19,0 25,4 23,6 53,3 23,7 21,6 
22 28/07/05 10:20 28,8 ± 0,5 2,7 16,3 24,8 22,7 53,8 22,3 19,9 
23 06/08/05 10:37 28,0 ± 0,5 1,8 13,7 25,4 23,7 54,3 24,0 21,9 
24 03/07/06 10:10 29,5 ± 0,6 1,8 8,7 27,5 25,9 54,9 26,2 24,1 
25 22/07/06 10:37 29,5 ± 0,5 2,4 13,7 26,4 24,4 54,2 24,6 22,2 
26 04/07/07 10:31 27,8 ± 0,9 4,0 3,66 23,40 20,63 55,2 20,37 17,29 
27 20/07/07 10:28 27,8 ± 0,4 2,7 1,3 24,03 21,65 55,2 21,18 18,43 




En la Tabla 4.16 se muestra la diferencia entre la LST calculada con cada 
uno de los algoritmos, además de la proporcionada por el producto operativo 
de LST del AATSR (RAL) descrito en la Sección 2.3, y la medida a nivel de 
suelo (δT= LST-Tg). La clasificación asignada a esta zona de validación en el 
producto RAL es de árboles de hoja grande (i=6, Tabla 2.5) con una cobertura 
vegetal entre 0.4~0.5 para los meses de Julio y Agosto.  
 
Tabla 4.15 Emisividad media (ε) y diferencia de emisividades (∆ε) para los 
algoritmos generados para el sensor AATSR. 
 
 
ASWn ASWf ADA11 ADA12 
ε 0,986 0,976 0,979 0,984 
∆ε -0,005 -0,005 0,010 0,010 
 
Una forma de estimar la absorción de la atmósfera es calcular la 
diferencia entre las temperaturas de brillo que entran en juego en cada 
algoritmo (∆T=Ti-Tj). Una óptima corrección atmosférica del algoritmo muestra 
una pequeña o nula correlación entre el error cometido y ∆T. La Figura 4.9 
muestra la LST estimada por los algoritmos en función de la Tg y también el 
error en esta LST (δT= LST-Tg) en función de ∆T para cada uno de los 
algoritmos. 
Tanto los resultados presentados en la Tabla 4.16 como en la Figura 4.9 
muestran que el producto RAL sobrestima claramente la Tg, entre 2 y 5 K en 
función del caso. Para los 28 casos de validación el error medio es de 3,6 K 
con una desviación estándar de ± 0,6 K obteniéndose un rmse de ± 3,7 K. Los 
mejores resultados se dan en el caso del ASWn, ya que este sobreestima la 
temperatura en 0,4 K con una desviación estándar de ± 0,5 K y un rmse de ± 
0,6 K. Para el resto de algoritmos generados, los resultados muestran unos 
rmse superiores a ± 1 K. ASWf y ADA11 muestran unos grandes errores 
sistemáticos, -0,9 K y 1,1 K respectivamente, así como grandes desviaciones 
estándar, ± 0,8 K y ± 1,1 K. El algoritmo ADA12 es el presenta la mayor 




ADA11 y ADA12 son los que presentan una cierta correlación entre δT y ∆T, 
con una R2≈0,4 para ambos casos, lo cual implicaría una inadecuada 
corrección atmosférica por su parte, mientras que en el resto de los algoritmos 




Figura 4.9 Resultados de la validación de los algoritmos generados para el sensor 
AATSR. a) LST obtenida mediante cada algoritmo en función de la Tg. b) El error en 
temperatura en función de la diferencia de temperatura de brillo (∆T=Ti-Tj). El 






Tabla 4.16 Resultados de la validación de los algoritmos generados para el 
sensor AATSR en la zona de validación de los arrozales de Valencia, además 
del producto operativo generado por el RAL. La correlación entre el error en LST 
(δT= LST-Tg) y la diferencia en las temperaturas de brillo (∆T=Ti-Tj) se 
muestra mediante el coeficiente de correlación al cuadrado (R2). 
RAL ASWn ASWf ADA11 ADA12 
ERROR MEDIO (K) 3,6 0,4 - 0,9 1,1 0,6 
σ (K) ± 0,6 ± 0,5 ± 0,8 ± 1,1 ± 1,2 
rmse (K) ± 4 ± 0,6 ± 1,2 ± 1,6 ± 1,4 
Máxima diferencia (K) 4,7 1,3 0,8 3,3 2,8 
Mínima diferencia (K) 2,3 -0,8 -2,6 -1,3 -1,9 
R2 (δT vs ∆T) 0,090 0,006 0,062 0,445 0,376 
 
En anteriores publicaciones (Coll et al. 2005, 2009 y 2009a; Galve et al. 2008; 
Anexos C, F y E) se demostró que el error cometido por el producto operativo 
del RAL es debido a que los mapas utilizados para determinar la clasificación 
de usos de suelo en la que se basa no tienen suficiente resolución espacial. La 
zona de validación está clasificada como árboles de hoja ancha con cobertura 
vegetal (i=6, Tabla 2.5), mientras que según Coll et al. (2009a; Anexo F) los 
mejores resultados se obtienen con una clasificación de arbustos de hoja 
ancha con cobertura vegetal (i=8, Tabla 2.5). Por otra parte, el producto RAL 
considera que la cobertura vegetal en esta zona de validación es f =0.4~0.5 
para los meses de Julio y Agosto. Sin embargo en estos meses el cultivo crea 
una cobertura casi completa. En Coll et al. (2009a; Anexo F) se obtuvo una 
cobertura de f=0.91 para la zona en los meses de Julio y Agosto. Aplicando el 
algoritmo del RAL, siguiendo las ecuaciones (2.2) a (2.5), pero usando 
diferentes configuraciones podemos ver como varían los resultados. Así pues, 
si modificamos el producto tomando como proporción de cobertura vegetal el 
valor de f =0.91 (RAL*) el error sistemático se reduce a casi la mitad, 1,8 K, 
manteniéndose la desviación estándar. Por otra parte si tomamos los 
coeficientes para la clasificación i=8 con la proporción de cobertura vegetal 
dada para el RAL original (RAL**) se reduce la sobrestimación, quedando un 




decir, utilizando los coeficientes de la clase i =8 y tomando f =0.91 (RAL***), y 
con esta configuración el producto sobreestima la LST tan solo en 0,5 K, con 
una desviación estándar de ± 0,5 K, obteniendo un rmse de ± 0,7 K equivalente 
a los resultados obtenidos con el algoritmo ASWn. La Tabla 4.17 muestra un 
resumen de los resultados obtenidos en cada configuración mediante el 
algoritmo RAL. La Figura 4.10 muestra δT en función de ∆T para cada una de 
las configuraciones anteriores, donde también se incluyen las líneas de 
tendencia en cada caso. En todas  las  configuraciones aparece una misma 
tendencia, aunque esta tiene muy poco correlación con ∆T (R2 ≈ 0,1), lo cual 
indica que esta tendencia es inherente al algoritmo para obtener la LST (Prata, 
2000) e independiente de los coeficientes utilizados.  
Tabla 4.17 Resultados de la validación para las diferentes configuraciones 
impuestas al algoritmo RAL para la zona de los arrozales de Valencia.  
 
RAL RAL* RAL** RAL*** 
ERROR MEDIO (K) 3,6 1,8 2,3 0,5 
σ (K) ± 0,6 ± 0,5 ± 0,6 ± 0,5 
rmse (K) ± 4 ± 1,8 ± 2 ± 0,7 
Máxima diferencia (K) 4,7 2,7 3,3 1,4 
Mínima diferencia (K) 2,3 0,7 1,0 -0,6 

















Figura 4.10 Error en temperatura (δT= LST-Tg) cometido en cada una de las 
configuraciones utilizadas en el algoritmo del RAL en función de la diferencia 




Finalmente los resultados muestran que tanto el algoritmo ASWn como el 
algoritmo del RAL, con una configuración adecuada, ofrecen unos errores 
inferiores a ± 1,0 K en esta zona de validación. 
 
  b) EOS-Terra/MODIS  
 
En la Tabla 4.18 se muestra las fechas, horas y temperaturas medidas a 
nivel de suelo en cada caso de validación utilizado evaluar la bondad de los 
algoritmos generados para obtener la LST a partir de imágenes del sensor 
EOS-Terra/MODIS, así como las temperaturas de brillo medias de los canales 
31 y 32 (T31 y T32) para un conjunto de 3x3 píxeles centrados en las 
coordenadas de la zona de validación (Tabla 4.1). En cada uno de los casos se 
incluye el W0 obtenido a partir del producto MOD07. Además, en la Tabla 4.18 
se incluyen los ángulos de observación y las emisividades obtenidas para 
ambos canales a partir del producto de LST y de temperatura del sensor 
MODIS (MOD11). La emisividad media y la diferencia espectral de emisividad 
obtenida es prácticamente constante para todos los casos, siendo ε =0,9833 ± 
0,0019 y ∆ε = -0,003 ± 0,002.  
En la Tabla 4.19 se muestran los valores obtenidos tanto con el algoritmo 
MSWn como con el producto operativo MOD11 (ver sección 2.4, ecuación 
(2.6)). Para un mejor análisis de los resultados obtenidos se incluye en esta 
Tabla la Tg con su error, el ángulo de observación y la ∆T entre los canales 31 y 
32. Las dos últimas columnas muestran el error en la LST (δT= LST - Tg) 
obtenido para cada algoritmo. 
Ambos algoritmos subestiman la LST (0,0 K el MSWn y - 0,3 K el 
MOD11) con desviación estándar (σ = ± 0,5 K y ± 0,6 K respectivamente) 








Tabla 4.18 Casos de validación para EOS-Terra/MODIS en la zona de Valencia. Se 
indica la fecha y hora de cada toma de datos, así como la Temperatura de suelo (Tg) 
con su error (σ) para cada caso de validación utilizado en la zona de los arrozales de 
Valencia. Se incluyen las temperatura de brillo para los canales 31 y 32 (T31 y T32  
respectivamente) y los ángulos de visión (θ). También se incluye el contenido total de 
vapor de agua en la vertical, W0, obtenido a partir del producto MOD07, y las 
emisividades para los canales 31 y 32 (ε31 y ε32) obtenidas a partir del producto MOD11  
 
 Fecha Hora Tg ± σ W0 θ T31 T32 
  
Caso dd/mm/aa (UTC) (°C) (cm) (º) (ºC) (ºC) ε31 ε32 
1 10/07/02 10:32 28,8 ± 0,7 2,4 43,7 23,9 23,0 0,984 0,988 
2 11/07/03 10:42 28,9 ± 0,8 1,6 27,7 26,7 26,2 0,987 0,986 
3 12/08/03 10:42 31,2 ± 0,6 1,5 28,1 28,2 27,7 0,988 0,984 
4 08/07/04 10:24 25,3 ± 0,6 1,9 50,3 22,5 21,9 0,982 0,985 
5 27/07/04 10:54 27,9 ± 0,6 1,7 5,6 25,5 24,9 0,982 0,985 
6 03/08/04 11:00 30,0 ± 0,7 2,7 6,2 26,8 26,0 0,980 0,984 
7 12/08/04 10:54 28,7 ± 0,5 2,0 5,7 25,8 25,2 0,982 0,985 
8 12/07/05 11:00 27,2 ± 0,6 2,2 16,5 24,8 24,4 0,980 0,984 
9 14/07/05 10:50 27,9 ± 0,6 2,4 5,9 24,9 24,3 0,982 0,986 
10 21/07/05 10:55 28,4 ± 0,5 2,5 5,4 25,7 25,0 0,984 0,988 
11 28/07/05 11:00 28,9 ± 0,4 2,7 16,5 24,5 23,7 0,982 0,986 
12 06/08/05 10:55 28,3 ± 0,4 2,6 5,5 25,4 24,9 0,982 0,985 
13 03/07/06 10:40 29,9 ± 0,9 1,8 27,6 27,5 27,1 0,980 0,984 
14 17/07/06 10:50 29,9 ± 0,7 2,9 6,0 25,0 23,7 0,978 0,982 
15 22/07/06 11:10 29,4 ± 0,8 2,4 26,9 26,1 25,4 0,979 0,983 
16 24/07/06 11:00 29,2 ± 0,9 2,7 5,5 25,8 24,9 0,980 0,984 
17 28/07/06 10:35 28,5 ± 0,7 2,0 36,0 24,2 23,5 0,981 0,985 
18 02/08/06 10:55 30,1 ± 0,7 2,9 5,7 24,9 23,7 0,978 0,981 
19 03/07/07 10:11 26,7 ± 0,9 2,8 60,3 21,2 19,91 0,983 0,982 
20 04/07/07 10:54 28,8 ± 0,9 4,0 5,9 23,1 21,68 0,983 0,986 
21 11/07/07 11:00 27,1 ± 0,3 3,0 5,9 22,5 21,34 0,983 0,986 
22 20/07/07 10:51 28,1 ± 0,2 2,7 5,6 23,9 22,8 0,983 0,986 
23 26/07/07 10:15 27,6 ± 0,2 2,5 55 23,0 22,12 0,983 0,980 
24 18/07/08 11:15 26,7 ± 0,4 3,1 35,7 22,7 21,77 0,982 0,986 
 
En la generación del algoritmo MSWn se tomaron ángulos de observación 
menores de 45° respecto del nadir, y además, tal y como se indicó en Coll et al. 
(2005; Anexo C), los datos tomados con un ángulo de observación superior a 




del píxel (superior a 1,3 km x 1,6 km para ángulos superiores a 40º). Así pues 
para evitar este tipo de errores se descartaron los casos 4, 19 y 23 de la Tabla 
4.18, con ángulos superiores a 45º.  
Tabla 4.19 LST obtenida con el algoritmo MSWn y el producto MOD11 en la zona de 
validación de Valencia. El error en LST obtenido en esta validación (δT = LST - Tg) en 
ambos casos se muestra en las dos últimas columnas. 
 
 
Tg ± σ θ ∆T LST (°C) δT (K) 
Caso (°C)  (º) (K) MSWn MOD11 MSWn MOD11 
1 28,8 ± 0,7 43,7 0,9 27,6 27,4 
-1,2 -1,4 
2 28,9 ± 0,8 27,7 0,4 28,8 29,3 
-0,1 0,4 
3 31,2 ± 0,6 28,1 0,5 30,1 31,0 
-1,1 -0,2 
4 25,3 ± 0,6 50,3 0,5 25,2 25,4 
-0,1 0,1 
5 27,9 ± 0,6 5,6 0,6 28,4 28,2 0,5 0,3 
6 30,0 ± 0,7 6,2 0,8 30,5 30,3 0,5 0,3 
7 28,7 ± 0,5 5,7 0,6 28,9 28,7 0,2 0,0 
8 27,2 ± 0,6 16,5 0,4 27,5 27,6 0,3 0,4 
9 27,9 ± 0,6 5,9 0,6 28,1 27,8 0,2 -0,1 
10 28,4 ± 0,5 5,4 0,6 28,8 28,6 0,4 0,2 
11 28,9 ± 0,4 16,5 0,9 28,4 27,9 
-0,5 -1,0 
12 28,3 ± 0,4 5,5 0,5 28,1 28,3 
-0,2 0,0 
13 29,9 ± 0,9 27,6 0,5 30,4 30,4 0,5 0,5 
14 29,9 ± 0,7 6,0 1,3 30,5 29,4 0,6 -0,5 
15 29,4 ± 0,8 26,9 0,7 29,6 29,5 0,2 0,1 
16 29,2 ± 0,9 5,5 0,8 29,5 29,2 0,3 -0,1 
17 28,5 ± 0,7 36,0 0,8 27,9 27,6 
-0,6 -0,9 
18 30,1 ± 0,7 5,7 1,2 30,0 29,2 
-0,1 -0,9 
19 26,7 ± 0,9 60,3 1,3 25,7 26,2 
-1,0 -0,5 
20 28,8 ± 0,9 5,9 1,4 28,5 27,3 
-0,3 -1,5 
21 27,1 ± 0,3 5,9 1,2 27,2 26,4 0,1 -0,7 
22 28,1 ± 0,2 5,6 1,1 28,4 27,7 0,3 -0,4 
23 27,6 ± 0,2 55 0,9 26,4 26,45 
-1,2 -1,2 
24 26,7 ± 0,4 35,7 0,9 26,7 26,31 0,0 -0,4 
    
Error medio (K) 0,0 -0,3 
    
σ (K) ± 0,5 ± 0,6 
    





Sin considerar estos casos, y tal como podemos observar en la Tabla 
4.20, el algoritmo MSWn corrige la subestimación y reduce la desviación 
estándar a ± 0,5 K, quedando un rmse de ± 0,5 K. Para el producto MOD11 los 
resultados no varían prácticamente.  
 
Figura 4.11 Error en LST en función de ∆T (a) y de θ (b). 
 
Al igual que en el caso de los algoritmos generados para el sensor 
ENVISAT/AATSR, analizamos la relación entre δT y ∆T, pero también entre δT 
y el ángulo de observación, θ. La Figura 4.11 muestra este análisis. No aparece 
ninguna correlación entre el error en la temperatura obtenido con el algoritmo 






correlación considerable (R2 = 0,56). Sin embargo, en función del ángulo θ el 
producto MOD11 presenta una correlación casi nula (R2 = 0,024) y para el 
algoritmo MSWn esta es superior aunque la correlación es muy baja (R2 = 
0,36). 
Tabla 4.20 Resumen de los resultados obtenidos en la validación en la 
zona de validación de Valencia para el algoritmo MSWn y el producto 
MOD11. Las dos últimas líneas muestran el coeficiente de correlación 
tanto en función de ∆T como en función de θ. 
 
MSWn MOD11 
Error medio (K) 0,0 -0,3 
σ (K) ± 0,5 ± 0,6 
rmse (K) ± 0,5 ± 0,7 
Máxima diferencia (K) 0,63 0,50 
Mínima diferencia (K) -1,21 -1,50 
R2 (δT vs ∆T) < 10-3 0,558 
R2 f(θ) 0,358 0,024 
 
4.3.2) Lago Tahoe 
 
a) ENVISAT/AATSR 
Dado que se ha demostrado en la sección anterior que los algoritmos 
ASWf, ADA11 y ADA12 proporcionan valores de LST con un error superior a lo 
deseado, nos centramos en esta sección en los algoritmos ASWn y RAL, 
extendiendo la evaluando de su error en una zona de validación diferente como 
sería el Lago Tahoe. 
Para no extender esta sección, en el Anexo B se incluye una Tabla con la 
fecha y hora de los 99 casos utilizados en esta validación, así como la 
temperatura de la superficie, el ángulo de observación y las temperaturas de 
brillo de los canales 11 y 12 en visión nadir. También se proporciona el 
contenido total de vapor de agua en la vertical, W0, obtenido a partir del 
producto MOD07. Finalmente, se incluye la LST obtenida en cada caso tanto 
con el algoritmo ASWn como con el producto RAL configurado con los 
coeficientes de la clase de lago (i = 14, Tabla 2.5), siendo esta la única clase 




requiere conocer la emisividad de la superficie del agua, para la que usamos 
los valores correspondientes a la clase 9 de la Tabla 3.2 (ε11 = 0,991 ± 0,001 y 
ε12 = 0,985 ± 0,001). En la Figura 4.12 se muestra la LST en función de Tg para 
ambos algoritmos así como el error δT en función de ∆T. 
Tabla 4.21 Resumen de los resultados obtenidos en la validación del algoritmo 
ASWn y del RAL en la zona del Lago Tahoe.  
 
ASWn RAL 
Error medio (K) 0,18 0,16 
σ (K) ± 0,4 ± 0,4 
rmse (K) ± 0,4 ± 0,4 
Máxima diferencia (K) 1,36 1,52 
Mínima diferencia (K) -0,84 -0,98 
R2 (δT vs ∆T) 0,035 0,002 
 
Figura 4.12 Validación del algoritmo ASWn y del producto RAL con la configuración 
para lagos en la zona de validación del Lago Tahoe. Las líneas continuas muestran las 






A diferencia del caso de los arrozales de Valencia esta zona de validación 
ofrece una gran variedad de temperaturas (6 °C ~ 22 °C) y de contenido de 
vapor de agua en la atmósfera (0,2 ~ 2,3 cm). Ambos algoritmos muestran 
resultados equivalentes para esta zona, tal y como muestra la Tabla 4.21, 
sobrestimando la LST en menos de 0,2 K, con una desviación estándar de ± 
0,4 K y un rmse de ± 0,4 K. Además, no aparece ninguna correlación entre δT y 
∆T.  
b) EOS-Terra/MODIS  
 
Para validar los algoritmos del sensor MODIS en la zona del Lago Tahoe 
contamos con 72 casos. El Anexo B incluye una Tabla con la fecha y hora de 
cada caso, así como el contenido de vapor de agua obtenido a partir del 
producto MOD07, el ángulo de observación y las emisividades obtenidas a 
partir del producto MOD11. También se incluyen las temperaturas de brillo, la 
LST obtenida a partir del algoritmo MSWn y del producto MOD11 y el error 
cometido en cada caso por comparación con la Tg. 
Los resultados obtenidos en ambos casos son equivalentes. Ambos 
algoritmos sobrestiman en 0,1 K la LST con una desviación estándar inferior a 
±0,4 K. El algoritmo MSWn muestra unas diferencias inferiores a ± 0,8 K en 
todos los casos y con un rmse de ± 0,3 K. Las diferencias para el caso el 
producto MOD11 abarcan entre 1,1 K y - 0,7 K y muestra un rmse de ± 0,4 K. 
Al igual que en el caso de la zona de validación de los arrozales de 
Valencia si no se consideran los casos en los que el ángulo de observación es 
superior a 45° (es decir los casos 22, 27, 29, 42, 48, 58 y 60) se reduce 
levemente la desviación quedando el rmse en ± 0,3 K para ambos casos. La 
Figura 4.13 muestra la relación entre el error obtenido con cada algoritmo y ∆T 
o θ. En esta Figura se muestra también la línea de tendencia en cada uno de 
los casos. No aparece una gran correlación de los errores del algoritmo MSWn 
ni con ∆T (R2 = 0,009) ni con θ   (R2 = 0,04). Para el caso del producto MOD11 




correlación con ∆T (R2 = 0,28). La Tabla 4.22 muestra el resumen de los 
resultados obtenidos en esta validación.  
 
Tabla 4.22 Resumen de los resultados obtenidos en la validación en la zona 
de validación del lago Tahoe para el algoritmo MSWn y el producto MOD11. 
Las dos últimas líneas muestra el coeficiente de correlación tanto en función 
de ∆T como en función de θ. 
 MSWn MOD11 
Error medio (K) 0,07 0,08 
σ (K) 0,24 0,32 
rmse (K) 0,3 0,3 
Máxima diferencia (K) 0,71 1,08 
Mínima diferencia (K) -0,40 -0,69 
R2 (δT vs ∆T) 0,009 0,279 
R2 (δT vs θ) 0,040 0,027 
 
Figura 4.13 Error en LST en función de ∆T (a) y de θ (b). Las líneas de colores 







4.3.3) Validación del algoritmo para el sensor MSG-SEVIRI  
En Niclòs et al. (2011; Anexo J) hemos analizado tanto el producto 
operativo LSA SAF LST como el algoritmo SEV-SW, utilizando para ello las 
medidas realizadas, Tg, en dos zonas de validación situadas en el levante 
español (Arrozales de Valencia, sección 4.1.1, y Cortes de Pallás, sección 
4.1.3). 
La LST obtenida con los algoritmos y la Tg fue comparada para estimar el 
error cometido por dichos algoritmos, esto es LST -Tg. Los resultados obtenidos 
se presentan en la Tabla 4.23, incluyendo el error medio, la desviación 
estándar, el error cuadrático medio, la proporción de valores entre ± 1,5 K (P1,5) 
y el número de puntos de validación utilizados. 
La emisividad que necesita SEV-SW como dato de entrada se obtiene a 
partir de mapas de emisividad siguiendo un procedimiento similar al caso del 
sensor Envisat/AATSR (los detalles concretos para este caso pueden verse en 
el Anexo J). Del mismo modo, este algoritmo también requiere del vapor de 
agua en columna W0. Los primeros puntos de validación se seleccionaron de 
forma que coincidieran con el paso del sensor EOS/MODIS para así poder 
utilizar el W0 proporcionado por el producto MOD07. Entre agosto y octubre del 
2008 contamos con un total de 59 casos donde se daba esta coincidencia  para 
la zona de validación de Cortes de Pallás (sección 4.1.3). Los resultados 
muestran una sobreestimación de 0,5 K, una desviación estándar de ± 1,2 K y 
un rmse de ± 1,4 K para el SEV-SW. Mientras que el producto LSA SAF LST 
tiene una mayor sobreestimación de 1,5 K, con una desviación estándar similar 
dando un rmse de ± 2 K, con una P1,5 de 51%, mientras que para SEV-SW la 
P1,5 es del 74%. 
En el caso de los Arrozales de Valencia no se pudo conseguir un número 
de casos suficientes con medidas óptimas coincidentes con el paso del sensor 
EOS/MODIS dentro del periodo de cobertura vegetal completa. Por ello, 
utilizamos el W0 obtenido a partir de datos de NCEP. Estos son interpolados 
espacial y temporalmente para el momento y lugar de la adquisición del 




espacial de 1°x1° de latitud y longitud cada 6 horas (http://dss.ucar.edu/ 
datasets/ds083.2/data/). Esto permite una validación continua sin la limitación 
de buscar imágenes EOS/MODIS coincidentes con la adquisición de datos de 
MSG2/SEVIRI. Utilizando estos datos contamos con 763 casos para la 
validación en la zona de Cortes de Pallás obteniendo unos resultados 
equivalentes a los obtenidos con los datos de EOS/MODIS en ambos 
algoritmos. Más concretamente, SEV-SW sobreestima la LST en 0,52 K 
mientras que LSA SAF LST lo hace por 1,5 K, con una desviación estándar 
para ambos de ± 1 K y un rmse ± 1,1 K  y ± 1,8 K respectivamente. Además se 
obtuvo un P1,5 de 85% para SEV-SW y un 52% para el LSA SAF LST. 
Mejores resultados se obtuvieron para el caso de los arrozales de 
Valencia donde en los 72 casos estudiados ambos algoritmos presentan una 
pequeña subestimación (- 0,33 K para SEV-SW y – 0,19 K para LSA SAF LST), 
con unas desviaciones estándar de alrededor de ± 1 K, mostrando un rmse de 
± 1,1 K y una P1,5 cerca del 80% en ambos casos. 
 
Tabla 4.23 Resumen de los resultados obtenidos en la validación del 
algoritmo SEV-SW y el producto LSA SAF para las zonas de Cortes de Pallás 
y los arrozales de Valencia. Se diferencia el origen del parámetro W0. 
 
 
Cortes de Pallás  Arrozales de 
Valencia 
 W0 (MODIS)  W0 (NCEP)  W0 (NCEP) 
 
SEV-SW LSA SAF  SEV-SW LSA SAF  SEV-SW LSA SAF 
Error medio (K) 0,59 1,48  0,52 1,47  - 0,33 - 0,19 
σ (K) ± 1,24 ± 1,33  ± 0,96 ± 0,99  ± 1,02 ± 1,11 
rmse (K) ± 1,4 ± 2  ± 1,1 ± 1,8  ± 1,1 ± 1,1 
P1,5 (%) 74 51  85 52  78 79 
Número de casos 59  763  72 
 
El gran error sistemático obtenido por el producto LSA SAF en Cortes de 
Pallás es notorio, y es consecuencia de los errores de clasificación de usos de 
suelo y así de las emisividades utilizadas. Hemos recalculado el algoritmo LSA 




Pallás y Arrozales de Valencia (ε9 = 0,989/0,985 y ε10 = 0,990/0,980, 
respectivamente). Los resultados obtenidos con este ajuste se muestran en la 
Tabla 4.24 para ambas zonas. La Figura 4.14 representa la LST obtenida con 
el algoritmo propuesto (a), el producto LSA SAF (b) y el algoritmo LSA SAF con 
las emisividades propuestas para la zona de Cortes de Pallás. Como puede 
verse en la Tabla 4.24 el error sistemático queda reducido a la mitad después 
de cambiar las emisividades en Cortes de Pallás. Además se observa un mejor 
ajuste a la línea 1:1 en la Figura 4.14 debido a la reducción de la 
sobrestimación en general de la LST, aunque este efecto no se aprecia tanto 
en altos valores de temperatura, donde aparece un error medio, en 
concordancia con los resultados presentados por Trigo et al (2008a) y Kabsch 
et al (2008). Esta mejora es más sutil en el caso de los arrozales de Valencia. 
Esto puede ser debido al pequeño efecto que tienen los errores de emisividad 
en la obtención de la LST para valores altos de W0, como se vio en la Figura 
3.10, aunque también puede deberse a la compensación de ε y ∆ε en el 
algoritmo LSA SAF puesto que con el cambio ε disminuye y ∆ε aumenta en la 
zona de los arrozales de Valencia. 
 
Tabla 4.24 Resultados del efecto de reemplazar la emisividad en el algoritmo 
LSA SAF en las zonas de Cortes de Pallás y los arrozales de Valencia. 
 
 
 Cortes de Pallás  
W0 (NCEP) 
 Arrozales Valencia  
W0 (NCEP) 
 
 LSA SAFε  LSA SAFε 
Error medio (K)  0,74  - 0,21 
σ (K)  ± 0,98  ± 1,11 
rmse (K)  ± 1,2  ± 1,1 
P1,5 (%)  79  79 



























Figura 4.14 Extracto de Niclòs et al (2011; 
Anexo J) donde se representa LST 
obtenida a partir del SEV-SW (a), del 
producto LSA SAF (b) y del algoritmo LSA 
SAF al utilizar las emisividades 
propuestas (c), frente a la temperatura 
medida en la zona de validación de 





4.3.4) Discusión  
 
Los resultados obtenidos para los algoritmos split-window en visión nadir 
de EOS/MODIS y ENVISAT/AATSR son los esperados, mostrando unos 
errores inferiores a ± 1,0 K. La diferencia que aparece entre estos errores y los 
errores teóricos calculados en el capítulo 3 (± 1,1 K para el ASWn y ± 1,5 K 
para el MSWn, Galve et al., 2008; Anexo E) se debe a que en el análisis de 
sensibilidad de estos algoritmos se asumieron incertidumbres en las variables 
de entrada superiores a las que tenemos en las zonas de validación, siendo 
estas zonas idóneas para la misma. 
La validación del producto LST operativo del sensor ENVISAT/AATSR, 
generado por el RAL, ha mostrado errores en los datos auxiliares necesarios 




latitud/longitud con que se ofrecen los datos de clasificación de usos de suelo y 
el factor de cobertura vegetal ha demostrado ser insuficiente. Si optimizamos 
este producto utilizando unos datos auxiliares adecuados, los errores obtenidos 
son inferiores a ± 1,0 K. Respecto del producto LST del sensor EOS/MODIS 
(MOD11), los resultados obtenidos son equivalentes al del algoritmo MSWn 
aunque los errores de este producto muestran correlación con la ∆T, mientras 
que el algoritmo MSWn se muestra más estable. 
Los algoritmos basados en el dual-angle (ADA11 y ADA12) y el algoritmo 
ASWf han mostrado errores superiores, con un marcado error sistemático y 
una gran desviación estándar. Estos resultados ponen de manifiesto que el uso 
de la visión forward no ofrece la suficiente precisión para mejorar la obtención 
de la LST. 
El algoritmo desarrollado para el MSG2/SEVIRI presentó en las dos 
zonas de validación un error de ± 1,1 K. El producto de LSA SAF en Cortes de 
Pallás muestra un error de ± 2 K, este error es debido a un error en la 
estimación de la emisividad a aplicar en esta zona, que provoca una 
sobreestimación de 1,5 K. Sin embargo, si utilizamos unas emisividades más 
acordes a esta zona, prácticamente la sobreestimación queda reducida a la 
mitad dando un error de ± 1,2 K que es más comparable al resultado de 
nuestro algoritmo. En la zona de los arrozales del Valencia el efecto queda 
atenuado por el alto contenido de W0 y una compensación en los valores de 


























































5.1) Fundamento teórico 
 
El método de validación utilizado hasta aquí, basado en el uso de 
medidas de temperatura en superficie como referencia, lo llamaremos método 
de validación T-based. Como alternativa a este método, Wan y Li (2008) 
presentan un método para la validación de los productos LST del sensor 
EOS/MODIS a escala global, que denominan R-based. En este método la 
temperatura de superficie es estimada utilizando el método ETR a partir de la 
temperatura de brillo en el techo de la atmósfera de la banda espectral 
centrada en los 11 µm, puesto que esta región espectral es más estable a la 
variación en los perfiles de vapor de agua y temperatura. Para ello, se utiliza un 
perfil atmosférico de temperatura y vapor de agua lo más próximo posible a la 
zona y hora de paso del satélite. Así pues la diferencia entre el producto y la 
temperatura de superficie calculada de este modo es el error del producto. Este 
método se utilizó también para validar el producto LST del sensor 
ENVISAT/AATSR y el algoritmo ASWn (Coll et al., 2009a; Anexo F), así como 
para validar el algoritmo propuesto para el MSG2/SEVIRI (Niclòs et al., 2011; 
Anexo J). 
Al igual que en el método T-based, es necesario medir o estimar la 
emisividad de la superficie. Para aplicar este método en el caso del sensor 
EOS/MODIS utilizamos la emisividad proporcionada por el producto MOD11, 
mientras que para el sensor ENVISAT/AATSR y MSG2/SEVIRI utilizamos el 
método presentado en el apartado 3.2.2 con los valores adecuados a cada 
sensor. 
Como fuentes de perfiles atmosféricos usamos las mismas fuentes que 
en el caso del método ETR, es decir, a partir de radiosondeo local, perfiles 
NCEP y de satélite (AIRS y MOD07). Para poder aplicar este método 
seguiremos los siguientes pasos que resumen el proceso a seguir: 
 
a) Calculamos LSTR a través la ETR para las bandas centradas en 11 




sensores ENVISAT/AATSR, EOS/MODIS y MSG2/SEVIRI) utilizando 
para ello los perfiles atmosféricos y la emisividad de la superficie 
(simulación inversa). Las bandas centradas en los 11 µm son las 
menos afectadas por la variación de vapor de agua y temperatura. 
Llegado a este punto analizamos la validez de la LSTR obtenida a 
partir de satélite comparando estas con las obtenidas con un 
algoritmo específico. 
b) Con la LSTR del punto anterior como LST y utilizando los mismos 
perfiles atmosféricos y las mismas emisividades (Simulación directa) 
calculamos las temperaturas de brillo Ti,j para los canales centrados 
en 11 µm y 12µm. Calculamos la variación entre la diferencia de 
temperatura de brillo real y la simulada δ(Ti-Tj).  
 
Cabe destacar que la temperatura del canal de 11 µm es la utilizada en el 
punto a), así pues δ(Ti-Tj) es realmente la diferencia entre la temperatura de 12 
µm real y la simulada. Debido a que la temperatura de 12 µm no es usada en 
el cálculo de LSTR esta diferencia evalúa de forma independiente la precisión 
del perfil atmosférico, así pues cuando más pequeño sea δ(Ti-Tj) menor será el 
error introducido por perfil atmosférico. 
 
5.2) Análisis de sensibilidad 
 
En la sección 3.2.3 se realizó un análisis de sensibilidad del método ETR 
en los canales centrados en los 11 µm tanto para el sensor EOS/MODIS, 
MSG2/SEVIRI como para el sensor ENVISAT/AATSR obteniéndose un error de 
± 0,4K para EOS/MODIS y ENVISAT/AATSR y de ± 0,5K para el 
MSG2/SEVIRI. Es necesario pues realizar un análisis de sensibilidad del 
método δ(Ti-Tj) tanto a las variaciones en los perfiles atmosféricos como en la 
emisividad. Para ello actuaremos del mismo modo que en el análisis de 




del 2005 para el caso de EOS/MODIS y ENVISAT/AATSR. El error de este 
método vendría dado por la propagación de los errores de cada canal.  
En el caso del sensor ENVISAT/AATSR este test varía en valor absoluto 
0,03 K si variamos la temperatura del aire del perfil atmosférico. Si variamos la 
razón de mezcla en el radiosondeo el error en valor absoluto es 0,2 K. Así pues 
el error asumido para el modelo MODTRAN es de 0,2 K. Un error en 
emisividad de 0,005 afecta a este test en ± 0,2 K. Así pues el error asumido en 
este test para el ENVISAT/AATSR es ± 0,3 K. 
Para el caso del sensor EOS/MODIS los resultados son equivalentes 
siendo el error en valor absoluto asumido a la variación de temperatura de 
0,05K mientras que para la variación en la razón de mezcla el error en valor 
absoluto es de 0,18 K. También el error asumido al modelo MODTRAN es de 
±0,2 K y el debido a la emisividad es de ± 0,2 K. El error total asumido en este 
test para el EOS/MODIS también es de ± 0,3 K. 
Para el caso del MSG2/SEVIRI el error asumido, en valor absoluto, a la 
variación de temperatura es de 0,09 K mientras que el efecto del vapor de agua 
es de 0,07 K, así pues el debido al modelo MODTRAN es de ± 0,11 K. El error 
debido a la emisividad es de ± 0,4 K. El error total asumido en este test para el 
MSG2/SEVIRI es de ± 0,4 K. 
Estos resultados indican que los errores en este método son debidos 
principalmente a que los perfiles atmosféricos utilizados para dicha corrección 
no tienen suficiente calidad. Para discriminar los perfiles inadecuados 
utilizaremos umbrales para la diferencia δ(Ti-Tj) fuera de los cuales los perfiles 
se desestimarán por inapropiados. Estos umbrales se determinarán en cada 
sensor a partir de la representación del error en la LST, δT(K), frente a δ(Ti-Tj) 
de una base de datos de validación T-based conocida de forma que dentro de 
estos umbrales δT está dentro de ± 1 K. La Figura 5.1 muestra el ejemplo del 
sensor Envisat/AATSR donde se muestran todos los datos de la validación T-
based utilizada en la sección anterior discriminando las zonas de validación y la 




puntos y en línea discontinua los umbrales obtenidos. Aunque cada sensor 
tiene una línea diferente todos muestran unos resultados equivalentes. 
 
Figura 5.1 δT=Tg - T'g, frente δ(Ti-Tj) para las zonas de validación en el caso del 
Envisat/AATSR, se destacan los diferentes orígenes de los perfiles atmosféricos, la 
línea de ajuste y los limites en que el error está dentro de ± 1 K. Resultados 
equivalentes se obtienen tanto en EOS/MODIS como en MSG2/SEVIRI. 
 
5.3) AATSR (Envisat) 
 
En este caso consideraremos que valores de δ(Ti-Tj) entre - 0,6K y 0,9K 
determinan que los perfiles poseen la calidad suficiente para ser utilizados en 
esta validación. 
Entre los años 2003 y 2008 antes de la temporada del arroz se 
adquirieron un total de 47 medidas diurnas y nocturnas de AATSR sin nubes. 
En estas fechas la zona de validación es una gran extensión uniforme de suelo 
sin vegetación y seco. Esta zona es un ejemplo en el que la validación T-based 
no es aplicable pues aunque esta zona es homogénea a escala de satélite, a 
escala de suelo presenta una gran heterogeneidad. Por esta razón, aplicamos 
este método a medidas sobre una zona de suelo sin vegetación junto con 
perfiles de NCEP y medidas de emisividad de muestra de la zona (Mira et al. 
2007). La composición del suelo es de 14% de arena, 35% de arcilla, 4,5% de 




emisividad es bastante uniforme con valores de ε11= 0,971 y ε12=0,978 (con un 
error de ± 0,005) para condiciones de baja humedad. Aprovechando la 
adquisición de estas medidas utilizamos la superficie del Lago de la Albufera 
situado a pocos kilómetros de los arrozales para obtener un nuevo punto de 
validación con sus perfiles de NCEP y tomando ε11= 0,991 y ε12=0,985 para el 
agua. 
En el Anexo B se muestran las T11, T12 y θ para el suelo sin vegetación y 
el lago. Estos datos son el promedio de una zona de 3x3 píxeles centrados en 
las zonas de validación. La Tabla B.3 muestra la LST obtenida a partir del 
algoritmo operacional tanto para suelo sin vegetación (i=11) como para el caso 
de agua (i=14 d/n) además también se muestra el algoritmo ASWn. El WNCEP 
varía entre 1,2 y 1,9 cm entre los meses de Marzo y Mayo. 
Las diferencias entre ambos algoritmos en el caso del lago solo se 
diferencian en unas pocas décimas mientras que en el caso del suelo sin 
vegetación los estas diferencias se encuentran entre -1,0 y 1,5 K. 
La Tabla 5.1 muestra la LST obtenida con el método R-based (TR-b) y la 
diferencia δ(Ti-Tj) tanto para el suelo sin vegetación como para el lago en los 
casos del Anexo B. Casi todos los casos cumplen la optima condición de 
valores de δ(Ti-Tj) para este caso -0,6 < δ(Ti-Tj)< 0,9. En la Tabla 5.1 marcamos 
con asterisco los casos que no cumplen esta condición. Esto es muestra de 
que, para la mayoría de los casos, los perfiles NCEP son adecuados para este 
tipo de validación. La Figura 5.2 muestra el error de LST (δT=TAATSR-TR-b) frente 
δ(Ti-Tj) para ambos algoritmos en las dos zonas. En esta figura se observa una 
gran correlación entre ambas magnitudes sobre todo para el caso del ASWn en 
ambas zonas y el RAL en la zona del lago. Esta relación es similar a la relación 
que muestra la Figura 5.2 lo que destaca la coherencia de este método. 
Considerando que sólo utilizamos los casos con valores de δ(Ti-Tj) que 
estén dentro del intervalo determinado, hemos calculado el error medio, la 
desviación estándar y el rmse para cada caso de algoritmo y zona dándose en 




en ambas zonas (rmse de ± 0,4 K), con todos los errores dentro de ± 1 K. El 
RAL presenta resultados equivalentes a nuestro algoritmo para el caso del 
Lago, lo que es coherente con los resultados obtenidos con la validación T-
based en el Lago Tahoe (Apartado 4.3.2 y Coll et al. 2009a; Anexo F). Aunque 
los resultados obtenidos en el caso de suelo desnudo no son tan favorables 
como los obtenidos con el algoritmo ASWn (rmse = ± 1,1 K) también muestran 
resultados aceptables y se acerca bastante a los objetivos planteados para 
este tipo de algoritmos. 
Tabla 5.1 TR-b (°C) y δ(Ti-Tj) (K)para cada caso del Anexo B (suelo desnudo y Lago). 
WNCEP (cm) es el contenido de vapor de agua precipitable de los perfiles NCEP. Los 
casos que no cumplen la condición -0,6 < δ(Ti-Tj)< 0,9 están marcados con asterisco. 
Suelo sin 
vegetación  Lago   
Suelo sin 
vegetación Lago   
N WNCEP  TR-b  δ(Ti-Tj) TR-b  δ(Ti-Tj) N WNCEP  TR-b  δ(Ti-Tj) TR-b  δ(Ti-Tj) 
1 0,98 14,4 0,46 13,1 0,13 25 1,62 16,0 0,39 19,5 -0,02 
2 0,84 15,5 0,28 8,9 -0,39 26 0,55 15,7 -0,15 22,2 -0,67* 
3 1,23 15,0 0,41 13,9 0,09 27 1,02 15,8 0,21 14,5 -0,13 
4 1,46 16,8 0,13 5,1 -0,54 28 1,45 15,1 0,48 5,4 -0,49 
5 2,53 18,5 0,29 13,6 0,24 29 1,48 16,8 0,36 13,8 0,03 
6 1,83 21,1 0,38 7,3 -0,07 30 1,69 15,0 0,91* 6,5 -0,48 
7 1,68 13,8 0,40 15,7 -0,19 31 0,847 11,6 -0,20 14,4 -0,13 
8 1,15 15,6 0,30 18,1 -0,13 32 0,813 5,1 -0,43 13,9 0,17 
9 0,81 15,9 0,33 19,9 0,26 33 1,525 0,4 1,34* 10,9 -0,38 
10 1,16 20,2 0,18 4,4 -0,47 34 0,531 6,5 -0,29 13,1 -0,55 
11 1,54 22,8 0,10 10,1 1,05* 35 0,885 8,1 -0,26 18,2 0,06 
12 1,09 14,8 0,25 6,8 -0,36 36 0,929 10,2 -0,24 15,2 -0,17 
13 2,71 17,5 -0,44 13,3 0,16 37 1,601 15,5 -0,02 18,1 -0,09 
14 1,77 18,5 0,29 13,9 0,22 38 0,377 2,5 -0,42 20,0 0,22 
15 2,11 18,2 0,32 8,5 -0,41 39 1,676 15,3 -0,62* 14,8 0,04 
16 2,20 21,4 0,15 12,8 -0,32 40 1,240 7,3 -0,24 11,5 -0,18 
17 3,34 23,3 -0,49 0,8 -0,48 41 0,866 8,5 -0,32 13,5 -0,19 
18 1,30 15,9 0,12 13,3 -0,81* 42 1,800 13,1 -0,05 14,2 0,01 
19 1,13 15,4 0,16 18,9 -0,05 43 2,416 14,2 -0,29 11,4 -0,26 
20 1,28 16,4 0,09 20,6 -0,14 44 1,801 18,2 0,06 12,7 0,38 
21 1,33 15,5 0,32 13,2 0,10 45 1,589 13,5 -0,08 11,2 -0,73* 
22 1,57 20,1 0,30 16,3 -0,67* 46 1,149 13,7 -0,08 15,6 0,12 
23 1,37 20,6 0,23 17,1 -0,09 47 1,061 14,4 -0,52 11,9 0,93* 




Tabla 5.2 Estadística de la validación R-based para los algoritmos RAL y ASWn 
en suelo sin vegetación y en el Lago. 
 
Algoritmo RAL ASWn 




Error Medio(K) 0,31 -0,12 0,14 0,00 
σ (K) 1,06 0,37 0,41 0,37 
rmse (K) 1,1 0,4 0,4 0,4 
Max 2,0 0,7 0,9 0,9 
min -1,7 -0,7 -0,7 -0,5 
 
 
Figura 5.2 Error LST (TAATSR –TR-b) frente δ(Ti-Tj) en suelo sin vegetación y lago 




El análisis de los resultados obtenidos en el periodo de 2002-2008 no 
muestra una dependencia en la variabilidad temporal a largo plazo de los 
errores del TR-b. Sin embargo se ha observado una gran dependencia del 
algoritmo RAL con la diferencia de la temperatura de brillo (T11 – T12), esta 
magnitud está estrechamente relacionada con el contenido de vapor de agua 
de la atmósfera y juega un papel fundamental en los algoritmos tipo split-
window como los presentados en este trabajo. En el caso del algoritmo ASWn 
esta correlación es mucho menor. 
 
5.4) MODIS (EOS-Terra) 
 
En Coll et al. 2009b (Anexo G) validamos con el método R-based el 
producto operativo de LST del sensor EOS/MODIS (MOD11) tanto en la zona 
de los arrozales de Valencia como en una zona de medidas del proyecto 
CarboEurope-IP situada en Hainich-Alemania (http://www.carboeurope.org). 
Para el caso de los arrozales de Valencia se añadieron 50 casos extra a 
parte de los presentados en la Tabla 5.3 para realizar la validación R-based. 
La zona Alemana de Hainich (51° 04’ 14’’N, 10° 27’ 07,83’’E, con una 
elevación de 445m sobre el nivel del mar) es un bosque de hayas (Fagus 
sylvatica, ε31 = 0,979 y ε32 = 0,982). Esta zona fue utilizada por Wang et al. 
(2008) en el proyecto Carboeurope-IP para realizar una validación T-based del 
producto MOD11_L2_LST en condiciones nocturnas. Para esta zona se 
compilaron 36 casos obtenidos con el sensor EOS-Terra/MODIS y 14 EOS-
Aqua/MODIS entre Marzo y Octubre de las 2004 incluidas medidas diurnas y 
nocturnas (Tabla 3, Anexo G). Para realizar la corrección atmosférica 
obtuvimos perfiles atmosféricos tomados en Meiningen, unos 60 km al sur de 
Hainich (http://wheather.uwyo.edu/upperair/sounding.html). Los valores 
obtenidos para W varían entre 0,5 cm y 2,6 cm. También utilizamos como 
alternativa a estos perfiles los proporcionados por NCEP. En este caso los 




que los primeros niveles se interpolaron con tal de tener la representación a 
445 m para la zona de Hainich. 
A partir de un análisis similar al de la Figura 5.1, para esta validación los 
umbrales fueron estimados como -0,3 K < δ(Ti-Tj)  <0,5 K.  
La Figura 5.3 representa el error en el cálculo de la LST con el producto 
MOD11 frente la diferencia δ(Ti-Tj) para los ocho casos de la zona de los 
arrozales de Valencia con radiosondeos locales y los 74 casos con perfiles 
NCEP. Esta Figura muestra una gran correlación entre los errores y la 
diferencia δ(Ti-Tj), siendo mayor cuando mayor es δ(Ti-Tj). En dicha figura 
destacamos aquellos valores que cumplen la condición de umbrales de 
idoneidad para los valores de δ(Ti-Tj). 
 
Figura 5.3 Error de MOD11_L2_LST (LST – TR-b) frente δ(Ti-Tj) en la zona de los 
arrozales de Valencia con los perfiles atmosféricos locales y derivados del NCEP. 
 
Podemos observar que en los casos en que se utilizaron los perfiles 
locales cumplen la condición de idoneidad y muestran una sobreestimación de 
+0,24 K, una desviación estándar de ±0,6 K y un rmse ±0,6 K. 
En los casos de perfiles NCEP el espectro de errores es mayor debido a 
que no todos los perfiles son siempre apropiados para cada caso. Si 
analizamos los resultados para los casos que sí que cumplen los umbrales de 




0,28K, una desviación estándar de ±0,5 K y un rmse de ±0,5 K. Los resultados 
en este caso son bastante estables con un 90% de los casos entre ±1,0 K. 
Finalmente si utilizamos los datos de ambas fuentes de perfiles y que 
cumplen los umbrales de idoneidad el resultado final muestra una 
subestimación de -0,24 K, una desviación estándar de ±0,7 K y un rmse de 
±0,7 K. 
Para el caso de la zona de Hainich, en Coll et al. 2009b (Anexo G) se 
combinaron datos obtenidos del EOS-Terra/MODIS (34 casos) con los del 
EOS-Aqua/MODIS (16 casos) tomados tanto de día como de noche cubriendo 
la variabilidad estacional de la superficie y de las condiciones atmosféricas del 
año 2004. Para estos 50 casos se utilizaron tanto perfiles atmosféricos locales 
como los obtenidos a través de NCEP. Estos 100 puntos de validación se 
representan en la Figura 5.4. En esta figura también muestra los umbrales de 
idoneidad en líneas verticales discontinuas. Dentro de estos umbrales hay 43 
casos para perfiles locales (31 EOS-Terra y 12 EOS-Aqua) y 41 casos de 
perfiles NCEP (26 EOS-Terra y 15 EOS-Aqua).  
 
 
Figura 5.4 Error de MOD11_L2_LST (LST – TR-b) frente δ(Ti-Tj) en la zona de el 
Hainich con los perfiles atmosféricos locales y derivados del NCEP. 
 
Los resultados para este caso son equivalentes a los obtenidos para la zona de 




estándar de ±0,5 K y un rmse ±0,6 K. Por lo que si unimos los resultados de 




En Niclòs et al. (2011) (Anexo J), se aplicó esta metodología inicialmente 
en las mismas zonas que en el caso del T-based (Arrozales de Valencia y 
Cortes de Pallás) para comparar los resultados con los obtenidos con el 
método tradicional, obteniendo unos umbrales de idoneidad de ±0,5 K. La 
mayoría de los casos cumplen esta condición, demostrando la conveniencia de 
utilizar perfiles NCEP para caracterizar las condiciones atmosféricas sobre la 
zona de validación en las medidas de MSG/SEVIRI. En los casos en que se 
cumple esta condición se validaron los algoritmos SEV-SW y el algoritmo LSA-
SAF optimizado con las condiciones que mejores resultados se obtuvieron en 
el apartado 4.3.3. La Tabla 5.3 resume los resultados obtenidos en estas 
zonas. Estos resultados muestran gran concordancia con los resultados 
obtenidos con el método T-based (ver Tabla 4.24). 
 
Tabla 5.3 Resumen de los resultados obtenidos en la validación R-based con 
perfiles NCEP para el algoritmo SEV-SW y el producto LSA SAF optimizado 
para las zonas de Cortes de Pallás y los arrozales de Valencia.  
 
 
 Cortes de Pallás  Arrozales de 
Valencia 
 
 SEV-SW LSA SAF  SEV-SW LSA SAF 
Error medio (K)  0,11 0,31  - 0,13 0,10 
σ (K)  ± 0,6 ± 0,5  ± 0,6 ± 0,7 
rmse (K)  ± 0,7 ± 0,6  ± 0,6 ± 0,7 
P1,5 (%)  99 79  100 100 
Número de casos  610  55 
 
Además de estas dos zonas y aprovechando el hecho de que no son 
necesarias medidas de superficie, en Niclòs et al. (2011; Anexo J) 
seleccionamos también dos lagos (Lago Bolsena, 11x13 km2 situado en 




12,112°E), ya que proporcionan una gran homogeneidad en términos de 
emisividad. Niclòs et al. (2005) y Niclòs y Caselles (2008) midieron la 
emisividad del agua del mar para diferentes ángulos de observación y 
velocidades del viento en superficie y demostraron que el efecto de la salinidad 
sobre la emisividad es despreciable en el infrarrojo térmico. Por lo tanto, la 
emisividad para estos lagos para 50°, que es el ángulo de visión del 
MSG/SEVIRI en estas zonas, pueden tomarse, según estas referencias, como 
ε9 = 0,982 y ε10 = 0,974. 
Procediendo igual que en las zonas de validación anteriores se calculó la 
LST utilizando los algoritmos SEV-SW y LSA-SAF optimizados con las 
emisividades adecuadas. La Tabla 5.4 muestra un resumen de los resultados 
obtenidos en estos dos lagos. Estos resultados vuelven a confirmar la bondad 
de ambos algoritmos con la emisividad propuesta. 
 
Tabla 5.4 Resumen de los resultados obtenidos en la validación R-based con 
perfiles NCEP para el algoritmo SEV-SW y el producto LSA SAF optimizado 
para los lagos de Bolsena y Trasimeno.  
 
 
 Bolsena  Trasimeno 
 
 SEV-SW LSA SAF  SEV-SW LSA SAF 
Error medio (K)  -0,08 0,06  - 0,09 0,16 
σ (K)  ± 0,6 ± 0,5  ± 0,6 ± 0,5 
rmse (K)  ± 0,5 ± 0,5  ± 0,6 ± 0,6 
P1,5 (%)  100 100  99 99 




El método R-based permite una alternativa de validación semi-operacional 
para el diagnóstico de productos LST a escala global. Puede ser aplicada sobre 
una gran diversidad de superficies y condiciones atmosféricas donde las 
medidas in situ de temperatura no son factibles (bosques, suelos con cobertura 




este método se requiere de una representación adecuada de las condiciones 
de la atmósfera sobre la zona en el momento de adquisición de los datos y de 
una buena caracterización de la emisividad de la superficie. Para determinar la 
idoneidad de la caracterización de la atmosfera utilizamos unos valores 
umbrales de δ(Ti-Tj) alrededor de cero para los cuales la LST obtenida por este 
método es lo suficientemente exacta. En este apartado utilizamos perfiles 
atmosféricos obtenidos a partir de radiosondeos locales y NCEP. 
En todos los sensores y para todos los algoritmos los resultados 
obtenidos con este método son equivalentes a los obtenidos con el T-based. 
Este método permite paliar la dificultad de encontrar zonas que permitan validar 





























































A modo de resumen enumeramos a continuación los logros alcanzados 
con esta Tesis: 
1. Se ha elaborado una base de radiosondeos (CLAR) para la simulación 
de medidas de satélite  
2. Se han generado cuatro algoritmos LST para el sensor Envisat/AATSR 
utilizando el modelo de base física propuesto por Coll y Caselles, 
(1997), en función de las diferentes configuraciones que ofrece el 
sensor: dos split-window (ASWn y ASWf) y dos dual-angle (ADA11 y 
ADA12). El futuro Sentinel-3/SLSTR ofrecerá estas mismas 
configuraciones. 
3. Se ha generado un algoritmo LST de tipo split-window para el sensor 
EOS/MODIS (MSW) utilizando el mismo modelo. 
4. Se ha generado un algoritmo LST del tipo split-window para el sensor 
MSG/SEVIRI (SEV-SW) con la misma base física.  
5. Se han validado tanto el método de transferencia radiativa como los 
algoritmos generados, además de productos operativos, mediante 
comparación con datos medidos in situ (método T-based) en zonas 
homogéneas como: el Lago Tahoe y los arrozales de Valencia para el 
EOS/MODIS y Envisat/AATSR, además de una zona de matorral 
mediterráneo en el altiplano de Cortes de Pallás para el MSG/SEVIRI. 
6. Dichos algoritmos y productos se han validado de forma adicional con 
un nuevo método de validación basado en la radiancia (R-based). Este 
método consigue obtener nuevos puntos de validación en zonas en las 
que no es posible medir directamente la temperatura de la superficie y 
solo requiere que la zona presente poca variación en emisividad a nivel 





Con ello, atendiendo a los resultados alcanzados enumeramos las 
principales conclusiones: 
7. Utilizando el método de transferencia radiativa validamos LSTs 
obtenidas a partir de los sensores Landsat/ETM+ y EOS/ASTER, 
usando para ello perfiles atmosféricos medidos in situ y proporcionados 
por diferentes productos de satélite y de reanálisis (MOD07, AIRS y 
NCEP). Los resultados muestran que si se respeta la correspondencia 
espacio-temporal entre las medidas del sensor con los productos 
atmosféricos los errores son inferiores a ±1 K. 
8. Los algoritmos con mejores resultados han sido el ASWn y MSW, los 
cuales tienen un error próximo a ±0,5 K por lo que cumplen el objetivo 
principal de este trabajo, obtener algoritmos LST con un error inferior a 
±1,0 K.  
9. Los algoritmos ADA11, ADA12 y ASWf muestran peores resultados 
siempre por encima de ±1K para el caso de los arrozales de Valencia 
por lo que son descartados. 
10. Para el algoritmo SEV-SW se obtuvieron errores alrededor de ± 1,1 K. 
11. Se ha realizado la validación del producto operativo de LST del sensor 
AATSR generado por el Rutherford Appleton Laboratory (RAL). El 
algoritmo muestra un error inferior a ± 0,7 K  en ambas zonas, aunque 
se ha demostrado que la resolución espacial de los datos auxiliares 
necesarios es inferior a la requerida. Una mejor clasificación y 
proporción de la vegetación mejora los resultados desde ±4 K hasta los 
± 0,7 K. 
12. Se ha validado también el producto operativo de LST del sensor MODIS 
mostrando errores bajos en ambas zonas (±0,3°C en el Lago Tahoe y 
±0,6°C en Valencia)  
13. El producto LST generado por el EUMETSAT LSA-SAF para el sensor 
MSG/SEVIRI parte de emisividades calculadas en base a una 






clasificación de los usos de suelo que presenta errores. Así, muestra 
errores en LST de ± 2 K, mientras que si se corrige la emisividad el 
error es equivalente al obtenido con el SEV-SW. 
14. Con el fin de comprobar la precisión de los productos con el método R-
based, en el caso del Envisat/AATSR se utilizaron 47 medidas sobre los 
arrozales de Valencia en época de barbecho entre dos cosechas, 
cuando la superficie es suelo sin vegetación, y sobre el lago de la 
Albufera. Con ello se validó tanto el producto del RAL como el ASWn, 
obteniéndose resultados equivalentes al T-based. 
15. En el caso del EOS/MODIS se añadieron 50 medidas sobre los 
arrozales a las utilizadas en el T-based, y 50 casos más para una zona 
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para completar la validación del MSG/SEVIRI, obteniendo errores de 
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Base de Radiosondeos CLAR 
iii 
 
Tabla A.1 Lista de radiosondeos pertenecienes a la base de datos CLAR. z es la 
altitud respecto del nivel del mar, T0 es la temperatura de la primera capa y W es 
el contenido de agua precipitable. El asterisco en el nombre indica que 
pertenece a la base CLARcomp. 
 





(ºC) W (cm) Z(m) 
0 01152 ENBO Bodo* 01-01-04 12 67,3 N 14,4 E -2,3 0,3 20 
1 01152 ENBO Bodo 29-07-04 12 67,3 N 14,4 E 15,6 1,0 20 
2 01241 ENOL Orland* 02-07-06 12 63,7 N 9,6 E 24,0 2,2 10 
3 01241 ENOL Orland 30-06-06 12 63,7 N 9,6 E 21,8 1,8 10 
4 03005 Lerwick 08-08-04 12 60,1 N 1,2 W 18,6 2,1 82 
5 03005 Lerwick 09-08-04 00 60,1 N 1,2 W 17,8 2,2 82 
6 03354 Nottingham 06-08-04 12 53,0 N 1,3 W 22,8 2,1 117 
7 03354 Nottingham 08-06-04 00 53,0 N 1,3 W 18,2 2,3 117 
8 04270 BGBW Narsarsuaq 06-11-06 12 61,2 N 45,4 W -14,1 0,2 5 
9 04320 BGDH Danmarkshavn* 01-01-04 12 76,8 N 18,7 W -17,1 0,1 12 
10 04320 BGDH Danmarkshavn 05-01-04 00 76,8 N 18,7 W -26,1 0,3 12 
11 04320 BGDH Danmarkshavn 05-07-04 12 76,8 N 18,7 W 3,4 0,8 12 
12 04320 BGDH Danmarkshavn 06-07-04 00 76,8 N 18,7 W 5,6 0,9 12 
13 04339 BGSC Ittoqqortoormiit 13-06-04 12 70,5 N 22,0 W 2,4 0,7 69 
14 04339 BGSC Ittoqqortoormiit* 30-01-04 00 70,5 N 22,0 W -10,7 0,2 69 
15 07145 Trappes 01-02-04 00 48,8 N 2,0 E 10,2 0,9 168 
16 07145 Trappes 08-07-04 00 48,8 N 2,0 E 14,6 1,7 168 
17 07145 Trappes* 15-01-04 12 48,8 N 2,0 E 6,6 0,8 168 
18 07145 Trappes 28-07-04 12 48,8 N 2,0 E 24,6 1,6 168 
19 07510 LFBD Bordeaux Merignac 22-10-06 12 44,8 N 0,7 W 21,0 2,7 61 
20 07761 LFKJ Ajaccio 23-10-06 12 41,9 N 8,8 E 25,6 2,9 9 
21 08160 LEZG Zaragoza 17-07-06 00 41,7 N 1,0 W 25,2 3,4 258 
22 08221 LEMD Madrid 01-01-04 00 40,5 N 3,6 W 4,2 0,6 633 
23 08221 LEMD Madrid 01-07-04 12 40,5 N 3,6 W 32,4 1,4 633 
24 08221 LEMD Madrid* 01-07-04 00 40,5 N 3,6 W 27,0 1,5 633 
25 08221 LEMD Madrid* 03-01-04 12 40,5 N 3,6 W 10,0 1,2 641 
26 08430 Murcia* 30-07-04 12 38,0 N 1,2 W 30,4 3,1 62 
27 08430 Murcia 31-07-04 00 38,0 N 1,2 W 24,6 2,9 62 
28 08495 LXGB Gibraltar 21-07-02 00 36,2 N 5,4 W 22,8 2,3 4 
29 08579 Lisboa 24-07-04 12 38,8 N 9,1 W 34,0 3,0 105 
30 08579 Lisboa 29-07-04 12 38,8 N 9,1 W 26,2 2,6 105 
31 10771 ETGK Kuemmersbruck 19-10-06 12 49,4 N 11,9 E 12,6 1,6 418 
32 10868 Muenchen-Oberschlssheim 19-10-06 12 48,3 N 11,6 E 14,4 1,9 489 
33 11520 Praha-Libus 19-10-06 12 50,0 N 14,5 E 12,2 1,6 303 
34 11952 Poprad-Ganovce 19-10-06 12 49,0 N 20,3 E 11,8 0,8 706 
35 12374 Legionowo 04-01-04 12 52,4 N 21,0 E -9,7 0,3 96 
36 12374 Legionowo 09-07-04 00 52,4 N 21,0 E 16,8 2,3 96 









(ºC) W (cm) Z(m) 
38 15420 LRBS Bucuresti Inmh-Banesa 01-07-04 12 44,5 N 26,1 E 24,4 1,7 91 
39 15420 LRBS Bucuresti Inmh-Banesa* 07-07-04 00 44,5 N 26,1 E 18,4 2,4 91 
40 15420 LRBS Bucuresti Inmh-Banesa 08-02-04 00 44,5 N 26,1 E 7,4 0,9 91 
41 15420 LRBS Bucuresti Inmh-Banesa 12-01-04 12 44,5 N 26,1 E -2,5 0,7 91 
42 16245 LIRE Pratica di Mare 27-07-04 00 41,7 N 12,4 E 23,6 3,6 32 
43 16245 LIRE Pratica di Mare 31-07-04 12 41,7 N 12,4 E 28,4 2,9 32 
44 16429 LICT Trapani 07-07-04 00 37,9 N 12,5 E 22,0 1,5 14 
45 16622 LGTS Thessaloniki (Airport) 22-10-06 12 40,5 N 23,0 E 18,6 2,5 4 
46 16754 LGIR Heraklion (Airport) 01-07-04 00 35,3 N 25,2 E 22,2 2,5 39 
47 16754 LGIR Heraklion (Airport) 01-07-04 12 35,3 N 25,2 E 27,6 2,8 39 
48 17130 Ankara 01-07-04 12 40,0 N 32,9 E 25,0 1,2 891 
49 17130 Ankara 01-07-04 00 40,0 N 32,9 E 15,0 1,3 891 
50 17130 Ankara* 07-01-04 12 40,0 N 32,9 E -3,9 0,3 891 
51 17130 Ankara 09-01-04 00 40,0 N 32,9 E -8,9 0,3 891 
52 17240 LTBM Isparta 19-10-06 12 37,8 N 30,6 E 15,0 1,4 997 
53 20744 Mayle Karmakuly 14-01-04 00 72,4 N 52,7 E -23,9 0,2 19 
54 22845 Kargopol 02-08-01 12 61,5 N 38,9 E 16,6 1,2 126 
55 22845 Kargopol* 04-08-01 12 61,5 N 38,9 E 15,8 1,5 126 
56 22845 Kargopol 05-08-05 12 61,5 N 38,9 E 21,4 2,4 126 
57 22845 Kargopol 07-08-05 12 61,5 N 38,9 E 24,4 3,1 126 
58 22845 Kargopol 08-08-05 12 61,5 N 38,9 E 26,8 3,1 126 
59 22845 Kargopol 09-08-05 12 61,5 N 38,9 E 28,0 2,9 126 
60 22845 Kargopol 10-08-05 12 61,5 N 38,9 E 24,2 2,5 126 
61 22845 Kargopol* 11-08-05 00 61,5 N 38,9 E 14,4 1,9 126 
62 22845 Kargopol* 11-08-05 12 61,5 N 38,9 E 22,8 2,1 126 
63 22845 Kargopol* 15-08-05 12 61,5 N 38,9 E 19,8 2,6 126 
64 22845 Kargopol* 19-08-05 12 61,5 N 38,9 E 13,2 1,3 126 
65 22845 Kargopol 26-08-05 12 61,5 N 38,9 E 21,0 2,2 126 
66 22845 Kargopol 27-08-05 12 61,5 N 38,9 E 22,6 2,3 126 
67 23330 Salehard 01-01-04 00 66,5 N 66,7 E -26,3 0,2 16 
68 23330 Salehard 31-07-04 12 66,5 N 66,7 E 20,4 1,8 16 
69 23472 Turuhansk 05-01-04 00 65,8 N 87,9 E -32,9 0,1 38 
70 23472 Turuhansk 15-07-04 12 65,8 N 87,9 E 23,6 2,3 38 
71 23921 Ivdel 10-07-04 00 60,7 N 60,5 E 12,0 1,9 95 
72 23921 Ivdel 27-01-05 00 60,7 N 60,5 E -22,5 0,2 95 
73 24266 Verhojansk 08-06-04 00 67,6 N 133,4 E 13,6 1,8 138 
74 24266 Verhojansk* 30-01-04 00 67,6 N 133,4 E -47,9 0,2 138 
75 24726 Mirnvy* 01-01-05 00 62,5 N 113,9 E -33,5 0,2 357 
76 25123 Cherskij 08-11-06 12 68,8 N 161,3 E -9,1 0,4 28 
77 25123 Cherskij 10-07-04 0 68,8 N 161,3 E 22,8 2,1 28 
78 25400 Zyrjanka 01-01-05 00 65,7 N 150,9 E -42,1 0,2 43 
79 26063 ULLI St.Petersburg(Voejkovo) 06-07-01 00 60,0 N 30,7 E 18,8 2,3 78 
80 26063 ULLI St.Petersburg(Voejkovo) 18-08-01 12 60,0 N 30,7 E 20,8 1,5 78 
Base de Radiosondeos CLAR 
v 
 





(ºC) W (cm) Z(m) 
81 26063 ULLI St.Petersburg(Voejkovo) 26-07-06 12 60,0 N 30,7 E 17,4 2,0 78 
82 26298 Bologoe 08-08-01 12 57,9 N 34,1 E 21,6 2,1 188 
83 26477 ULOL Velikie Luki 01-08-01 12 56,4 N 30,6 E 20,4 1,8 106 
84 26477 ULOL Velikie Luki 03-07-01 12 56,4 N 30,6 E 23,6 2,1 106 
85 26477 ULOL Velikie Luki 04-07-01 12 56,4 N 30,6 E 23,8 2,2 106 
86 26477 ULOL Velikie Luki 05-07-01 12 56,4 N 30,6 E 28,8 2,8 106 
87 26477 ULOL Velikie Luki 06-07-01 12 56,4 N 30,6 E 29,8 2,9 106 
88 26477 ULOL Velikie Luki* 06-07-06 12 56,3 N 30,6 E 23,4 1,6 106 
89 26477 ULOL Velikie Luki 07-07-06 12 56,3 N 30,6 E 28,4 2,8 106 
90 26477 ULOL Velikie Luki 08-07-06 00 56,3 N 30,6 E 18,4 3,1 106 
91 26477 ULOL Velikie Luki 10-07-06 12 56,3 N 30,6 E 30,4 4,0 106 
92 26477 ULOL Velikie Luki 11-07-06 12 56,3 N 30,6 E 31,0 3,6 106 
93 26477 ULOL Velikie Luki* 12-08-01 12 56,4 N 30,6 E 16,0 1,9 106 
94 26477 ULOL Velikie Luki 13-07-06 12 56,3 N 30,6 E 28,8 4,0 106 
95 26477 ULOL Velikie Luki 16-07-06 00 56,3 N 30,6 E 15,2 1,2 106 
96 26477 ULOL Velikie Luki 16-07-06 12 56,3 N 30,6 E 21,4 1,9 106 
97 26477 ULOL Velikie Luki 16-08-01 12 56,4 N 30,6 E 24,8 3,0 106 
98 26477 ULOL Velikie Luki 17-08-01 12 56,4 N 30,6 E 28,8 3,5 106 
99 26477 ULOL Velikie Luki 19-07-06 12 56,3 N 30,6 E 17,4 2,1 106 
100 26477 ULOL Velikie Luki 19-10-06 12 56,4 N 30,6 E 8,2 1,1 106 
101 26477 ULOL Velikie Luki 23-07-06 12 56,3 N 30,6 E 20,0 1,1 106 
102 26477 ULOL Velikie Luki 24-07-06 12 56,3 N 30,6 E 21,6 2,0 106 
103 26477 ULOL Velikie Luki 25-07-06 12 56,3 N 30,6 E 23,8 2,5 106 
104 26477 ULOL Velikie Luki 26-07-06 12 56,3 N 30,6 E 24,8 2,2 106 
105 26781 Smolensk 28-07-04 12 54,8 N 32,1 E 29,4 3,5 239 
106 27199 Kirov 04-07-04 12 58,6 N 49,6 E 23,4 1,9 158 
107 27199 Kirov 05-07-04 00 58,6 N 49,6 E 14,0 2,3 158 
108 27199 Kirov 09-08-01 12 58,6 N 49,6 E 24,0 2,4 158 
109 27199 Kirov 11-08-01 00 58,6 N 49,6 E 14,6 2,5 158 
110 27199 Kirov 23-01-05 12 58,6 N 49,6 E -8,9 0,5 158 
111 27459 Niznij Novgorod 26-07-06 12 56,3 N 44,0 E 23,0 2,2 157 
112 27962 UWPP Penza 17-01-06 00 53,1 N 45,0 E -28,3 0,1 172 
113 27962 UWPP Penza 27-01-05 00 53,1 N 45,0 E -20,5 0,1 172 
114 27995 Samara (Bezencuk) 17-01-06 00 53,0 N 49,4 E -32,3 0,1 46 
115 28698 Omsk 03-07-04 00 54,9 N 73,4 E 10,6 1,2 90 
116 28698 Omsk* 05-07-04 12 54,9 N 73,4 E 17,8 1,2 90 
117 28698 Omsk* 16-01-04 00 54,9 N 73,4 E -25,9 0,3 90 
118 31369 Nikolaevsk-Na-Amure 06-07-04 00 53,2 N 140,7 E 20,4 2,5 68 
119 31369 Nikolaevsk-Na-Amure 17-08-04 00 53,2 N 140,7 E 17,4 2,6 68 
120 31873 Dalnerechensk 02-07-06 00 45,9 N 133,7 E 22,2 2,5 101 
121 31873 Dalnerechensk 02-07-06 12 45,9 N 133,7 E 27,0 2,5 101 
122 31873 Dalnerechensk 03-07-06 12 45,9 N 133,7 E 26,2 2,5 101 









(ºC) W (cm) Z(m) 
124 31873 Dalnerechensk 05-07-06 12 45,9 N 133,7 E 27,0 3,7 101 
125 31873 Dalnerechensk 05-07-06 12 45,9 N 133,7 E 25,2 4,6 101 
126 33345 UKKK Kyiv 26-07-04 00 50,4 N 30,6 E 20,0 2,9 167 
127 34009 Kursk 18-01-06 12 51,8 N 36,2 E -23,7 0,2 247 
128 34122 UUOO Voronez 18-01-06 12 51,7 N 39,3 E -25,5 0,1 104 
129 34560 URWW Volgograd 17-01-06 00 48,8 N 44,3 E -23,9 0,2 141 
130 35121 Orenburg 17-01-06 00 51,7 N 55,1 E -35,5 0,2 117 
131 35229 UATT Aktjubinsk 24-10-06 00 50,3 N 57,2 E -1,5 1,1 219 
132 36003 Pavlodar 30-07-04 00 52,3 N 76,9 E 18,8 3,1 122 
133 38341 Zhambyl 21-10-06 00 42,9 N 71,4 E 8,8 1,5 651 
134 40706 OITT Tabriz 21-10-06 00 38,1 N 46,3 E 13,0 1,7 1361 
135 40706 OITT Tabriz 24-10-06 00 38,1 N 46,3 E 9,2 1,6 1361 
136 40745 OIMM Mashhad 21-10-06 00 36,3 N 59,6 E 11,6 1,3 990 
137 41024 OEJN Jeddah (King Abdul Aziz) 19-10-06 12 21,7 N 39,2 E 35,0 3,4 17 
138 41256 OOMS Seeb, Intl Airport* 23-01-05 00 23,6 N 58,3 E 18,2 3,0 17 
139 41256 OOMS Seeb, Intl Airport 31-07-04 00 23,6 N 58,3 E 29,4 5,0 17 
140 42379 VEGK Gorakhpur 22-10-06 12 26,8 N 83,4 E 27,4 3,4 77 
141 42647 VAAH Ahmadabad 24-05-04 12 23,1 N 72,6 E 39,0 4,3 55 
142 42874 Pbo Raipur 19-10-06 12 21,2 N 81,7 E 31,2 4,0 298 
143 42971 VEBS Bhuaewar 22-10-06 12 20,3 N 85,8 E 28,0 4,4 46 
144 43192 Goa 22-10-06 12 15,5 N 73,8 E 32,0 5,0 60 
145 43279 VOMM Madras 19-10-06 12 13,0 N 80,2 E 30,0 5,3 16 
146 43285 Mangalore 22-10-06 12 13,0 N 74,8 E 30,4 4,3 31 
147 43346 Karaikal 03-08-06 12 10,9 N 79,8 E 34,2 5,6 7 
148 43353 VOCC Cochin 23-10-06 12 10,0 N 76,3 E 31,0 4,3 3 
149 44292 Ulaan-Baator* 01-07-04 12 47,9 N 106,9 E 19,0 1,7 1306 
150 44292 Ulaan-Baator* 01-07-04 00 47,9 N 106,9 E 13,0 2,0 1306 
151 44292 Ulaan-Baator* 05-01-04 12 47,9 N 106,9 E -19,7 0,3 1306 
152 44292 Ulaan-Baator* 09-01-04 00 47,9 N 106,9 E -26,1 0,2 1306 
153 45004 Kings Park* 31-07-06 12 22,3 N 114,2 E 28,2 4,4 66 
154 47646 Tateno* 01-01-04 00 36,0 N 140,1 E 5,8 0,7 31 
155 47646 Tateno* 02-07-04 00 36,0 N 140,1 E 22,4 2,6 31 
156 47646 Tateno* 03-01-04 00 36,0 N 140,1 E 4,4 0,9 31 
157 47646 Tateno 07-07-04 12 36,0 N 140,1 E 27,8 4,9 31 
158 47909 Naze* 18-07-06 12 28,4 N 129,6 E 25,0 3,7 295 
159 47918 ROIG Ishigakijima 10-07-01 00 24,3 N 124,2 E 30,0 5,3 7 
160 47991 RJAM Minamitorishima 09-10-06 00 24,3 N 154,0 E 29,2 3,4 9 
161 47991 RJAM Minamitorishima 28-07-06 00 24,3 N 154,0 E 29,0 4,5 9 
162 47991 RJAM Minamitorishima 29-07-06 12 24,3 N 154,0 E 27,0 4,4 9 
163 47991 RJAM Minamitorishima 30-07-06 12 24,3 N 154,0 E 27,4 4,6 9 
164 47991 RJAM Minamitorishima 30-07-06 00 24,3 N 154,0 E 29,2 4,8 9 
165 51431 ZWYN Yining 22-10-06 12 44,0 N 81,3 E 15,8 1,5 664 
166 51777 Ruoqiang 22-10-06 12 39,0 N 88,2 E 13,4 0,9 889 
Base de Radiosondeos CLAR 
vii 
 





(ºC) W (cm) Z(m) 
167 52203 ZWHM Hami 14-07-03 00 42,8 N 93,5 E 21,6 3,3 739 
168 53463 ZBHH Hohhot 22-10-06 12 40,8 N 111,7 E 10,0 0,8 1065 
169 53463 ZBHH Hohhot 31-07-03 00 40,8 N 111,7 E 20,8 3,4 1065 
170 53513 Linhe 22-10-06 12 40,8 N 107,4 E 10,2 0,6 1041 
171 53772 ZBYN Taiyuan 30-07-03 12 37,8 N 112,6 E 23,0 5,6 779 
172 56080 Hezuo* 22-10-06 12 35,0 N 102,9 E 8,2 1,4 2910 
173 57494 ZHHH Wuhan 22-10-06 12 30,6 N 114,1 E 22,4 2,9 23 
174 57679 ZGCS Changsha 01-07-06 00 28,2 N 113,1 E 29,0 6,0 46 
175 57679 ZGCS Changsha 06-07-01 00 28,2 N 113,1 E 29,6 6,7 46 
176 57679 ZGCS Changsha 10-07-01 00 28,2 N 113,1 E 30,0 5,9 46 
177 57679 ZGCS Changsha 11-07-01 12 28,2 N 113,1 E 35,0 5,4 46 
178 57679 ZGCS Changsha 12-08-06 12 28,2 N 113,1 E 30,4 5,0 46 
179 57679 ZGCS Changsha 29-08-06 12 28,2 N 113,1 E 33,0 5,2 46 
180 57679 ZGCS Changsha 30-07-06 00 28,2 N 113,1 E 26,6 4,9 46 
181 57679 ZGCS Changsha 30-08-06 00 28,2 N 113,1 E 28,0 5,0 46 
182 57749 Huaihua 01-07-01 12 27,6 N 110,0 E 31,2 5,8 261 
183 57749 Huaihua 05-07-01 12 27,6 N 110,0 E 31,8 4,9 261 
184 57749 Huaihua 06-07-01 00 27,6 N 110,0 E 27,4 5,5 261 
185 57749 Huaihua 09-07-01 12 27,6 N 110,0 E 31,6 5,8 261 
186 57749 Huaihua 11-07-01 12 27,6 N 110,0 E 33,8 5,8 261 
187 57749 Huaihua* 11-08-06 12 27,6 N 110,0 E 32,6 5,4 261 
188 57749 Huaihua 12-08-06 12 27,6 N 110,0 E 30,2 6,1 261 
189 57749 Huaihua* 18-07-06 12 27,6 N 110,0 E 32,0 5,5 261 
190 57749 Huaihua* 19-08-06 12 27,6 N 110,0 E 30,0 4,9 261 
191 57749 Huaihua* 23-10-06 12 27,6 N 110,0 E 18,8 4,0 261 
192 57749 Huaihua 25-08-06 12 27,6 N 110,0 E 31,4 5,6 261 
193 57749 Huaihua 26-08-06 12 27,6 N 110,0 E 32,2 5,9 261 
194 57749 Huaihua 27-07-06 12 27,6 N 110,0 E 27,4 5,5 261 
195 57749 Huaihua 27-08-06 12 27,6 N 110,0 E 29,6 5,8 261 
196 57749 Huaihua 30-07-06 12 27,6 N 110,0 E 31,8 5,0 261 
197 57749 Huaihua 30-08-06 00 27,6 N 110,0 E 27,2 5,1 261 
198 57957 ZGKL Guilin 02-07-06 12 45,9 N 133,7 E 31,8 4,6 166 
199 57957 ZGKL Guilin* 05-07-01 12 25,3 N 110,3 E 33,8 5,3 166 
200 57957 ZGKL Guilin 31-07-06 12 25,3 N 110,3 E 32,0 5,2 166 
201 57972 Chenzhou 11-07-01 00 25,8 N 113,0 E 28,4 5,6 185 
202 57972 Chenzhou 11-08-06 12 25,8 N 113,0 E 32,2 5,4 185 
203 57972 Chenzhou* 25-08-06 12 25,8 N 113,0 E 26,2 5,7 185 
204 57972 Chenzhou* 31-07-06 00 25,8 N 113,0 E 24,2 4,3 185 
205 57972 Chenzhou* 31-07-06 12 25,8 N 113,0 E 32,2 5,5 185 
206 57993 ZSGZ Ganzhou 06-07-01 00 25,9 N 115,0 E 28,2 6,2 125 
207 57993 ZSGZ Ganzhou* 18-08-06 12 25,9 N 114,9 E 30,8 5,6 125 
208 57993 ZSGZ Ganzhou* 27-08-06 12 25,9 N 114,9 E 32,0 5,1 125 









(ºC) W (cm) Z(m) 
210 58606 ZSCN Nanchang 29-08-06 12 28,6 N 115,9 E 32,8 5,2 50 
211 58606 ZSCN Nanchang 30-07-06 12 28,6 N 115,9 E 32,6 4,2 50 
212 58633 Qu Xian 09-07-01 12 29,0 N 118,9 E 34,0 5,8 71 
213 58633 Qu Xian 11-07-01 12 29,0 N 118,9 E 34,8 5,5 71 
214 58633 Qu Xian 12-08-06 12 29,0 N 118,9 E 33,2 5,9 71 
215 58633 Qu Xian 18-07-06 12 29,0 N 118,9 E 31,8 6,5 71 
216 58633 Qu Xian 27-08-06 12 29,0 N 118,9 E 32,8 6,5 71 
217 58633 Qu Xian 29-08-06 12 29,0 N 118,9 E 34,0 5,4 71 
218 58725 Shaowu 11-07-01 12 27,3 N 117,5 E 33,2 5,8 219 
219 58725 Shaowu 23-07-00 12 27,3 N 117,5 E 30,0 5,4 219 
220 58725 Shaowu 27-08-06 12 27,3 N 117,5 E 29,2 5,7 219 
221 58725 Shaowu 30-08-06 12 27,3 N 117,5 E 29,4 6,3 
 
219 
222 58847 ZSFZ Fuzhou 30-06-01 00 26,1 N 119,3 E 27,6 5,5 85 
223 58847 ZSFZ Fuzhou* 30-08-06 00 26,1 N 119,3 E 27,8 5,0 85 
224 58847 ZSFZ Fuzhou 30-08-06 12 26,1 N 119,3 E 31,2 6,2 85 
225 59134 ZSAM Xiamen 10-07-00 12 24,5 N 118,1 E 28,4 5,6 139 
226 59265 Wuzhou 10-07-01 12 23,5 N 111,3 E 32,6 5,5 120 
227 59265 Wuzhou 11-07-01 12 23,5 N 111,3 E 32,4 5,5 120 
228 59265 Wuzhou 11-08-06 12 23,5 N 111,3 E 29,4 5,4 120 
229 59265 Wuzhou* 25-05-02 12 23,5 N 111,3 E 24,8 5,0 120 
230 59280 Qing Yuan 11-07-01 12 23,7 N 113,1 E 33,4 6,3 19 
231 59280 Qing Yuan 18-08-06 12 23,7 N 113,1 E 30,8 6,3 19 
232 59280 Qing Yuan 19-08-06 12 23,7 N 113,1 E 30,0 5,7 19 
233 59280 Qing Yuan 25-09-06 12 23,7 N 113,1 E 29,2 4,9 19 
234 59280 Qing Yuan 26-10-06 00 23,7 N 113,1 E 21,6 3,3 19 
235 59280 Qing Yuan 31-07-06 12 23,7 N 113,1 E 29,2 5,6 19 
236 59316 ZGOW Shantou 11-08-06 12 23,4 N 116,7 E 29,8 5,9 3 
237 59316 ZGOW Shantou 25-09-06 00 23,4 N 116,7 E 23,6 4,0 3 
238 59316 ZGOW Shantou 30-08-06 12 23,4 N 116,7 E 31,0 6,1 3 
239 59758 ZGHK Haikou 11-08-06 12 20,0 N 110,3 E 29,6 6,3 24 
240 59758 ZGHK Haikou 25-08-06 12 20,0 N 110,3 E 29,0 6,1 24 
241 59758 ZGHK Haikou 29-08-06 12 20,0 N 110,3 E 29,0 5,6 24 
242 59981 Xisha Dao 18-10-06 00 16,8 N 112,3 E 27,0 3,5 5 
243 59981 Xisha Dao 29-06-04 00 16,8 N 112,3 E 29,6 5,6 5 
244 60390 DAAG Dar-El-Beida* 01-07-04 12 36,7 N 3,2 E 31,0 2,6 29 
245 60390 DAAG Dar-El-Beida* 15-07-04 00 36,7 N 3,2 E 18,6 1,9 29 
246 61052 DRRN Niamey-Aero 06-07-04 12 13,5 N 2,2 E 34,8 3,5 227 
247 61291 GABS Bamako* 22-03-06 00 12,5 N 7,9 W 31,0 3,1 381 
248 61641 GOOY Dakar 01-07-04 00 14,7 N 17,5 W 26,0 3,2 24 
249 63985 FSSS Seychelles(Rawinsonde) 14-05-06 12 4,7 S 55,5 E 30,4 3,1 4 
250 63985 FSSS Seychelles(Rawinsonde) 19-04-02 00 4,7 S 55,5 E 26,4 5,0 4 
251 64700 FTTJ Ndjamena 09-10-06 00 12,1 N 15,0 E 28,4 4,5 295 
252 64700 FTTJ Ndjamena 21-10-06 00 12,1 N 15,0 E 28,4 3,2 295 
Base de Radiosondeos CLAR 
ix 
 





(ºC) W (cm) Z(m) 
253 64700 FTTJ Ndjamena* 22-05-06 00 12,1 N 15,0 E 27,0 4,0 295 
254 64700 FTTJ Ndjamena* 22-06-06 00 13,1 N 16,0 E 29,8 3,6 295 
255 64910 FKKD Douala R.S.* 12-10-06 12 4,0 N 9,7 E 29,0 4,5 15 
256 64910 FKKD Douala R.S.* 17-04-04 00 4,0 N 9,7 W 24,0 3,9 15 
257 64910 FKKD Douala R.S.* 19-10-06 12 4,0 N 9,7 E 31,0 4,0 15 
258 64910 FKKD Douala R.S. 21-10-06 12 4,0 N 9,7 E 29,8 3,9 15 
259 64910 FKKD Douala R.S. 22-10-06 12 4,0 N 9,7 E 29,0 4,6 15 
260 70026 PABR Barrow 05-01-04 12 71,3 N 156,8 W -12,3 0,3 4 
261 70026 PABR Barrow 26-07-04 00 71,3 N 156,8 W 17,8 2,0 4 
262 70231 PAMC Mcgrath 21-08-04 00 63,0 N 155,6 W 21,0 2,6 103 
263 71043 YVQ Norman Wells Ua 01-07-04 00 65,3 N 126,8 W 23,8 1,7 95 
264 71043 YVQ Norman Wells Ua 21-10-06 00 65,3 N 126,8 W 0,4 0,9 95 
265 71043 YVQ Norman Wells Ua 22-10-06 12 65,3 N 126,8 W 2,6 1,6 95 
266 71119 WSE Edmonton Stony Plain 28-01-04 00 53,5 N 114,1 W -32,5 0,1 766 
267 71203 YLW Kelowna Apt* 21-10-06 00 50,0 N 119,4 W 14,2 1,0 430 
268 71924 YRB Resolute 01-08-06 00 74,7 N 95,0 W 14,0 1,5 40 
269 71924 YRB Resolute 02-08-06 00 74,7 N 95,0 W 10,0 1,3 40 
270 71924 YRB Resolute 29-01-04 12 74,7 N 95,0 W -26,1 0,2 40 
271 71926 YBK Baker Lake 06-11-06 12 64,3 N 96,0 W -20,9 0,2 50 
272 71934 YSM Fort Smith 23-10-06 00 60,0 N 111,9 W 3,4 1,3 203 
273 71934 YSM Fort Smith 25-07-04 12 60,0 N 11,9 W 20,0 2,9 203 
274 71964 YXY Whitehorse 14-07-04 12 60,7 N 135,1 W 12,0 1,8 704 
275 72265 MAF Midland 24-10-06 00 32,0 N 102,2 W 20,2 1,4 872 
276 72265 MAF Midland 30-10-06 00 32,0 N 102,2 W 25,2 0,7 872 
277 72293 NKX San Diego 27-07-06 00 32,8 N 117,1 W 32,6 3,8 128 
278 72305 MHX Newport 07-07-04 00 34,8 N 76,9 W 29,6 4,1 11 
279 72340 LZK Little Rock* 12-07-04 00 34,7 N 92,2 W 30,4 4,5 78 
280 72357 OUN Norman* 29-10-06 12 35,2 N 97,5 W 10,0 0,7 357 
281 72363 AMA Amarillo Arpt(Awos) 30-10-06 00 35,2 N 101,7 W 24,4 0,4 1099 
282 72364 EPZ Santa Teresa 23-10-06 00 31,9 N 106,7 W 19,6 1,2 1252 
283 72456 TOP Topeka 01-01-04 00 39,1 N 95,6 W 6,0 0,8 270 
284 72456 TOP Topeka 04-07-04 00 39,1 N 95,6 W 29,4 3,1 270 
285 72456 TOP Topeka 13-07-04 12 39,1 N 95,6 W 25,6 3,4 270 
286 72476 GJT Grand Junction* 21-10-06 00 39,1 N 108,5 W 13,2 1,2 1475 
287 72489 REV Reno 19-10-06 12 39,6 N 119,8 W 4,6 1,3 1516 
288 72493 OAK Oakland* 05-07-04 00 37,7 N 122,2 W 20,0 2,5 3 
289 72493 OAK Oakland 05-09-04 12 37,7 N 122,2 W 19,2 2,3 3 
290 72493 OAK Oakland Int 22-07-06 12 37,7 N 122,2 W 19,6 3,9 3 
291 72582 LKN Elko 31-12-02 12 40,9 N 115,7 W 1,0 0,7 1608 
292 72672 RIW Riverton 02-01-04 12 43,6 N 108,5 W -1,7 0,3 1703 
293 72672 RIW Riverton 02-07-04 12 43,6 N 108,5 W 12,4 1,4 1703 
294 72681 BOI Boise 30-10-06 00 43,6 N 116,2 W 16,8 0,6 874 









(ºC) W (cm) Z(m) 
296 72776 TFX Great Falls 24-10-06 00 47,5 N 111,4 W 10,4 0,8 1131 
297 76405 La Paz, B.C.S. 30-07-03 12 24,2 N 110,3 W 24,6 4,0 18 
298 76805 Acapulco, Gro. 01-07-03 00 16,8 N 99,9 W 31,0 3,7 3 
299 78762 MROC Juan Santamaria Int.Arpt 04-07-06 12 10,0 N 84,2 W 22,2 3,3 908 
300 78762 MROC Juan Santamaria Int.Arpt 08-07-06 12 10,0 N 84,2 W 21,4 3,5 908 
301 78762 MROC Juan Santamaria Int.Arpt* 14-08-06 12 10,0 N 84,2 W 22,4 3,9 908 
302 81405 SOCA Rochambeau 04-01-05 00 4,8 N 52,4 W 26,4 4,5 9 
303 81405 SOCA Rochambeau 20-07-04 00 4,8 N 52,4 W 26,6 3,9 9 
304 81405 SOCA Rochambeau 23-10-06 12 4,8 N 52,4 W 27,0 4,7 9 
305 81405 SOCA Rochambeau 31-07-03 00 4,8 N 52,4 W 26,6 4,1 9 
306 82193 SBBE Belem (Aeroporto) 18-07-03 09 1,4 S 48,5 W 28,0 3,4 16 
307 82332 SBMN Manaus (Aeroporto)* 01-09-05 12 3,2 S 60,0 W 28,0 4,8 84 
308 82332 SBMN Manaus (Aeroporto) 02-08-05 00 3,2 S 60,0 W 29,4 4,0 84 
309 82332 SBMN Manaus (Aeroporto) 04-10-06 12 3,2 S 60,0 W 29,4 4,3 84 
310 82332 SBMN Manaus (Aeroporto) 05-10-06 12 3,2 S 60,0 W 29,6 4,0 84 
311 82332 SBMN Manaus (Aeroporto) 06-10-06 00 3,2 S 60,0 W 31,8 4,8 84 
312 82332 SBMN Manaus (Aeroporto) 08-10-06 00 3,2 S 60,0 W 32,8 4,4 84 
313 82332 SBMN Manaus (Aeroporto) 10-09-06 12 3,2 S 60,0 W 29,4 3,9 84 
314 82332 SBMN Manaus (Aeroporto) 10-10-06 00 3,2 S 60,0 W 30,0 5,2 84 
315 82332 SBMN Manaus (Aeroporto)* 13-09-06 12 3,2 S 60,0 W 28,4 2,7 84 
316 82332 SBMN Manaus (Aeroporto) 17-06-05 00 3,2 S 57,0 W 28,2 5,0 84 
317 82332 SBMN Manaus (Aeroporto) 21-10-06 12 3,2 S 60,0 W 29,0 4,4 84 
318 82332 SBMN Manaus (Aeroporto) 24-09-06 00 3,2 S 60,0 W 29,2 4,3 84 
319 82332 SBMN Manaus (Aeroporto) 24-10-06 00 3,2 S 60,0 W 29,8 4,2 84 
320 82332 SBMN Manaus (Aeroporto) 25-09-06 00 3,2 S 60,0 W 30,0 4,8 84 
321 82332 SBMN Manaus (Aeroporto) 27-09-06 00 3,2 S 60,0 W 32,4 4,3 84 
322 82599 SBNT Natal Aeroporto* 10-09-04 12 5,9 S 35,3 W 28,2 3,2 49 
323 82824 SBPV Porto Velho (Aeroporto) 09-07-04 00 8,8 S 63,9 W 28,4 3,8 102 
324 83554 Corumba 09-06-04 00 19,0 S 57,7 W 22,2 3,5 142 
325 83566 Confis Intnl Arpt* 11-07-04 00 19,6 S 43,6 W 16,0 3,0 827 
326 83566 Confis Intnl Arpt 16-01-04 12 19,6 S 43,6 W 22,0 3,8 827 
327 83746 SBGL Galeao 23-01-06 12 22,8 S 43,3 W 31,0 3,7 42 
328 83779 SBMT Marte Civ* 01-01-06 00 23,5 S 46,6 W 23,4 3,4 722 
329 83971 SBPA Porto Alegre 15-01-05 00 30,0 S 51,2 W 26,6 4,0 3 
330 88889 EGYP Mount PleasantAirport 05-01-04 00 51,8 S 58,5 W 10,4 1,0 73 
331 88889 EGYP Mount PleasantAirport 15-01-04 12 51,8 S 58,5 W 10,8 1,0 73 
332 88889 EGYP Mount PleasantAirport 24-08-04 12 51,8 S 58,5 W -1,5 0,5 73 
333 88889 EGYP Mount PleasantAirport 29-07-04 00 51,8 S 58,5 W 5,0 0,5 98 
334 89009 Amundsen-Scott* 01-01-04 00 90,0 S 0,0 E -24,9 0,1 2835 
335 89009 Amundsen-Scott 01-01-04 12 90,0 S 0,0 E -23,3 0,1 2835 
336 89009 Amundsen-Scott 01-07-04 00 90,0 S 0,0 E -66,7 0,0 2835 
337 89009 Amundsen-Scott 25-10-06 12 90,0 S 0,0 E -57,7 0,0 2835 
338 89009 Amundsen-Scott 26-10-06 00 90,0 S 0,0 E -59,3 0,0 2835 
Base de Radiosondeos CLAR 
xi 
 





(ºC) W (cm) Z(m) 
339 89055 Base Marambio 01-11-06 12 64,2 S 56,7 W -1,3 0,4 198 
340 89512 Novolazarevskaja 01-07-04 00 70,8 S 11,8 E -29,3 0,1 119 
341 89512 Novolazarevskaja 26-10-06 00 70,8 S 11,8 E -19,3 0,2 119 
342 89512 Novolazarevskaja 28-12-03 00 70,8 S 11,8 E -2,1 0,7 119 
343 89592 Mirnyj 24-10-02 12 66,6 S 93,0 E -11,3 0,3 40 
344 89592 Mirnyj 30-01-02 00 66,6 S 93,0 E -7,9 0,6 40 
345 89592 Mirnyj 30-10-02 00 66,6 S 93,0 E -10,5 0,4 40 
346 89611 Casey 08-11-06 12 66,3 S 110,5 E -7,5 0,3 42 
347 89642 Dumont Durville 26-10-06 00 66,7 S 140,0 E -14,1 0,1 43 
348 89664 McMurdo 26-10-06 00 77,9 S 166,7 E -18,7 0,1 24 
349 91285 PHTO Hilo 09-10-06 00 19,7 N 155,1 W 28,2 4,2 11 
350 91285 PHTO Hilo 20-08-04 12 19,7 N 155,1 W 22,2 3,3 11 
351 91610 NGTA Tarawa 13-01-05 00 1,4 N 172,9 E 31,0 5,0 4 
352 91610 NGTA Tarawa 13-08-06 00 1,4 N 172,9 E 31,8 3,0 4 
353 91610 NGTA Tarawa 19-08-06 00 1,4 N 172,9 E 28,2 4,8 4 
354 91610 NGTA Tarawa 28-07-06 00 1,4 N 172,9 E 30,6 3,8 4 
355 91643 NGFU Funafuti 26-10-06 00 8,5 S 179,2 E 31,4 4,9 2 
356 91680 NFFN Nadi Airport 25-10-06 00 17,8 S 177,5 E 29,2 4,2 18 
357 91680 NFFN Nadi Airport 26-10-06 00 17,8 S 177,5 E 31,2 4,5 18 
358 91801 Penrhyn 09-10-06 00 9,0 S 158,1 W 31,4 3,4 1 
359 91801 Penrhyn* 19-08-06 00 9,0 S 158,1 W 31,4 3,0 1 
360 91801 Penrhyn* 26-10-06 00 9,0 S 158,1 W 29,6 4,7 1 
361 93844 NZNV Invercargill Aerodrome 03-01-04 09 46,4 S 168,3 E 19,0 2,0 4 
362 93844 NZNV Invercargill Aerodrome 04-07-04 12 46,4 S 168,3 E 1,2 0,6 4 
363 93844 NZNV Invercargill Aerodrome 06-01-04 21 46,4 S 168,3 E 17,0 1,6 4 
364 93844 NZNV Invercargill Aerodrome 14-07-04 00 46,4 S 168,3 E 7,0 1,0 4 
365 94120 YPDN Darwin Airport 19-10-06 12 12,4 S 130,9 E 27,2 3,4 30 
366 94120 YPDN Darwin Airport 20-01-04 00 12,4 S 130,9 E 27,8 4,5 30 
367 94120 YPDN Darwin Airport 31-01-04 12 12,4 S 130,9 E 29,0 5,1 30 
368 94170 Weipa Amo 12-08-06 00 12,7 S 141,9 E 23,8 3,1 22 
369 94975 YMHB Hobart Airport 26-01-05 00 42,8 S 147,5 E 28,0 2,9 27 
370 94975 YMHB Hobart Airport 26-01-05 12 42,8 S 147,5 E 21,8 3,5 27 
371 94975 YMHB Hobart Airport 31-01-05 12 42,8 S 147,5 E 18,0 2,4 27 
372 96413 WBGB Kuching 02-07-04 12 1,5 N 110,3 E 26,6 5,0 27 
373 96441 WBGB Bintulu 03-10-04 00 3,2 N 113,0 E 24,2 4,2 5 
374 96481 WBKW Tawau 01-07-06 00 4,3 N 117,9 E 26,4 4,7 20 
375 96481 WBKW Tawau* 01-11-04 00 4,3 N 117,9 E 26,6 4,1 20 
376 96481 WBKW Tawau 03-11-04 00 4,3 N 117,9 E 27,2 4,0 20 
377 96481 WBKW Tawau 04-07-06 12 4,3 N 117,9 E 26,8 4,5 20 
378 96481 WBKW Tawau 05-07-06 00 4,3 N 117,9 E 28,0 4,3 20 
379 97014 WAMM Menado 12-08-06 12 1,5 N 124,9 E 26,4 4,7 80 
380 97980 WAKK Merauke* 09-10-06 00 8,5 S 140,4 E 27,6 3,6 3 





















































































































Tabla B.1.- Relación de temperaturas medidas “in situ”en el Lago Tahoe (Ts), y 
contenido de agua precipitable (W0, tomado del producto MOD7 de MODIS), de 
cada día de validación de algoritmos AATSR. 
 
Caso Fecha Hora Ts (°C) θ W0(cm) T11 T12 ASWn RAL 
1 01/07/2002 18:36 19,5 16,76 1,386 18,16 17,00 19,72 19,65 
2 01/07/2002 18:36 19,8 16,76 1,386 18,27 17,10 19,85 19,77 
3 01/07/2002 18:36 18,8 16,76 1,386 17,85 16,71 19,38 19,31 
4 01/07/2002 18:36 19,2 16,76 1,386 17,77 16,63 19,30 19,23 
5 03/07/2002 05:21 17,4 19,05 2,163 15,07 13,35 17,64 17,48 
6 03/07/2002 05:21 17,7 19,05 2,163 14,93 13,25 17,42 17,29 
7 03/07/2002 05:21 16,3 19,05 2,163 14,56 12,89 17,03 16,89 
8 03/07/2002 05:21 16,9 19,05 2,163 14,80 13,09 17,35 17,19 
9 06/07/2002 05:26 17,2 8,34 2,163 15,25 13,88 17,17 17,16 
10 06/07/2002 05:26 16,9 8,34 2,163 15,18 13,81 17,10 17,09 
11 06/07/2002 05:26 16,9 8,34 2,163 15,28 13,90 17,22 17,20 
12 06/07/2002 05:26 17,3 8,34 2,163 15,50 14,11 17,46 17,44 
13 08/07/2002 18:16 17,3 -18,71 2,163 16,73 15,75 18,06 18,00 
14 08/07/2002 18:16 17,1 -18,71 2,163 16,73 15,75 18,06 18,00 
15 08/07/2002 18:16 17 -18,71 2,163 16,35 15,41 17,63 17,57 
16 08/07/2002 18:16 17,3 -18,71 2,163 16,51 15,54 17,83 17,77 
17 09/07/2002 05:32 18,6 1,74 2,163 17,40 16,53 18,59 18,68 
18 09/07/2002 05:32 19,1 1,74 2,163 17,66 16,77 18,87 18,97 
19 09/07/2002 05:32 18,8 1,74 2,163 17,53 16,67 18,71 18,80 
20 09/07/2002 05:32 18,1 1,74 2,163 17,45 16,60 18,61 18,70 
21 14/07/2002 18:24 19,6 2,28 2,163 17,88 16,40 19,99 19,81 
22 14/07/2002 18:24 19,6 2,28 2,163 17,81 16,34 19,91 19,72 
23 14/07/2002 18:24 19,5 2,28 2,163 17,97 16,49 20,08 19,90 
24 14/07/2002 18:24 19,9 2,28 2,163 18,16 16,68 20,27 20,08 
25 29/08/2002 05:29 17,8 4,19 1,563 15,93 14,44 18,04 18,01 
26 29/08/2002 05:29 17,7 4,19 1,563 15,88 14,36 18,05 18,00 
27 29/08/2002 05:29 17,8 4,19 1,563 15,89 14,38 18,04 18,00 
28 29/08/2002 05:29 17,7 4,19 1,563 15,89 14,39 18,02 17,98 
29 14/09/2002 05:26 17 8,34 1,122 15,74 14,66 17,17 17,26 
30 14/09/2002 05:26 16,9 8,34 1,122 15,73 14,67 17,13 17,23 
31 14/09/2002 05:26 17 8,34 1,122 15,71 14,63 17,14 17,23 
32 16/09/2002 18:16 16,4 -18,71 1,018 15,26 14,17 16,70 16,68 




Caso Fecha Hora Ts (°C) θ W0(cm) T11 T12 ASWn RAL 
34 16/09/2002 18:16 16,5 -18,71 1,018 15,28 14,11 16,84 16,81 
35 17/09/2002 05:32 16,5 1,74 1,527 14,57 12,95 16,92 16,79 
36 17/09/2002 05:32 16,4 1,74 1,527 14,64 13,02 16,99 16,86 
37 17/09/2002 05:32 16,4 1,74 1,527 14,57 12,96 16,90 16,78 
38 19/09/2002 18:22 16,2 -1,46 0,902 15,04 13,97 16,44 16,41 
39 19/09/2002 18:22 16 -1,46 0,902 14,99 13,92 16,39 16,36 
40 19/09/2002 18:22 15,9 -1,46 0,902 14,96 13,89 16,36 16,33 
41 25/09/2002 18:33 17,2 15,51 0,597 16,02 15,08 17,23 17,20 
42 25/09/2002 18:33 17,2 15,51 0,597 15,93 14,97 17,16 17,14 
43 25/09/2002 18:33 17 15,51 0,597 15,82 14,86 17,05 17,03 
44 03/10/2002 05:29 14,3 3,58 0,35 13,13 12,01 14,57 14,63 
45 03/10/2002 05:29 14,4 3,58 0,35 13,28 12,16 14,72 14,79 
46 03/10/2002 05:29 14,8 3,58 0,35 13,48 12,32 14,98 15,05 
47 05/10/2002 18:19 14,5 -8,5 1,081 12,57 11,07 14,68 14,59 
48 05/10/2002 18:19 14,8 -8,5 1,081 12,60 11,09 14,72 14,63 
49 05/10/2002 18:19 14,9 -8,5 1,081 12,58 11,08 14,69 14,60 
50 06/10/2002 05:35 14,3 1,01 1,094 12,93 11,62 14,71 14,69 
51 06/10/2002 05:35 14,5 1,01 1,094 12,97 11,65 14,77 14,74 
52 06/10/2002 05:35 14,5 1,01 1,094 11,52 10,00 13,66 13,52 
53 08/10/2002 18:25 14,6 4,52 0,591 13,86 13,03 14,93 14,90 
54 08/10/2002 18:25 14,8 4,52 0,591 13,94 13,12 14,99 14,96 
55 08/10/2002 18:25 14,9 4,52 0,591 13,69 12,84 14,78 14,76 
56 14/10/2002 18:36 14,2 16,91 0,821 13,05 11,85 14,64 14,64 
57 14/10/2002 18:36 14,8 16,91 0,821 13,01 11,82 14,59 14,59 
58 14/10/2002 18:36 14,9 16,91 0,821 12,91 11,74 14,46 14,46 
59 19/10/2002 05:26 13,6 7,12 0,805 12,44 11,51 13,65 13,67 
60 19/10/2002 05:26 13,6 7,12 0,805 12,49 11,56 13,70 13,72 
61 19/10/2002 05:26 13,9 7,12 0,805 12,24 11,29 13,47 13,49 
62 30/10/2002 18:33 12,5 15,5 0,588 11,24 10,25 12,51 12,54 
63 30/10/2002 18:33 12,7 15,5 0,588 11,53 10,47 12,90 12,93 
64 26/11/2002 05:32 9,5 1,54 0,218 7,80 6,75 9,13 9,07 
65 26/11/2002 05:32 9,4 1,54 0,218 7,72 6,69 9,02 8,96 
66 26/11/2002 05:32 9,1 1,54 0,218 7,83 6,86 9,05 8,99 
67 01/12/2002 18:27 8,5 9,3 0,962 6,90 5,61 8,64 8,68 
68 01/12/2002 18:27 8,4 9,3 0,962 6,89 5,62 8,60 8,64 
69 01/12/2002 18:27 8,3 9,3 0,962 6,78 5,49 8,52 8,56 
70 04/12/2002 18:33 8,6 15,5 0,89 6,94 5,82 8,42 8,48 
Tablas de Validación 
xvii 
 
Caso Fecha Hora Ts (°C) θ W0(cm) T11 T12 ASWn RAL 
71 04/12/2002 18:33 8,3 15,5 0,89 6,93 5,82 8,39 8,46 
72 04/12/2002 18:33 8,3 15,5 0,89 6,97 5,85 8,45 8,51 
73 04/12/2002 18:33 8,4 15,5 0,89 6,94 5,82 8,42 8,48 
74 07/12/2002 18:39 8,5 17,17 0,739 6,86 5,69 8,40 8,47 
75 07/12/2002 18:39 8,1 17,17 0,739 6,84 5,68 8,37 8,44 
76 07/12/2002 18:39 8 17,17 0,739 6,95 5,77 8,51 8,58 
77 07/12/2002 18:39 8,1 17,17 0,739 6,99 5,83 8,52 8,59 
78 12/12/2002 05:29 8,1 3,66 1,081 6,13 4,74 8,04 7,81 
79 12/12/2002 05:29 7,8 3,66 1,081 5,99 4,54 8,01 7,75 
80 12/12/2002 05:29 8,1 3,66 1,081 6,40 5,02 8,30 8,08 
81 12/12/2002 05:29 7,8 3,66 1,081 6,30 4,97 8,11 7,91 
82 25/12/2002 05:21 6,6 19,05 0,429 4,60 3,44 6,11 5,94 
83 25/12/2002 05:21 6,6 19,05 0,429 4,93 3,77 6,44 6,28 
84 02/07/2003 18:33 15,3 15,6 0,652 13,98 12,68 15,72 15,70 
85 02/07/2003 18:33 16,1 15,6 0,652 13,99 12,76 15,62 15,61 
86 02/07/2003 18:33 15,9 15,6 0,652 13,78 12,68 15,21 15,22 
87 02/07/2003 18:33 14,2 15,6 0,652 13,83 12,71 15,29 15,29 
88 15/07/2003 18:25 18,5 4,26 0,834 17,50 16,25 19,17 19,10 
89 15/07/2003 18:25 17,9 4,26 0,834 17,30 16,04 18,99 18,92 
90 15/07/2003 18:25 18,2 4,26 0,834 17,04 15,87 18,59 18,53 
91 15/07/2003 18:25 18,6 4,26 0,834 17,44 16,22 19,06 19,00 
92 16/07/2003 05:41 17,9 4,66 0,807 16,48 15,57 17,66 17,79 
93 16/07/2003 05:41 17,5 4,66 0,807 16,41 15,52 17,56 17,69 
94 16/07/2003 05:41 16,9 4,66 0,807 15,55 14,65 16,72 16,82 
95 16/07/2003 05:41 17,7 4,66 0,807 15,80 14,90 16,97 17,08 
96 21/07/2003 18:36 21,5 16,76 2,324 20,06 18,75 21,89 22,05 
97 21/07/2003 18:36 20,8 16,96 2,324 20,30 18,97 22,16 22,32 
98 21/07/2003 18:36 20,8 16,96 2,324 19,19 17,96 20,89 21,05 











Tabla B.2.- Relación de temperaturas medidas “in situ” en el Lago Tahoe (Tg), y 
contenido de agua precipitable (W0), de cada día de validación del MSW.  
 
2002 
Caso D. Juliano Hora Tg (°C) θ (°) MOD11 (°C) T31 (°C) T32 (°C) W0 (cm) MSW (°C) 
1 31 18:45 3,9 21,4 4,1 2,6 2,1 0,6 4,1 
2 34 19:15 4,9 32,0 5,3 3,9 3,5 0,4 5,0 
3 41 19:20 5,4 40,0 5,8 4,1 3,6 0,7 5,8 
4 61 18:55 5,1 0,5 5,6 4,0 3,6 0,4 5,4 
5 93 18:55 11,3 0,2 11,5 9,8 9,3 0,9 11,3 
6 102 18:50 8,4 11,5 8,6 7,0 6,6 0,5 8,3 
7 125 18:55 10,0 0,0 10,2 8,6 8,1 0,9 9,9 
8 134 18:50 10,9 11,0 11,0 9,4 9,0 0,7 10,7 
9 159 18:45 12,2 21,5 12,1 10,9 10,5 0,6 12,2 
10 166 18:50 16,3 11,1 16,0 14,8 14,4 0,4 16,1 
11 171 19:10 16,3 23,0 16,1 14,0 13,3 1,4 16,3 
12 178 19:15 19,6 32,0 19,8 18,2 17,7 0,7 19,6 
13 186 6:25 16,9 38,0 16,7 14,7 14,0 1,7 16,9 
14 190 6:00 18,2 2,6 18,0 16,5 16,0 0,7 18,1 
15 192 5:50 19,3 25,0 19,1 17,6 17,2 1,5 19,0 
16 196 19:00 20,3 12,0 20,3 18,6 18,0 0,8 20,3 
17 200 18:40 20,1 31,2 19,7 17,6 16,9 2,2 19,9 
18 213 6:05 19,6 8,5 19,5 17,8 17,2 1,4 19,7 
19 214 18:50 20,9 10,8 20,5 18,4 17,7 1,7 20,7 
20 221 18:55 18,7 0,5 18,6 17,3 16,8 0,6 18,6 
21 248 18:35 17,4 32,0 17,2 14,7 13,8 1,2 17,5 
22 263 19:30 17,5 52,9 17,5 14,7 13,8 0,6 17,5 
23 341 6:05 8,6 8,5 8,2 6,4 5,9 0,8 8,1 
24 342 18:50 8,0 10,2 8,1 6,4 6,0 0,4 7,9 
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Tabla B.2.- Continuación 
 
2003 
Caso D. Juliano Hora Tg (°C) θ (°) MOD11 (°C) T31 (°C) T32 (°C) W0 (cm) MSW (°C) 
26 133 19:15 9,0 32,5 8,8 7,3 6,9 0,8 8,6 
27 140 19:20 11,0 40,5 10,3 8,4 7,9 0,9 10,3 
28 147 19:25 12,8 47,4 13,0 11,7 11,3 1,2 13,0 
29 156 19:20 16,1 40,5 16,6 14,8 14,3 0,7 16,5 
30 179 19:25 19,7 47,0 19,9 17,6 16,9 1,0 19,8 
31 183 19:00 14,8 16,3 15,0 13,4 12,9 0,7 14,9 
32 220 19:20 19,3 40,0 19,4 17,6 17,1 0,6 19,1 
33 222 19:05 19,5 22,2 19,4 17,7 17,2 0,6 19,4 
34 231 19:00 20,9 10,9 20,4 18,3 17,5 1,7 20,7 
35 236 5:40 19,2 34,7 18,8 16,7 16,0 1,2 19,0 
36 241 6:00 18,9 3,9 18,9 17,4 16,8 0,7 19,0 
37 243 5:50 19,3 25,5 19,0 17,2 16,6 1,2 19,0 
38 245 5:35 19,3 42,5 18,8 16,1 15,3 1,5 18,9 
39 250 5:50 18,8 15,5 18,8 17,2 16,7 0,7 18,8 
40 268 5:40 16,8 34,5 16,9 15,5 15,1 0,6 16,7 
41 273 6:00 16,5 3,5 16,3 14,9 14,4 0,8 16,3 
42 279 5:20 16,4 53,5 15,3 12,4 11,4 1,1 15,6 
43 281 18:50 16,5 11,5 16,4 14,7 14,1 1,5 16,7 
44 291 5:45 14,5 25,1 14,4 13,1 12,6 0,4 14,5 
45 295 19:00 14,9 16,5 15,1 13,8 13,5 0,4 15,0 
46 300 5:40 14,0 34,5 14,1 12,6 12,1 0,3 14,0 
47 329 18:50 8,4 10,1 8,5 6,7 6,1 0,6 8,4 



















Tabla B.2.- Continuación 
 
2004 
Caso D. Juliano Hora Tg (°C) θ (°) MOD11 (°C) T31 (°C) T32 (°C) W0 (cm) MSW (°C) 
49 15 19:20 6,0 41,0 5,6 3,9 3,4 0,4 5,5 
50 17 19:05 5,1 23,0 5,8 4,3 3,9 0,4 5,5 
51 39 18:30 5,0 39,7 4,9 3,2 2,7 0,4 4,8 
52 40 19:15 5,5 32,0 5,1 3,6 3,1 0,3 5,0 
53 43 6:05 5,5 8,5 5,6 4,0 3,6 0,2 5,5 
54 45 5:55 5,3 13,6 4,8 3,3 2,7 0,3 4,9 
55 63 5:40 5,0 34,0 4,9 3,3 2,8 0,4 4,9 
56 100 6:00 7,9 4,3 8,0 6,5 6,1 0,4 7,8 
57 103 18:30 9,2 40,1 8,1 6,9 6,3 0,5 8,7 
58 151 6:30 10,7 45,5 10,8 8,8 8,2 0,7 10,6 
59 151 18:30 11,8 40,0 12,2 10,5 9,9 0,7 12,1 
60 161 5:30 11,5 48,5 11,0 8,6 7,7 0,8 11,3 
61 165 18:40 15,5 22,0 15,6 14,2 13,7 0,8 15,8 
62 185 6:15 16,0 29,0 15,3 13,2 12,4 1,6 15,7 
63 197 18:40 18,4 21,5 18,4 16,3 15,6 1,6 18,7 
64 217 6:15 18,8 29,5 18,0 16,0 15,2 0,8 18,3 
65 227 18:55 20,1 0,4 19,9 17,8 17,0 1,9 20,2 
66 270 18:35 16,0 31,3 16,1 14,5 14,1 0,7 16,0 
67 271 19:20 16,3 40,4 16,4 14,7 14,2 0,8 16,3 
68 285 5:55 14,5 14,5 14,5 13,0 12,5 0,6 14,7 
69 307 18:55 11,2 0,5 11,1 9,5 9,0 0,7 11,2 
70 322 6:10 9,8 19,0 9,4 7,5 6,8 0,5 9,5 
71 329 6:15 9,0 28,7 9,1 7,3 6,7 0,6 9,0 
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Tabla B.3.- Puntos de Validación R-based para el sensor Envisat/AATSR, 
contenido de agua precipitable W0 (cm), ángulo de visión θ (°), temperaturas de 
brillo T11 (T12, K) y algoritmos de LST (RAL y ASWn en °C) para las zonas del 
Lago de la Albufera y la zona del Saler. 
 
   
Lago Albufera (i=14 d/n) Saler (i=11) 
N Fecha Hora W0 θ T11 T12 RAL ASWn  W0 θ T11 T12 RAL ASWn  
1 030309 1025 1,0 7,5 11,9 10,9 13,2 13,2 1,0 7,0 11,5 10,5 15,0 14,8 
2 030309 2140 0,8 16,5 8,1 7,9 8,3 8,5 0,8 4,1 12,8 12,1 15,4 15,6 
3 030312 1031 0,8 3,5 13,0 12,3 13,9 13,9 1,2 12,5 11,7 10,4 16,2 15,5 
4 030319 2126 0,8 11,2 4,4 4,4 4,5 4,6 1,5 18,0 13,2 11,9 17,4 16,8 
5 030325 1022 1,2 13,0 12,0 10,6 14,0 14,0 2,5 1,3 15,3 13,7 20,2 19,2 
6 030325 2137 1,5 10,9 6,4 5,8 7,3 7,3 1,8 4,1 17,4 15,6 23,1 21,9 
7 030410 1019 1,5 18,5 13,8 12,5 15,5 15,5 1,7 1,4 11,2 10,0 15,0 14,6 
8 030502 1028 2,5 1,9 16,1 14,6 18,0 18,2 1,1 15,2 12,3 11,0 16,6 16,0 
9 030521 1031 1,8 3,5 17,9 16,0 20,4 20,7 0,8 12,4 12,6 11,4 16,8 16,2 
10 040303 2126 0,5 11,2 3,7 3,7 3,7 3,9 1,2 1,4 17,0 15,9 20,6 20,3 
11 040312 1028 1,7 1,9 9,5 7,7 11,9 12,1 1,5 4,1 19,2 17,7 23,8 23,0 
12 040322 2129 0,9 5,7 5,8 5,4 6,3 6,4 1,1 12,5 11,9 10,9 15,2 15,1 
13 040403 1037 1,1 14,6 12,0 10,7 13,6 13,7 2,7 18,2 13,4 12,1 17,8 17,0 
14 040413 1022 0,8 12,9 12,5 11,2 14,2 14,2 1,8 12,5 14,6 12,9 20,0 18,9 
15 040413 2138 0,9 10,9 7,6 7,3 7,9 8,1 2,1 1,5 14,6 13,0 20,0 18,9 
16 040515 2132 1,6 0,1 11,3 10,5 12,4 12,4 2,2 1,5 17,4 15,6 22,9 21,7 
17 050307 2129 0,4 5,7 0,0 0,0 0,0 0,2 3,3 9,6 19,0 17,5 23,9 22,8 
18 050326 2132 1,7 0,2 11,6 11,1 12,1 12,3 1,3 9,6 12,7 11,7 16,0 15,9 
19 050506 1028 1,2 1,9 17,5 16,4 18,8 18,9 1,1 18,0 12,2 11,0 16,1 15,7 
20 050525 1031 1,5 3,5 18,8 17,4 20,6 20,7 1,3 6,9 13,1 12,0 16,7 16,4 
21 060314 1022 1,1 13,0 11,9 11,0 13,2 13,2 1,3 12,6 12,0 10,4 16,9 16,0 
22 060330 1019 2,7 18,7 13,6 12,3 15,5 15,6 1,6 12,5 16,9 15,6 21,2 20,5 
23 060418 1022 1,8 13,0 14,8 13,2 17,0 17,2 1,4 9,6 17,1 15,8 21,5 20,9 
24 060421 1028 2,1 2,0 14,8 13,0 17,3 17,5 2,2 4,1 17,8 16,3 22,8 21,9 
25 060526 1028 2,2 2,0 17,2 15,4 19,5 19,8 1,6 7,0 13,3 12,3 16,7 16,5 
26 060529 1034 3,3 9,0 19,1 17,5 21,1 21,4 0,5 4,1 12,3 11,4 15,6 15,5 
27 070305 1034 1,3 9,1 12,9 11,9 14,2 14,2 1,0 12,5 12,7 11,7 16,4 16,1 
28 070312 2129 1,2 5,7 4,6 4,4 4,7 4,9 1,5 1,4 11,6 9,8 17,0 15,9 
29 070315 1019 1,1 18,6 12,3 11,1 13,9 13,9 1,5 18,0 13,9 12,8 17,7 17,3 
30 070315 2135 0,9 5,3 5,7 5,7 5,7 6,0 1,7 1,5 12,7 11,3 17,1 16,4 








Lago Albufera (i=14 d/n) Saler (i=11) 
N Fecha Hora W0 θ T11 T12 RAL ASWn  W0 θ T11 T12 RAL ASWn  
32 070403 1022 1,3 13,1 12,0 10,5 14,1 14,2 0,8 10,9 2,8 3,0 4,6 4,8 
33 070416 2129 1,8 5,7 9,6 8,9 10,5 10,5 1,5 11,1 -0,7 -1,7 2,8 2,5 
34 070419 2135 2,4 5,4 11,6 10,8 12,6 12,7 0,5 11,0 3,9 3,8 4,9 6,2 
35 070508 1022 1,6 13,0 16,8 15,5 18,4 18,5 0,9 5,4 5,3 5,0 6,9 7,8 
36 070508 2137 1,8 10,9 14,4 13,8 15,0 15,2 0,9 11,1 7,5 7,2 8,9 9,9 
37 070514 1034 1,4 9,0 16,5 15,4 18,1 18,2 1,6 0,1 12,2 11,3 15,6 15,4 
38 070530 1031 2,2 3,5 18,0 16,3 20,2 20,4 0,4 5,5 -0,1 -0,1 0,8 2,0 
39 080302 1025 1,6 7,5 13,5 12,5 14,7 14,8 1,7 0,1 11,9 11,4 13,9 14,5 
40 080302 2140 1,6 16,4 11,0 10,9 11,2 11,4 1,2 5,5 4,8 4,6 6,1 7,1 
41 080305 1031 0,5 3,5 12,2 11,2 13,5 13,5 0,9 5,5 5,9 5,9 6,7 8,1 
42 080318 1022 1,0 13,1 12,9 11,8 14,3 14,3 1,8 5,4 10,1 9,3 13,0 13,0 
43 080318 2137 1,1 10,9 10,3 9,6 11,2 11,2 2,4 5,6 11,4 10,6 14,3 14,3 
44 080321 1028 1,5 2,0 11,1 9,3 13,5 13,7 1,8 11,1 15,6 14,9 18,3 18,5 
45 080331 2129 1,1 5,7 10,0 9,6 10,3 10,5 1,6 16,6 11,5 11,4 12,4 13,7 
46 080403 1019 1,5 18,6 14,3 13,2 15,8 15,8 1,1 11,1 10,7 10,0 13,4 13,6 
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