We show that n≥0 H t (GL n (F q ), F ℓ ) canonically admits the structure of a module over the q-divided power algebra (assuming q is invertible in F ℓ ), and that, as such, it is free and (for q = 2) generated in degrees ≤ t. As a corollary, we show that the cohomology of a finitely generated VI-module in non-describing characteristic is eventually periodic in n. We apply this to obtain a new result on the cohomology of unipotent Specht modules.
Introduction
1.1. Background. Fix a field k of positive characteristic ℓ, and let E i n = H i (S n ) be the ith cohomology of the symmetric group S n with coefficients in k. The space E = i,n E i n admits the structure of a bi-graded algebra: the multiplication map (which is called the transfer product) is the composite
where the first map comes from the Künneth isomorphism and the second is corestriction. Let d : E i n → E i n−1 be the restriction map along the inclusion S n−1 ⊂ S n . We recall two well-known results:
• A theorem of Nakaoka [Nak] asserts that d is an isomorphism for n > 2i.
• A theorem of Dold [Dol, Lemma 1,2, Theorem 1] asserts that d is a derivation of E. Let E i = n≥0 E i n , and let D = E 0 . Then D is a graded algebra, which is none other than the divided power algebra over k in a single variable, and each E i is a D-module.
In [NS2] , the first and third authors reinterpreted the above two results as follows: Dold's theorem implies that d defines a connection on E i (relative to the derivation d on D); and Nakaoka's theorem implies that the kernel of this connection is supported in degrees ≤ 2i. As a consequence, we find that E i is a free D-module generated in degrees ≤ 2i. We applied this point of view to study the cohomology of FI-modules. We showed that if M is a finitely generated FI-module and i ≥ 0 then n≥0 H i (S n , M n ) is canonically a D-module, and is "nearly" finitely presented, in the sense that it agrees with a finitely presented D-module outside of finitely many degrees. As a corollary, we reproved the main result of [Nag1] that n → dim H i (S n , M n ) is eventually periodic in n.
1.2. Main results. The purpose of this paper is to generalize the above picture to finite general linear groups. The analog of Nakaoka's theorem in this setting follows from classical work of Quillen [Qui1, Qui2] . Our main theorem is the analog of Dold's theorem, which Date: October 12, 2019. RN was partially supported by NSF DMS-1638352. SS was partially supported by NSF DMS-1849173 and a Sloan Fellowship. AS was supported by NSF DMS-1453893. appears to be new. Once this result is established, the methods of [NS2] give us periodicity results for the cohomology of VI-modules.
We now state our results precisely. Let q be a prime power that is invertible in k, and let G n = GL n (F q ) be the finite general linear group over the field of q elements. Let E i n = H i (G n ) be the cohomology of G n with coefficients in k. Once again, this is an algebra: the multiplication map is the composite
where the first map comes from the Künneth isomorphism, the second map is restriction to the parabolic P n,m ⊂ G n+m with Levi factor G n × G m , and the third map is corestriction. This operation is poorly understood, but can be useful: for example, [LS] have used it to construct nontrivial cohomology classes. We let d : E i n → E i n−1 be the composite
where P n−1,1 denote the subgroup of P n−1,1 consisting of matrices whose last diagonal entry is 1, the first map is restriction, and the second is the canonical isomorphism (as q is invertible in k, the inflation map is an isomorphism). Our main theorem is then:
Moreover, d is surjective.
Let D = E 0 , which is a subalgebra of E. It is isomorphic to the q-divided power algebra over k in one variable (see §4). This isomorphism can be obtained using the method in [LS, Proposition 11] . Alternatively, a more formal proof in the q = 1 case is given in [NS2, Proposition 4.3] , which easily extends to the general case. Under this isomorphism, d corresponds to the derivation of D given by
The space E i is naturally a D-module, and d induces a connection on it. We obtain the following corollary by combining the theorem above and the homological stability for finite general linear groups.
Corollary 1.2. The space E i is a graded free D-module generated in degrees ≤ 2i. In fact, if q = 2 then it is generated in degrees ≤ i.
1.3. Applications. Corollary 1.2 shows that the cohomology of G n with coefficients in the trivial module admits a nice piece of additional structure. It is natural to look for a generalization of this result to non-trivial coefficients. Of course, one can only hope for such a result if the coefficient systems vary in a reasonable way. Let VI be the category of finite dimensional F q -vector spaces and linear injections. A finitely generated VI-module M gives rise to representations M n = M(F n q ) of G n for all n, and provides a good source of "reasonable" coefficient systems. We prove the following result concerning the cohomology of these modules (see Theorem 6.2 for a quantitative statement):
Theorem 1.3. Let M be a finitely generated VI-module and let t ≥ 0. Then n≥0 H t (G n , M n ) is isomorphic to a finitely presented D-module, outside of finitely many degrees. In particular, n → H t (G n , M n ) is eventually periodic in n, and the period divides a number of the form wℓ i , where w is the order of q in k * and ℓ is the characteristic of k.
Denote, by M µ , the unipotent Specht module of G d corresponding to a partition µ of d. We use the theorem above to obtain the following result:
Theorem 1.4. Assume that ℓ = p. Let µ be a partition of d, and let s ≥ 0 be the smallest integer such that wℓ s−1 > d. Then n → dim k H t (G n , M µ [n] ) is periodic in the range n ≥ max(d + 2t, 4d + 3) with period dividing wℓ s−1 .
1.4. Overview of the proof. We give two proofs of Theorem 1.1. The second one is a straightforward, if somewhat involved, computation in cohomology. The first proof, on the other hand, derives the result from general considerations. It is conceptually more clear, and applies in some other situations. We briefly summarize the idea here.
Let A be a k-linear abelian category equipped with a braided tensor product and an object k{1}, regarded as a shift of the unit object. Let R be an algebra in A. We define a derivation of degree −1 on R to be a map d : R → R ⊗ k{1} satisfying the Leibniz rule. We note that to make sense of the Leibniz rule, one has to commute k{1} and R at some point, which is why we require a braiding. Fix such a d on R. Suppose now that B is a second k-linear abelian category equipped with a braided tensor product, and that Γ : A → B is a left-exact strict braided monoidal functor. Assuming Γ satisfies some mild technical conditions, its right-derived functor RΓ is also strict braided monoidal, and so (RΓ)(R) is an algebra in D(B) and d induces on it a derivation of degree −1.
Now, let FB be the groupoid of finite sets, and let Mod FB be the category of functors FB → Mod k . Then Mod FB is a symmetric monoidal category under Day convolution (with respect to disjoint union). Let A be the FB-module defined by A(S) = k for all S, which is naturally an algebra. We show that A admits a natural degree −1 derivation d. The functor
is naturally a strict symmetric monoidal functor. We thus see that d induces a derivation on the algebra RΓ(A). This recovers Dold's theorem. Our first proof of Theorem 1.1 is entirely parallel to this. Let VB be the groupoid of finite dimensional F q -vector spaces. The category Mod VB admits a natural braiding, due to Joyal-Street. Let A be the VB-module defined by A(V ) = k for all V . Then A is naturally an algebra, and we show that it admits a natural degree −1 derivation d. We define Γ on Mod VB similarly to the above, but using G n -invariants. We show that it is strict braided monoidal (with respect to a non-standard braiding on GrVec). Thus d induces a derivation on RΓ(A), which yields the main theorem.
1.5. Outline. In §2 we explain the general formalism of derivations in braided monoidal categories, and how this often leads to derivations on cohomology. In §3, we explain in some more detail how this formalism can be used to recover Dold's theorem. In §4, we review the q-divided power algebra, and some other basic q-analogs. In §5, which is the heart of the paper, we give our two proofs of Theorem 1.1. Finally, in §6, we give the applications to VI-modules and to the cohomology of unipotent Specht modules.
1.6. Notation. We list some of the important notation used throughout the paper:
• k: the coefficient field, typically of finite characteristic ℓ.
• q: a prime power that is invertible in k.
• w: the order of q in the multiplicative group k * .
• G n : the finite general linear group GL n (F q ). • S n : the symmetric group on n letters.
• FB: the groupoid of finite sets.
• VB: the groupoid of finite dimensional F q -vector spaces.
• Vec: the category of k-vector spaces.
• GrVec: the category of graded k-vector spaces.
• Mod C , where C is a category: the category of functors C → Vec.
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Derivations on cohomology
Fix a field k. Let A be a k-linear category equipped with a bilinear braided monoidal operation ⊗. We suppose given an object k{1} of A, which we think of as a "shift" of the unit object.
Let R be an algebra in A, assumed to be unital and associative. A derivation (of degree −1) on R is a map d : R → R ⊗ k{1} satisfying the Leibniz rule, in the following sense. Let m : R ⊗ R → R be the multiplication map, and let β be the braiding. Consider the following three compositions:
The Leibniz rule then takes the form c = a + b.
Let R be an algebra in A equipped with a derivation d, and let M be a (right) R-module. A connection on M (of degree −1) is a map ∇ : M → M ⊗ k{1} satisfying the obvious analog of the Leibniz rule.
Suppose now that B is a second k-linear category equipped with a bilinear braided monoidal operation and an object k{1}, and Γ : A → B is a k-linear strict braided monoidal functor taking k{1} to k{1}. Then Γ preserves algebras, derivations, and connections. Precisely, if R is an algebra in A with a derivation d and M is an R-module with a connection ∇ then Γ(R) is an algebra in B with a derivation Γ(d), and Γ(M) is a Γ(R)-module with a connection Γ(∇).
Now suppose that we are in the following situation: A and B are abelian with enough injectives, the tensor products are exact, Γ is left-exact, k{1} is Γ-acyclic, and any tensor product of injectives in A is Γ-acyclic. Then the bounded below derived categories D + (A) and D + (B) inherit bilinear braided monoidal structures, and the derived functor RΓ of Γ is a k-linear strict braided monoidal functor taking k{1} to k{1} (thought of as objects in the derived category). Thus RΓ preserves algebras, derivations, and connections. In particular, if R is an algebra in A with a derivation d, and M is an R-module with a connection ∇, then RΓ(R) is an algebra in D + (B) with a derivation, and RΓ(M) is an RΓ(R)-module with a connection.
Finally, suppose that S is an algebra in D + (B) supported in non-negative cohomological degrees equipped with a derivation. Then one easily sees that i≥0 H i (S) is an algebra in B with a derivation. Furthermore, H 0 (S) is a subalgebra of i≥0 H i (S) closed under the derivation, and each H i (S) is a module over it with connection. Thus, in the situation of the previous paragraph, each R i Γ(R) is a module over Γ(R) with a connection.
Remark 2.1. It is not necessary to assume that the tensor products are exact: we only did this to simplify exposition. Also, rather than assuming the monoidal structures are braided, it suffices to assume that k{1} belongs to the Drinfeld center.
The symmetric group revisited
In this section, we explain how the methods of §2 can be used to recover Dold's theorem. Our proof of Theorem 1.1 will closely parallel this discussion.
Let FB be the groupoid of finite sets and let Mod FB be the category of FB-modules, i.e., the functor category Fun(FB, Vec). The category Mod FB carries a natural symmetric tensor product, called Day convolution, defined by
Let k{1} denote the FB-module that is k · e i on one-element sets {i} and zero on other sets; the symbol e i is simply a name for a basis vector.
Let A be the FB-module given by A(S) = k · t S ; the power of t is just a name for a basis vector. This A is naturally an algebra in Mod FB . We note that the category of right A-modules is equivalent to the category of FI-modules, where FI is the category of finite sets and injective functions [SS, Proposition 7.2.5] . We have a map of FB-modules
One readily verifies that this is a derivation of A of degree −1. Let GrVec denote the category of non-negatively graded vector spaces. Let k{1} in GrVec be the object that is k in degree 1, and 0 in other degrees. Define a functor
The Γ is a strict monoidal functor [NS2, Proposition 4.1] , and takes k{1} to k{1}. We thus see from the general considerations of §2 that D = n≥0 H 0 (S n , k) is an algebra in GrVec with derivation, and that E i = n≥0 H i (S n , k) is a D-module with connection. It is not difficult to see that D is naturally identified with the divided power algebra, and that the derivation takes x [n] to x [n−1] . The connection on E i is given by the composition
which is simply restriction. Note that (A ⊗ k{1}) n ∼ = k n ∼ = Ind Sn S n−1 (k), and the isomorphism above is simply Shapiro's lemma. We have thus recovered Dold's theorem.
4. The q-divided power algebra 4.1. q-binomial coefficients. Fix a field k and an element q ∈ k * . Define
In the third definition, one should regard the numerator and denominator as polynomials in q, perform the division as polynomials-which yields a polynomial-and then evaluate at q. The quantity n m q is called the q-binomial coefficient (or Gaussian binomial coefficient). When q is a prime power, it counts the number of m-dimensional linear subspaces of F n q , and when q = 1 it reverts to the usual binomial coefficient. These coefficients satisfy the following analogs of Pascal's identity:
for all homogeneous a ∈ R and m ∈ M.
Proof. The formula can easily be verified by induction on n and (4.1).
Corollary 4.3. Suppose that n i q = 0 for 0 < i < n. Then d n is a q-derivation on R and ∇ n is a q-connection on M.
4.3. The q-divided power algebra. Let D = n≥0 kx [n] , where x [n] is an element of degree n. We define a multiplication on D by the formula
It is well-known that this defines on D the structure of a commutative, associative, unital algebra. This algebra is called the q-divided power algebra (in one variable). When q = 1, it reverts to the usual divided power algebra. Proof. We have
4.4.
Connections on D-modules. For a graded D-module M, we set M = M/D + M, and we denote the image of an element m ∈ M in M by m 0 . We note that D has Taylor expansions, in the sense that the map D → D ⊗ k D given by
Then:
Proof. Here we only show that Φ is D-linear. The rest of the proof is entirely analogous to the one in [NS2] . To see the D-linearity of Φ, let m ∈ M and a ∈ D be homogeneous elements. By Proposition 4.2, we have
This proves that Φ is D-linear.
4.5.
Periodicity phenomena for D-modules. Assume now that k has characteristic ℓ > 0 and that q is a root of unity in k; let w be its order. We define an integer-valued sequence b
In particular, we see that D is a coherent ring. Let D ≥r denote the subring of D generated by y i for i ≥ r.
Definition 4.6. Let M be a finitely presented graded D-module. We define • g r (M) to be the degree of generation of M as a D ≥r -module.
• ǫ(M) to be the minimal non-negative integer r so that M is free as a D ≥r -module.
• λ(M) to be the common value of the expression g r (M) + 1 − b r for r ≥ ǫ(M).
Proposition 4.7 ([NS2, §3.3]). We have the following:
Then we have
Remark 4.8. Suppose n = b r for some r. Then n i q = 0 for 0 < i < n, and so d n is a q-derivation on D of degree −n (Corollary 4.3). Suppose that M is a graded right D-module with a connection with respect to d n . Then an easy variant of Proposition 4.5 shows that M is free over D ≥r . In particular, we see that ǫ(M) ≤ r.
Finite general linear groups
5.1. VB-modules. Fix a prime number p and a power q of p, and assume p is invertible in the field k. Let VB be the groupoid of finite dimensional F q -vector spaces. The category Mod VB of VB-modules admits a natural tensor product, due to [JS] , defined as follows:
where the sum is over all complementary spaces W to U, and µ U,W : U → V /W and ν U,W : V /U → W are the natural isomorphisms. Then it is known that β defines a braiding on the tensor product ⊗. (Joyal and Street [JS] proved this in the case when k is of characteristic 0. See [Jam, Theorem 14 .3] for the general case.)
We now consider the functor
We equip GrVec with its usual tensor product, but define a new braiding β by
Note that this is an isomorphism since we have assumed q is invertible in k, and it is easy to verify the braid relation. We then have:
Proposition 5.1. Γ is a strict braided monoidal functor (in a natural way).
Proof. Let M and N be VB-modules. We then have a natural isomorphism
We thus see, on applying Frobenius reciprocity, that
This isomorphism exactly shows that Γ is naturally a strict monoidal functor. To be completely explicit, suppose x ∈ M(F r q ) Gr and y ∈ N(F s q ) Gs . Then the map
where the sum is over all r dimensional subspaces V of F n q , and for a t dimensional vector space U we let ρ U : F t q → U be an arbitrary isomorphism. Note that ρ V * (x) is independent of the choice of isomorphism since x is G r invariant.
We now show that Γ is compatible with the braiding. For this, we must verify that the diagram
commutes. Thus let x ∈ Γ(M) r and y ∈ Γ(N) s be given. Going to the right and then down, we obtain
where the outer sum is over r-dimensional subspaces V of F n q , the inner sum is over complements U to V , and µ V,U : V → F n q /U and ν V,U : F n q /V → U are the natural isomorphisms. Now, ν V,U • ρ F n q /V is an isomorphism F s q → U, and so we may as well call it ρ U , and similarly we may as well replace µ V,U • ρ V with ρ F n /U . We thus obtain
Now, the choice of V in the decomposition does not affect the value of the summand. For each U, there are q rs choices of complement V , and so the above sum is equal to
where the sum is over s-dimensional subspaces U of F n q . Now suppose we first go down in the diagram and then to the right. Going down yields q rs y ⊗ x, and then going to the right gives
where the sum is over s-dimensional subspaces U of F n q . We have thus verified that the diagram commutes, which completes the proof.
We now establish the following somewhat technical result that we will need when considering RΓ:
Proposition 5.2. Let I and J be injective VB-modules. Then I ⊗ J is Γ-acyclic.
Proof. It suffices to treat the case where I and J are each concentrated in a single degree, say degrees r and s. Thus we treat I as an injective k [GL r ]-module and J as an injective k[GL s ]-module. We can then identify I ⊗ J with the k[GL r+s ]-module Ind GL r+s Pr,s (I ⊗ J). We have
Pr,s (I ⊗ J)) = H i (P r,s , I ⊗ J) by Shapiro's lemma. Now, let U r,s be the unipotent subgroup of P r,s , which is normal with quotient GL r × GL s . We thus have a spectral sequence E a,b 2 = H a (U r,s , H b (GL r × GL s , I ⊗ J)) =⇒ H a+b (P r,s , I ⊗ J). However, U r,s is a p-group and since p is invertible in k it has no higher cohomology. We conclude
which vanishes for i > 0 by the Künneth formula.
First proof of Theorem
This is naturally an algebra in Mod VB . Let k{1} be the VB-module that is v∈L\{0} k · e v on one-dimensional spaces L, and 0 on all other spaces. We note that k{1} is Γ-acyclic, as (k{1})(L) is the regular representation of GL(L) when L is one-dimensional.
Define a map
where the sum is over subspaces C of V of codimension 1. As in the symmetric group case, we have:
Proposition 5.3. The map d is a derivation.
Proof. Consider a short exact sequence
It suffices to prove
where d(t U ) · t W indicates to first apply the braiding to switch t W and the e's, and then multiply. More precisely,
where the last equality above follows from the following bijective correspondence:
the multiplication m(t C ′ ⊗ t C ′′ ) = t C , and the fact that U/C ′ = V /C. Now it is clear that
completing the proof. Thus Γ(A) is the q-divided power algebra. Now note that Γ(k{1}) = k{1}. And the derivation
in degree n is given by the composite
n−1 , where the second map comes from Shapiro's lemma, and the third map is the inverse of the inflation isomorphism. It is clear that, under the isomorphism Γ(A) = D, this map takes x [n] to x [n−1] . This completes the proof.
We are now in a position to apply the general theory of §2 to prove Theorem 1.1. We find that RΓ(A) is an algebra with derivation of degree −1; moreover, Γ(A) is a subalgebra with derivation and each R i Γ(A) is a Γ(A)-module with connection. Note here that "derivation" and "connection" are taken with respect to the braiding β; concretely, these translate to q-derivation and q-connection. By the previous proposition, Γ(A) is the q-divided power algebra, and the derivation on it takes x [n] to x [n−1] . Moreover, the connection on R i Γ(A) = n≥0 H i (G n , k) is induced from the derivation d : A → A ⊗ k{1}, and thus is the map
which is just the restriction map (corresponding to the subgroup P n−1,1 ) composed with the inverse of the inflation map (corresponding to the projection P n−1,1 → G n−1 ).
5.3.
A direct proof of the main theorem. We now prove Theorem 1.1 directly, without any category theory. See [NS2, §4.2] for the symmetric group analog of this argument. By P n 1 ,n 2 ,...,n d , we mean the group of n d × n d block upper-triangular invertible matrices over F q with block sizes n 1 , n 2 , . . . , n d . An overline n i signifies that the ith diagonal block must be the identity matrix, and a superscript P (i,j) signifies that the (i, j) block must be 0.
Lemma 5.5. The following diagram has the property that the middle path is the sum of the top and the bottom paths.
n−1,1,m ) H t (P Here ζ in the permutation that switches blocks 2 and 3, and cor denote the corestriction (i.e., the transfer map).
Proof. We claim that |P n+m−1,1 \G n+m /P n,m | = 2. To see this, first note that G n+m /P n,m can be identified with the set of n-dimensional subspaces in F n+m q via sending a matrix g to the span of its first n columns. Since P n+m−1,1 contains G n+m−1 , we see that all ndimensional subspaces contained in F n+m−1 q form a single orbit under the action of P n+m−1,1 . Now suppose W is a subspace not contained in F n+m−1 q . It is easy to see that there is an element σ of P n+m−1,1 , such that e n+m ∈ σW . But then W can be written as W 1 ⊕ F q e n+m where W 1 is an (n − 1)-dimensional subspace of F n+m−1 q . By transitivity of the action of G n+m−1 , we can assume that W 1 is the span of e 1 , e 2 , . . . , e n−1 . This proves the claim. Now note that P n,m is the stabilizer of the space spanned by e 1 , e 2 , . . . , e n . Let H be the stabilizer of the space spanned by e 1 , e 2 , . . . , e n−1 , e n+m . We see that P n+m−1,1 ∩ P n,m = P n,m−1,1 , P n+m−1,1 ∩ H = P (2,3)
n−1,m,1 . The rest follows from [Bro, Proposition III.9.5] . This follows immediately from Lemma 5.5 and the following claim:
Claim. All the regions on the periphery of the diagram are commutative except the bottom right, where the top path is q m times the bottom path:
Proof of Claim. The assertion on the bottom right region follows from Lemma 5.6 by setting G 1 = P (2,3) n−1,m,1 , G 2 = P n+m−1,1 , G = P n−1,m,1 , and N 2 is the unipotent radical of G 2 . We note here that the composite
is the inflation map for the projection P (2,3) n−1,m,1 → P n−1,m , and so Lemma 5.6 applies. Similarly, the commutativity of the top right part follows from Lemma 5.6 by setting G 1 = G = P n,m−1,1 , and G 2 = P n+m−1,1 . The commutativity of the other four diagrams can be checked easily when t = 0, and a similar argument as in the first paragraph of the proof of Lemma 5.6 can be used to see that t = 0 case suffices.
Proof of Corollary
be the restrictions of the derivation d : E → E[1] as in Theorem 1.1. Upon identifying E 0 with D, the derivation d is given by x [n] → x [n−1] on D, and ∇ is a q-connection on the D-module E t (Theorem 1.1). Thus by Proposition 4.5, we see that E t is isomorphic to D ⊗ k ker(∇). In particular, E t is a free D-module. To complete the proof, it suffices to show that ker(∇) is supported in degrees ≤ t, or that dim k H t (G n ) is constant for n ≥ 2t. This follows from the homological stability result of Maazen [Maa] . In the case when q = 2, the bound can be improved to n ≥ t using [SW, Theorem A] . The last assertion follows from this. 6. Periodicity in the cohomology of VI-modules 6.1. Application to VI-modules. Recall that A is the algebra in Mod VB that is trivial in every degree. The category of right A-modules is equivalent to the category of VI-modules (see [Nag2, Proposition 2.1]), and we will not distinguish between the two. For a VB-module W , we let I(W ) = W ⊗ A; we refer to such VI modules as induced. In the case when q is invertible in k, the category Mod VI is well understood. In particular, we have the following: Theorem 6.1 ([Nag2, Theorem 1.1]). Let M be a finitely generated VI-module. Then there exists a polynomial P such that dim k M(F n q ) = P (q n ) for n ≫ 0. We denote, by δ(M), the degree of the polynomial P as in the theorem above. We now state our application to VI-modules: Theorem 6.2. Assume that p = ℓ. Let M be a finitely generated VI-module generated in degrees ≤ t 0 and related in degrees ≤ t 1 . Then there is a finitely presented D-module K and a D-module map i : R t Γ(M) → K such that the following holds: (a) The map i is an isomorphism in degrees ≥ t 0 + t 1 .
The argument is almost identical to the one given in [NS2, Theorem 4.12, Theorem 4.17] for FI-modules. We provide a sketch here.
By [Nag2, §5.2], we have an exact triangle of the form
such that T is a finite complex of VI-modules supported in finitely many degrees and F is a finite complex of finitely generated induced modules each generated in degrees ≤ δ(M). By [GL] , the cohomologies of T are supported in degrees < t 0 + t 1 . Thus R t Γ(T ) is supported in degrees < t 0 + t 1 as well for each t. Set K = R t Γ(F ). We conclude that the natural map i : R t Γ(M) → K, induced by the triangle above, is an isomorphism in degrees ≥ t 0 + t 1 . Denote, by R • Γ, the functor t≥0 R t Γ. Then R • Γ is easily seen to be strong monoidal. Thus, for an induced module I(W ), we have
In particular, if W is supported in degrees ≤ δ(M), then by Corollary 1.2 we see that
Part (b) now follows immediately from the previous paragraph and Proposition 4.7(b). By the previous paragraph, we have an isomorphism R • Γ(I(W )) ∼ = R • Γ(W ) ⊗ k E • . By Theorem 1.1, the D-module map ∇ : R • Γ(I(W )) → R • Γ(I(W ))[1] given by 1 ⊗ d, under this isomorphism, is a q-connection. An argument as in [NS2, Proposition 4.22] shows that if f : I(V ) → I(W ) is a differential in the finite complex F (as in the first paragraph), then the induced map R • Γ(I(V )) → R • Γ(I(W )) is compatible with the b s th iterate of ∇ as long as b s > δ(M). Thus, by Remark 4.8, we conclude that K is free as a D ≥s -module. In other words, ǫ(K) ≤ s. This finishes the proof sketch. 6.2. Periodicity in the cohomology of unipotent Specht modules. We apply the theorem above to unipotent Specht modules. As in James [Jam] , by a composition of d we mean a sequence µ = (µ 1 , µ 2 , . . .) of non-negative numbers, whose sum |µ| is d. We let M µ to be the unipotent Specht module corresponding to a composition µ = (µ 1 , µ 2 , . . .) (see [Jam, Definition 11.11] where it is denoted S λ ). We denote the permutation module of G d on the corresponding parabolic subgroup by P µ . This is the permutation representation on flags of the form F d q = V 0 ⊇ V 1 ⊇ V 2 ⊇ · · · ⊇ V ℓ(µ) = 0 such that dim(V i−1 /V i ) = µ i . Note that M µ ⊂ P µ , and if λ = λ 1 ≥ λ 2 ≥ · · · is the partition of d obtained by rearranging the parts µ, then M µ ∼ = M λ (see [Jam, Theoem 16.1] ).
For n ≥ |µ|, let µ[n] denote the composition (n − |µ|, µ). Given integers 1 ≤ r ≤ ℓ(µ) and 0 ≤ i ≤ µ r , we also set µ r,i = (µ 1 , . . . , µ r−1 , µ r + µ r+1 − i, i, µ r+2 , . . . , µ ℓ(µ) ) and define a map ψ r,i : P µ → P µ r,i which sends the flag V • to the sum of all flags where V r is replaced by any subspace W r such that dim(W r /W r+1 ) = i. We define a set K(µ) = {(r, i) | 2 ≤ r ≤ ℓ(µ), 0 ≤ i ≤ µ r − 1}.
By [Jam, Theorem 15.18] , if µ is a partition, we have M µ = (r,i)∈K(µ) ker ψ r−1,i .
Note that K(µ[e]) = K(µ[e ′ ]) for any e, e ′ ≥ |µ| and that for (r, i) ∈ K(µ[e]), if e ′ ≥ e, we have µ[e ′ ] r,i = µ[e] r,i + (e ′ − e) where + denotes adding e ′ − e to the first part of µ[e] r,i . Proposition 6.3. Let µ be a partition of d. Then there exists a VI-module L µ generated in degrees ≤ 2d + 1, related in degrees ≤ 2d + 2 such that L µ (F n q ) ∼ = M µ[n] for each n ≥ d + µ 1 . Proof. First note that I(P µ ) = n≥d P µ [n] . Define a map I(P µ ) → (r,i)∈K(µ[d]) I(P µ r,i ) using the maps ψ r,i . From the explicit description of ψ r,i , the induced maps in each degree are also the maps ψ r,i . Denote the kernel and the cokernel by L µ and C, respectively. By the above discussion, we have L µ (F n q ) ∼ = M µ[n] whenever n ≥ d + µ 1 (i.e., when µ[n] is a partition). The exact sequence 0 → L µ → I(P µ ) → (r,i)∈K(µ[d]) I(P µ r,i ) → C → 0 and a spectral sequence argument shows that deg Tor A i (k, L µ ) ≤ max(d, deg Tor A i+2 (k, C)). By [GL, Theorem 1.1(b)], we conclude that reg(C) ≤ 2d−1. Thus L µ is generated in degrees ≤ 2d + 1, and related in degrees ≤ 2d + 2. Theorem 6.4. Assume that ℓ = p. Let µ be a composition of d, and let s ≥ 0 be the smallest integer such that b s > d. Then n → dim k H t (G n , M µ[n] ) is periodic in the range n ≥ max(d + 2t, 4d + 3) with period b s .
Proof. Let L µ be the VI-module as in the previous proposition. By the hook-length formula, it is easy to check that the dimension of L µ (F n q ) is eventually a polynomial in q n of degree d. The assertion now follows immediately from Theorem 6.2.
