An Exposition of Wireless Sensor Network Area Coverage and Lifetime Based on Meta Heuristic and Particle Swarm Optimization Algorithms by Farooq, Asif & Iqbal, Tahir
VAWKUM Transactions on Computer Sciences
http://vfast.org/journals/index.php/VTCS@ 2018, ISSN(e):2308-8168, ISSN(p): 2411-6335
Volume 15, Number 2, May-August , 2018 pp:92-98
AN EXPOSITION OF WIRELESS SENSOR NETWORK AREA
COVERAGE AND LIFETIME BASED ON META HEURISTIC AND
PARTICLE SWARM OPTIMIZATION ALGORITHM
ASIF FAROOQ1, TAHIR IQBAL 2
1 Department of Camputer Science, University of Lahore, Pakistan
2 Department of Camputer Science, Bahria University Lahore campus, Lahore, Pakistan
Email: asif.farooq@cs.uol.edu.pk, tahir.iqbal@bahria.edu.pk
ABSTRACT—An important issue among the most vital and essential issues in Wireless
Sensor Networks (WSNs) is the area coverage problem. This issue in WSNs causes the
security situations directed by the current sensors in the systems suitably. The
significance of scope in WSNs is important to the point that is one of the natures of
administration parameters. In the event that the sensors don't suitably cover the physical
situations they won't be sufficient proficient in supervision and controlling. The scope in
WSNs must be in a manner that the vitality of the sensors would be the slightest to build
the lifetime of the system. Alternate reasons which had expanded the significance of the
issue are the topological changes of the system finished by the harm or cancellation of a
percentage of the sensors and now and again the system should not lose its scope. Along
these lines, in this paper we have half and half algorithm, the Meta-Heuristic
calculations like Differential Evolution and Particle Swarm Optimization algorithms and
have broken down the range scope issue in WSNs. Additionally PSO algorithm is
executed to look at the productivity of the half and half model in the same circumstances.
The consequences of the trials demonstrate that the half and half algorithm has made
more increment in the lifetime of the system and more upgraded utilization of the vitality
of sensors by improving the scope of the sensors in comparison to PSO.
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1. Introduction:Wireless Sensor Networks are being used widely in the fields of business, research and
operation. The WSNs contain numerous sensors which are appropriate in the management and security
environments [1].WSNs is clever to manage the expected environments to control and process the collected
information. In WSNs it is essential to study the coverage and energy use problems to enhance the lifespan of
the network for sending data and lifespan of the network would not face extensive reduction [2].The most
important features of designing the WSN are coverage of network and use of energy. By giving the
environmental situation of these networks, it is not conceivable to replace the battery of the thousands of the
sensors [3, 4]. So, the problem of coverage in WSNs is directly related to the increase of the lifespan of the
sensors. The best situation for the WSNs is the time that all nodes are located in an appropriate sensor radius
distance. And this means that the network has extensive lifespan [5]. So, to enhance the lifespan of the network,
the sensor circulation must be balanced.
The most significant factor for mounting and scaling of the WSNs is to contemplate the problem of
area coverage and reducing the usage of energy of the sensing devices [6]. The coverage must be in such a way
that all those sensors which are active must be able to cover all points and also the least number of the sensors
will be used and coverage area must be set according to the size of the nearest sensors and distance to the
nearest sensor is required for sensing and transferring the information. The key role of covering area in WSNs is
to supervise surroundings totally [7]. As shown in figure below any point below the coverage surroundings must
be enclosed at least by one sensor. The perfect area coverage occurs when we cover desired area completely by
using minimum number of sensing devices [8] [9].
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Figure 1: Area Coverage
2. Related Work: In wireless communication field one of the most important area of research is WSN.
A set of sensors is included in WSN which are dispersed in supervising settings and then obtained data is
processed and finally the base station is provided with the desired statistics. A lot of approaches are vacant for
cultivating the problem of coverage and its quality in WSNs till now.
In [10] Multi-Objective Particle Optimization (MPSO) is used in coverage problem for energy
efficiency and increase in lifespan of WSNs is also studied. The main objective of MPSO is to discover the best
location for the sensors for improved coverage. According to the consequences of the trials it is probable to say
that MPSO is proficient in coverage and enhancing the lifespan of the network. In [11] the author described
K-coverage problem in WSNs by the use of Harmony Search (HS). In this reference it is supposed that the two
most important parameters for wireless sensor nodes distribution are coverage and energy efficiency. HS
algorithm is used for improved cooperative sensors ad minimizing the energy use. In K-coverage the area is
enclosed by k sensors. The results of the trials in this reference show that the HS algorithm is very efficient in
coverage and minimizes the energy use of the sensors. In [12] the author proposed a novel approach of
distributed algorithm with effectual energy use and optimized coverage. In proposed algorithm the sensors are
divided into active and inactive divisions and produce a graph model which clues to the stable energy use of the
sensors. In this reference, only the active sensors are used for coverage and the rest of the sensors go deactivated.
Turning off the unnecessary and redundant sensors, the other sensors of the network use less energy and as a
result the lifespan of the network increases. The results of the simulations show that the efficiency of the
suggested algorithm is more than the under comparison algorithms and it is able to increase the lifetime of a
network up to multi times more. In [13] the author describes the positioning technique of the sensors in WSNs
according to the point coverage. This technique is shaped by some goal points, the formation of the sensors is
very affective on the number of the required sensors for coverage of the points. According to authors that
technique the point coverage occurs according to the location of the goal and angle of the goal points. In [14] the
author used Fish Swarm (FS) and PSO algorithms hybrid to discuss the WSNs coverage problem. PSO
algorithm is used in hybrid algorithm for more efficiency and FS for covering the sensors. The results show that
the hybrid algorithm is efficient enough in deployment of the sensors of network and has improved the coverage
problem. In [15] the sensing coverage of any sensor is set in a definite space for growing the effectiveness of the
energy of the sensors. Two heuristic algorithms are used by the author for the results of the experiences. The
outputs of the trials show that Greedy is more efficient in energy consumption and network coverage as
compared to Linear Programming. In [16] the author proposed a heuristic algorithm to cover entirely a region
having arbitrary (opaque) problems which allow neither the sensor to be placed inside nor the signals to pass
through. Firstly the author deploy an optimal design for covering a plane over the region, and then locate and
competently cover the uncovered dumps designed by the obstacles. In [17] the author proposed a dynamic
algorithm for area coverage problem in WSNs. The most important problem in coverage is the distribution of
the sensors and the lifespan of the network. According to author the sensors are distributed according to the
command area and the shape is most important creation. The sensors can also have vigorously topological
changes in the atmosphere. The most significant provisions measured in this reference is the use of energy by
sensors. The experimental results shows that the proposed algorithm is more efficient than the other algorithms
from establishment of the sensors point of view. In [18] the author used Ant Colony Optimization (ACO)
Algorithm in WSNs coverage problem. The perfect radius for the sensors is recognized by using ACO algorithm.
When it is required to have an active network for long time and the sensing limits of the any sensor is identified
the use of ACO algorithm is appropriate. The author estimated the improvement of the energy use problem in
sensor networks using the area coverage and have cleared that ACO is competent in lifespan of network.
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According to the results of their simulation, ACO algorithm is efficient in lifespan of the network. In [19] the
author have used the heuristic algorithms for the coverage problem in large scales. For optimization of coverage
problem in bulky scales the Greedy algorithm is utilized. The author’s goal is to use the heuristic algorithms to
establish the sensors in the points of the spaces which cover the network in the best manner and have the best
lifespan. Any point could have many terminated sensors and if they are active more energy is used. So, the
sensors which are not used are disabled by the Greedy algorithm a just the sensors which are in relation to the
base station are activated. The experimental results show that the Greedy algorithm is the best solution for
coverage problem of the sensors in large scale. In [20] the author proposed a new protocol based on the dynamic
structure of the sensors for coverage problem. In his proposed protocol, the sensors are activated or deactivated
for energy saving. Also, the position of the sensors is dynamically identified and any sensor can cover its radius
well. They have proved that the propose algorithm is more efficient in coverage.
3. Technical Framework: In this section different techniques and algorithms for solving area coverage
problem in wireless sensor network will discussed in details technically.
Meta-Heuristic Algorithms:
Meta-Heuristic Algorithms are in light of populace to the streamlining issues and are devices for discovering the
close to improved arrangements. These calculations use the differing qualities and participation ideas and
improve the advancement space in accomplishing the most streamlined status. In this way, the more the force of
a calculation in controlling the two parameters, the more calculations is able in discovering the most improved
stage. In this area we discuss PSO and DE algorithms which are the most essential populace Algorithm.
Particle Swarm Optimization:
PSO is a reproduction of the social conduct of the winged creatures which hunt down nourishment in and
environment. None of the winged animals have data about the spot of the sustenance yet they know in every
stage how far they are from the nourishment. On this premise, the best methodology to discover nourishment is
to take after the closest fledgling to the sustenance.
PSO calculation is a populace calculation in which various the particles which are the answers for a
capacity or issue shape a populace. A populace of the particles moves in the issue space and tries to locate the
most improved reply in the seeking space as indicated by their own particular experience furthermore the
populations. PSO Algorithm is an improved algorithm which gives a hunt in light of the populace in which any
molecule changes its position by the time. In PSO algorithm the particles move in a looking space of multi
measurement including the conceivable arrangements. In this space an assessment element is characterized and
the quality assessment of the arrangements of the issue happens by it. Any change of a molecule in a gathering is
influenced by the self or other's experience and the looking conduct of a molecule is influenced by the other
particles. This basic conduct reasons discovering upgraded ranges of the seeking space. Along these lines, in
PSO algorithm any molecule which discovers the streamlined circumstance, illuminates alternate particles in a
suitable way and any molecule chooses for the expense capacity as indicated by the accomplished qualities
what's more, seeking happens utilizing the ex-learning of the particles. This cause the particles don't get close to
one another more than the typical and take care of the enhancement issue viably. In PSO algorithm, first the
gathering individuals are made arbitrarily in issue space and the scanning procedure for the streamlined answer
begins. In the aggregate structure, the pursuit of any part takes after the other which is the most streamlined
suitable estimation of the capacity and it doesn't overlook its experience and takes after the state in which he
suitability capacity worth was the most for itself. Along these lines, in every reiteration, any part changes its
circumstance as per the two values, one of them is the best circumstance of the part till then (pbest) and the
other is the best circumstance the aggregate populace has had till then.  In fact it is the pbest in the total
population (gbest). In perception, pbest for any member is in fact the biologic memory of the member. gbest is
the general knowledge of the population and when the members change their situation according to gbest, in fact
they try to heighten the knowledge level up to the general knowledge of the population. From the concept view,
the best particle of the group relates all other particles to each other. The credentials of the next location of any
particle is done by using equations (1) and (2)= . + . . − + . . ℎ − (1)= + (2)
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In equation (1) and are the learning parameters. is the existing condition and is the moving speed of
the associates. W is a control parameter which the current speed with the next one and produce the balanced
state among the aptitude of the algorithm in local and global searching and then extents the answer in shortest time.
For optimized operation of algorithm in searching space parameter W is introduced asZ = z − ( )× (3)
In this equation shows the maximum number of repetition of the algorithm and the parameter i is the counter
of repetition. and are the primary value and final value of inertia weight in algorithm execution
time.
Differential Evaluation: DE is population based algorithm and probable for searching. DE uses the distance and
direction from the current population information to endure searching. Speed, efficiency in finding optimized
solution, parameter setting and no need of ordering and matrix coefficient are some major advantages of DE
algorithm. DE algorithm is intelligent to search in direction of the coordinates of the optimization variables and
altering the coordinates for finding the optimized solution. DE algorithm appraises the Searching technique from
an arbitrary initial population. DE algorithm following stages:
Primary population: The solution vectors or the primary population was selected arbitrarily from the domain of
issue in DE algorithm. The solutions position vector is presented by equation (4).= ( , , , , ……… . , ) (4)= + (0,1). ( −
With1, , [1, ] (5)
In above equation represents the selection of random number and D is denoting the dimensions of the solution.
is the number of initial population.
Mutation: Three random vectors were selected in mutation stage which all different. A new answer was
calculated in each reappearance for any j vector in population using equation (6)., = , +F. G( , − , ) (6)
In this equation r1, r2 and r3 are the three randomly selected vectors and their values is different from each other and
are located in the domain 1,Np .Here F is a constant and G shows the generations produced.
Crossover: Crossover operator grounds growth in variety of the population. This operator is comparable with the
crossover operator in genetic algorithm [39]. A new vector is created by hybrid of the x and v vectors in this
operator as show in equation below (7), = ,, if ( ≤ ) =
In above equation CR is located in [0, 1]. Parameter is created randomly in [0, 1] and the value of k is 1, 2, …..
D.
Selection: To choose the vectors of highest propriety from the vectors which are created by mutation and
crossover operators are compared with each other and any of them having more correctness is moved to the next
group. Following equation represents the selection operator, = ( , , , ) (8)
Stop: The searching process continues till the stopping factor of the algorithm is met. Usually the stopping facto
of the algorithm could be based on the non-changing propriety of the best answer or algorithm repetition.
4. Comparative Study: This section is about the comparison of different techniques and procedures
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which are used for solving the problem of area coverage in wireless sensor network.
The Effect of the Number of the Sensors on the Lifetime of the Network:
In this section the effect of the number of the sensors on the lifetime of the network is considered. The radius
area of any sensor is considered as 40. As it is clear from Figure (2) the lifetime of the network in hybrid
algorithm linearly increases by the size of the networks.
Figure 2: Estimation of lifespan of Network
The Comparison of the Sensor Coverage Percent:
Figure 3 displays the coverage percent comparison of hybrid and PSO algorithms. It can be seen in figure as the
hybrid algorithm is more able to set the sensing area of the sensors it covers more efficient.
Figure 3: Efficiency comparison of Hybrid and PSO
5. Conclusion: Coverage issue is a standout among the most vital exploration fields of WSNs. In this
paper we have utilized the PSO and DE algorithms for territory scope in WSNs and to expand the lifetime of the
system. Consequently in crossover algorithm the two elements of suitable circulation of the sensors and the
vitality diminish which prompt expanding the lifetime of the system utilization are considered. What's more, to
demonstrate the productivity of the mixture algorithm better, it is contrasted with PSO algorithm and as per the
aftereffects of the reproductions, it can be said that the crossover algorithm is better.
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