INTRODUCTION
Path tracking is a basic function of many mobile robot or autonomous vehicle control systems. The objective of path tracking is to generate control commands for the vehicle to follow a previously defined path by taking into account the actual position and the constraints imposed by the vehicle and its lower level motion controllers.
The path can be obtained in several ways:
• Recorded by the vehicle itself when an human operator is driving. Navigation sensors (gyroscopes, compass and accelerometers) and dead reckoning are usually applied. Furthermore, Global Positioning Systems (GPS) and, particularly, Differential Global Positioning System (DGPS) are very useful to record the path in outdoor navigation [1] [2] . and nonlinear continuous time-varying feedback controllers [14] [13] have been introduced. Furthermore, fuzzy logic methods have been also applied with good results both for automatic tuning of other methods [15] , or to generate directly the steering command by using heuristic rules [16] . This strategy leads to a nonlinear control law on the lateral error, heading and distance from the vehicle to a goal point in the path. In this case the problem pointed out is the difficulty for designing and tuning the fuzzy controller.
Many path tracking practical implementations in existing autonomous vehicles are pure pursuit strategies, because of its easy of tuning and good performance. Due to this reason, this paper considers pure pursuit as the basic technique. However, stability conditions are derived for general geometric path tracking algorithms, and can be applied to any path tracking method based on geometric considerations.
Path tracking methods have parameters related to the selection of a goal point or a particular segment of the path to follow. This point or path segment is required to compute the signal error in the path tracking loop. These parameters are related to the gain of the closed loop system and have a significant effect on the tracking performance. Thus, oscillations or even instability can arise for some values of the controller parameters. These instability conditions are related to both the vehicles characteristics and navigation conditions including speed, path to follow and terrain.
It should be noted that there are also adaptive implementations in which the parameters are tuned according to the current navigation conditions. Thus, instability can arise if the parameters are not tuned properly. This paper investigates the dynamic behavior of path tracking. Particularly, stability conditions of the pure pursuit algorithm are studied. In the pure pursuit method, the goal-point related parameter is simply the lookahead distance from the current vehicle position to the goal point selected in the forward path to track. Then, the stability of the tracking system in terms of the lookahead is studied. The relation with the vehicles velocity is also considered in the paper.
The problem is not easy due to the nonlinear nature of the feedback tracking system. Thus, only few results have been presented in this significant problem. The stability of the controllers presented in [13] [14] is proved via Lyapunov theory.
Furthermore, notice that, as mentioned above, path tracking involves in many cases significant pure delays in the control loop due mainly to the mobile robot position estimation as well as to other computing and communication delays. The consideration of the pure delay in the path tracking loop introduces an additional complexity in the analysis. It should be noted that most stability analysis techniques can not be applied to systems with pure delays. Thus, Input-Output methods and Lyapunov techniques to analyze the stability can not be applied directly [17] . Classical frequency response methods are useful for the analysis of path tracking systems with delays [18] [19] , but these methods only can be applied when the frequency response of the nonlinear part can be approximated by the describing function.
Stability analysis of path tracking loops can be performed off-line to verify a control system design or on-line to supervise the control system performance when navigation conditions change or when the parameters of the controller are changed to adapt to different conditions (adaptive systems).
Three tools are typically used to investigate the stability of time-delay systems: Razumikhin theory, Lyapunov-Krasovskii theory and (for linear time-delay systems) eigenvalue considerations (see [20] for a good survey). However, none of these basic concepts represents applicable stability tests in terms of the system matrices. The stability of general, linear time-delay systems can be checked exactly only by eigenvalue considerations. Unfortunately, the computation of the eigenvalues is complex, since the corresponding transcendental quasi-characteristic equation contains exponential terms which induce extreme gradients, and it has an infinite number of solutions. This task can be done off-line with the help of mathematical tools widely available.
On the other hand, in situations when a solution is needed in real time, like in supervisor or adaptive systems, the direct solution of the quasi-characteristic equation is not practical. In these cases, a procedure based on [21] and [22] , can be used. This technique determines the intervals of delay values for which the system is asymptotically stable for a given parameter set (the -decomposition). This procedure can be modified to obtain the stability regions in parameter space for an interval of time delays. The advantage of this method is that the transcendental characteristic quasi-polynomial is transformed into an equivalent finite polynomial, and hence posses only a finite number of solutions. Moreover, it is then possible to make use of results for delay-free systems such as the Routh-Hurwitz criterion. Using this transformation, finding the solutions of the quasi-characteristic equation is much faster, and it can be performed on-line. This paper present a new technique to analyze path tracking control systems with pure time delays in the control loop. The technique can be applied to both conventional fixed-parameter control systems and adaptive control systems providing in this case the limits to the adaptation of the parameters. Furthermore the proposed new method can be applied to the analysis of teleoperation control systems providing limits to key parameters such as the vehicles velocity depending of the expertise of the teleoperator.
It should be noted that the practical verification of the proposed analysis methods in real vehicles is difficult, or even dangerous, due to the experiments near or over the stability limits. However, several experiments were conducted with two real outdoor vehicles to check the proposed analysis methods.
The remaining of the paper is organized as follows. Section 2 presents the formulation of the path tracking problem. The basic method for stability analysis is presented in section 3. The ability of this technique to consider systems with time delay, including simulations, is shown in section 4. Section 5 is devoted to the experiments with two different vehicles: the ROMEO 3R and the Red Zone Robotics HMMWV. Sections 6, 7 and 8 are for the Conclusions, Acknowledgments and References.
PATH TRACKING
Outdoors vehicle motion is a complex problem involving kinematic and dynamic motion equations, vehicle/terrain interaction, actuator dynamics, etc. But at a first approximation, a simplified 2D model can be considered if the vehicle is assumed to move on a plane. For 2D vehicle navigation, the posture or configuration of the vehicle in world coordinates is given by (x w , y w , θ w ), where x w and y w are the vehicles coordinates, and θ w is the orientation angle (see Figure   1 ). If ds w is the distance travelled, the following expressions can be obtained:
where γ is the vehicle curvature, and the subscript w stands for the world coordinates (see Figure   1 ). Thus, the motion equations in world coordinates can be expressed as:
where V is the longitudinal velocity or vehicle speed. It has been shown that the dynamics of the steering actuation system can be represented by means of first or second order linear dynamical models.
In this paper the following first order model will be used:
where the requested vehicles curvature γ R is the control variable computed by the steering control algorithm, and T is the time constant.
Thus, the steering control system can be represented by means of equations (4), (5), (6) and (7), where x w , y w , θ w and γ are the state variables. The objective of path tracking is that the vehicle follows a given path. As mentioned above, path tracking algorithms involve the obtaining of a goal point in the path at a fixed lookahead distance L, and the computation of the lateral distance x l in local coordinates.
For straight paths and circular paths, explicit expressions of x l as a function of L can be obtained.
However, for an arbitrary path, there is no closed-form expression for x l . Obtaining the goal point involves solving an optimization problem in the general case.
It can be noted that in [23] it has been argued that any path can be suitably broken down into straight line and circular arc segments. In fact, the paths used in many practical applications can be approximated by connected straight line and circular arc segments. In this paper the stability of the path tracking problem is studied for these two basic paths (straight and circular).
Tracking of straight paths.
Consider a straight line as a path to follow, and a reference system X S − Y S with the axis in the same direction than the path (see Figure 3 ). Then, in this system θ 
It can be observed that for straight path tracking the expressions of the path tracking algorithm inputs θ e w , γ e and x l do not depend on the y l variable, and therefore equation (5) can be omitted. Thus, the system model is the following:ẋ
where τ is the pure time delay in the control loop.
Non-dimensional equations
In order to simplify the equations and decrease the number of parameters in the model, consider the following non-dimensional variables:
The equations of the model are now:
where γ R is the non-dimensional form of the control law. t is now the non-dimensional time related with t in former expressions according to t/T .
Constant curvature path tracking
Consider now the tracking of a constant curvature path. The goal of this analysis is the stability of the path tracking system. Therefore, when tracking circular paths it is more convenient to express the equations in polar coordinates. In this way, the equilibrium state of the system (the vehicle following perfectly the path) is the origin of the system. 
Equations in polar coordinates
In polar world coordinates, the position of the vehicle is expressed as the distance r w and angle φ w from the origin O w (see Figure 4 ). The orientation of the vehicle is θ w . As the objective of the analysis is the stability of the motion of the vehicle tracking the circular path of Figure 4 , a new coordinate system with origin O s (the center of the circular path) will be used. The variables are defined as follows: r s is the radial distance from the path to the vehicle, θ s is the angle between the vehicle heading and the normal to the radius, and the curvature γ is defined as:
where γ w is the absolute curvature, and γ path = 1/R is the constant path curvature, where R is the curvature radius. In this coordinate system, the equations of motion are:
It can be noted that using this reference system, the origin of the system (r s = 0, θ s = 0, γ = 0) represents a situation in which the vehicle is following perfectly the circular path and, therefore, the objective of the path tracking algorithm is to drive the system to the origin. If the system is expressed using non-dimensional variables, the equations are:
where the following non-dimensional variables have been used:
Pure pursuit path tracking
The pure pursuit strategy [24] is based on very simple geometric considerations. The path is tracked by repeatedly fitting circular arcs to different goal points on the path as the vehicle moves forward.
Let L be the lookahead (distance from the vehicle to an objective point in the path) and (x l ,y l ) be the coordinates of the objective point P in a local frame attached to the vehicle. Figure 5 illustrates how the arc fitting is performed. From this figure the following equations holds:
where r is the radius of the circular arc. Solving this equation for r the following expression is obtained: Thus, the steering command is the requested new curvature (γ R = 1/r) which can be computed by:
where x l is the x-displacement of the goal point in vehicle coordinates (lateral displacement) and L is the lookahead distance. Thus, the pure pursuit method is a proportional controller of the steering angle using the lookahead for the gain and the local coordinate x l as the error. It is necessary to choose a good goal point in the map according with the current navigation conditions. In fact, if the goal point is too far, the vehicle may cut corners and if too near, oscillations may result. As it will seen in the next section, there is a minimum value of L to maintain the stability of the system. Observe how for L → ∞ in (20) the controller gain tends to zero and no steering corrections at all are introduced. However, for short lookaheads the gains is high.
In what follows, the non-dimensional form of the lookahead will be used:
To conclude this section note that the conventional pure pursuit strategy does not consider the vehicles dynamics; however from experimentation it can be shown that the steering dynamics (7) has a significant influence on the behavior of the vehicle. Thus, this dynamics will be considered in the following sections.
3 Non-delayed stability analysis
Regarding the stability issue, two different problems can be stated: a local one, the stability around the operating point; and a global one, the appearance of equilibria different from the origin. The analysis will be done separately for straight line and circular paths.
3.1 Straight line paths.
Equilibrium points.
Consider first the existence of equilibrium points different from the origin. The equilibrium points of system (13) are the values of x, θ and γ that are solutions to:
If γ R (x, θ, γ) = 0, then the point (0, 0, 0) is a solution of (23) . There exist other solutions for θ = ±lπ, being l an integer. However, only the equilibria for l = 1 will be considered in the sequel. The existence of equilibrium points other than the origin will depend on the expression of the steering command
Local stability analysis.
Consider now the stability around the operating point. Local stability of an equilibrium state of a nonlinear system may be examined by stability of the linearized system around the equilibrium state.
This analysis applies only in the neighborhood of the equilibrium state. In the path tracking problem, the vehicle is trying to follow the path, so the vehicles state will be in the vicinity of the equilibrium state, and therefore the above assumption is acceptable.
Stability analysis for delay-free linear systems is well established, and algebraic stability conditions can be obtained as a function of the parameters. Consider the following linear autonomous system:
where x ∈ R n and A 0 ∈ R n×n . In the following, Re(s) designates the real part of s, and C is the set of complex numbers. The so-called characteristic equation for the linear differential equation (23) is given by:
The necessary and sufficient condition for delay-free linear systems to be uniformly asymptotically stable is that Re(s) < 0 for all s ∈ C satisfying det[∆(s)] = 0, i.e. that all the roots of the characteristic equation have negative real part. This condition can be assured by the well-known Routh-Hurwitz criterion.
Consider the motion equations of the non-delayed path tracking problem in non-dimensional form (13) with τ = 0. The linearized system around the origin is:
where J is the Jacobian of the nonlinear system:
where
are the partial derivatives of γ R at the origin.
Let P (s) be the characteristic polynomial of the linearized system:
Using the Routh-Hurwitz criterion, the following stability conditions can be obtained:
3.1.3 Pure pursuit straight-line tracking.
Consider the tracking of a straight line as shown in Figure 3 . In this case, x l is given by (10) . By substituting in (20) and using the non-dimensional variables, the resulting steering command is:
The existence of equilibrium points other than the origin can be obtained from the solution to the following system of equations:
System (30) has two solutions: (0, 0, 0) and (0, π, 0). The first is the operating point (the vehicle tracking perfectly the path) and the second one corresponds to the vehicle heading in the opposite direction. Thus, it is acceptable that the trajectories will not go out of the attraction basin of the operating point in normal path tracking operation. In other words, with the perturbations found in practice, the trajectories will remain in the attraction basin of the operating point, and therefore the local stability analysis holds.
Consider now the local stability analysis of the pure pursuit path tracking. The partial derivatives
The two first conditions of Equations (27) are always true, and the third one becomes:
Thus, the non-delayed pure pursuit algorithm will be stable if condition (32) holds.
Circular paths.

Equilibrium points.
Consider first the existence of equilibrium points different from the origin. The equilibrium points of system (16) are the values of r, θ and γ that are solutions to:
If γ R (0, 0, 0) = 0, then the point (0, 0, 0) is a solution of (33). The existence of other equilibrium points other than the origin will depend on the expression of the steering command γ R (r, θ, γ).
Local stability analysis.
The local stability of the nonlinear system (33) can be studied linearizing the system around the equilibrium point. In this case, the Jacobian matrix J is:
The characteristic polynomial is:
In the same way than for straight paths, the following stability conditions can be obtained using the Routh-Hurwitz criterion:
Pure pursuit circular path tracking.
Consider the tracking of the constant curvature path shown in Figure 4 . For pure pursuit path tracking,
and
Substituting the values (38) in the conditions (36), it can be seen the first three conditions are always fulfilled, and the last one leads to the following inequality:
This inequality can be solved for L as a function of γ p , resulting in:
In Figure 6 the limit value of L is plotted as a function of γ p . It can be seen that, for usual values of γ p (the values plotted in Figure 6 ), this limit L is close to 1.
Therefore, the tracking of constant curvature paths will be stable if L fulfills condition (40), this is, if the value of L is in the stable region of Figure 6 .
Stability of path tracking with time delays.
Consider now the following delay-differential system:
where x ∈ R n , A 0 , A 1 ∈ R n×n and τ ∈ [0, ∞) is the time delay present in the feedback loop. The so-called characteristic quasi-polynomial for the linear differential equation (41) is given by:
The necessary and sufficient condition for delay-differential linear systems to be uniformly asymptotically stable is that Re(s) < 0 for all s ∈ C satisfying det[∆(s)] = 0 (see, for example, [25] ). In this case, the stability conditions cannot be established in terms of the system coefficients. In the general case, the transcendental equation (which has an infinite number of roots) has to be solved. 
Straight paths.
Consider now the problem of path tracking with time delays. The equilibrium points of system (13) are the values of x, θ and γ that are solutions to:
If γ R (0, 0, 0) = 0, then the point (0, 0, 0) is a solution of (43). The existence of other equilibrium points other than the origin will depend on the expression of the steering command.
Consider now the local stability analysis with time delays. The linearization of the system around the operating point takes now the following expression:
where J is the Jacobian matrix and J τ is the Jacobian with respect to the delayed variables:
Let Q(s) be the characteristic quasi-polynomial of the linearized system. Q(s) is defined as:
For system (44), Q(s) is:
As mentioned in the above section, the roots of the characteristic quasi-polynomial have to be found.
Provided that e −jωτ = cos(τ ω) − j sin(τ ω), the following two conditions for the real and imaginary parts can be obtained:
The solutions to this pair of transcendental equations give the roots of the characteristic quasipolynomial. Note that the eigenvalues can also be calculated using the τ -decomposition method [21] [22].
Pure pursuit tracking of straight-line paths with time delays.
If the time delay in the control loop is considered, the equilibrium points of the system are the same:
(0, 0, 0), (0, π, 0) and therefore, the local stability analysis around the origin is sufficient for normal operation.
For the pure pursuit control strategy, ϕ x , ϕ θ and ϕ γ are defined by (31). Then, the two stability equations are:
Using τ as a parameter, the stable limit value of the non-dimensional lookahead L can be obtained solving the nonlinear system of equations (49). Figure 7 shows the limits as a function of the nondimensional delay τ .
Simulation results.
The results of Figure 
Circular paths.
If γ R (0, 0, 0) = 0, then the point (0, 0, 0) is a solution of Equation (50), as was the case with the non-delayed analysis. The existence of other equilibrium points other than the origin will depend on the expression of the steering command γ R (r, θ, γ).
Local stability analysis.
The local stability of the nonlinear system (16) can be studied linearizing the system around the equilibrium point. In this case, the Jacobians J and J τ are:
The characteristic quasi-polynomial is:
The roots of the characteristic quasi-polynomial Q(s) can be obtained solving the equation Q(jω) = 0. The following two equations result if the real and imaginary parts are separated:
The solutions to these simultaneous equations define the stability limits of the system. The solution can also be obtained in this case with the τ -decomposition method.
Pure pursuit tracking of circular paths with time delays.
Substituting (38) in (53), the stability conditions are: The results presented in this section have been also checked with simulations.
5 Experimental results.
Description of the tests in autonomous navigation.
Several tests have been made to check the theoretical results explained in the preceding sections, using the pure pursuit path tracking algorithm. These tests have been made with the ROMEO-3R and HMMWV autonomous vehicles for different values of the forward velocity. ROMEO-3R (see Figure   10a ) is an outdoor robotic three-wheeled vehicle developed by the Robotics, Vision and Control Group of the University of Seville (Spain), that can be used as a testbed for mobile robotics and autonomous vehicle control [26] . The computer controlled HMMWV (see Figure 10b ) from RedZone Robotics, Inc.
(Pittsburgh, PA, USA) has been modified so that it can be driven automatically. Early preliminary results have been presented in [27] . In each test performed with the HMMWV, the vehicle was commanded to follow a path, starting at a point slightly separated from the path. The tests were carried out in a 500 m. long and 10 m. The purpose of these experiments is the determination of the stability limit, i.e. the value of the parameter L = L/V T for which the behavior of the vehicle changes from stable to unstable. In practice, it is impossible to obtain a single value of the parameter. In turn, the following procedure was adopted:
1. Choose a value of L for which the motion is stable. Make experiments with decreasing values of L that maintain stability. Record the smallest L for stable motion.
2. Choose a value of L for which the motion is unstable. Make experiments with increasing values of L that makes the motion unstable. Record the largest L for unstable motion.
The stability limit should be between these two experimental values obtained in steps 1 and 2.
To illustrate the experiments that were performed with the HMMWV autonomous vehicle, the trajectories followed by the vehicle with two different controllers are presented in Figures 11 and 12 . In Figure 11 the controller is using a lookahead distance that made the motion unstable. Therefore, small deviations from the path were amplified quickly, and the supervisor had to take control of the vehicle to avoid hitting obstacles on the sides of the road. In Figure 12 , the controller uses a lookahead distance that made the motion stable. In this case, the vehicle was able to follow the road, but with considerable oscillation around it. This is due to the fact that lookaheads only slightly higher than the ones that made the trajectories unstable were used. It is important to note that these experiments were designed specially to check the stability results developed in this paper. Using a larger lookahead distance the vehicle was able to track the road without oscillations (this experiments are not presented here).
Several runs were performed for three vehicle velocities (3, 6 and 9 m/s). In each test, the minimum lookahead L that made the motion stable and the maximum L that made the motion unstable were recorded.
In the ROMEO 3R vehicle, the time constant of the steering system and the delay in the control loop were estimated to be T = 0. The procedure was the same than in the experiments with the HMMWV described above. For each velocity, the minimum lookahead L that made the motion stable and the maximum L that made the motion unstable were recorded. 
Straight path experiments.
HMMWV tests.
As was mentioned in the last section, the tests with the HMMWV vehicle were done on an almost straight road, and therefore the results are compared to the theoretical stability limits for straight paths (see Figure 13 ). The non-dimensional time delay for the HMMWV vehicle is τ 1 = 0.55 s.
Several experiments were done with the HMMWV vehicle at different velocities (3, 6 and 9 m/s), as was explained in section 5.1. The minimum lookahead that made the motion stable (L stable ), and the maximum L that made the motion unstable (L unstable ) obtained in the experiments are shown in Table   1 . In Figure 13 The results are presented in Table 2 . In Figure 13 , L stable is marked with a cross for a time delay τ 2 , and L unstable with a square. It can be seen that the experimental results presented in this section are also in concordance with the results predicted considering the time delay using the method proposed in this paper.
Circular path tracking experiments.
These experiments were done with the ROMEO 3R following a circular path of constant curvature Table 3 . In Figure 14 these values are shown superimposed with the theoretical results obtained in the preceding sections. For clarity, only one of the values is plotted (the worst case): L stable is represented with a cross, and L unstable with a square. The stability limit corresponding to the time delay τ 2 should be between the cross and the square. The theoretical limit value if the time delay is not considered (L = 1)
is represented with a solid horizontal line.
It can be noted that for circular paths, the non-dimensional stability limit L = L/V T has a different value for each velocity, due to the dependence of the non-dimensional path constant curvature of the velocity of the vehicle (γ p = V T γ path ), as can be seen in Figure 9 . But in this case, the values were very similar (less than 1% difference). As was the case for straight paths, the experimental results agree with the predictions considering the time delay.
Conclusions.
A new approach to analyze the stability of a general class of mobile robot path tracking algorithms taking into account the pure delay in the control loop has been presented. The problem is analyzed solving directly the transcendental characteristic equation, that appears when the time delay is considered. The analysis has been done for straight paths and paths of constant curvature. This has sufficient generality since in most usual operating conditions in autonomous path tracking, the path can be approximated by connected segments of constant curvature. The method has been applied to autonomous path tracking using the pure pursuit algorithm, one of the most widely used, and the results have been checked with simulations. It can be used directly to analyze the stability of any geometric path tracking algorithm.
Furthermore the proposed method can be also applied to supervise adaptive systems.
Experimental verification is imperative due to the difficulties to have good models coping with terrain interactions in realistic navigation conditions. This experimental verification is difficult due to the need of performing tests near or over the stability limits. This is dangerous for the expensive autonomous vehicles or even for the people. However, several experiments have been performed with two different autonomous vehicles (ROMEO-3R in the University of Seville, Spain, and a computer controlled HMMWV in Pittsburgh, USA). These tests show good agreement with the theoretical predictions of the proposed method.
The results presented in this paper can be applied to tune the lookahead distance of the path tracking algorithm for a given path, which is a critical parameter for the performance of the algorithm. It can also be used to obtain the maximum velocity that the vehicle can maintain for a particular path.
Figure 10 a) ROMEO-3R b) HMMWV from RedZone Robotics
