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L’évolution de la technologie, nonobstant ses apports, peut enfreindre certains de nos droits 
fondamentaux puisqu’elle se développe plus rapidement que ces derniers. Ce mémoire vise à 
relever les défis que les technologies intelligentes peuvent poser tant sur la santé des 
communautés que sur les droits fondamentaux. La thèse porte sur les contraintes juridiques, 
présentes et à venir, notamment sur le droit à la vie privée à travers le développement et l’usage 
des technologies intelligentes qui captent notre information personnelle en lien avec la santé. Plus 
précisément, ce travail analyse si les bénéfices de l’accès à notre information à travers les 
technologies intelligentes en vue d’améliorer la santé et la sécurité des populations surpassent les 
conséquences juridiques. 
Ce travail explore, entre autres, le potentiel des technologies intelligentes, leurs avantages 
individuels et collectifs, notamment en matière de santé publique, et les violations des droits de 
l’Homme que leur usage peut générer. Mais encore, il présente des innovations technologiques 
qui permettent d’améliorer les systèmes de santé étatiques afin d’être en mesure de mieux réagir 
aux futures épidémies, notamment au niveau international, comme à l’OMS. Ces données, suivies 
des autres complications possibles du fait d’un usage accru des technologies intelligentes qui 
restreignent notre vie privée, permettront de conclure si une telle intrusion peut être justifiée dans 
une société libre et démocratique. 
Finalement, ce travail regarde les limites de l’acceptabilité sociale de l’intrusion dans la vie 
privée en échange à de meilleures conditions de santé afin que les organes étatiques et supra-
étatiques puissent prendre des décisions éclairées, sans que les droits constitutionnels soient 
violés. Ce travail permettra de comprendre les enjeux que notre système judiciaire inévitablement 
devra surmonter en proposant des stratégies visant la prévention des maladies et autres problèmes 
de santé à travers l’usage des technologies intelligentes. Une des solutions principales proposées 
est la création de bases de données nationale et internationale à l’OMS qui captent les données 
des appareils intelligents portables. 
Mots-clés : droits et libertés, technologies de l’information, appareils intelligents portables, 





The evolution of technology, notwithstanding its benefits, can negatively impact some of our 
fundamental rights as it develops faster than the latter. Indeed, this thesis aims to meet challenges 
generated by smart technologies and the impact they can have on the health of communities as 
well as on our fundamental rights. This thesis focuses on the legal constraints, present and to 
come, including the right to privacy, through the development and use of smart technologies that 
seize our personal health information. More specifically, this work seeks to analyze whether the 
benefits of accessing our information through smart technologies to improve the health and safety 
of populations outweigh the legal consequences. 
This work explores the potential of smart technologies, the interest in using them individually 
and collectively, especially in the public health sector, and the human rights violations their use 
can generate. Moreover, it looks at technological innovations that help improve State health 
systems to be able to better respond to future epidemics, particularly at the international level, 
such as at the WHO. These data, followed by other possible complications due to the increased 
use of intelligent technologies that restrict our privacy, will allow us to conclude whether such an 
intrusion in our right to privacy can be justified in a free and democratic society. 
Finally, this work examines the limits of the social acceptability of the invasion of privacy in 
exchange for better health conditions so that States and supra-State bodies can make informed 
decisions, without violating constitutional rights. This work will help us understand the issues 
that our judicial system will inevitably face while proposing strategies for the prevention of 
diseases and other health problems through the use of smart technologies. One of the main 
proposed solutions is the creation of a national and international database at the WHO generated 
by the data of smart health devices. 
Keywords: rights and freedoms, information technology, smart wearable devices, artificial 
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Can anyone truly expect privacy in an era where humans are now dependent on 
technology? While some technologies are luxuries in our own homes
1
, others are seen as 
necessities. In either case, there is perhaps something to be concerned about regarding the 
sharing of our personal information with smart devices that are able to monitor and store 
sensitive data. This being said, one must understand that the use of technological devices entails 
the collection of personal data from the user, most of the time. Such data can be sensitive as 
defined in clause 4.3.4 of the PIPEDA
2
. Hence, if such personal data is accessed without proper 
consent, it may breach user privacy rights. Moreover, if the information collected is of sensitive 
nature, it may increase the risk that harm is inflicted on the user such as discrimination or 
identity theft. However, not all smart devices pose a privacy threat because, as we shall see, 
some collect benign data; yet, the data generated from multiple interconnected devices can reveal 
sensitive information. As an example, a person can own a smart fridge, a wearable such as a 
smartwatch and a virtual assistant that uses AI algorithms such as Alexa. The quantity and the 
sensitivity of the information retrieved by these three items will greatly vary individually, but if 
their data is aggregated, they could reveal confidential information. Their popularity is also 
increasing. In fact, connected devices have already surpassed the number of people in the world 
and they are estimated to increase to 41.6 billion by 2025
3
. This is especially worrisome when 
considering how interconnected we are becoming through smart devices. Nonetheless, some of 
these devices such as wearables have numerous advantages. Indeed, wearables are no longer just 
used for sheer entertainment and are welcomed in “healthcare […] and security"
4
. They are 
                                                          
1
 David BURKE, “Why it is important to outsmart the smart devices”, CBC NEWS, December 28, 2018, online: 
<https://www.cbc.ca/news/canada/nova-scotia/privacy-smart-speakers-google-amazon-smart-devices-1.4951026> 
(accessed on October 21, 2019). 
2
 “[…] Although some information (for example, medical records and income records) is almost always considered 
to be sensitive, any information can be sensitive, depending on the context. For example, the names and addresses of 
subscribers to a newsmagazine would generally not be considered sensitive information. However, the names and 
addresses of subscribers to some special-interest magazines might be considered sensitive”, Personal Information 
Protection and Electronic Documents Act, S.C. 2000, c. 5. 
3
 Steve RANGER, “What is the IoT? Everything you need to know about the Internet of Things right now”, ZDNET, 
February 3, 2020, online:  <https://www.zdnet.com/article/what-is-the-internet-of-things-everything-you-need-to-
know-about-the-iot-right-now/> (consulted on February 24, 2020). 
4
 Vivian Genaro MOTTI and Kelly CAINE, “Users’ Privacy Concerns About Wearables: impact of form factor, 






easily accessible to the general public and they can be used in a variety of cases due, among 
other things, to their small size and functionality; but what are smart health devices such as 
wearables? 
 Smart health devices are first and foremost smart devices
5
. As we shall see in the first 
section of our thesis, there are multiple types of smart devices. These technological gadgets have 
a so-called intelligence defined by the scope of data they can sense, process and communicate
6
. 
Lee-Ann CONROD mentions three categories of smart devices
7
 which will be presented in more 
detail in the first section of this thesis. To give a general overview, we shall enumerate the 
categories of smart devices available to the general population.  
Essentially, the first category is composed of dumber or less intelligent devices that interact with 
their owners but do not reveal personal information other than what is computed by the device. 
Such devices can be considered a luxury such as a smart refrigerator, a smart plug, a smart kettle 
or any “smart” device that could be used without its “smart” feature. We will cover some of them 
throughout this thesis to demonstrate that such devices could cause more harm to their users than 
the perceived benefits. The users’ collected personal data, even benign, becomes vulnerable to 
hackers and can be used by law enforcement to track a user’s home activity, amongst other risks. 
Moreover, any risk arising from this category of devices is enhanced in the two following it, 
which is why the importance of covering this category should not be overlooked.  
The second category of smart devices could potentially reveal sensitive information on its users
8
. 
While the previous category can reveal some personal information, the information retrieved by 
these devices is broad and ranges from finances to health and other data that could harm an 
individual if accessed without consent. This category is the one that most affects a user’s privacy 
rights for the many reason which will be developed further on. As well, this category is the one 
                                                                                                                                                                                           
rables_impact_of_form_factor_sensors_and_type_of_data_collected/links/54d3eb290cf25013d027bbc0/Users-
Privacy-Concerns-About-Wearables-impact-of-form-factor-sensors-and-type-of-data-collected.pdf>, point 2.1, 
(accessed on July 6, 2020).  
5
 Smart devices are composed of all interconnected smart technology which includes smart health devices. 
6
 Vivian Genaro MOTTI and Kelly CAINE, “Users’ Privacy Concerns About Wearables”, prev. cited, note 4. 
7
 Lee-Ann CONROD, “Smart Devices in Criminal Investigations: How Section 8 of the Canadian Charter of Rights 
and Freedoms Can Better Protect Privacy in the Search of Technology and Seizure of Information”, (2019) 24 
Appeal: Review of Current Law and Law Reform 115, pp. 126ss, online: <http://www.canlii.org/t/sfd8> (accessed 
on October 28, 2019). 
8




which is of the greatest interest to us because most smart health devices fall into this category 
such as those that will be the focus of this thesis. Smart health devices are mostly known to be 
wearable devices. Some examples include but are not limited to wearable fitness trackers, smart 
health watches, wearable ECG monitors, wearable blood pressure monitors, and biosensors
9
. 
These will be expanded on in part I of the thesis. These devices can also be perceived to be 
necessities by users and the medical community as they can work in conjunction with medical 
professionals to speed up health monitoring, increase the accuracy of diagnosis and help prevent 
diseases in users, as will be demonstrated in a later chapter. Nonetheless, these devices capture 
numerous details about a user’s life and their lifestyle, being able to reveal their private medical 
information which poses privacy risks needed to be addressed. 
The third and final category mentioned by the author is that of very smart devices
10
. These 
devices are advanced and can interact with their users while providing feedback. Some examples 
include but are not limited to: smart televisions equipped with cameras, computers and laptops or 
personal assistants such as Amazon’s Alexa or the Google Home. The devices this category 
includes are capable of monitoring, storing and analyzing sensitive information on a user’s 
lifestyle, even a user’s health information; therefore, any risks with this category will also be 
addressed as they can be transposed to smart health devices. The biggest difference between the 
two is the amount of information collected and on whom.  
Finally, it would be important to keep in mind that with the evolution of technology, any device 
can transcend into any of the three categories mentioned above. This concerns smart health 
devices, which will be our focus in this thesis, as they can transcend into any of the three 
categories and differently affect user privacy. We decided to focus on smart health devices 
because we believe that they are the ones that can benefit consumers the most in terms of 
functionality and health while also serving our public health system track down uprising health 
                                                          
9
 Alicia PHANEUF, “Latest trends in medical monitoring devices and wearable health technology”, BUSINESS INSIDER, 
July 19, 2019, online: <https://www.businessinsider.com/wearable-technology-healthcare-medical-devices> 
(accessed on December 10, 2019); “A smart connected device/wearable for health is an electronic device or clothing 
article that automatically captures data on certain aspects of one’s health or well-being, […] and then transfers these 
data to a mobile app on a smartphone or tablet, or to an application on a computer, for analysis”, Guy PARÉ and 
Claire BOURGET, Diffusion of Smart Devices for Health in Canada, Montreal, CEFFRIO, 2017, online: 
<https://www.benefitscanada.com/wp-
content/uploads/2017/09/CanadaHealthInfoway_DiffusionofSmartDevicesforHealthinCanada.pdf> (accessed on 
May 26, 2020), p. 36. 
10




concerns. As smart medical devises are, first and foremost, smart devices, general 
preoccupations regarding the data that is shared by these tools will remain pertinent.  
With the right to privacy being our top concern in this thesis, we have established that different 
categories of smart devices entail a different expectation of privacy. Some can also be more 
invasive than others and reveal sensitive information on its users. Yet, we see the importance of 
smart health devices in healthcare as well as in public health and their potential to benefit both 
individual users and the collectivity. With climate change on the rise, so are infectious diseases
11
. 
The World Health Organization has noted an increase in infectious diseases which “reflects the 
combined impacts of rapid demographic, environmental, social, technological and other changes 
in our ways-of-living”
12
. The need for new monitoring and preventative mechanisms arises when 
considering the lives taken away by the flu, around 500,000 lives per year
13
, and new viral 
outbreaks such as the ongoing COVID-19 pandemic; such viruses “aren’t as unexpected as they 
might seem”
14
 and their spread could be prevented if spotted early on. In fact, “their severity 
cannot be assessed in a timely manner, and thus, systems capable of providing estimates of 
influenza incidence are critical to allow health officials to properly prepare for and respond to 
influenza-like illness (ILI) outbreaks”
15
. 
While smart health device users can benefit individually from their gadgets, they are susceptible 
to a breach in their right to privacy which can, in some cases, violate their right to dignity, as will 
be seen. On the contrary, if our health data is put into good use, it can benefit us collectively. 
Some may believe that gathering and storing our personal information without consent is wrong, 
but what if this information can help save lives? We therefore want to balance the risks and 
benefits of using smart devices in healthcare for both the users and the Government and to see 
how doing so would affect our privacy rights.  
                                                          
11
 WORLD HEALTH ORGANIZATION, “Climate change and human health - risks and responses. Summary”, online: 
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BROWNSTEIN, “Combining Search, Social Media, and Traditional Data Sources to Improve Influenza Surveillance”, 








We will demonstrate that such devices have the ability to improve public health but this does not 
come without its own set of risks. In fact, we shall see that the risks associated with smart health 
devices are mostly individual while the benefits are both individual and collective. Therefore, as 
will be discussed, the solution we propose to maximize the collective benefits and to ensure that 
data collection remains in the interest of a population is to create a national and international 
database generated by smart health devices capable of monitoring individuals’ health and 
collecting data anonymously. The national database would be monitored by the Public Health 
Agency of Canada while the international database would be monitored by the World Health 
Organization. It would assist the Government and the WHO in making decisions quicker and 
more efficiently regarding arising health issues. Yet, the databases are mere solutions to a 
grander idea, which is to track diseases and flu-like-symptoms through wearables and smart 
health devices by using multimodal assessments through different devices and sources. The 
benefits of combining multiple data sources ranging from Google search queries, social media, 
hospital records, and traditional data sources to participatory surveillance have shown to improve 
Influenza and disease surveillance
16
. However, as we shall demonstrate, adding objective 
information retrieved by smart health devices is efficient in spotting upcoming viruses and 
tracking their spread. All this data combined outperforms each independent data source, predicts 
earlier with greater accuracy and the rate of accuracy is comparable to real-time predictions. We 
therefore push the idea further by adding wearables and smart devices into the calculation to 
further increase the accuracy and predictability of disease surveillance.  
Indeed, “[e]arly warnings of disease outbreaks can help people and governments save lives”
17
. 
Even as early as December 2019, an AI in Boston was able to send out a first global alert 
informing of a new viral outbreak in China, the new Coronavirus. While humans were able to do 
the same but a bit later than the AI and while such devices can create many false positives, their 
usefulness in the medical field is undeniable. As of now, this AI that reported the outbreak of the 
Coronavirus was able to do so by scanning news and social media reports and ranked the alert a 
                                                          
16
 Mauricio SANTILLANA, André T. NGUYEN, Mark DREDZE, Michael J. PAUL, Elaine O. NSOESIE, John S. 
BROWNSTEIN, prev. cited, note 13. 
17
 Matt O”BRIEN and Christina LARSON, “Can AI flag disease outbreaks faster than humans? Not quite”, AP NEWS, 





3 out of 5 based on the data analyzed
18
. While the ability of an AI analyzing existing data is 
promising, we believe that the problem stems from insufficient data on a country’s overall 
health, especially considering that the media usually covers events once they happen and not in a 
preventative way. Hence, the AI that sent the alert for this new virus could not have known that a 
health epidemic was occurring before the media had time to cover it. As a matter of fact, as said 
by Nita MADHAV, CEO of San Francisco-based disease monitoring firm Metabiota, “the 
algorithms can only be as effective as the data they are scouring”
19
. Truly, we will see that smart 
health devices can indeed predict health problems before a licensed health practitioner can notice 
any signs. Therefore, we believe that creating a national and international database generated by 
these devices, used in conjunction with other methods available such as AI alerts, Google search 
queries
20
 and much more, would allow to get a better representation of what is happening 
nationally and internationally in terms of health.  
Although this is a complex issue due to the international custom of State sovereignty, we do 
nonetheless wish to present such an idea. Indeed, the sole fact that we were not quick enough to 
contain the COVID-19 outbreak before it became a pandemic suggests we need to consider new 
methods of disease surveillance. However, aside from the numerous additional benefits we 
believe such databases would provide, which shall be discussed later on in this thesis, we cannot 
help but discuss if the legal risks are worth it. Consequently, we will look at the risks and 
advantages both users of this technology and the Government might encounter in increasing the 
use of smart health devices and the data retrieved to improve overall health.  
Throughout this thesis, we shall look at both the pros and cons of the increased use of 
smart health devices in order to determine whether the benefits of using them to improve overall 
health outweigh the consequences resulting in the infringement of our right to privacy by the 
Government or third parties whose interests do not always align with the concerns of citizens. 
Concerns with the right to privacy and to dignity come to the forefront when considering the 
impact their breach might have, especially if the information revealed is of sensitive nature. Such 
                                                          
18





 Shihao YANG, Mauricio SANTILLANA, and S. C. KOU, “Accurate estimation of influenza epidemics using Google 
search data via ARGO”, (2015) 112 Proc Natl Acad Sci USA, online: <https://www.pnas.org/content/112/47/14473> 




concerns might deter people from sharing their personal health information (PHI)
21
 which can be 
crucial in public health. We will therefore tackle the dilemma of privacy versus health through 
the development of smart technologies to determine if generally speaking smart technologies 
pose a privacy threat to their users, thus putting at risk the users of smart health devices, or if 
such risks can be acceptable in exchange of better health assessments and an overall increase in 
collective health and wellbeing.  
Nonetheless, we believe that a common interest resulting from an improvement in global health 
and perhaps quicker and better interventions from international organizations such as the WHO 
would outweigh the consequences of the infringement to our right to privacy; a right we already 
unknowingly give away through the Internet of Things (IoT)
22
. Indeed, users might not be aware 
of the data accessible through the devices which can pose privacy risks
23
. Notwithstanding, we 
believe that if an individual can benefit from quicker health assessments while saving time and 
money from the use of smart health devices, a whole population can benefit from the data 
extracted out of these devices to prevent health epidemics and avert their possible spread through 
the country and throughout the world. Thus, this thesis will explore whether the trade-off 
between health and privacy is a valuable one, when the personal information we unconsciously 
give away might both benefit us and limit our rights.  
As we shall see, sharing our personal information does indeed have its advantages and 
disadvantages. The more users of smart technologies allow access into their personal lives by 
means of collected data, the better the collective datasets will become. However, this also entails 
that there will be a higher risk of privacy rights violations, along with other rights such as the 
right to dignity. It then becomes a legitimate concern to wonder if such access ought to be 
restrained to favor individual rights or broadened in the name of the common good. Moreover, 
                                                          
21
 PIPEDA defines personal health information as “information concerning the physical or mental health of the 
individual; […]”, Personal Information Protection and Electronic Documents Act, prev.cited, note 2, article 2. 
22
 The Internet of Things (IoT) refers to the interconnection of objects that can be controlled, which are usually 
know as smart devices, capable of connecting to the Internet and to each other, creating a giant network of 
connected things. They can communicate with other similar devices and with human beings. Feng XIA, Laurence T. 
YANG, Lizhe WANG and Alexey VINEL, “Internet of Things”, (2012) 25 Int. J. Commun. Syst. 1101. 
23
 Rani MOLLA, “People say they care about privacy but they continue to buy devices that can spy on them”, VOX, 
May 13, 2019, online: <https://www.vox.com/recode/2019/5/13/18547235/trust-smart-devices-privacy-security> 




by opening up this Pandora’s Box, it could create a precedent where users of smart technologies 
will no longer be in control of their information nor to whom it goes and what is done of it.  
Nonetheless, this thesis will demonstrate that, regardless of the numerous infringements of our 
right to privacy, amongst others, it is in the interest of all smart health device users to consent to 
sharing their personal data with a national and international database at the WHO. We believe 
that since users of these devices are already giving away their personal data to private entities 
such as Apple and Google, the stride between sharing such information from the private sector to 
the public sector is not so big, as long as the collaboration between these two sectors is possible. 
Partnerships could also be made such as it was recently done between Google and the WHO in 
relation to the new Coronavirus and the accuracy of the information online
24
. Indeed, the WHO 
partnered up with Google in order to ensure that the information shown in Google searches about 
the Coronavirus is accurate and that it stays so. These two agents have coordinated together to 
prevent false or misleading information by having the WHO’s information seen in the top 
results. The WHO is also willing to partner up with other platforms such as Twitter and 
Facebook, amongst others, to prevent misinformation. Therefore, collaboration between the 
private sector and other public agents is likely. 
To test our theory, we shall firstly go over the legal framework surrounding personal information 
and the right to privacy in Canada to see what protections are available in terms of privacy rights 
and what their limits are. We will proceed by reviewing both the risks and advantages the 
Government and users of smart devices will face if personal health data generated by smart 
devices were to be used in healthcare and aggregated into a national and international database. 
We will also cover the potential of smart technology and the benefits of using wearable devices 
individually in order to benefit a collectivity, whether it is to enhance health or safety. It is to be 
noted that while we will cover some governmental advantages, we will nonetheless focus on 
users of smart health devices as their consent and participation are essential for our solution to 
work. Doing so will allow us to weigh the pros and cons of sharing personal health data and 
determine whether the risks associated with it are worth the advantages; advantages that are not 
                                                          
24
 Madison DIBBLE, “World Health Organization partners with Google to stop spread of coronavirus 
misinformation”, WASHINGTON EXAMINER, February 3, 2020, online: 
<https://www.washingtonexaminer.com/news/world-health-organization-partners-with-google-to-stop-spread-of-




only seen on an individual level but are also beneficial to a population and even to the world. To 
top it off, we will demonstrate the feasibility of using smart health devices in healthcare by 
consulting previous studies and innovations made using smart health devices and wearables. 
Secondly, to cope with potential risks the Government and the users might face, we will explore 
some of the ways the latter can mitigate these risks such as through legal means, by themselves 
or through the action of appropriate authorities. Amongst the solutions to mitigate risks, we will 
cover the importance of informed consent which is a key consideration in insuring that smart 
health device users are willingly giving up some of their privacy rights. We shall see that 
informed consent is as much of an individual responsibility as it is a governmental one through 
the enforcement of proper consent practices by private enterprises prior to obtaining and sharing 
the information of smart device users. As for the Government and healthcare institutions, we will 
explain how to mitigate hacking risks which is a key concern in the health field. We will proceed 
by giving a solution that would benefit consumers, the Government, the WHO and different third 
parties. Apart from providing a solution, we will go into detail to explain how it will work and 
how the databases ought to be created, supported and maintained. Additionally, in order to 
emphasize the benefits both databases and smart health devices will bring to healthcare, we will 
further develop on how the Government and smart device users can favor their advantages. As 
for the Government, we will focus on the importance of a national database to help identify 
problematic areas of a country to allocate resources efficiently where needed and to make 
policies ensuring appropriate healthcare needs are met, but most importantly to track upcoming 
diseases and viruses through the use of smart health devices. We will also emphasize the 
importance of such a database for the WHO as it would allow the international organization to 
take a more efficient, timely and appropriate course of action when spotting early-on a potential 
outbreak. As for the users of smart health devices, we will focus on individual benefits of smart 
devices before explaining how a database can enhance their safety, security, efficiency of 






Prescriptive Legal Positivism 
The theoretical approach that will be used in this thesis is that of realism through the 
prism of prescriptive legal positivism in an attempt to understand the law as it is, but also how it 
ought to be in an evolving society. This approach will be the most relevant to our study because 
as mentioned by Braillard in Théories des relations internationales, realism is an objective 
observation of reality
25
. Hence, in order to make any suggestions regarding the state of law, it is 
important to have a non-biased and objective view of it beforehand, at least, as much as possible. 
Moreover, as this study will encompass both law and international relations, the theory of 
realism will be of relevance in analyzing the interactions amongst states and between them and 
its citizens. In addition, this essay will be inspired by the views of the 20
th
 century legal 
philosopher Herbert HART who was one of the most influential defenders of legal positivism
26
. 
This, amongst many things, is a theory that suggests that law can be put to good and bad use, 
such as was noted by Hans KELSEN in General Theory of Law and State 
27
. Law would then be 
described as a social means, but not an end
28
. Precisely, we will see how law both protects the 
people to whom it is applicable while turning against them when the opportunity arises. As well, 
we will see how it could be used honestly and maliciously. Furthermore, this paper will be in 
accordance with HART’s separation thesis as described in Positivism and the Separation of Law 
and Morals
29
. In fact, not all which is legally permitted is so morally and vice versa. An 
extended perspective will be added, namely the inclusive legal positivism theory which allows 
for the consideration of moral values in assessing and determining what the law is or ought to be. 
Indeed, this idea was suggested by Ronald DWORKIN in Law’s Empire who connected in part 
law to morality because it takes moral or evaluative judgments to interpret the law
30
. 
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I. Favoring the Greater Good: A Look into the Future 
Smart Health Devices and their Impact on Privacy 
While there are multiple types of smart devices, such devices have varying levels of so-called 
intelligence defined by the scope of data that such devices can sense, process and 
communicate
31
. Lee-Ann CONROD mentions three categories of smart devices
32
. The categories 
she creates are of relevance to this study as she uses them to distinguish what would constitute a 
violation of section 8 of the Canadian Charter
33
. This violation would infringe on an 
individual’s right to privacy which is why it is important to tackle the issues that can arise with 
section 8 of the Canadian Charter. To prevent this violation, she also explains how the searches 
ought to be conducted in order not to violate users’ reasonable expectation of privacy. Lee-Ann 
CONROD further demonstrates how the degree of intrusion will affect the conditions required to 
obtain a search warrant and proposes standards for privacy protection based on emerging 
technologies. She bases them on the criteria of intrusiveness, specificity, accuracy and the detail 
which is collected by the search. The first three criteria were developed in R. v. A.M.
34
 in relation 
to sniffer dogs; the last one was added by the author to deal with new and emerging technology, 
in particular, smart devices, which shall be discussed throughout this thesis. 
- The first category she refers to are smart devices that are inherently dumb35. They 
function as a smart device by being able to connect to the Internet or other smart devices, 
yet they do not interact with their owners. Examples of such devices are smart 
                                                          
31
 Vivian Genaro MOTTI and Kelly CAINE, “Users’ Privacy Concerns About Wearables”, prev. cited, note 4. 
32
 Lee-Ann CONROD, “Smart Devices in Criminal Investigations: How Section 8 of the Canadian Charter of Rights 
and Freedoms Can Better Protect Privacy in the Search of Technology and Seizure of Information”, prev. cited, note 
7. 
33
 Charte canadienne des droits et libertés, partie 1 de la Loi constitutionnelle de 1982, [annexe B de la Loi de 1982 
sur le Canada, 1982, c. 11 (R.-U.)]. 
34
 R. v. A.M., [2008] 1 SCR 569, 2008 SCC 19 (CanLII). 
It is to note that we define privacy based on Daniel J. SOLOVE’s definition which is regrouped in six categories: “the 
right to be let alone; limited access to the self; secrecy; control of personal information; personhood; and intimacy”, 
Daniel J. SOLOVE, “Conceptualizing Privacy” (2002) 90 Cal. L. R. 1087 p. 1095; K. BENYEKHLEF, E. PAQUETTE-
BÉLANGER and A. PORCIN, “Vie privée et surveillance ambiante : le droit canadien en chantier”, (2013) 65 Droit et 
cultures 191, para. 44, online: <https://journals.openedition.org/droitcultures/3092#ftn115> (accessed on May 23, 
2020). 
35
 Lee-Ann CONROD, “Smart Devices in Criminal Investigations: How Section 8 of the Canadian Charter of Rights 
and Freedoms Can Better Protect Privacy in the Search of Technology and Seizure of Information”, prev. cited, note 




refrigerators, smart light bulbs, or smart kettles. While the information collected is stored 
in a database or a particular server, these devices do not usually reveal other personal 
information about their users other than the ones they are intended to collect like the 
amount of time a fridge door was opened in a day
36
. Although such information may be 
useful for an investigation, obtaining it would be minimally intrusive because law 
enforcement officers would not need to enter a home to access such information nor 
would they require anything from the users. It would be specific in nature as it would 
reveal only the information that was sought, not being capable of providing any other 
information and, as the data would be stored on a particular server, it remains much more 
accurate than human observation. The fourth category is the detail involved in the search 
and the conclusion with such devices is that it would be mundane, meaning it would not 
reveal a great deal about the users of these devices. Such data would not be considered as 
confidential information nor would it be sensitive in nature like personal health data 
would be. Therefore, we believe that the search of such devices, based on a reasonable 
suspicion in an investigation, would not violate a person’s right to privacy. Hence, we 
would then not need to worry too much about the dumber smart devices and how their 
access may violate our fundamental rights. Nonetheless, as we shall see, dumber smart 
devices can also pose privacy risks, especially if used along with other smart devices. 
Any risks from this category can be applied to the following categories. 
 
- The second category proposed by the author is the one where smart devices could 
potentially reveal sensitive information on its users
37
. This is where our fundamental 
rights come into play. They include but are not limited to smart watches and Fitbit’s. As 
will be seen, these devices capture numerous details about a user’s life and their lifestyle, 
being able to reveal their private medical information. Because of the sensitive nature of 
the personal data collected, such devices would require a higher degree of privacy than 
the ones from the previous category. However, any search of such devices would still 
remain minimally intrusive, specific in nature and have good accuracy for the same 
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reasons mentioned above. The problem arises with the new criteria added by Lee-Ann 
CONROD which is the detail that can be discovered on the user. When accessing the 
information stored by such devices, the information revealed can tell much more about 
the user than a search warrant can account for. Although we are looking at the invasion of 
a person’s privacy though the scope of criminal investigations, the violation of a person’s 
fundamental rights can be done by third parties and even by national or foreign 
governments. This only reiterates the importance of protecting personal data, and even so 
on some devices more than others. Such information ought to only be obtained by 
consent or by law enforcement based on a reasonable grounds standard along with prior 
judicial authorization. 
 
- The third category proposed by the author is that of very smart devices38. Such devices 
are capable of interacting with their users and provide live feedback, whether through 
voice commands or through programming. Examples of these devices are smart 
televisions equipped with cameras, computers and laptops or personal assistants such as 
Amazon’s Alexa or the Google Home. While this category does not necessarily include 
smart health devices, the devices it includes are capable of monitoring, storing and 
analyzing sensitive information on a user’s lifestyle, even a user’s health information. In 
fact, devices like Google Home save all search queries of its users. Just as the Google 
search engine, every input is collected, stored and is able to reveal more details on the 
users of such devices than they probably know themselves. This is because devices like 
these can listen to our commands but also to our ramblings and they are capable of 
recording an enormous amount of information, whether relevant to a search query or not. 
An example of such recording can be seen when browsing websites on a computer.  
Some websites install cookies
39
 on a user’s hard drive which means that it is possible to 
know which web pages where consulted by the user, even if it was an erroneous click. A 
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simple web consultation on dog food might result in future ads for dog related products
40
. 
The problem worsens when these websites using cookies collect personal health 
information and use it to display advertisements which may reveal this information, such 
as was the case in a complaint to the Privacy Commissioner of Canada in early 2013
41
. In 
this particular case, the complainant had searched online for medical devices and 
following his search queries, he was targeted by advertisements from Google’s AdSense 
service that revealed sensitive information about his health. This means that a breach in 
one’s privacy can occur even before a smart health device is purchased simply by 
searching for one online. More so, while cookies would seem to allow a person to remain 
anonymous
42
, the truth is that anonymity does not hinder the possibility of tracking back 
online activities and personally identifiable information back to the users, making it 
possible to identify them based on the data that is openly available.  
Moreover, such devices end up knowing so much about their users’ lifestyle that any 
search of these devices might amount to an invasion of privacy. Truly, searching these 
devices would undoubtedly violate one’s privacy as it is impossible to separate relevant 
from irrelevant information; everything on a person’s life would be accessible and even 
information on other individuals who were not subject to the search. In addition, such 
devices can be paired with smart health devices, thus potentially being able to expose 
sensitive health information if seized
43
. Similarly to the previous category, there should 
be reasonable and probable grounds that an offence will or has been committed to search 
the devices. A warrant should also specify the exact information sought by law 
enforcement officers. As technology becomes smarter, laws should become stricter.  
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As for smart health devices in particular, these are mostly known to be wearable devices. 
Some examples include but are not limited to wearable fitness trackers, smart health watches, 
wearable ECG monitors, wearable blood pressure monitors, and biosensors
44
. 
Wearable Fitness Trackers 
Wearable fitness trackers compute a user’s physical activity and heart rate while also 
providing feedback by syncing to other smartphone apps. The most commonly known fitness 
tracker is the Fitbit. The Fitbit was originally created to track a user’s number of footsteps in a 
day and therefore increase their activity level by pushing the users to walk a greater distance 
daily. 
Smart Health Watches 
Another commonly known smart health device is the smart watch. It once held the same 
functionality as the Fitbit: to count steps and tell time; it is now used as a healthcare device. 
Indeed, this device not only has the functionality of a smart phone, but it can also track health 
related issues. One of the many brands available is the Apple watch. In fact, in 2017, Apple 
launched the Apple Heart Study app capable of monitoring the heart rate of its users and of 
alerting them when they were experiencing atrial fibrillation. In early 2019, Stanford Medicine 
researchers, in collaboration with Apple, presented the findings of their Apple Heart Study
45
. 
This study encompassed over 400,000 participants from all 50 states of the United States. The 
app would occasionally check the users’ heart’s rhythm to try to catch an irregular heart rate 
which would suggest atrial fibrillation. When an irregular heart rate was identified by the device, 
the users would receive a notification on their Apple Watch and their mobile device along with a 
telehealth consultation with a medical provider and received an electrocardiogram (ECG) patch 
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to further monitor them. This allowed the users of such device to receive important health 
information before it could have been noticed by a doctor
46
. 
Wearable ECG Monitors 
Also, similar to smart watches are wearable ECG monitors. These devices can measure 
electrocardiograms and send the results straight to the user’s doctor. They can detect atrial 
fibrillation. Moreover, they are able to track a user’s pace, the distance walked, the elevation and 
they automatically record movements such as “walking, running, swimming, and biking”
47
. 
Wearable Blood Pressure Monitors 
In the same line of products, wearable blood pressure monitors have made their 
appearance, such as the Omron Healthcare which launched HeartGuide in 2019, becoming the 
first ever wearable oscillometric blood pressure monitoring device. It not only measures blood 
pressure as its title would suggest, but it can also record a user’s physical activity such as the 
number of steps taken in a day, the distance traveled and the amount of calories the user has 
burned. With the data generated, the users can choose to transfer it to the HeartAdvisor app to 
review it, to store it or to share it with their physician. This app also allows the users to get an 




Another smart health device is the biosensor. It is radically different from the previous 
devices as it does not come in the form of a wristband nor a watch. It is rather a self-adhesive 
patch that allows for the collection of data on the user’s movements, heart rate, temperature and 
respiratory rate. The Philips' wearable biosensor is a great example. When computing the user’s 
information, the data analyzed can be transmitted to the user’s medical health provider through 
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advanced algorithms and inform the latter of the patient’s condition
49
. As a matter of fact, the 
research provided by the Augusta University Medical Center (AUMC) revealed that wearable 
devices using these biosensors can predict when a patient’s health condition worsens and is 
deteriorating. The Augusta Medical Center is actually one of the first to use wearable technology 
to improve patients’ health by monitoring particularly at risk patients. This smart device with 
biosensors provides continuous and real-time data which alleviates some of the work that nurses 
have to do. The way it works in the hospital is that the wearable biosensor adheres to the 
patient’s chest and transmits the data generated to a Bluetooth device and eventually this data is 
transmitted into the electronic medical record of the patient. As a result, it was able to reduce by 
89% patients’ deterioration into cardiac or pulmonary arrest, both being preventable conditions
50
. 
In essence, this product improved patients’ diagnosis while reducing the amount of work nurses 
and other staff needed to do. Yet, amongst the many benefits are risks of using these devices. 
A. The Risks of Using Smart Health Devices Individually and Collectively 
As once said by Massimo ORSINI in the Montreal Gazette: “Ultimately, your risk is 
determined by what information you are willing to share, and the cost you are willing to pay for 
convenience”
51
. The infringement of our right to privacy from the use of smart health devices is 
one of the biggest concerns that we shall tackle in this thesis. Yet, privacy would be a cost to pay 
in order to find the equilibrium with public wellbeing by compromising privacy for greater 
health. However, before jumping into our analysis, it would be important to qualify personal 
information and the laws that cover the protection of personal data. We shall however restrict our 
analysis to Canada but will keep in mind the effects of international legislation such as the 
GDPR on Canada
52
. We decided to focus on Canada as a whole instead of focusing on one 
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province because, while the laws surrounding the protection of personal information in Canada 
are not exactly uniform from province to province, all provincial laws have to be similar to 
PIPEDA; therefore, all Canadians remain subject to the same general obligations. 
1. Risks for Canadian Citizens 
a) Legal Coverage of Personal Information in Canada 
To understand the scope of the risks in regards to the protection of personal information
53
 
it is important to understand its legal framework in Canada along with the definition of personal 
information. To understand what personal information is, one must first consult its definition. In 
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Canada, it is the Personal Information Protection and Electronic Documents Act (PIPEDA)
54
 
that applies. It defines personal information as “information about an identifiable individual”, 
and it also provides us with a definition of personal health information which is defined as 
“information concerning the physical or mental health of the individual; […]”
55
. There are other 
similar definitions of personal information
56
; however, to summarize, it is any information such 
as a name, an address or a geographic location related to a person that serves to identify a person 
who has or could be identified with or without other data pieces. This definition has also been 
confirmed by the Office of the Privacy Commissioner of Canada
57
. 
It is now important to understand how the legal framework surrounding the protection of 
personal information works in Canada. There are laws and regulations in Canada pertaining to 
the protection of personal information. In fact, on the federal level, the Personal Information 
Protection and Electronic Documents Act (PIPEDA)
58
 serves as a basis for the protection of 
personal data, including health data. It applies to all provinces if they have not already 
established a similar law
59
, and allows provinces, under section 26 (2) (b) of PIPEDA, to 
establish their own law if it is deemed “substantially similar” to PIPEDA
60
. Indeed, every 
province except for Alberta, British Columbia and Quebec, have to apply this law. The province 
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of Quebec has adopted the following law: the Act respecting the protection of personal 
information in the private sector
61
, which is deemed substantially similar to PIPEDA
62
. As for 
the other two provinces that have substantially similar laws, namely Albert and British 
Columbia, the first has adopted the Personal Information Protection Act (PIPA)
63
, while the 
latter has adopted the Personal Information Protection Act
64
. Furthermore, in regards to health, 
some provinces have adopted health-related privacy laws similar to PIPEDA and are therefore 
partially exempt from it
65
. PIPEDA will therefore not apply to private health providers that 
operate within these jurisdictions, but will apply to commercial activity therein. Other provinces 
do have their own privacy health laws but they are not substantially similar to the PIPEDA
66
. 
Furthermore, as for the obligation to protect personal health data particularly, Quebec has 
adopted the Act respecting health services and social services
67
, the Health Insurance Act
68
, and 
the Act respecting the Régie de l’assurance maladie du Québec
69
. 
PIPEDA abides by ten principles which are both mandatory obligations and recommended 
practices: 
“Accountability: An organization is responsible for personal information under its 
control and shall designate an individual or individuals who are accountable for the 
organization’s compliance with the following principles. 
                                                          
61
 Act respecting the protection of personal information in the private sector, CQLR, c. P-39.1. 
62
 Moreover, although not related to PIPEDA but still interesting to take note of, Quebec has also adopted the Act 
respecting Access to documents held by public bodies and the Protection of personal information which will 
nonetheless continue to apply to federally-regulated businesses in the province in regards to the protection of 
personal information, Act respecting Access to documents held by public bodies and the Protection of personal 
information, CQLR, c. A-2.1. 
63
 Personal Information Protection Act, S.A. 2003, c. P-6.5. 
64
 Personal Information Protection Act, S.B.C. 2003, c. 63. 
65
 Ontario has adopted the Personal Health Information Protection Act, Personal Health Information Protection Act, 
2004, SO 2004, c. 3, Sch A.; 
New Brunswick has adopted the Personal Health Information Privacy and Access Act, Personal Health Information 
Privacy and Access Act, SNB 2009, c. P-7.05.; 
Newfoundland and Labrador has adopted the Personal Health Information Act, Personal Health Information Act, 
SNL 2008, c. P-7.01; 
Nova Scotia having adopted the Personal Health Information Act (PHIA), Personal Health Information Act, SNS 
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Identifying Purposes: The purposes for which personal information is collected shall be  
identified  by  the  organization  at  or  before  the  time  the  information is collected. 
Consent: The knowledge and consent of the individual are required for the collection, 
use or disclosure of personal information, except where inappropriate. 
Limiting Collection: The collection of personal information shall be limited to that 
which is necessary for the purposes identified by the organization. Information shall be 
collected by fair and lawful means. 
Limiting Use, Disclosure, and Retention: Personal information shall not be used or 
disclosed for purposes other than those for which it was collected, except with the 
consent of the individual or as required by law. Personal information shall be retained 
only as long as necessary for the fulfillment of those purposes. 
Accuracy: Personal information shall be as accurate, complete, and up-to-date as is 
necessary for the purposes for which it is to be used. 
Safeguards: Personal information shall be protected by security safeguards appropriate 
to the sensitivity of the information. 
Openness: An organization shall make readily available to individuals specific 
information about its policies and practices relating to the management of personal 
information. 
Individual Access: Upon request, an individual shall be informed of the existence, use 
and disclosure of his or her personal information and shall be given access to that 
information. An individual shall be able to challenge the accuracy and completeness of 




Challenging Compliance: An individual shall be able to address a challenge concerning 
compliance with the above principles to the designated individual or individuals 
accountable for the organization’s compliance”
70
. 
Notwithstanding, it is to note that PIPEDA also applies to federally-regulated businesses such as 
airlines, banks, railways, telecommunication companies and service providers but does not apply 
to non-profit organizations, charities or political parties. Yet, PIPEDA is not the only law 
regulating the protection of personal information in Canada. Indeed, while PIPEDA covers how 
businesses ought to handle personal information, the Privacy Act
71
 applies to the federal 
government. The latter allows an individual not only to access their personal information held by 
the Government, but also to correct it while setting guidelines as to the collection, the use and the 
disclosure of such information. Nevertheless, our privacy laws, namely PIPEDA, have been 
criticized on their ability to respond to modern technological challenges
72
; although, as we shall 
demonstrate, some recent changes may point otherwise.  
b) Risks of Personal Information Being Accessed  
For starters, large quantities of data are already processed through different kinds of 
sources
73
 every day on top of the data collected by wearable devices. This information is for the 
most part collected about people regarding their “characteristics, their thoughts, their 
movements, behaviour, communications, and preferences – or they can be used to produce such 
data”
74
. This information is gathered by different kinds of information processors which can be 
either human or artificial
75
. The ones we are concerned about are the artificial types of 
processors, namely smart technologies.  
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As technology evolves, it makes our lives much more convenient as we buy into it, connecting to 
the Internet of Things (loT); however, “possibilities widely exist for the personal data to be 
collected inappropriately” and “IoT-based applications are extremely vulnerable due to two basic 
factors: (1) most of the communications are wireless, which makes eavesdropping extremely 
simple; (2) most of the IoT components are characterized by low energy and low computing 
capabilities, thus they can hardly implement complex schemes on their own to ensure security”
76
. 
Nevertheless, we connect to the IoT disregarding our personal information and how it is 
collected and used. Without knowing it, our smart devices are able to profile us based on the 
inputs we provide them, such as our eating habits monitored by a smart refrigerator, or our 
viewing habits monitored by our smart television, to name a few. While the latter are minimally 
intrusive and do not reveal sensitive information, other devices can also monitor us without us 
having to give them any inputs. Let’s take shopping for example. We might think cameras are 
our biggest problem in monitoring our activities; however, laws prohibit the collection of data on 
people longer than necessary
77
. Yet, our devices, namely our smart health devices, can collect 
and store our personal information continuously. While a camera recording will eventually be 
discarded, our health data, gathered from such devices, is continuously registered and updated. 
The worry for privacy then does not derive from a camera in a store but from the devices we 
carry on ourselves such as our mobile device. To illustrate this point, retailers are now able to tap 
into them if the Wi-Fi or Bluetooth feature is left on and thus monitor our activities as we walk 
through the mall
78
. The harvested data can inform them of our shopping patterns such as the time 
we spend in a particular store, in what isles we shop and what products we buy. 
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If it sounds familiar, that is because there is a possible case involving Target and other malls in 
Canada
79
. Target shall be used as an example to demonstrate the severity of the concern even if 
the allegations are disputed. Although the story may be fictitious, it illustrates real life concerns 
from the use of portable devices. In fact, Target had assigned every customer a Guest ID which 
in turn was tied to their personal information such as their credit card, their name or email 
address, which were all collected and stored, without being deleted. Yet, the main issue with the 
case regarding Target was the breach of personal information done by the company itself, mainly 
by Target’s statistician Andrew Pole. He allegedly created a pattern meant to figure out at what 
trimester women were and catered coupons to them accordingly
80
. One particular case was the 
one of a father of a high school girl that received coupons for baby clothes and cribs. He was 
outraged that someone would send her such coupons promoting pregnancy in young women; 
however, he realized afterwards, that way, that his daughter was indeed pregnant
81
. Essentially, 
this example illustrates how the collection of data can negatively impact someone. Moreover, 
this goes on to show that the data regarding consumers’ health and consumption can be used 
against them, if not consensually provided. In theory, such data could have been seized through 
smart health devices connected with Bluetooth or Wi-Fi to a cellular device.  
Yet, one of the biggest issues with such collection of data can be summarized with the case of 
TJX
82
. In 2007, TJX was the victim of a network computer intrusion that affected the personal 
information of around 45 million payments cards in five countries including Canada. This 
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experience demonstrates how maintaining a large amount of “sensitive information”
83
 could 
become a liability, especially if the information kept no longer serves the purpose it intended to 
and is kept longer than necessary. Moreover, “collecting and retaining excessive personal 
information creates an unnecessary security burden”
84
. The lesson learned was that a company 
ought to not retain unnecessary personal information nor collect it; a lesson that TJX learned the 
hard way. This is confirmed in Principle 5 of PIPEDA. It is similar to section 6 of the Privacy 
Act, but for government institutions. A comparison we would like to make is with the idea of 
having a national and international database
85
. While allegedly more secure than TJX’s computer 
network, these databases would need to keep personal sensitive information for long periods of 
time to analyze the progression of a disease. Thus, keeping personal health information stored in 
such a database could be a risk for both the Government and the citizens. The upside is that data 
would be generated anonymously, but while it is anonymous, it is still retraceable. Currently, 
there are also no laws specifically protecting anonymous information
86
 and it would not fall 
under the obligation of being discarded after a reasonable time. 
In addition, amongst many methods available such as hacking, one of the biggest vulnerabilities 
of smart devices is the possibility to access them through their Wi-Fi password
87
. On smart 
kettles, for example, or any similar item, people do not change their default username or 
password. Being available on the internet, people may use these passwords to access a device 
and connect to the Wi-Fi network. Once in it, it is possible to monitor the activity that is done 
online, including getting access to confidential information such as finances. As we shall see, 
this information to hackers is of value and there is a lucrative market for health information. Yet, 
the main attraction is the possibility to access payment information, names, messages and phone 
numbers in smartwatches in comparison to fitness trackers who store a limited amount of 
information
88
. If access to personal data cannot be as easily achieved, then hacking is definitely 
an option for the determined minds. If hackers are able to remotely unlock a smart door using 
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limited equipment and a phishing email, and access people’s Wi-Fi by doing so, connecting to all 
their connected smart devices
89
, they could just as well hack into wearables or any other smart 
health device. The information collected would be sensitive and could reveal a lot about the users 
of such devices, from their lifestyle to their health problems. As seen earlier, smart health 
devices have the same options as dumber devices but surpass them in terms of data collected and 
the sensitive nature of it. If there are risks for smart kettles, which are known as the dumber 
smart devices, such risks can easily be transposed to smart health devices and wearables.  
Our personal information is also of value to third parties in order to make a profit out of it, one 
way or another. Advanced smart devices using artificial intelligence such as Google Home and 
Amazon Echo can learn a great deal about their users, from their habits to their conversations
90
. 
Catherine TULLY, Nova Scotia's former information and privacy commissioner, mentioned that 
these devices are mainly created to access important personal information to be sold for 
marketing purposes. As for Google, it denies that its AI technology stores any information but 
the one received after a command has been prompted such as “Ok Google”. It also denies selling 
people’s personal data to third parties. However, as we shall see, these smart devices do listen to 
us or minimally capture key words to initiate the recording process. This concern will reappear 
when discussing wearables such as a Fitbit or the Apple watch. As we shall see, while smart 
health devices do not necessarily interact with their user like advanced smart devices do, they 
nonetheless can compute as much data without the user’s knowledge
91
.  
On a brighter note, wearables could also boost employee productivity by up to 8.5% and raise 
their job satisfaction by 3.5%
92
. The problem, however, is that wearables, mainly used for health 
purposes, require an app; apps are more likely to have data breaches because all the data they 
collect is stored in one place. This is without mentioning the greater problem: apps record our 
location, where we have been and how many times we have visited a place such as a doctor’s 
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. This information could be shared with third parties such as companies due to the 
“authorization” by the user who enabled location services to benefit from a particular app such as 
a weather app
94
. The companies that access this data use it to cater it to other third parties such as 
advertisers who want an insight into consumer behavior. Also, since consent is needed to access 
personal information and to distribute it, apps may request such an access in exchange of 
services provided by the app, many times buried in vague privacy policies. Some companies 
even use health information to run ad campaigns for personal injury lawyers who target people in 
emergency rooms
95
. If such information were to be accessible to them through wearable devices, 
they could use it for the same purpose which could breach a user’s right to privacy. The fact that 
health data is sought out by different parties shows how vulnerable users can be of a privacy 
breach when using smart health devices. The New York Times estimates that Google’s Android 
has over 1,200 apps with a location-sharing code, whereas Apple’s iOS has roughly 200. Our 
smart devices give third parties access to our personal data through apps and a collection of 
software installed on them; if such devices have an Internet service provider, than the latter 
might be violating Canadian privacy laws
96
. They are not as transparent as we think. 
Once our information is accessed and data is stored, it is quite normal to desire an accurate 
representation of our information, especially when shared publically. Yet, another problem with 
smart devices is that they constantly stock personal data. A user has a right to control their 
personal information and for it to accurately represent him or her
97
. As smart health technologies 
constantly gather data and metadata, they may provide inaccurate information about the user that 
cannot be rectified. In fact, the use of such devices would generate a ton of automatically 
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generated data that cannot be tampered with
98
. The users are also unable to destroy personal 
information that is recorded of them
99
, while such right is guaranteed in the EU under the GDPR. 
In Canada, there is a similar right to destroy documents under section 6 (2) of the Act to establish 
a legal framework for information technology
100
. However, there is no right to be forgotten in 
Canada such as it has been developed in the EU; nonetheless Bill 64 might introduce this right to 
Canadians
101
. Although PIPEDA mimics the rules set out by the GDPR, this right is only 
guaranteed in the European Union, for now
102
. This means that users cannot yet have access or 
control the information kept about them, meaning that such information could be leaked and 
even used against the latter. However, Bill 64 greatly increases the rights these users have by 
also including the right to be forgotten such as it is codified in section 17 of the GDPR. 
The problem mentioned previously brings up another one which is that there is a risk of an 
invasion of privacy when information can be deduced by the metadata gathered by smart health 
devices. While computers might reveal our most private desires, smart devices that track our 
bodily movements would be able to register in their metadata what activities are being performed 
inside of a house, such as in a bedroom behind closed doors
103
. While analyzing data from smart 
health devices that is of relevance in a Court setting, there is no avoiding such an encounter in 
order to sort out the relevant information. The data that could be revealed is considered highly 
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private, whether from our browser searches to our bodily sensory outputs, especially if it is 
combined with location information
104
, and can infringe on one’s right to dignity.  
Additionally, speaking of dignity, it is also one of our fundamental rights. Dignity is guaranteed 
under section 4 of the Quebec Charter of Rights and Freedom
105
 which reads “4. Every person 
has a right to the safeguard of his dignity, honour and reputation”; it is not, however, guaranteed 
by the Canadian Charter, although this notion was developed in Canada (Commission des droits 
de la personne) c. Taylor
106
. As dignity and reputation are closely correlated, it would be 
important to mention that the notion of reputation also exists in Quebec in section 4 of the 





. Furthermore, we see the notion of dignity appear in international law. Without 
enumerating an exhaustive list, this notion appears in the Universal Declaration of Human 
Rights
109
 in the first and fifth paragraphs. It is brought back in the preamble of the International 
Covenant on Civil and Political Rights
110
. Moreover, we see it again in the preamble of the 
International Covenant on Economic, Social and Cultural Rights
111
. 
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In the European Union, the first article of the Charter of Fundamental Rights of the European 
Union states that “Human dignity is inviolable. It must be respected and protected”. 
What all these laws have in common is that they set the right to dignity as a foundation of human 
rights and freedom
112
. Such is the case with the Quebec Charter where it states in the second and 
third paragraphs of the preamble: 
“Whereas all human beings are equal in worth and dignity, and are entitled to equal 
protection of the law; 
Whereas respect for the dignity of human beings, equality of women and men, and 
recognition of their rights and freedoms constitute the foundation of justice, liberty and 
peace […]”. 
Nonetheless, while the right to dignity is guaranteed in these legal instruments, the definition of 
dignity is not defined in any of them
113
. What we know is that amongst many things, human 
dignity has been linked to public image and reputation
114
, such as was the case in Corriveau c. 
Canoe Inc.
115
. Dignity must also be protected from “unwarranted government intrusions” in the 
intimate sphere of a person’s life
116
. Therefore, because of the vast array of information 
accessible on a person through some smart devices, something such as a false accusation based 
on the data retrieved on a personal smart device could infringe on the dignity of the accused; this 
is if the accused has suffered damage to their reputation. This would be considered as defamation 
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of character. To establish civil liability for this action, the victim of defamation would have to 
prove the existence of an injury, a wrongful act and a causal connection between the two, such as 
it was intended by section 1457 of the Civil Code of Quebec. Moreover, because of the number 
of information revealed about users from smart health devices, as we shall see later on, this could 
lead to a form of discrimination under the ground of physical disability of section 15 (1) of the 
Canadian Charter or similarly to a discrimination under section 10 of the Charter of human 
rights and freedoms under the ground of handicap
117
. Thus, an individual is faced with 
discrimination when they are denied of their intrinsic worth, therefore violating their right to 
dignity and equality simultaneously
118
. The violation of one’s dignity can also come from 
something as simple as exposing publically personal information that can interfere with a user’s 
reputation, especially if it infringes on a person’s reasonable expectation of privacy. If the 
information was gathered without proper consent and had a negative impact on the user’s 
reputation, there will be a double violation: a violation of one’s privacy and of dignity. 
Preserving one’s dignity is therefore a key element in accessing information about a user of 
smart technologies and should be taken into consideration with other key components that might 
impact a user negatively, such as race and health. 
This being said, knowing how we give away our rights, how they can be taken away from us and 
what is left of them raises questions regarding our personal sensitive information such as our 
health data. Although the usual way to share it is through a physician and a patient, the rise of 
technology allows for other types of sharing and gathering of our information, mainly online and 
with the use of smart health devices such as pacemakers, Fitbits and cellphone health 
applications. Indeed, the information gathered by brands such as Apple and Android have 
software platforms with systems
119
 that support third-party developers which in turn get access to 
our data. These platforms allow for this data to be collected and shared by devices of the same 
brand. An Apple user will have access to Apple Health. If an Apple user also has a Fitbit, its 
information will be shared between the smart wristband and the cellular device. Android users 
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have a similar application called S-Health which supports all wearable devices. In order to use 
these applications, these devices use sensors able to monitor the Heart Rate (HR) and any 
movement generated by the users
120
. As a matter of fact, our location and our movements
121
 are 
the most commonly recorder personal data. With the amount of data constantly recorded, kept 
and perhaps even shared by developers, there is little place for our right to privacy. Moreover, 
some smart device companies admit to keeping our information and to be willing to share it if 
need be. Such is the case with Fitbit that admits in its Privacy Policy to keeping “information 
about [their users] and [their] use of the Services for as long as necessary for [Fitbit’s] legitimate 
business interests, for legal reasons, and to prevent harm, […]”
122
. We have seen what keeping 
information for a longer than necessary time has led to
123
. We already know what could happen 







breaches, just to name a few. If it has become more convenient to use smart health devices to 
monitor one’s health, it also comes with its own risks; a data breach being a non-zero probability.  
Beyond the fact that personal information could be seen by the public, there is a stronger risk that 
it could be collected and used by third parties through smart health technologies; such is the case 
of some smart thermometers
127
. Kinsa thermometers can be connected to a smartphone and 
generate a person’s temperature within seconds
128
. Its application holds a journal which records 
each entry and patients’ symptoms while providing feedback. However, this short term 
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convenience comes at a cost; the one of sharing personal health information with the brand. This 
smart device is one of the many that stores a user’s geolocation amongst many other personal 
data without the knowledge of the latter. The data gathered is used to cater specific publicity to 
the users, meaning their personal information might have been sold and sent to other third 
parties
129
. The widespread of personal information therefore puts the users at risk of it being 
disclosed. Although this specific brand certifies that it keeps all data anonymous, retracing data 
to its owner could be done, and by some without much difficulty. More so, as we now know, as 
much as our laws protect personally identifiable information, there are still no laws specifically 
protecting anonymous information. Yet, another problem is if these companies who sell smart 
health devices are located in the U.S. or have an affiliation with the United States, in which case 
such data can be accessed through different judicial means, amongst others. 
Furthermore, as smart technologies emerge, we are increasing the exposure of our personal 
information to other governments. As a matter of fact, in recent years, there has been an increase 
in wearable technology such as: “fitness trackers, smart watches, connected headsets, smart 
glasses, wrist bands”
130
 and so much more. These devices can gather information on our vital 
signs such as our heart rate and our skin temperature and compute our movements as well. This 
is possible due to the fact that these devices use multimodal learning analytics which grab a 
variety of information through “audio, video, location, motion, temperature, humidity or 
luminosity data, among others”
131
. A legitimate concern may then arise as to who precisely has 
access to this information. As a matter of fact, China is just one example of a country storing 
information from the West through different smart technologies. As an example, there is a recent 
controversy that surrounds the Nokia 7 Plus phones
132
. HMD Global had been accused of 
sending personal data of the phone’s users to China and admits to such a mistake which resulted 
in the transfer of personal information to third parties in China. Nonetheless, it denies that the 
latter were able to process such information and identify users through it. Moreover, the Chinese 
phone company Huawei was also under scrutiny for spying on the West. FBI Director 
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Christopher WRAY even said that the use of the company’s equipment could enable Beijing to 
“maliciously modify or steal information, conduct undetected espionage, or exert pressure or 
control”
133
. These are only two brief examples of data breaches performed by advanced phone 
companies. Besides, while our information can be taken and possibly used against us by foreign 
governments, a greater worry is that our own information can be used against us in our country. 
c) Smart Devices Turning Against Their Owners 
With electronic devices being permitted into evidence, as we shall see below, it is only a 
matter of time until smart health devices are granted such entry. Following a warrant, law 
enforcement officers can get a hold on someone’s private information regarding their health if 
such information can play a role in solving a specific case. Thus, disclosure of health data
134
 and 
the violation of a right to privacy are potential risks associated with the use of smart devices able 
to monitor users’ health. This potential mass surveillance could also affect the activities of users, 
potentially breaching articles 7 and 8 of the Canadian Charter of Rights and Freedom, mainly 
violating a person’s right to liberty and against unreasonable search and seizure
135
, thus 
unreasonable invasions of privacy. 
It is also important to note that in some cases, seizure of a personal device, following a lawful 
arrest, has been permitted and did not violate section 8 of the Charter as long as the search was 
properly documented and served the purpose related to the arrest
136
. On the other side, if the 
search of a device was unlawful and evidence was found following it, section 24 (2) of the 
Charter requires that the evidence be excluded from trial, but we see that this is not always the 
case
137
. Indeed, in contrast to the United States where illegally obtained evidence will defeat the 
investigation, even considering the administration of justice, in Canada, when evidence is 
obtained illegally, it will be a question of assessing the impact on the administration of justice
138
. 
This means that there is no insurance towards personal data being fully protected from use in 
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courts. Furthermore, mobile phones and personal computers
139
 are not immune from being 
searched; considering this, the same could apply to other technological devices that keep track of 
our personal data such as smart health devices. 
In fact, if we consider the R. v. Kang-Brown
140
 case, some of the judges concluded that odor, 
from a bag, is not something our right to privacy covers. This is interesting because the seizure 
of a personal item, a bag, which emitted an odor from carrying drugs, did not infringe on the 
defendant’s right to privacy, even if that seizure was clearly unlawful and not warranted. 
Although the judges had differing opinions on this matter, it simply shows that cues perceived by 
law enforcement officers could lead to an unwarranted search. If the latter are ever able to 
analyze and gather data emitting from our smart health devices, they could search a user based 
on his heart rate in a highly secured area such as an airport. Thus, a false accusation could impact 
the dignity of a person, especially if the public opinion is detrimental to their profession
141
. 
Moreover, smart devices could equally be used against individuals. As one might imagine, there 
are always pro’s and con’s to everything. In the cases we will see later in the thesis, smart 
devices benefited their owners by serving as additional evidence in a murder trial. There are 
however cases where such devices can turn against their owners. This has been the case with 
tracking devices in R. v Wise
142
, electricity consumption records in R. v. Plant
143
 and R. v. 
Gomboc
144
, the use of infrared technology to detect heat patterns in homes in R. v. Tessling
145
, 
the seizure of a personal computer in relation to child pornography in R. v. Morelli
146
 or a laptop 
in R. v Cole
147
 and even the seizure of cellphones to reveal incriminating text messages in R. v. 
Fearon
148
, in R. v. Marakah
149
 and in R. v. Jones
150
. What all of these cases have in common, is 
the use of smart technology used to incriminate someone. Indeed, smart technology, whether it is 
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advanced or not, can compute or retrieve data from an individual without their awareness. This is 
also the case with smart health devices. The data they compute can reveal the user’s location 
similarly to tracking devices on other smart technology along with more sensitive data generated 
by search queries or any interaction with the device. Thus, it is equally important to address the 
risks generated by smart devices as such risks are likely to reappear in smart health devices.  
Another case pertaining to the use of technology to incriminate a defendant was seen in Canada, 
in Garderie Les << Chat >> ouilleux inc. et Marchese
151
, which is one of many similar cases. 
While a daycare teacher was claiming damage benefits from a quite severe work-related injury, 
photographs produced at the hearing, posted on “Facebook”, portrayed her on vacation in the 
Dominican Republic in positions that were not compatible with the injury she alleged to have
152
. 
This, amongst other things, reduced her credibility in her testimony which led to a dismissal of 
her injury allegations. Who is to say that the GPS feature on one’s smart health device cannot 
fulfill the same purpose? Had the pictures been taken on a smart device, it would also have been 
possible to use the metadata generated by it to prove the date and the location of when the 
pictures had been taken. Moreover, someone can take a sick leave, but simply by using their 
smart health device, they can send out data about their location and their whereabouts, essentially 
compromising them from the simple use of their device. This could be applicable to other smart 
devices as well. For example, by using the application called “Snapchat”, available on many 
devices with a camera, it is possible to see where a user is exactly in the world and pinpoint their 
exact location, if the sharing location option has not been disabled. Facebook has a similar 
feature that allows seeing who amongst your friends are nearby
153
. This means that if any smart 
heath device has similar applications with geolocation features, other users might track you 
down. This particular issue has not yet been addressed by the Privacy Commissioner of Canada.  
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Furthermore, if it is not the Government, third parties or regular individuals collecting personal 
data, then we can be assured that these smart devices do so themselves. In fact, wearable 
healthcare technology is specifically designed to collect data of its user’s personal health
154
.   
Whatever the scenario, smart devices, including smart health devices, are no longer just utility 
gadgets and can turn against their owners. Nonetheless, the risks are not just limited to the users 
of smart health devices.  
2. Risks for the Government in Establishing a National Database 
 There are numerous risks for users of smart health devices associated with the usage of 
these devices and the storing of their personal health data. These risks could make us doubt the 
viability of a database solution, which is why it is important to address them. Additionally, there 
are also risks for the Government in pursuing our solution. The Canadian Government ought to 
be careful when accessing and allowing the sharing of personal information about its citizens as 
our fundamental rights, in particular the right to freedom and to privacy, are supreme rights 
located in the Canadian Charter of Rights and Freedom. Such rights can only be limited by 
section 1 of the Canadian Charter”
155
. The right to privacy in particular is to Canadians “not just 
[…] an individual right, but […] part of our social or collective value system”. It is a 
“fundamental right to human dignity and integrity, to one’s honour and reputation”. Indeed, 
“privacy is vital to an individual’s dignity, autonomy, and personal growth”. In fact, 
“Canadians view privacy as far more than the right to be left alone, or to control who 
knows what about us. It is an essential part of the consensus that enables us not only to 
define what we do in our own space, but also to determine how we interact with others—
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Yet, a more recent report from the Office of the Privacy Commissioner of Canada shows that the 
vast majority of Canadians (92%) “expressed some level of concern about the protection of their 
privacy”
157
. They do nonetheless feel more confident that “the federal government respects their 
privacy rights” more than businesses
158
. This gives hope that Canadians would entrust their data 
in the hands of the Canadian Government were it to implement a national database. 
Nonetheless, some risks persist and need to be addressed for this confidence not to dissipate and 
for citizens’ right to privacy not to be breached; risks that may be out of the hands of the 
Canadian Government or harder to control and mitigate. 
a) Hacking of Personal Information 
 If health information can be seized via legal means, it can also be stolen through 
ransomware. Thus, a national database generated by smart health devices can indeed be prone to 
hacking just as any other health database, computer or server. In fact, as an example, this has 
already been done using the ransomware called WannaCry that found a vulnerability in 
Microsoft
159
. It affected numerous computers in over 150 countries, encrypting their files, and 
demanding that the users of the computers pay in Cryptocurrency
160
 to unlock their files
161
. 
Before the payment is done, it is usually impossible to regain access to the encrypted files, unless 
a kill switch is found for the malware. This malware is often delivered through emails and is 
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released once the recipient opens the email; this is also known as a phishing scam
162
. 
Nevertheless, because of the illegal nature of this activity, there is no guarantee that once the 
payment goes through, that access to the files will be granted.  
This incident affected hospitals in the United Kingdom and high-profile systems in Britain's 
National Health Service, Government systems, railway networks and even private companies. 
The hospital staff was forced to work with pens and paper but could not use the affected medical 
systems. Surgeries and appointments had to be canceled due to the ransomware blocking access 
to doctor’s computers, demanding payment to restore access
163
. 
Yet, other malware such as WannaCry exist, namely Upatre, Cerber, Emotet, Locky, Petya, 
Ramnit, Fareit, PolyRansom, and Terdot/Zloader and they are affecting healthcare the most 
through ransomware
164
. These attacks are able to change a patient’s data, hijack medical devices 
and can even shut down an entire hospital
165
. This is done until the ransomware is paid. Similarly 
to WannaCry, NotPetya caused $10 billion in damage to companies and users of computers 
around the world and affected thousands of health care delivery organizations which were left 
unable to use their programs
166
.  
These two incidents are used as examples to demonstrate the severity of the concern. Moreover, 
healthcare generally is an easy target for malware attacks and hackers interested in stealing 
personally identifiable information are increasing their attacks in this field. Indeed, The State of 
Healthcare Cybersecurity report has shown a 60% increase in 2019 of threat detections coming 
from healthcare organizations
167
. This is in part due to the fact that medical institutions allocate 
their budget to research, patient care and to new technology but cybersecurity often comes 
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second. As well, the medical sector was ranked as the seventh-most targeted industry and 
malware detections in this industry rose by 45%
168
. The healthcare industry is mostly affected by 
Trojan malware which increased by 82%; the most common ones are Emotet and TrickBot. The 
latter is the number one threat in healthcare today. 
The methods currently used for cybercriminals that seek to penetrate healthcare networks are to 
compromise vulnerabilities in third-party vendor software that have not been tackled and use 
phishing scams through malicious emails, attachments and links. Such vulnerabilities can be 
found in smart health devices. In addition, one of the reasons for targeting healthcare specifically 
is due to their large databases which contain personally identifiable information and give access 
to other devices connected to the network. The sensitive information accessed by cybercriminals 
gives them a high return on investment. More precisely, they are interested in “complete name, 
date of birth, family relations, Social Security Number (SSN), addresses, credentials, driver’s 
license numbers, email addresses, phone numbers, and […] sensitive data related to health that 
includes health conditions, scans or medical imaging results, blood test results, family and/or 
genetic history, case history, drug prescriptions, scheduled appointments, food allergies, 
physicians’ diagnoses, notes, and other observations. Such data is rarely found elsewhere”
169
. 
Personal health data is then possibly sold on the Dark Web and could generate ten times more 
revenue than normal personally identifiable information
170
. In fact, a partial electronic health 
record (EHR) could sell for $50 while a credit card number could be worth $1
171
. This said, as 
we have seen earlier on, hackers could just as well hack into smart health devices through Wi-Fi 
or other means and access user PHI. The information generated by smart health devices can be 
just as lucrative or more as such devices can open the door to other data, namely finances. 
Along with the possibility of selling the information, hackers could use the data stolen to commit 
fraud and identity theft. Doing so is indeed possible through the information gathered by 
malicious health applications on smart devices
172
, some of which are found on smart health 
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devices or connected to the latter, or by purchasing the information on the Dark Web. With this 
illegally obtained information, criminals can assume the identities of real patients and “buy 
medical equipment, prescription drugs, or undergo expensive medical services under their 
victims’ names”
173
. Moreover, the theft of personally identifiable health information is made 
easier through the Internet of Things (IoT). Having a great magnitude of connected smart devices 
means they are more likely to get infected and a higher infection rate would make them more 
susceptible to malware
174
. Hence, having a smart health device connected to other smart devices 
can increase a user’s vulnerability to a data breach. Furthermore, having apps generate sensitive 
health information could mean higher chances of data leakage
175
 and a greater possibility of 
hacking through vulnerabilities within the applications.  
Thus, creating a national and international database generated by smart health devices could 
become an open invitation for cybercriminals to hack into the personal data of Canadians. The 
Government should therefore find ways to mitigate hacking risks to avoid that citizens’ PHI data 
is accessed without consent, whether through a national database or through their wearables. Yet, 
apart from the previously mentioned concerns, the solution itself does not come without flaws.   
b) Efficiency and Flaws of the System 
While the advantages of having live inputs constantly generated by smart health devices 
can be tremendously beneficial on an individual level, analyzing the inputs of smart technologies 
to report on the health condition of a population might have its complications. This is where the 
importance of laws and regulations comes in. This project should take into account national and 
international laws on the protection of personal information while also respecting the terms and 
conditions of partnering private entities such as Apple that requires, as we shall see, that the data 
be encrypted, not be sold to third parties and that the users be informed of how their data was 
used. As with any information, the users would be able to withdraw at anytime and cease sharing 
their personal health data when they desire. However, protecting personal data this way could 
hinder the process of gathering accurately health statistics.  
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Furthermore, there are some problems that could arise with using smart health devices as a tool 
in healthcare. We shall list a few of them to give us a general idea of what we should expect or 
can encounter.  
- The first problem would come from not having a large enough sample size to be able to 
accurately represent what is happening in a population at a certain period of time. In 
addition, the most obvious problem would come from the lack of participation of people 
from different ethnical groups, social classes, regions and countries. As we will soon see, 
for something to be considered an epidemic, it requires that the number of cases reported 
be higher than usual in a population. Yet, if the sample size is too small, getting this data 
could prove to be difficult unless the data generated by smart health devices is used in 
combination with other data, such as Google search queries, media reports, surveys, 
access to purchased medication and more
176
. Nonetheless, creating such a database would 
not be useful if only middle-class and above citizens are able and willing to opt-in to this 
idea. Due to their ability to live healthier lives than the less fortunate
177
, health data 
generated by these users would skew the overall health results and perhaps even turn us 
away from important health problems arising in a country, and currently, “it is the 




- The second problem comes from the right of an individual to stop sharing personal data 
at any time. While having live inputs can prove to be effective in spotting and 
differentiating viruses from colds, amongst other things, if the data gets cut off in the 
middle of such analysis, the whole premise of the research becomes flawed as the 
analysis would cease the moment the user stops sharing their data and it would impact the 
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overall study. This could however keep working if the sample size is big enough to 
account for the people that will stop sharing their information over time. Nonetheless, 
due to the fact that the data would be extracted in an anonymous way and because the 
users would have the right to cease sharing their information at any time, the information 
analyzed would not be a perfect representation of what is happening. This brings us to 
our third problem. 
 
- The third problem comes from false positives. While smart health technologies have 
been proven to be very effective at detecting health problems early on, the information 
they gather can create false positives and if analyzed separately from all other available 
data, this could waste important national resources. Fitbit’s, for example, count the 
number of steps taken in a day. Knowing how many steps a population takes can show 
activity levels of a society and detect a potential health change through a decreased 
amount of steps. If more people are taking fewer steps and if they are also experiencing 
an increased heart rate that could signify that flu or a virus is on the way. Yet, external 
conditions could cause a Fitbit to generate more or fewer steps. Indeed, it would be 
important to consider additional factors that can influence a person’s sensory outputs. 
Anything ranging from seasonal trends, a change in profession, holidays, the weather, 
abnormal temperature deviations, to an increase in stress factors, all of which can 
influence the data which can be mistaken for a virus. More so, if a set amount of people 
develop flu-like symptoms, it may signal the presence of the flu or something else 
altogether. Furthermore, any external factor such as an increase in weight, alcohol 
consumption and stress could also increase a person’s susceptibility to an infection. 
Hence, this is why it would be important to take into consideration external factors when 
monitoring infectious diseases. People’s level of activity by season should also be taken 
into account, meaning if the data is retrieved during the winter season, people’s level of 
activity could be diminished which can result in an increased heart rate due to 
deconditioning. Comparing the data to the average physiological results of a population 
could be efficient in monitoring the start and spread of a disease179. What these smart 
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devices do not do, is take external conditions into consideration when generating data 
from their user. The main worry would be to cause unnecessary alarms in a population 
and to waste important resources on problems that are not of public health concern. 
 
- The fourth problem is internet connectivity and device availability. Although it is 
becoming less and less of a problem with internet networks getting a larger coverage, real 
time data analysis would not be able to be performed unless the users of smart health 
devices are connected to the internet. Usually, the smart device searches for an Internet 
connection, and when it has been established, sends the data collected to the server. 
Wearables might still collect data without an Internet connection but will not send the 
data unless a connection is established
180
. This said, while the data generated by smart 
health devices could reach the national and international database in its own time, it could 
be harder to generate live feeds from these devices if the users are not constantly 
connected to the Internet. On a similar note, another problem that can be seen is that 
although smart health devices have a grand number of sensors such as: heart rate, 
accelerometer, pedometer, walking speed, calorie intake, distance, gyroscope, 
magnetometer, barometer, altimeter, GPS, ambient light, thermometer, ultraviolet light 
sensor, galvanometer, microphone and analytics sleep
181
, each of them only has a few of 
the ones listed above and they do not always have the same ones. If a big percentage of 
the population solely used the Fitbit, then it would be practically impossible to compute 
other data such as the walking speed which is available in the Microsoft band. It would 
then become important to have data generated from a variety of smart heath devices to 
have the most accurate representation of a population’s overall health.  
Perhaps another worry with the use of smart devices is the potential access of users’ data by 
Government agencies. If Amazon, Google or Apple, as an example, were to give away 
personally identifiable information to the Government, the users would lose trust in these brands 
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and cease the purchase of their products
182
. This is why it would be very important keep users’ 
data anonymous if shared with a national and international database, to ensure that privacy and 
trust are not lost throughout the process.  
In essence, there are individual risks to using smart health devices, mainly the risk of personal 
information being collected with or without consent and used against the users or against the 
Government such as when confidential data is hacked through ransomware. However, there are 
also risks in computing the data generated by wearables to enhance public health surveillance as 
it may create misinformation due to the flaws mentioned above. Yet, despite the latter, smart 
devices that are turning towards health are getting more advanced by the year and can prove to 
be an asset in evaluating national and international health problems. As an example, Apple Series 
4 watch, which was released in September 2018, has cell phone connectivity, GPS, acceleration 
sensors, a pulse rate sensor and ECG electrodes; as of December 6
th
 2018, Apple had released an 
app capable of analyzing ECG and atrial fibrillation (AF) in the users
183
. The range of sensors in 
this device can generate crucial data which could enhance the monitoring of diseases. As we will 
see in the following sections, the advantages of smart devices can outweigh the potential risks. 
B. The Case for Using Smart Health Devices Individually and Collectively 
 Considering solely the risks mentioned previously, it may seem as though the use of 
smart devices is to be cautioned, reduced or even avoided. While that may indeed diminish the 
risks of a violation of one’s right to privacy, the true potential of smart health devices is yet to be 
exhausted. Certainly, as we will now demonstrate, smart health devices have their fair share of 
benefits which, as argued, may outweigh the costs. Indeed, both the Government and the general 
population can benefit from the data extracted from such devices as they have the potential of 
improving healthcare and patient care, preventing diseases or viruses and enhancing the safety 
and security of a country. Additionally to proving the latter, we will demonstrate the feasibility 
of using these devices in the public health sector and the extent of their potential so far. 
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1. Our Information in the Hands of the Government 
While there are a number of risks in increasing the amount of health information 
available to the Government, there are undeniable benefits to sharing our personal health data 
with the latter, such as having access to a vast array of data on its population, catering 
accordingly its services, allowing for more funding in certain designated fields, and making 
policies which benefit a society as a whole
184
. As an example, in Scandinavian countries, in order 
to offer better services to the population, access to personal data is more than welcomed because 
the Government can effectively think on behalf of its people as it knows what its population’s 
needs are
185
. As well, it may seem that the Government’s interest revolves more in the 
community than in individual interests of people, meaning it may use individual information to 
make policies benefiting the society to the detriment of some individuals’ privacy. The benefits 
of breaching the privacy of some could be of a significant help to a community at large. If we 
take healthcare for example and the prevention of certain diseases or their outbreaks, the data we 
input on different search engines can help the Government stop or prevent a future health crisis 




In any case, smart health devices have the potential of offering benefits both to the Government 
and to its population. Nowadays, the use of Remote Biosensing Technologies (RBT) in 
healthcare and in law has become increasingly popular as they are likely to reduce costs while 
improving health outcomes
187
. Indeed, data gathered by smart health devices plays a “key role in 
aiding health systems to reduce costs, improve quality, identify populations at risk, connect with 
consumers and better understand performance”
188
. In addition, smart health devices turning to 
healthcare have not only successfully improved health services but they have also effectively 
                                                          
184
 Jeroen VAN DEN HOVEN, “Information Technology, Privacy, and the Protection of Personal Data”, prev. cited, 




 Madhur VERMA, Kamal KISHORE, Mukesh KUMAR, Aparajita RAVI SONDH, Gaurav AGGARWAL, Soundappan 
KATHIRVEL, “Google Search Trends Predicting Disease Outbreaks: An Analysis from India”, (2018) 24 Healthc 
Inform Res 300. 
187
 Dylan ROSKAMS-EDRIS, “The Eye Inside: Remote Biosensing Technologies in Healthcare and the Law”, prev. 
cited, note 98, on page 61. 
188
 DELOITTE CENTRE FOR HEALTH SOLUTIONS, “Medtech and the Internet of Medical Things | How connected 
medical devices are transforming health care”, July 2018, p. 36, online: 
<https://www2.deloitte.com/content/dam/Deloitte/global/Documents/Life-Sciences-Health-Care/gx-lshc-medtech-




prevented diseases in patients
189
. RBT’s are technological devices such as: “smartwatches and 
other wearables, smartphones with health apps, and wireless enabled implanted devices such as 
pacemakers and blood glucose monitors”
190
. These technologies, as seen previously, use sensors 
that are able to detect one’s state of the body while transmitting and storing the collected data for 
analysis. Such devices have already been used in clinical trials. For example, in Europe, during a 
trial, a glucose monitor was used while connected to a smartphone in order to analyze the 
effectiveness of an artificial pancreas
191
. It was found that this technology does indeed provide 
better care for patients suffering from certain health conditions such as diabetes or asthma
192
. 
If we look at the costs of healthcare in Canada, we can see that such technologies could reduce 
costs while improving people’s overall health. As of 2019, healthcare accounts for 11.6% of our 
GDP, averaging around $ 7,086 per person, with a growth of 4% and is worth $ 264 billion
193
. In 
2017, over 60% of the total private and public spending in Canada was a combination of 
“hospitals (29.5%), pharmaceuticals (16.0%), and physician services (15.3%)”
194
. In these 
particular areas, RBT’s can excel the most while saving costs and increasing the efficiency of 
healthcare. Moreover, as a population, we will see and feel these changes mainly because this 
spending comes from our pockets and by saving money in one area, the Government can allocate 
resources in another one, perhaps more important in the time being. This may also allow the 
consumer to allocate their money to other things not health related but that will generate revenue 
for the country. In addition, these gadgets could monitor effectively the use of antibiotic 
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Moreover, in terms of disease surveillance and its prevention
196
, integrating smart health devices 
into our healthcare system
197
, along with what is already done
198
, would allow for a more 
accurate surveillance of upcoming diseases by being able to monitor the point source of an 
outbreak and monitor its progression before an epidemic can become a pandemic. As with any 
epidemic, for it to be qualified as such, it would require that incidences increase above an 
expected number, even if such number is unknown
199
. The expected level of disease is known as 
the endemic level; it is the observed level. If that level is not high enough to deplete a great 
number of people, the disease will continue to occur indefinitely. At this point, it becomes 
important to monitor such diseases to prevent that the endemic level becomes an epidemic. In 
any case of an outbreak, whether it is common-source, propagated, mixed or other, the number 
of cases plays a significant role. This means that if such cases can be identified earlier on, it 
could be possible to stop the spread of an epidemic. Through continuous monitoring, such as it is 
done with smart health devices, it would be possible to detect outbreaks based on the 
transmission pattern, identify what type of outbreak that is, where it began and take measures 
accordingly. The use of this technology, knowing its potential, such as the integration of 
Google’s DeepMind project
200
 meant to detect eye conditions, is revolutionary to say the least. 
Nonetheless, while most advantages listed above are directly health related, they are not limited 
to health. Therefore, we would like to showcase some of our findings in a manner that would 
debunk possible concerns of smart health device users and offer solutions to problematic areas.  
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2. The Advantages for the Users of Smart Health Devices 
a) Smart Devices Used to Solve Criminal and Civil Charges 
Previously, we have examined the risks associated with the use of smart devices and we 
have determined that a risk associated with their use is the possibility of a breach of one’s 
privacy. Yet, as technology becomes readily available, it does not mean that individuals lose 
their right to a reasonable expectation of privacy. The definition of what consists of a reasonable 
expectation of privacy was finally given in 2019 by the Supreme Court in R. v. Jarvis.
201
 In this 
case, Mr. Jarvis, a school teacher, used a pen with a camera embedded in it to record students 
engaging in normal school activities. He was charged with voyeurism under section 162 (1) of 
the Criminal Code. The important take-away from this case is that apart from providing a non-
exhaustive list of considerations for this right to privacy
202
, the Court noted that individuals still 
may expect privacy, even in public or semi-public spaces
203
, in regards to section 162 (1), but 
also in everyday life. Indeed, privacy would then not only be expected behind closed doors, but it 
would depend on the circumstances that one finds themselves in. Additionally, a similar case was 
previously heard in R. v. Marakah
204
 where the Supreme Court determined that text messages 
sent over the phone benefited from this expectation of privacy as “it is difficult to think of a type 
of conversation or communication that is capable of promising more privacy than text 
messaging”
205
. The same was concluded in R. v. Morelli
206
 and futher expanded in R. v. Cole
207
, 
but in regards to the information stored on personal computers. It is however important to note 
that despite having the right to a reasonable expectation of privacy, mobile phones and personal 
computers
208
 are not immune from being searched which could result in the violation of some of 
our constitutional rights such as sections 7 and 8 of the Canadian Charter of Rights and 
Freedom, essentially violating a person’s right to liberty and against unreasonable search and 
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. Seeing both of these smart devices could be searched, thus potentially violating one’s 
right to privacy, the same could be applied to smart health devices which are also not immune to 
searches and would reveal sensitive information. It is however possible to surpass such violations 
if the searches are properly documented and serve the purpose related to the arrest
210
.  
The case Laushway v. Messervey is actually quite a novelty in Canada as the Court of Appeal 
demanded the production of metadata from the plaintiff’s computer. This demonstrates that 
courts are taking interest not only in purely tangible forms of evidence but are also relying on 
evidence that can be provided by the advancement of technology. This case in particular 
revolved around a personal injury which demonstrates how “law, technology, and privacy” can 
come together and sometimes clash
211
. In any case, notwithstanding the technology, the 
Laushway case demonstrates that old legal principles can be applied to new technologies
212
. 
These ten principles address both reliability and privacy concerns
213
. Yet, with the increase of 
smart devices and their use, violations of privacy are to be greater than ever. Such metadata 
gathered by a person’s computer can easily be found in RBT’s health data; both are also 
constantly collected, without the user’s input being required
214
. The case also mentions the need 
to develop the jurisprudence in line with our fundamental rights, such as section 8 of the 
Canadian Charter, and to find a balance between seeking justice and ensuring someone’s 
supreme rights. Perhaps the best way to insure this, as mentioned in the case R. v. Vu, is to seek a 
warrant before accessing such data
215
. The warrant should also specify the type of data that needs 
to be collected, the time when the data can be collected, the locations where it can be collected 
and the depth of access
216
. However, this could violate the privacy rights of people not subject to 
the warrant because some smart devices act like portals to an area of information shared on 
networks to which these devices are connected to; hence, people not subject to a warrant could 
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potentially have their information accessed
217
. Moreover, there should be limits to how the data 
is treated, meaning only third-party experts should be able to get access and analyze raw data, 
while extracting only the relevant data which would then be limited by time and location, 
filtering out private or privileged data
218
. In any case, given the admissibility of the data in Court, 
it should also demonstrate that it does not meet the test of the “case-by-case privilege” such as it 
was set out in Ryan
219
. It is to note that the psychiatric records in that case did not meet the test’s 
requirements, although they are undeniably private, meaning information gathered from our 
smart health devices, if used in courts, could have the same outcome. Furthermore, in any 
decision made by the Court, it must be acknowledged that “public’s interest in being left alone 
by government must give way to the government’s interest in intruding on the individual’s 
privacy in order to advance the goals of law enforcement”
220




Moreover, personal health devices could be used to solve murder mysteries which could be 
beneficial to a collectivity by insuring a safer and healthier environment. Indeed, there are a few 
examples of such incidences in the United States related to the use of a Fitbit. In one of the cases, 
Karen NAVARRA, the victim, had deceased following a visit from her stepfather, Anthony 
AIELLO, who was arrested in 2018 for allegedly taking part of his stepdaughter’s murder; this 
was suggested by the victim’s smart health device
222
. Her death was initially framed as a suicide 
but an autopsy revealed that it was due to trauma. Yet, there were more clues revealing the true 
nature of her death as her Fitbit showed a spike in her heart rate moments before her death and 
allegedly during AIELLO’s time of visit. In addition, video evidence showed AIELLO’s car at the 
victim’s house during the same time frame as when her heart rate spiked and rapidly stopped. 
The accused deceased from deteriorating health conditions before his trial; yet, were he to live 
until then, it would have been interesting to see how the devices are used in Court. Furthermore, 
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this is similar to a 2015 case involving Richard DABATE, the husband, and Connie DABATE, the 
wife and victim. Richard blamed the killing of his wife on a home intruder; however, his wife’s 
Fitbit, as stated in an affidavit, discredited his version of events as it computed her movements 
up to an hour past the alleged time of death given by Richard to the investigators
223
.  
Additionally, there are not only Fitibt’s that can monitor a person’s health data, as there were 
similar cases with Apple Watches. In fact, similarly to the previous cases, the defendant Caroline 
DELA ROSE NILSSON created a story revolving around her mother-in-law’s death but the data 
gathered on the Apple Watch that Myrna NILSSON was wearing did not coincide with Caroline’s 
story of events
224
. The prosecutor Carmen MATTEO of the Adelaide Magistrates Court stated that 
"[a] watch of this type … contains sensors capable of tracking the movement and rate of 
movement of the person wearing it and it keeps a history of the wearer's daily activity, it also 
measures the heart rate"
225
. Hence, these sensors were used to track the victim’s moment of death 
and demonstrate that at the time the defendant fled from the house to seek help, her mother-in-
law had already been deceased for three hours, meaning the defendant potentially had time to 
stage the scene of the crime. In sum, we have seen that some smart health devices such as Fitbit’s 
and smartwatches can discern time of death amongst many other things.  
This type of device could also be interesting in a criminal investigation in order to prove the 
actus reus using data provided by it. The Amazon Echo, for example, was present in a murder 
scene in November 2015 and was used to solve the murder mystery of a man who drowned in his 
friend’s hot tub
226
. The death was originally blamed on alcohol, however, signs of struggle and 
data gathered from another smart device, the owner’s water heater, revealed an excessive use of 
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water early in the morning. Initially, Amazon refused to give away any information about its 
users, but later on, when a high-profile attorney took this case and the suspect agreed to his 
information being handed over, Amazon agreed to provide the data to the prosecutors
227
. 
Although the information did not incriminate the suspect, it shows that some smart devices are 
indeed listening to their users; how that information is used and what quantity of it is collected, 
are other questions that have yet to be answered. Nevertheless, this case further demonstrates that 
the more smart devices a person owns, the more the information generated on the user increases. 
In fact, had the suspect been wearing a smart health device monitoring his heart rate, it would 
have most likely been possible to incriminate him base on a sudden elevated heart rate along 
with the information retrieved from his other smart devices.  
In another case in Ohio, Ross COMPTON was charged with arson and insurance fraud due to 
evidence that was used against him from his pacemaker and heart monitor
228
. He claimed that a 
fire had started; however, a low heart rate indicated that there was no hectic escape as he had 
suggested. If it sounds farfetched and not applicable to those not constantly wearing such 
devices, many smart devices such as our phone and Fitbit have a built-in step tracker. Such a tool 
could have been used in order to determine how “active” one was in the event of an Act of God. 
This, among other things, prevents fraud and illegal activity.  
Despite all of the above, such devices can also be used in favor of their user, which was the case 
in A1702178 (Re)
229
. This case pertains to a work-related injury. The worker’s job consisted in 
delivering items to residences. The worker claims that the task had negative effects on her feet, 
especially after the worker’s route had changed, with increased walking adding a strain to her 
feet
230
. The Workers’ Compensation Board that reviewed this case dismissed several times that 
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her injuries were work related, that is until a letter from her doctor was found, revealing the 
records of the plaintiff’s Fitbit demonstrating that she was walking around 12 km per day
231
. The 
reliability of the paperwork was contested due to an unusual weekend doctor’s appointment. The 
proof itself was denied by the employer who assured that the new route meant to reduce the 
walking time and not do the opposite
232
. The worker’s union then submitted the data gathered by 
the worker’s Fitbit, being considered the most reliable indicator of the distance walked by the 
plaintiff
233
. The comparison was made between theoretical data versus raw data; evidently, the 
latter holds a stronger point. The evidence permitted the Board to conclude that the injury was 
indeed one developed in the course of employment
234
. The employer’s old route required 9.88 
km of walking, while the Fitbit calculated 12 km with the new route
235
. The union decided that 
Fitbit results were more accurate than the theoretical ones produced by a corporate document. 
The results represented an objective measurement of the length walked by the worker. We 
should, however, be wary of such decisions because it could open up doors to other wearables 
being used in courts; such data could be subpoenaed by courts if not willfully provided. This is 
already the case with some big names including Google, Facebook and Microsoft
236
. Some 




As we can see, the use of smart technologies by common individuals can be an asset in a law 
case. However, it could be either a reliable record
238
 or be inadmissible in Court due to potential 
holes in the evidence and the possible willful manipulation of the device and the data provided, 
while there is always a possibility for the data to be hacked as well
239
. Nonetheless, there is a 
realistic possibility for such data to be used in Court to favor the user, as seen in A1702178 (Re). 
It is therefore possible to use the health data provided not to measure a physical injury per se, but 
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to measure the effects of that injury on the plaintiff’s activities
240
. This is possible due to the fact 
that RBT’s are able to pick up on “[m]ovement, location, blood pressure, and heart rate”
241
 
which in their turn compute a user’s level of activity. The only physical limitation to this is the 
desire of the user for his private information to be respected and not be brought to Court, granted 
it is not subpoenaed or faced with technical limitations making this information inadmissible due 
to potential tampering of it. In essence, smart health device can benefit the collectivity in 
numerous ways whether by solving criminal and civil charges or by improving the health of the 
population. Yet, we can clearly see that, regardless of their use, the development of smart 
technologies does indeed have a direct impact on user health data. 
b) Smart Health Devices Aiding a Population 
While smart health devices can be efficient in stopping criminals, they can also serve a 
greater purpose by aiding those in need. For example, the Apple Watch’s movement disorder 
manager called Movement Disorder API is capable of both measuring and recording progressive 
symptoms of Parkinson’s disease
242
. In fact, smart health devices such as RBT’s could detect 
certain diseases such as Parkinson’s disease, hearing problems and other neurological 
problems
243
. The elderly could certainly benefit from it
244
. 
The clear benefits of smart health devices turning to healthcare are getting diagnosed before a 
professional can notice any signs, reducing overall expenditures and time spent at the clinic by 
increasing diagnoses which can prevent the worsening of health problems requiring long term 
costs, and being able to track the progression of a health condition at one’s fingertips. In January 
2018, Apple even announced that its Health App could be connected to hospitals and clinics, 
therefore giving the users access to their electronic health record (EHR)
245
. Apple has also 
released Health Records API which gives the developers of third-party apps access to personal 
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 to “manage medications, nutrition plans, [diagnose] diseases and more”
247
. On the 
contrary to a government that has limited financial capacities and needs to allocate its resources 
not solely in healthcare, it is indeed in Apple’s interest to sell such smart health devices. With the 
popularity of the brand, Apple’s watch can reach a great number of people and become a life-
saving device. Yet, all smart health devices have their own benefits to individual users and to a 
population; we shall see how they can be used today in public health monitoring.  
In December 2019, we have seen the rise of a new virus called the novel coronavirus dubbed 
COVID-19 from the Wuhan City in China and it resembles a previous one called Severe Acute 
Respiratory Syndrome (SARS), but that is deadlier with fatality numbers surpassing the toll of 
the 2002-2003 SARS outbreak
248
. The World Health Organization has declared that the new 
coronavirus is a global health emergency as it has killed over 1000 people and had over 43,000 




. The problem is with the reporting of the cases. The 
way this virus is transmitted is allegedly from animal to person, then from person to person, and 
at times the people infected with it may not show any physical symptoms. While the typical 
symptoms are flu-like such as a fever, coughing and shortness of breath, someone who does not 
experience the latter may still be infected with the virus and could transmit it to others. 
Moreover, the incubation period is estimated to be between 10 to 14 days, meaning the virus 
could be spread without knowing it during that time.  
This is where smart health devices should come in. If an infected individual has symptoms and is 
wearing a Fitbit, their device can measure a sudden change in steps taken in a day and measure 
an elevated resting heart rate which can signal the presence of a virus before it is known by them 
or a professional healthcare practitioner
250
. Because of the flu-like symptoms, people may 
mistake the virus for a common cold or flu without seeing the gravity of their situation and 
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spread it to more people. However, what is known is that the coronavirus has an incubation 
period of around 14 days and symptoms can start progressively developing in comparison to a 
common cold or flu that hits you all at once and has an incubation period between 1 to 4 days
251
. 
Smart health devices can track down the progression of the symptoms and help distinguish 
between a virus and a common cold or flu. While in both flu and a respiratory virus the heart rate 
would be elevated, it would technically be possible to distinguish between a virus and flu based 
on the transmission pattern and incubation period. If two users wear Fitbits for example and user 
A infects user B, we can calculate how long it takes for user B to get infected. If the incubation 
period is around one to four days, that could signal the potential presence of the flu
252
. User’s B 
heart rate would then increase within that time frame and the number of steps taken would 
decrease as well. If the incubation period is around 14 days, this could most likely signal the 
presence of the new coronavirus. Although such an assessment could be done through human 
observation, because some people infected with the coronavirus do not experience clear physical 
symptoms, smart health devices could help detect them before a local epidemic spreads into a 
pandemic due to diagnosing the correct illness in time. With the help of other more advanced 
smart health devices, this diagnosis could be made easier and more efficiently.  
Indeed, we could potentially be able to distinguish between viruses, as shown by the Stanford 
Healthcare Innovation lab
253
, and be able to track the onset of a virus before it starts spreading to 
others. In the case of Covid-19, during the 14 day incubation period, the infected individuals 
might not be aware they have the virus and accidentally spread it to others. Such cases could 
potentially be identified via sensors that track a user’s vitals and stop the spread of the disease by 
increasing user awareness. Therefore, we also believe that if symptoms of a user are 
progressively worsening over a period of 14 days, or perhaps still worsening after 4 days, this 
could suggest the presence of something more serious than the seasonal flu which could require 
medical attention or immediate isolation. It is indeed possible that different infections could 
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result in different physiological responses which are shown in varying changes of both heart rate 
and length of elevation. This was the case with the H3N2 strain that caused a more severe illness 
than other strains
254
. Hence, differentiation between viruses could potentially be done through 
the monitoring of varying degrees of illness severity captured by the users’ smart health devices. 
If the differentiation is made possible in the future based on the users’ sensory outputs through 
wearables than it would improve the ability to track diseases and infections and prevent their 
spread. 
The use of these devices can be particularly important in patients with chronic diseases such as 
diabetes or heart failure and would require real time monitoring
255
. Certainly, the greatest 
advantage of portable smart health devices is their ability to collect a user’s data at any time and 
any place and transfer it for assessment to healthcare providers
256
, doctors, hospitals or even to 
third-parties that analyze this data and transfer the results directly back to the user for self-
management
257
. Moreover, while each individual smart device has its own benefits, the 
combination of them can prove to be a powerful tool in assessing one’s health condition. While 
smartwatches like the Apple Watch and the Fitbit are on the rise
258
, the data generated by them 
collectively could indicate a health pattern in a community. These devices allow a user to 
monitor bodily symptoms that were previously solely measured by health practitioners, increase 
the duration of monitoring and catch issues that might not have been present during a doctor’s 
appointment. Then again, such devices can also help doctors make clearer diagnoses and 
recommendations based on the data retrieved by the wearables
259
. If this data can be analyzed by 
                                                          
254
 Jennifer M. RADIN, Nathan E. WINEINGER, Prof Eric J. TOPOL and Steven R. STEINHUBL, prev. cited, note 179. 
255
 Minhee KANG, Eunkyoung PARK, Baek Hwan CHO and Kyu-Sung LEE, “Recent Patient Health Monitoring 
Platforms Incorporating Internet of Things-Enabled Smart Devices”, (2018) 22 Int Neurourol J., online: 
<https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6077937/> (accessed on April 28, 2020). 
256
 In fact, smart health devices already allow patients to get a doctor’s appointments from the comfort of their 
home. Simply by having a smart device, they can monitor their health, take pictures of problematic areas and have 
their devices send the data to their medical professional. This can include the heart rate, blood pressure and any vital 
signs calculated by smart devices. This does reduce the overall time spent at the doctor’s office or in a hospital. 
CTNT Report, “Cybercrime Tactics and Techniques: the 2019 state of healthcare”, prev. cited, note 167, p. 34; it is to 
note that in Canada “people are not yet in the habit of sharing the health data from their mobile apps with their 
doctors: only one user out of nine is currently doing this”, Guy PARÉ and Claire BOURGET, Diffusion of Smart 
Devices for Health in Canada, prev. cited, note 9, p. 30. 
257
 Minhee KANG et. al., “Recent Patient Health Monitoring Platforms […]”, Ibid. 
258
 Chris KRESSER, “The Benefits of Using Wearable Technology for Health Tracking”, February 7, 2020, online: 







health experts, it can also serve public health professionals to make assessments of the health of 
the general population. Hence, we believe that using smart devices in conjunction with the other 
data available to public health authorities could potentially save days between the start of an 
epidemic to the awareness of it. An earlier diagnosis of a disease on an individual level or of an 
epidemic on a national level can make a difference in the overall death rate. Indeed, as said in a 
report by the World Health Organization: “to prevent the spread of emerging diseases, it is 
vitally important to ensure early detection of a new pathogen and the start of human-to-human 
transmission”
260
. If new ways can be found to detect early health concerns, such as through 
monitoring the data generated by smart health devices, it could lead to quicker and more 
effective interventions from national and international entities. Therefore, we cannot help but 
wonder if the advantages we see on an individual level can be transposed to a nation and even to 
the world.  
Considering all of the above, what needs to be done is to put all this data generated and gathered 
into action. Such data needs to be accessible to prevent health epidemics on a larger scale. While 
access to privacy is a key concern of consumers, the true benefits of smart health devices are not 
individual but collective when different inputs can be compared and analyzed. As a matter of 
fact, one of the ways this is currently done is through search engines such as Google. When 
individuals input data online by searching for specific symptoms related to health conditions, this 
data can be accessed by the Government and can help prevent future health epidemics by 
analyzing the common trends that are searched within a certain amount of time and at a certain 
geographic location
261
. Indeed, this type of data gathering has been proven to be successful as 
shown by an Indian study that demonstrated a strong correlation between some Google search 
queries in relation to numerous diseases and their outbreaks short after
262
. If the data gathered by 
smart health devices could be anonymously monitored on a global scale, the benefits would be 
tremendous. The data would not need to be attached to a particular person, but only extracted 
from the latter and accessible in a universal database, continuously monitoring the progression of 
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health conditions worldwide. Once this type of information can be accessed by the World Health 
Organization, it could increase its efficiency and speed in preventing numerous epidemics which 
not only impact global health but global economy as well. Essentially, the greatest benefit to 
sharing personal health information is when such information can stay anonymous while being 
shared with appropriate authorities capable of analyzing it and implementing effective measure 
to solve health related issues. 
c) Why the Database Solution can Work and Benefit both Users and the General Population 
The database solution is feasible as the idea of an IoT-based healthcare system designed 
to extend healthcare services from hospitals to homes while having the data generated by 
wireless technology, amongst other resources, assembled in a central server, was already 
proposed by Yuehong YIN, Yan ZENG, Xing CHEN, and Yuanjie FAN in 2016263. Hence, if all 
healthcare resources of a community can be connected to a central server, so could the data 
generated by smart health devices and wearables, some of which are already used in healthcare.  
Furthermore, just as we predicted above, the use of wearables has already proven to be efficient 
in tracking diseases such as the seasonal flu
264
. As a matter of fact, the employment of secondary 
signals coming from “heart rates, physical activity and sleep quality”, which are found in Fitbit 
trackers, amongst other devices, could predict the spread of the flu even better than through 
current disease surveillance methods and can do so in real time
265
. Indeed, as suspected 
previously, our bodies react differently based on our health condition and our vitals tend to be 
abnormal. In the case of a seasonal flu or of an acute infection, our resting heart rate will be 
elevated, usually accompanied by a fever suggesting the body is fighting off an infection, and an 
infected person will tend to change their daily routine due to changes in their body such as sleep 
and activity patterns
266
. The sleep is more likely to increase whereas the daily activities are likely 
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to decrease. To test the correlation between the use of wearables and the prediction of diseases 
such as the influenza flu, The Lancet Digital Health examined 47 249 regular users of the Fitbit 
in the top five U.S. States with the most Fitbit users
267
 by using de-identified data
268
 generated by 
their wearables and evaluated over 13 million resting heart rate and sleep measures
269
. The 
results were used to track any deviation from personal norms. In fact, tracking physiological 
changes over time in comparison to personal norms can successfully identify irregularities in a 
person’s health. All abnormal readings were then compared to weekly estimates of the rate of 
people with flu-like symptoms. What was discovered is that “[w]]eek-to-week changes in the 
proportion of Fitbit users with abnormal data were associated with week-to-week changes in ILI 
rates in most cases”
270
. Hence, using the data generated by Fitbits improved the predictions of 
flu-like diseases in the five States studied during the experiment. The interpretation given in this 
study supports the solution given in this thesis. Indeed, smart health devices and wearables have 
activity and physiological trackers which are used more and more in the United States but also 
throughout the world to monitor one’s health. The data generated by them reveals real-time data 
and the location of the devices which enhances geographical surveillance of diseases. As said by 
Jennifer M. RADIN et. al., the information retrieved by these devices can be of high importance 
when it comes to enacting outbreak response measures in a timely manner in order to either 
prevent the transmissions of diseases during an outbreak or to diminish the spread of it
271
. 
The reason why wearables are a great addition to disease monitoring is because the current 
methods of monitoring flu-like illnesses may take from one to three weeks while wearables 
reveal real-time data. In fact, other monitoring techniques have been tested, as discussed above, 
such as Google Flu Trends, but the problem with the latter is that it overestimated the number of 
people infected during the 2009 H1N1 pandemic
272
. Surveillance through social media such as 
Twitter was also tested but the results were mixed in terms of the success of depicting an 
accurate representation of infected people. The biggest problem with these rapid techniques of 
crowd-sourced data, known as nowcasting, is personal identification and relating the data to a 
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user, for example, rather than to someone else. What we mean by this is that in contrast to social 
media and the Internet where search queries might not relate to one’s own state of being, 
wearables are connected to a user and generate data based on a user’s own input. A user’s 
symptoms cannot relate to someone else’s but search queries can be of simple curiosity or be 
done for someone else which can heighten overall statistics, especially on a State level
273
. 
Additionally, wearables provide objective data and have “significantly improved nowcasting of 
influenza-like illness”
274
. While crowd-sourced data is affected by outside factors, sensor-based 
data offers real-time measurements of a disease in a given population. Nevertheless, more studies 
would be required to distinguish between what are considered to be deviations from normal 
levels caused by infectious in contrast to non-infectious diseases. In any case, we can confidently 
conclude that wearables can indeed track and monitor diseases, whether they are severe or not. 
The benefits are numerous and more so if the data gathered comes from different regions of the 
world, especially in areas where surveillance of diseases is not possible. The greater the volume 
of data to analyze, the more geographically refined the surveillance through sensors can be. Such 
monitoring on a national level would improve the efficiency and precision of public health 
responses, while the same impact could potentially be seen internationally by the World Health 
Organization. While the study discussed above only used a Fitbit tracker and concluded on its 
efficiency in disease monitoring, we believe that having the data of multiple different wearables 
can increase precision and accuracy through the many sensors available. 
Currently, the Public Health Agency of Canada is using its FluWatchers program to monitor the 
evolution of the Coronavirus
275
. The program is usually meant to track the spread of the flu and 
flu-like-symptoms. Nevertheless, it works by sending recipients two questions weekly to 
determine if they had a cough or a fever the previous week. This data helps track the location of 
COVID-19. The higher the number of participants, the more accurate the information will be. As 
we can notice, this is similar to the idea we propose but less accurate. If the participants of the 
FluWatchers program would agree to share their personal health data from their wearables which 
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can be retrieved and analyzed by the Public Health Agency of Canada in a national database, 
then we could increase the accuracy of the data and determine more easily which areas are the 
most affected by the virus. As it is possible to notice, the FluWatchers program is meant to track 
the spread of the flu and flu-like-symptoms, but as seen, wearables such as the Fitbit are capable 
of doing the same, and they do so continuously, on a daily basis. Additionally, instead of 
questions that could be answered with a bias, the wearables would provide objective data capable 
of enhancing the current method of disease surveillance.  
Another example of a smart health device tracking the spread of a virus is the Kinsa smart 
thermometers. These thermometers connect to a mobile application via Bluetooth and reveal the 
users temperature along with signs of fever and illness. The information collected is aggregated 
into anonymized datasets which can be geographically separated. These thermometers have been 
able to track the spread of COVID-19 in nearly real time. They also found a way to differentiate 
between the flu and the coronavirus: “Sudden spikes in fevers detected by the thermometers, 
beyond what one expects from typical flu numbers, may reveal coronavirus cases instead”
276
. As 
well, as the geographical location is computed, spikes in certain regions can help locate 
outbreaks and follow their transmission pattern.  
In any case, both the influenza and COVID-19 are contagious and can be deadly. While 
differentiating between them will take further studies, knowing when to self-quarantine or to take 
precautions can reduce the risks of increasing the spread of the disease. Moreover, while it may 
be hard to take appropriate measures on an individual level when a serious illness arises, the 
Government can use de-identified data to take the necessary precautions in time. Once public 
health authorities get a hold of this data, they can evaluate if incidences increase above an 
expected number, above the endemic level. If they see a sudden rise in behavioral and 
physiological changes, they can take appropriate measures early-on. If Fitbits have improved the 
predictions on a State level
277
, so can other smart health devices whose data is generated and 
stored in a national database. Having an early detection mechanism of viruses is an important 
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part in taking appropriate measures such as pharmaceutical
278
 and non-pharmaceutical 
interventions meant to prevent the future spread of the virus and its infection of the population
279
. 
More so, multimodal assessment through the use of different wearables with “sensors for 
temperature, blood pressure, pulse oximetry, ECG, or even cough recognition”
280
 would further 
improve the detection and differentiation of arising diseases. Moreover, with continuous 
improvement in viral disease detections, it could be possible to identify influenza-like illness 
rates daily and these surveillance techniques could be applied on a global scale. 
In addition, surveillance through smart health devices such as it is done through Internet-based 
surveillance
281
 could prove to be very efficient, especially for the WHO. In fact, during the 
Severe Acute Respiratory Syndrome (SARS) outbreak in 2002 and 2003, which was similar to 
the new coronavirus, The Global Public Health Intelligence Network (GPHIN) successfully 
detected an outbreak in China through event-based surveillance from varying online sources such 
as websites and electronic forums, and alerted the WHO just in time to implement an 
international response
282
. In countries with weak or almost nonexistent public health 
surveillance, this could provide real-time data on disease activity by country or by region. At the 
moment, the GPHIN receives information from the Internet and news coverage of health events 
and uses this information to detect early signs of an outbreak
283
. A monitoring system similar to 
the GPHIN could be implemented by additionally analyzing personal health data.  While other 
monitoring techniques already exist, such as through the increase in the purchase of certain 
medication
284
 and through web-based tools such as Google Flu Trends that analyze web 
queries
285
, the problem with such surveillance methods is that they require a high number of 
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users to be effective, especially in developed countries. Hence, monitoring the progression of 
different diseases through smart health devices would increase the level of accuracy even with a 
limited quantity of users. This is because such devices have numerous sensors and are capable of 
monitoring, storing and analyzing most health-related information. As well, the geolocation 
feature on some of the smart devices could pinpoint the exact location of an outbreak, leading to 
effective measures taken by appropriate authorities, namely quarantines, if need be. Precisely, a 
study has shown that mobile phones can track the users’ movements and identify the routes of 
importation of infectious diseases while following its transmission pattern
286
. Withal, with the 
growth in network coverage, this type of monitoring can even be done in countries that have 
limited resources such as it has been done in Sri Lanka to monitor animal health
287
.  
While considering the database solution, a problem to lookout for is the access of one 
State to personal health statistics of another State. A negative evaluation could impact the 
economy of the affected country by becoming isolated by the rest of the world which is known 
as the “prisoner's dilemma”
288
. Another problem is with temporal asymmetry as other countries 
can quickly impose trade sanctions against the affected countries but they are not so quick to lift 
them once the health crisis has been averted or solved
289
. Countries constantly seek to balance 
their power and if it is not done with weapons or wealth, it could be done through research and 
sanctions. This is why it is important to find a solution both globally accepted and individually 
by the primary producers of such data, without compromising their right to privacy in the 
process; a right recognized by the Supreme Court of Canada in R. v. Dyment
290
.  
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In essence, we have seen some of the risks users of smart devices might encounter. These risks 
reappear in smart health devices but can be increased due to the sensitive nature of the 
information retrieved from smart health devices. Users are then faced with a potential violation 
of their right to privacy which increases the more they use their device and the more of them they 
use. The Government also faces risks in enacting our proposed solution as health data is not only 
sensitive but it is also lucrative on the black market. Nonetheless, while privacy concerns are on 
the rise with the use of these devices, so are the benefits. We have briefly seen that individuals 
may greatly benefit from these devices to monitor their health, while the Government can also 
benefit from the information generated to better monitor public health concerns. Nonetheless, the 
true advantage derives from improving the health of a nation by monitoring flu-like symptoms in 
a population and preventing the rise and the spread of diseases. However, in order for the 
benefits to outweigh the consequences, it is crucial to mitigate potential risks before enacting the 
proposed solution. This way it would be possible to reduce privacy violations while enhancing 
the health of a population. The improvement of healthcare should not infringe on our rights.  
II. Making the Most out of Smart Health Devices: A National and 
International Database 
 Individuals should not have to choose between health and their fundamental rights. While 
this thesis attempts to determine if the aforementioned risks can be acceptable in exchange of 
better health assessments and an overall increase in collective health and wellbeing, we believe 
that individual privacy can be maintained and the healthcare system improved if we take the 
appropriate course of action to mitigate potential risks and to favor the advantages. Indeed, there 
are a few things that both the Government and the users of smart devices can do to mitigate the 
risks or to counter them such as through legal available remedies. While it may not always be 
possible to prevent all risks associated with the use of smart health devices, it should be possible 
to mitigate the risks whether it is achieved in a preventative way or in response to a violation of 
one’s rights. Once the risks are mitigated, both users and the Governments can favor their 
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advantages such as through the creation of a national and international database to enhance the 
benefits generated by the use of smart health devices. Therefore, we shall list a few ways smart 
device users and the Government can mitigate some of the risks before demonstrating how they 
can favor their advantages through the use of smart health devices in public health monitoring. 
A. How to Mitigate the Risks of Smart Health Devices 
1. Smart Device Users 
As we demonstrated earlier in the thesis, the risks of using smart health devices are 
numerous in terms of privacy. While some of these risks derive from third parties or 
unauthorized persons getting access to user data, other risks arise straight from the source, from 
the use of such devices and their initial collection of data on users. Indeed, the fact that these 
devices collect a high amount of sensitive data on its users and that such data can be aggregated 
to other information generated by smart devices connected to the Internet of Things makes users 
more vulnerable to privacy breaches. However, it is possible to mitigate or to counter such risks 
in a way that users of smart health devices benefit from their gadgets with less fear surrounding 
their right to privacy. While there will always be risks associated with the use of smart health 
devices in regards to the protection of our personal information, many things can be done on the 
individual level to minimize the risks associated with our rights and our information accessed, to 
insure that our own devices and laws are not used again us nor betray our confidence. 
a) Mitigating Legal Risks 
Discrimination: 
In order to improve overall global health, trade-offs have to be made, and it is our 
personal health data that would be directly affected, or more precisely our right to privacy. 
Indeed, our personal medical records could potentially be accessed by employers and health 
insurance companies. Although both require the client’s consent due to the laws we have 
previously covered, it may be impossible for the latter to get the desired job or a health insurance 
if such information is not provided. This would technically be illegal in Quebec
291
 under the 
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Quebec Charter, although companies do find workarounds. This could lead to discrimination 
based on health, under the ground of physical disability of section 15 (1) of the Canadian 
Charter if such discrimination were to be inflicted by the Government; similarly, this could lead 
to discrimination under section 10 of the Charter of human rights and freedoms
292
 under the 
ground of handicap. The latter could apply both to the public and the private sector. As a matter 
of fact, obesity or an elevated body mass index (BMI)
293
 is considered a handicap and any 
inequitable treatment for weight conditions could be considered as discrimination
294
.  
Indeed, we may be quick to jump on newly available gadgets and opportunities when they seem 
to benefit us, but by doing so, we naively miscalculate the costs. Say we take the John Hancock's 
Vitality program
295
 in the United States for example; it offers a rebate of 15% off its life 
insurance to customers who agree to share data regarding their health by wearing a free Fitbit. 
Users of this program get points for staying healthy and active, for not consuming tobacco and 
for getting annual health screenings
296
. This is also offered in Canada, operating as Manulife 
instead of John Hancock. Manulife offers a smartwatch at a discounted price and a potential 
reduction of life insurance fees in exchange of the information gathered by the device
297
. How it 
works: the more you are active, the less you pay. Perhaps while saving on monetary costs, the 
user pays in data costs.  
As mentioned by Pierre TRUDEL, such devices are able to pinpoint user’s behavior impacting 
their health and insurance companies could use this knowledge and refuse to insure someone on 
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. Another problem with such devices is that, despite their accuracy, they can produce 
false-positives. Hence, on one side, such sharing of information provides additional benefits for 
the users, but on the other side, fallen into the wrong hands, accessing someone’s poor results 
can be detrimental to their career, especially if health is a big factor. Nonetheless, we could 
question if such risks are worth taking considering that the data assembled could predict and 
prevent heart disease or diabetes in the future. Yet again, if such information were to come into 
the hands of potential employers, it could lead to new types of discrimination not accounted for 
by the private sector legislation such as the Quebec Charter. While there are resources and legal 
remedies against discrimination as defined in both Charters
299
 and in the Canadian Human 
Rights Act
300
, all other forms of unequal treatment that do not fall under a reason of 
discrimination could persist. As a matter of fact, laws protecting citizens from discrimination in 
the private sector are exhaustive and they do not account for other forms of discrimination such 
as it is done in the Canadian Charter. Furthermore, health is not accounted for as a ground for 
discrimination in the Quebec Charter unless it is linked to another ground such as a handicap. 
While there are means to attach a certain health condition to a handicap, such as obesity, what 
this means for the private sector and users of smart health devices is that their personal sensitive 
information could potentially be used to legally “discriminate” against them based on their 
overall health without it being considered as discrimination.  
Yet, we ought to remain hopeful that if a situation of injustice occurs, that laws will protect us 
from it. As a matter of fact, we have already been seeing a genetic discrimination in this 
country
301
. The Genetic Non-Discrimination Act had been adopted in 2017 to cover such 
matter
302
, although the constitutional validity of the law had been questioned recently. 
Nonetheless, it would be a matter of time before new forms of “discrimination” appear or 
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“unequal access to work opportunities”
303
. Considering the possibility that employers get access 
to personal data such as the number of times an employee has gone to use the bathroom, has 
taken breaks, or worse, has developed health issues, it could inevitably lead to a violation of their 
fundamental right to privacy. Even so, some authors have shown that “employees who disclose 
their mental health conditions may face restricted opportunities, micro-management, subtle 
forms of social exclusion (including being the subject of gossip) and the possibility of having 
mistakes over-attributed to their illnesses”
304
. It is also said that “[o]ne in five employees living 
with a serious mental illness report experiencing job-related discrimination such as being refused 
a transfer, having difficulty accessing training and professional development and not advancing 
on the job through promotion”
305
. What if their choice gets taken away from them? These are 
some risks employees might inevitably face. Yet, while such disclosure would violate their right 
to privacy, they could benefit from work related accommodations as provincial and federal 
legislation obliges employers to accommodate their employees, if it is a reasonable 
accommodation and does not cause undue hardship
306
. A further problem may however arise 
from the possibility to legally justify discrimination. There are a few possibilities to do so such 
as through section 1 of the Canadian Charter; section 9.1 for articles 1-9 and sections 20-20.1 
for article 10 in the Canadian Human Rights Act; and section 15 in the Quebec Charter. Yet, in 
any case, the employer must “take all reasonable measures to accommodate, short of undue 
hardship, in order to avoid discrimination”
307
. Additionally, courts would accept discrimination if 
the bona fide occupational requirement (BFOR) as developed in British Columbia (Public 
Service Employee Relations Commission) v. British Columbia Government and Service 
Employees’ Union (B.C.G.S.E.U.)
308
 is fulfilled and justified.  
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Moreover, while the scenario of an employer getting access to an employee’s personal health 
data through their smart health devices is hypothetical, if such a violation does occur, there will 
be legal remedies available such as section 3 of the Civil Code of Quebec which protects the 
right to privacy. In addition, section 1457 of the Civil Code of Quebec could then be used to 
prove the social ramifications related to the exposure of personal health information, such as 
damage to their career, dignity and reputation. In any case, the way to mitigate or to counter risks 
is through the legal remedies available. Users of smart health devices can therefore be assured 
that if their personal health data is accessed without consent and used to discriminate them, the 
legislation in place will be there to protect them. Nonetheless, to mitigate such risks along with 
the risk of facing a potentially legal discrimination, users of such devices should seek out the 
motive for their refusal, whether for a job or an insurance, to make sure that employers or 
insurance companies are not illegally using their PHI against them. It is part of individual due 
diligence to protect ones personal data from the grasp of those who seek to obtain it, through 
legal or illegal means. Furthermore, if health data is a work or an insurance necessity, Section c) 
Mitigating our own Actions, will demonstrate what individuals may do to reduce the amount of 
data computed on them through their wearables and smart devices to avoid privacy violations. 
Unreasonable Search or Seizure: 
Nonetheless, a bigger legal problem arises when the seizure of such devices violates 
section 8 of the Canadian Charter of Rights and Freedom which states that “[e]veryone has the 
right to be secure against unreasonable search or seizure”
309
. Although this text is 
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straightforward, it is not the case with the jurisprudence as some defendants have argued before 
the Supreme Court of Canada that their right to privacy has been violated following the seizure 
of smart devices that were used against them
310
. A greater legal certainty should therefore be 
established through laws or uniform jurisprudence.  
The problem with section 8 arises when the State intrudes on individual’s privacy. Yet, at what 
point do we define what constitutes legal or unlawful searches of smart devices in regards to 
section 8? Moreover, is the seizure of personal health information ethical? The answers to these 
questions could help us determine whether the limitation of our right to privacy is justified for 
the purpose of improving global health.  
The matter of the fact is, as we connect to the Internet of Things through wearable technology or 
connected automation systems such as smart light bulbs, we unconsciously exchange our privacy 
for the perceived benefits we get from such systems handling our personal information and 
making our lives easier. This exchange comes at a price as making our lives easier costs us the 
recording, collecting, transmitting, storing and analyzing of our data along with giving away 
details about our whereabouts such as our exact location, our finances and even gives access to 
our sensitive information, namely health data
311
. At the end of the day, we make a choice and our 
choices generate consequences. For example, if a person chooses to break the law, they also 
make the choice of potentially facing a legal consequence, and at times, underestimate the risks 
of getting caught. Such is the case with smart devices. If a user makes a choice to use them in 
order to make their life easier, then they also make the choice of sharing their personal data with 
the developers and even perhaps different third parties; this being said, their decision might not 
be a conscious choice as they too can underestimate the risks. The ethical question becomes 
tricky when a person does not have a choice and does not consent to the disclosure of their 
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information. A person may find themselves facing a moral dilemma that can transcend into a 
legal one. Indeed, users of smart health devices have a choice: to use such devices and 
potentially have their right to privacy violated, or to seek an alternative by abstaining from using 
them and risk their health or even their lives
312
. As one might notice, the choice here is a mere 
illusion because the true choice is between a hospital bed and being free physically, but not from 
the grasp of those who seek to benefit from personal data. Therefore, we can say that the choice 
is between giving up one’s freedom or to be scrutinized by the legal system
313
. The only 
reasonable way we see fit to violate one’s privacy is when the violation can benefit a society by 
outweighing individual consequences, and can be justified in a free and democratic society, such 
as it is stated in section 1 of the Canadian Charter. We believe that using the data provided by 
smart health devices to provide feedback to those who cannot often visit a medical professional 
is one example of a morally and legally acceptable way of using someone else’s information; it is 
more so when the latter is used to improve global health and provide quicker remedies to 
epidemics. Therefore, having established the moral basis of sharing personal health data, the 
legal uncertainty regarding section 8 of the Charter needs to be addressed. 
Section 8 of the Canadian Charter of Rights and Freedoms states that “[e]veryone has the right 
to be secure against unreasonable search or seizure”
314
; it requires a flexible interpretation to be 
able to adapt to changes over time along with societal values. Indeed, this was the interpretation 
given by Justice DICKSON in Hunter v. Southam
315
. Nonetheless, this section is limited to State 
intrusion on individual privacy and does not apply to private parties. It is however possible to 
challenge a State intrusion through section 24 (2) of the Charter in order to exclude evidence 
from Court. It is also to note that while section 8 protects against unreasonable search and 
seizure, it allows solely a reasonable expectation of privacy
316
. This was reiterated in the decision 
R v. Cole mentioned previously
317
. Nevertheless, while it was noted in this decision that using a 
work computer instead of a personal computer lowered the expectation of privacy of the accused, 
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in comparison to using a personal computer, the Supreme Court granted the accused a reasonable 
expectation of privacy. As such, the question is much simpler when there is no reasonable 
expectation of privacy because section 8 would not apply, whereas when there is a reasonable 
expectation of privacy, a second question must be answered which is if the search or seizure was 
unreasonable and intruded on one’s privacy
318
. Therefore, a search conducted following a 
warrant is presumed reasonable even if it invades a person’s expectation of privacy
319
. However, 
there is also a possibility to apply for prospective warrants. As seen in R. v. Vu, Justice 
CROMWELL has explained that the “police may discover computers in a range of situations and it 
will not always be appropriate to require specific, prior judicial authorization before they can 
search those devices”
320
. This means that law enforcement authorities might not always need 
authorization before searching electronic health devices, allowing for a void and uncertainty of 
the law in place. Therefore, even if a Court finds a breach of section 8 of the Canadian Charter, 
it might allow the evidence due to said uncertainty in the law. In addition, Justice BINNIE clearly 
noted in R. v. A.M. that when analyzing the violation of section 8, it is important to take into 
account three considerations which are: “minimal intrusion, [specific] nature and high accuracy 
rate”
321
. Although the judge was applying these considerations to a case involving sniffer-dogs, 
they can easily be transposed onto most smart devices as such technology is minimally 
intrusive
322
, specific in nature with a high degree of accuracy. 
This was similarly concluded in R. v. Tessling mentioned previously. In this case, the use of a 
forward Looking Infra-Red (“FLIR”) camera to detect heat, in order to detect drugs, was not a 
violation of a person’s right to privacy. The Court of Appeal found the information inadmissible 
because the search was done without a warrant. The use of the technology, however, was not a 
violation of unreasonable search and seizure guaranteed by section 8 of the Canadian Charter of 
Rights and Freedoms, as was the lack of a warrant. The Supreme Court ruled that this type of 
technology is both non-intrusive and mundane in the data it produced. Thus, it did not violate the 
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defendant’s reasonable expectation of privacy as guaranteed in section 8 of the Canadian 
Charter. We could potentially presume that this would be an argument made in favor of using 
health data in courts, gathered by some smart health technologies. A Fitbit, for example, is both 
non-intrusive and mundane in the data it produces. The only difference between the latter and a 
FLIR camera is the user behind the device. Perhaps our right not to incriminate ourselves, as 
guaranteed by section 13 of the Canadian Charter
323
, could play in our favor, granted that a 
warrant is not issued to access our data. 
Nonetheless, when accessing sensitive health information, the minimally intrusive nature can be 
disputed. While accessing data from smart health devices is not as intrusive as other types of 
searches and can be done by accessing the server where the information is kept, the person 
whose information is disclosed might want to keep it private as it could be sensitive information 
revealing a user’s lifestyle. Indeed, even if the search is specific in smart health devices, the type 
of information accessed is sensitive in nature and reveals more about a person than a simple 
smart bulb, for example. Additionally, once a reasonable expectation of privacy has been 
established and section 8 becomes applicable, it is a matter of balancing individual interests and 
the collective desire for security, as well as the public’s interest in being left alone and the 
Government’s interest in pursuing law and order by intruding on individual’s privacy
324
. 
Essentially, the best way we see to ensure individual and collective interests, all while respecting 
section 8 of the Canadian Charter, is to require in all cases a judicial pre-authorization, a search 
warrant, while having reasonable grounds to believe that a crime will be or has been committed 
and use the information solely granted in the warrant while dismissing the deductable 
information about the person’s lifestyle, sexual orientation, and any data that would unjustifiably 
violate the right to privacy. Yet, it is also possible to mitigate risks through informed consent. 
b) Mitigating the Access of our Information through Consent 
The clearest solution to mitigate risks associated with the use of smart health devices is 
the one that is omitted by many of us: to read the terms and conditions for every contract signed. 
It is simply impossible to know what rights we are signing away if we have not read the binding 
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agreement we blindly accept. Indeed, one of the biggest issues with the use of technology is 
informed consent such as it was noted by professor GAUTRAIS in The Colour of E-Consent
325
. 
Professor GAUTRAIS defends the position that electronic contracts do not always reflect the 
actual consent of an individual as they may not always understand the transactions that they are 
making or the legal rights that they are perhaps unknowingly giving away. From long to 
unintelligible clauses, there are many reasons why someone would sign away their rights without 
having much of a choice. Nonetheless, these people, in Quebec, might be protected by sections 
1436 and 1437 of the Civil Code of Quebec. The question that follows is what happens to our 
information once we have signed our rights away? It is our right to privacy that is directly 
affected; the right to keep our personal information confidential. Therefore, it is crucial to fully 
understand and to read any contract before signing it as it could prevent further problems in 
regards to keeping personal information confidential. This applies to any contract between a user 
and their smart health device as such contracts can be numerous when using multiple 
interconnected devices. They may also be lengthy and unintelligible to the common individual.  
However, mitigating the access to our data is not always possible as consent is not always an 
option. Indeed, at times, to use a specific product or service on a smart health device, a user must 
consent to the privacy policy of the latter. This minimizes peoples’ options in regards to how 
they can mitigate their risks. Moreover, smart health devices might be required for a specific job 
or in order to get a better insurance deal such as we have seen with Manulife earlier in the thesis.  
Staying on the matter of consent, smart health devices are not restricted to users of a certain age. 
This means that part of the population using such devices cannot properly consent to their 
information being gathered, stored and shared amongst third parties. The younger population is 
beginning to use smart technologies and is accustomed to them since a very young age. 
Evidently, privacy concerns do arise as information collected on young children is extremely 
sensitive. Companies cannot gather information on minors; however, seeing that the information 
is gathered by technologies rather than by humans, distinguishing between which data can be 
stored and which cannot has its complications. Yet, there is gruesome evidence that some 
companies like TikTok “illegally collected personal information from children under the age of 
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13, such as names, email addresses and their location”
326
. In addition, the app’s predecessor 
Musical.ly collected and exposed the location of young children. This app had failed to comply 
with demands to delete all information on underage children and was holding onto it longer than 
necessary. The information collected by the latter included an “email address, phone number, 
username, first and last name, short bio […] profile picture, […] [and] the child's age, birthdate, 
or school”
327
. Other companies such as Oath, owned by Verizon, and Disney (DIS) have been 
fined for collecting and displaying information on minors
328
. This is clearly illegal and a grave 
preoccupation. These examples are used to demonstrate how companies may willingly gather 
and share personal data on minors regardless of laws in place. While TikTok videos per se might 
not reveal sensitive information, wearables used by children and their apps may possibly do so.   
In all evidence, children usually are protected, but the fact that they are protected does not 
change the reality that some of them may take interest in smart health devices containing certain 
applications and have their information stored. Companies should seek parental consent from 
minors unable to legally give their consent. Nonetheless, it is not unusual for children to lie about 
their age, especially when they cannot distinguish right from wrong, which is around the age of 
7
329
. Yet, the problem is greater amongst teenagers who seek out age-restricted content. 
Nonetheless, as noted by the former Privacy Commissioner of Canada (OPC) Jennifer 
STODDART in 2010, “[t]he average age of children who are on the Internet appears to be 
dropping, and the implications on their privacy need careful attention from public policy makers. 
[…] Many experts have stated that ensuring children's personal information is protected is an 
area that needs more attention”
330
. In Quebec, for instance, the age of consent is set at 14, 
whether it is work-related, for personal leisure, or health-related consent. In addition, people with 
certain conditions may be unable to properly give their consent such as individuals with special 
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needs. This is why it is crucial to enact laws that can protect the data of such people by making 
sure that whoever is consenting can legally do so and understands the rights they are giving 
away. As minors take interest in new technologies, including smart health devices, it is important 
that laws fully protect their privacy while ensuring that third parties are sanctioned for their 
negligence and respect PIPEDA’s accountability principle. Moreover, there should be 
accountability for “protecting personal information throughout its lifecycle”
331
. 
Furthermore, as seen earlier in the case of TJX
332
, one of the risks of giving away personal 
information is for such information to be kept and stored longer than needed, if needed at all. 
While companies on their end should not retain unnecessary personal information nor collect it 
for longer than necessary, users of smart health devices should make sure that the personal 
information they consent to give away to third parties will be discarded in a timely manner, when 
no longer necessary. Indeed, this is stated by Principle 5 of the PIPEDA
333
. 
As well, all data “that is no longer required to fulfill the identified purposes should be destroyed, 
erased, or made anonymous”
334
. While these were recommendations, the Act still sets the 
requirement that “[o]rganizations shall develop guidelines and implement procedures to govern 
the destruction of personal information”
335
. This would reduce the odds of users’ personal data 
from being unwillingly obtained. Thus, one of the solutions to mitigating users’ risks comes 
down to consent and understanding what the consequences in using smart health devices are and 
what consequences result from sharing personal data with third parties.    
Nonetheless, there is a tremendous difference between PII being hacked and it being voluntarily 
sold or shared to third parties. As for the possibility of PII being sold to third parties, it is 
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important to consult the privacy policy of applications and wearables and to make sure to 
acknowledge and consent to them before giving away personal data. In fact, the only way to 
prevent our personal information from being shared to third parties, apart from not having any 
smart device, is to read the terms and conditions with the privacy policy and to adjust the privacy 
settings to filter which information we are ready to give away and which information we want to 
keep private. Nonetheless, the problem can also arise from the hard-to-read policies some 
company’s offer, which can be filled with legal jargon throughout many pages or condensed all 
on one page
336
. Therefore, privacy policies must be open, transparent and include how the 
company manages personal data, such as stated in Principle 8 of the PIPEDA
337
. The Act also 
mentions what must be included in the information made available in its Principle 4.8.2.  
While the Equifax scandal was a security problem, the Cambridge Analytica scandal was a 
calculated ethical problem. Facebook puts efforts into avoiding data breaches, yet it voluntarily 
shares its users’ information
338
. These cases can be applied to wearables as the information they 
collect may “be processed, interpreted, aggregated, stored and shared with others”
339
, which can 
result in a similar privacy issue. The problem, however, is that apart from personal due diligence 
and controlling as much as possible what information we share, once we share our information 
with third parties, there is not much a user can do to control where its information goes 
afterwards, and to whom. As said by security technologist Bruce SCHNEIER in his blog:  
“So while it might be possible for companies to do a better job of protecting our data, you 
as a consumer are in no position to demand such protection. 
Government policy is the missing ingredient. We need standards and a method for 
enforcement. We need liabilities and the ability to sue companies that poorly secure our 
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data. The biggest reason companies don't protect our data online is that it's cheaper not to. 
Government policy is how we change that”
340
. 
In Canada, PIPEDA would apply to companies such as Facebook, Google and those who 
produce smart health devices, thus regulating the protection of personal information
341
. In fact, 
following an investigation by the Office of the Privacy Commissioner of Canada revealing 
Facebook’s violations of privacy laws, many significant changes have been made since then in 
the company’s privacy policies
342
. The Privacy Commissioner of Canada (OPC) Jennifer 
STODDART, at the time, has even noted that “Facebook has shown greater awareness of users 
privacy rights […]”
343
. This goes to show that our laws can indeed protect our personal 
information, even if it is in the hands of foreign organizations located outside of Canada. 
Facebook is just one case of many to demonstrate that accountability should be enforced 
whenever possible but also that it can work to better protect user data, especially sensitive data. 
If accountability is costlier than omission, companies might be willing to better protect user data, 
More so, in Canada, under the PIPEDA, companies may not collect, use or disclose personal 
information without the consent and knowledge of the individual to whom it relates
344
. This is 
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seen in principle 3 of the PIPEDA. As well, organizations must “make a reasonable effort to 
ensure that the individual is advised of the purposes for which the information will be used”
345
. 
Furthermore, consent must be given by users prior to the collection of their personal data and it 
should be sought out anew when a new use of their data is identified
346
. Moreover, when an 
organization seeks consent on sensitive information, such as health data generated by smart 
health devices, the consent sought out should be express, meaning users should formally agree to 
the use of their information, in contrast to tacit or implied consent which would be acceptable 
with less sensitive information
347
. To make sure consent is properly given, organization can 
follow PIPEDA’s suggestions: 
i) Have users fill out application forms to seek consent to collect their information and 
inform them through such form of the uses they have for users’ data. If a user signs this 
form, they will be giving express consent to the collection and specified uses; 
ii) Have users use a checkoff box system where they personally choose which 
information they do not accept to share with other third parties, such as their names and 
addresses. If the boxes are left unchecked, this would imply consent for their information 
to be shared to other third parties; 
iii) Consent may be sought out orally, such as by telephone; 
iv) Consent may be implied, such as at the moment of use of a product or service
348
. 
In some cases, consent might not always be required, such are the cases covered in sections 7 (1), 
7 (2), 7 (3), 7 (4) and 7 (5) of the PIPEDA. Similarly, section 5 (3) states that “[a]n organization 
may collect, use or disclose personal information only for purposes that a reasonable person 
would consider are appropriate in the circumstances”. This gives rise to a few exceptions that 
could potentially violate a person’s right to privacy. Nevertheless, no exceptions are allowed in 
regards to sharing and selling personal information for marketing purposes, and most of them 
tend to benefit the individuals involved.  
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If personal information were to be held by the Canadian Government, the Privacy Act would also 
seek individuals’ consent. Indeed, consent is covered by section 7
349
 and section 8 (1)
350
 of the 
Privacy Act. However, consent is not enough by itself to mitigate privacy risks.  
c) Mitigating our own Actions 
While consent is imperative, it is not the only thing to keep in mind to maintain the safety 
of personal information. Knowing what information is registered by smart health devices, what is 
recorded and what can be deduced through it plays a big role in mitigating the risks associated 
with the safe use of such devices. As said by the Office of the Privacy Commissioner of Canada 
in a blog, “[y]ou must understand your data before you can protect it!”
351
 Indeed, it is important 
to understand that while a person can have multiple “dumb” smart devices, the information 
retrieved from every one of them can be put together and provide an accurate representation of 
someone’s profile
352
. Due to the fact that smart devices are usually connected to the Internet of 
Things and can interact amongst each other, the amount of data recorded can drastically increase 
with the number of devices used by an individual. As such, someone that owns an Amazon Echo 
Dot and smart devices compatible with the Echo Dot, such as a smart plug or a smart blub, will 
have more of their information recorded. This information would include but will not be limited 
to: all Echo Dot interactions, all browsing history and purchases made on the Amazon website 
and additionally, all the times the smart plug or smart bulb were used, and when the user leaves 
the house or goes to sleep, deduced by the latter. The more smart devices connect to each other, 
the more information can be gathered and revealed. This includes smart health devices that are 
usually connected to another smart device such as an Apple watch connected to an Iphone. 
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The increased interoperability between smart devices increases the number of potential 
vulnerabilities. Indeed, when smart health devices connect to a home network, Wi-Fi or a 
cellphone network and are transmitted to a health professional, the data transmitted becomes 
prone to hacking and the privacy of the users becomes at risk
353
. As shown earlier, hacking is 
one of the risks associated with smart devices connected to the Internet of Things (IoT). It is a 
greater risk if the information generated by smart devices is health related because, as we have 
seen, it is highly in demand by cybercriminals who seek to sell it or to profit from it through 
identity theft. As well, there are also health risks if the hackers are able to stop a smart health 
device from functioning, such as a pacemaker or a heart rate monitor. More so, this same data 
desired and used by cybercriminals is also of value to third-parties who seek to sell this 
information and profit from it through marketing. Indeed, there are industries that profit from 
selling personal health information generated by applications and wearables which provide “real-
time data on geolocation, activities, and behavioral patterns”
354
.  
Fortunately, there are a few things users of these devices can do to mitigate such risks. We shall 
name a few as suggested by Norton security software. Just as computers require regular updates 
to patch security holes
355
, every generation of wearables comes with newer and more 
sophisticated security features
356
. This means that while it may be costlier, it would be safer to 
invest in newer generations of smart health devices than to opt for a previous and cheaper model. 
These devices should also be updated when possible. Furthermore, it would be important to let 
smart devices have access to only the most critical information needed for usage. While it is 
possible in some cases to manage the information applications on smart devices have access to, it 
is also suggested to reduce storing in such devices any critical personal information such as your 
Social Security number, bank accounts, credit card information, and your home address. Thus, if 
a user of smart health devices shops online, they ought to refrain from doing so through 
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wearables. However, when using smart health devices that required data or internet connectivity, 
users should refrain as much as possible from connecting to public Wi-Fi. Hackers can position 
themselves between users of smart devices and the connection point which enables the hackers to 
receive the users’ information instead of it being sent to the hotspot. Hackers then receive every 
information sent out such as emails and personally identifiable information (PII)
357
. Therefore, 
making sure all personal devices are connected through data rather than Wi-Fi, or even 
Bluetooth, would increase the protection of PII.  
There are also a few more things users of smart health devices can do on their own to reduce the 
risks associated with the use of these devices. While we have discussed the possibility of these 
devices turning against their users, risks associated with subpoenas cannot be mitigated and are 
simply to take into account in considering whether the benefits of sharing personal data to 
benefit overall health exceed the risks associated with it
358
.  
The main solution comes down to understanding what information is gathered and what can be 
deduced by personal smart health devices and how this information can turn against the users or 
negatively impact them. Smart devices can indeed be used in trials, but when such devices are 
permitted or requested, the data they register has to be unedited and raw such as seen in Benisty 
c. Kloda
359
. Hence, it would not be possible to eliminate undesired pieces of data from evidence 
and the metadata in smart devices would reveal more information than anticipated. However, in 
the case of a subpoena following a warrant, only the information part of the search should be 
admissible and taken into consideration. Yet, we see that this is not always the case when 
evidence obtained illegally can be used after assessing the impact on the administration of 
justice. It might seem that in any case, when personal information is obtained through legal 
means, users of devices from which the data is retrieved are in a disadvantage. However, this 
does not mean that they cannot reduce the risks deriving from the access to their information.  
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First and foremost, users of smart devices are in control of which device they use and what 
information they allow to share with them, to a certain extent. They key word is control. 
Essentially, it is a matter of having control over one’s gadget, instead of it having control over 
you. Thus, one way of taking back control is limiting the amount of smart devices and keeping 
the essentials, which in most cases would be smart health devices, and then again, not all of 
them. Indeed, while a video doorbell sounds convenient, it poses concerns in terms of privacy. 
As an example, the police has partnered up with Amazon to be able to “download videos 
captured by homeowners’ Ring doorbell cameras […] keep them forever and share them with 
whomever they’d like without providing evidence of a crime”
360
. This being said, if a user’s goal 
is to count steps in a day, a Fitbit would be a better option than a smart watch as the latter would 
compute a greater amount of information on the user. Thus, keeping only the essential smart 
health devices is a way to take control over how much information is gathered on oneself. 
Additionally, not every smart device needs to be one. We have mentioned that there are “dumb” 
smart devices such as refrigerators, kettles and household appliances. While they are convenient, 
having many smart devices connected to the Internet of Things increases the data generated and 
potential vulnerabilities. While such data is benign on its own, it may reveal a lot about its user 
when added to a conglomerate of data derived from many devices. Therefore, owners of smart 
health devices whose sensitive information is already computed should refrain from using other 
smart devices that are non essential and avoid exposing themselves to greater privacy risks. 
Secondly, while going back to the matter of consent, it is important to take the time to properly 
consent, or not, to the different types of data collection presented by smart devices. It can be easy 
to run through them in anticipation of using the devices as soon as possible; yet, taking the time 
to read through what one is consenting to can significantly reduce the risks in terms of privacy. It 
is, in fact, important to know what data is collected, which part of it is public and what apps can 
access personal information. Apart from privacy policies, it can be suggested to consult settings, 
sharing and storage options along with what will be accessed by an application when in use. 
Most times, applications in smart devices request access to a user’s camera, contacts, and other 
personal information to properly function. While some accesses are essential for an application’s 
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functionality, others can be denied which would reduce the amount of data stored by some apps. 
Users should also control what information can be visible to others. Other times, it can be 
possible to change what information is being collected through default settings because they can 
be geared towards collecting and sharing personal data. The same goes for smart wearable 
devices. Wearables should be configured to maximize privacy
361
. It would also benefit the users 
to seek out if manufacturers of their devices follow any security or privacy standards or 
certifications such as International Standards Organization (ISO) norms. Essentially, the more 
access is provided, the more information is compiled.  
Thirdly, it is possible to limit the amount of data collected by shutting off smart devices that are 
not currently in use. Some devices such as a Fitbit calculate the number of steps taken in a day. 
Unless a user is a sleepwalker, there would be no need to keep the device on during the night. In 
fact, the Fitbit can register the amount of times a person has been inactive, hence in bed, through 
the constant usage of this device
362
. Moreover, in the event that a user decides to cease using one 
of their devices permanently, they should ensure that all their data is permanently removed from 
the devices, which sometimes involves following more steps than simply resetting a device to its 




In essence, following these suggestions would reduce the amount of data generated and the 
amount of smart devices used, leaving users with mostly smart health devices as these can be 
considered essential in some cases. However, relying too much on smart health devices can also 
cause problems of its own. In fact, the use of these inexpensive off-the-shelf wearables can 
create distress and fear through false positives. While these devices do a good job in preventing 
numerous health problems, with all the data generated, it may lead to overdiagnosis, especially in 
asymptomatic individuals
364
. The amount of false positives may be overwhelming for the users 
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of smart health devices along with the medical community. However, while it could be 
dangerous for a consumer to self-diagnose and seek treatment by themselves, it could be fatal to 
ignore unusual health diagnostics and symptoms. Smart health devices should never replace 
personal judgment in regards to one’s state of health, but they should serve as an additional tool 
in monitoring symptoms that the body does not recognize as warning signs yet.  
Thus, in order to use smart health devices to monitor health aberrations, it is crucial for users to 
protect themselves from privacy breaches, but this responsibility also falls onto the Government.  
2. The Government 
a) Mitigating the Gaps in Privacy Management: Hacking Risks in Healthcare and Privacy Laws 
 As discussed in the risk section, the Government and its institutions might face the risk of 
unauthorized seizure of PII as seen in the case of the WannaCry ransomware, amongst other 
similar incidents. This is especially true if the solution of a national database generated by the 
data of countless individuals by means of smart health devices comes to fruition. Therefore, 
governments and health facilities must find ways to protect personal health information from 
hackers and from those who wish to profit from it by mitigating this risk. Yet, it is not solely the 
Government’s role to mitigate risks in the health field; it is also every healthcare provider’s 
responsibility to ensure that they are taking the necessary steps to avoid future attacks.  
Indeed, cybersecurity often falls as a last priority in healthcare institutions
365
. This is because 
cybersecurity does not generate revenue and health organizations usually prefer investing their 
money on research, equipment and on new technologies to enhance the quality of patient care 
and of services provided. This leads to other problems such as understaffing of IT professionals 
and not having enough training for healthcare staff. Other times, the problem comes from the 
source, which means it can come directly from third parties who create health apps or smart 
health devices. In fact, healthcare software can only be produced by the vendor and not by 
healthcare facilities
366
. This could create a delay in maintenance and patching up flaws in the 
system. If the latter are not dealt with in a timely manner, the systems will be vulnerable to 
exploitation and it could lead to a breach, leaving numerous personally identifiable information 
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available to hackers. If these same health devices are to be used to compute and generate data for 
a national database, such risks should be dealt with beforehand. Thus, a greater part of the 
Government’s budget could be allocated towards healthcare facilities for them to invest in IT and 
into proper training. As for the use of smart health devices in generating health data for a 
national database, only trusted, secure and up-to-date wearables and applications should be 
allowed. The keepers of the database itself should be weary of potential hacking risks and flaws 
in the system, especially that PHI would be located on the national and international level at the 
World Health Organization. However, due to the anonymity concept within the database, 
hacking would not be much of an issue unless the hackers are able to retrace the information 
back to specific individuals, which could be possible. The Government should therefore focus on 
the transmission of data between wearables and the database and between smart health devices 
and healthcare facilities that use them. The solution for the latter could be to allocate more 
funding in risk protection management. As for the transmission of data between wearables and 
the database, a barrier could be created between the data and third parties through network 
segmentation, which means splitting the network into subnetworks
367
.  
Moreover, due to the fact that some provinces in Canada have enacted their own privacy laws, 
there are discrepancies in Canadian laws on the right to know if your data has been breached. 
Under PIPEDA, every data breach must be reported, amongst other requirements. Yet, while the 
PIPEDA offers a reasonable protection in this regard now, it did not come without flaws. A 
report
368
 dating back to May 2013 by the Office of the Privacy Commissioner of Canada noted 
numerous shortcomings in the current legal system and called for a reform of the PIPEDA
369
. 
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Some of the problems were that there was a lack of power to impose administrative sanctions, 
opacity regarding the data transmitted by companies to public authorities, and a difficulty in 
engaging corporate responsibility when the latter are found to be responsible for a breach in the 
protection of personal data. The PIPEDA has since been amended, following the Equifax 
scandal
370
, and obliges companies since November 1, 2018 to report to the Office of the Privacy 
Commissioner of Canada the occurrence of any data breach, to keep records of every breach for 
a minimum of two years
371
 and to notify affected individuals at risk
372
. PIPEDA also set out 
important guidelines to ensure that individual consent is given when accessing personal 
information, namely colleting, using or disclosing it. Such is the case in Principles 4.3 and 4.3.6 
of the Act
373
. This is very important progress in terms of the protection of personal information 
because the citizens of Canada now have to be informed whenever their personal data is accessed 
without their consent. This does not diminish the risk associated with the availability of personal 
information to third parties or other entities, but it provides transparency as to what happens to 
this information in the hands of others.  
Notwithstanding this progress, not all provinces have the same requirements. For example, 
Alberta was the only Canadian jurisdiction to have had a mandatory breach notification regime 
in place prior to PIPEDA amendments of 2018
374
. This allowed the province to take action 
against a privacy breach from Uber Canada in 2016 who put at risk the personal information of 
over 800,000 Canadians and waited a year before notifying the affected individuals
375
. Precisely, 
as stated in section 34.1 (1) of the Personal Information Protection Act:  
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“An organization having personal information under its control must, without 
unreasonable delay, provide notice to the Commissioner of any incident involving the 
loss of or unauthorized access to or disclosure of the personal information where a 
reasonable person would consider that there exists a real risk of significant harm to an 
individual as a result of the loss or unauthorized access or disclosure”
376
.  
This means that private and public organizations that hold personal data must report data 
breaches that can cause a real risk of significant harm. They must also inform the individuals 
who had their data breached, report to the Privacy Commissioner and to the Minister of 
Health
377
. There is also a mandatory breach reporting requirement under section 60.1 (1) of 
Alberta's Health Information Act (HIA)
378
 in regards to the public health sector. As well, 
Ontario, New Brunswick and Newfoundland and Labrador also have reporting requirements in 
their provincial health privacy laws. On the contrary, in British Columbia, public bodies do not 
have the obligation to report data breaches to individuals nor to the Privacy Commissioner, even 
if it is health data; data that could be generated by smart health devices. Indeed “PIPA does not 
currently require mandatory reporting, but complying with the federal law is considered best 
practice […]”
379
. Quebec has also not yet introduced breach notification requirements in its 
legislation but Quebec’s former minister of justice was considering introducing a bill to 
modernize its provincial privacy regime. The changes would include: 
“(i) tighter rules governing the consent of persons concerned, (ii) the possibility for these 
individuals to withdraw their consent and the company’s obligation to destroy their 
personal information it holds, (iii) the obligation for the company to report any security 
                                                                                                                                                                                           
Also see: THE CANADIAN PRESS, “Uber to inform Canadians affected by data breach Social Sharing”, CBC, March 
9, 2018, online: <https://www.cbc.ca/news/business/uber-breach-data-canadians-1.4570507> (consulted on April 1, 
2020). 
376
 Personal Information Protection Act, prev. cited, note 63.  
377
 Birch MILLER and de Lobe LEDERMAN, “Cybersecurity Data Breaches and Mandatory Privacy Breach Reporting: 
Lessons from Alberta”, BLAKES, October 18, 2016, online: 
<https://www.blakes.com/insights/bulletins/2016/cybersecurity-data-breaches-and-mandatory-privacy> (consulted 
on April 1, 2020). 
378
 “60.1(1) Subject to the regulations, an affiliate of a custodian must as soon as practicable notify the custodian in 
accordance with the regulations of any loss of individually identifying health information or any unauthorized access 
to or disclosure of individually identifying health information in the custody or control of the custodian.” 
Health Information Act, S.A. 2018, c. H-5. 
379
 BEACON LAW CENTER, “New Data Breach Reporting Rules”, March 29, 2019, online: 




incident, including loss of data, (iv) increased powers granted to Quebec’s access to 
information commission and higher applicable penalties, and (v) the Act’s expanded 
scope of application to public bodies”
380
. 
As a matter of fact, Quebec’s legislation protecting personal information had been adopted in the 
1990’s and has not been significantly updated since
381
. In September 2019, Quebec’s then 
minister of justice Sonia LEBEL said that the new bill she was working on would also seek to 
regulate the protection of personal data in public and private matters and also concerning the 
management of personal data by political parties
382
. The latter is extremely important and would 
contribute greatly towards mitigating data protection risks as political parties are exempt from 
“privacy laws that regulate the storage, collection and use of personal information” and they do 
not have to report to the OPC nor to individuals of any data breaches
383
. If political parties got a 
hold of the data produced by smart health devices, it could further violate citizens’ right to 
privacy. Moreover, the federal government has to report certain data breaches but there are still 
no laws mandating political parties and some provincial public bodies to report such breaches, 
whether to individuals or to the OPC. Creating accountability for these entities would be a step 
towards safer data management as “[p]ublic agencies have some of the most sensitive 
information on Canadians including financial data, medical information and even how you 
voted”
384
. If the Government were to create a national database generated by smart health 
devices, it would indeed have access to the medical information of its citizens and other 
unaccounted for data aggregated by such devices. This is why this step forward towards 
accountability by public agencies is crucial. As said by Kevin NEWMAN in a podcast, “health 
authorities in British Columbia are entrusted with the most sensitive information about a person 
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that you can possibly imagine, and so the responsibility to make sure it is properly secured is a 
significant bar they need to ensure that they meet”
385
. It is also revealed in this podcast that it is 
obscure what public bodies and political parties do with our data which means a stricter 
monitoring should be envisioned to cover them and what they do with our personal information. 
Thus, it would be important to have uniformity in privacy laws amongst all Canadian provinces 
to avoid gaps within it; at least when it comes to the principles set by the PIPEDA, in particular 
the accountability one. While we acknowledge the provincial right to legislate based on the 
division of powers, we believe that personal health data should be protected equally, at the same 
standards set by the PIPEDA, regardless of the location of this information. Accountability is 
therefore an important principle to abide by, whether it is for data transfer or disclosure of data 
breaches.  
It is to note that out of the 446 breaches reported to the OPC between November 2018 and June 
2019, affecting around 19 million Canadians, 59% of them were due to hacking, 22% were due 
to accidental disclosures, 13% resulted from a loss of data and 6% was from physical theft
386
. To 
cope with some of the risks association with the use of technology, Minister of Innovation, 
Science and Economic Development Navdeep BAINS announced the creation of Canada’s new 
Digital Charter on May 21, 2019
387
. This Charter is filled with proposals aimed to modernize 
PIPEDA. The 10 principles of the Charter will consist of: universal access
388
; safety and 
security
389
; control and consent
390
; transparency, portability and interoperability
391
; open and 
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; a level playing field
393





; free from hate and violent extremism
396
 and strong enforcement and real 
accountability
397
. Government policies and legislation will be measured against these principles. 
The latter will allow Canadians to have more control over their data and to know how their data 
is being used and by whom
398
. Indeed, the Government has already committed to revising the 
PIPEDA to make sure it is consistent with the Digital Charter
399
. Some of the changes we might 
expect to see, based on the new Charter, would be in regards to “data mobility, online reputation, 
consent, oversight and enforcement”
400
. The Government has released a discussion paper aimed 
at sharing Canadians’ concerns regarding their privacy and how to modernize PIPEDA based on 
them and the Digital Charter
401
. Canada's federal private-sector privacy regime would seek to 
achieve the outcomes related to the principles set by the new Charter. This would in turn allow 
individuals to have more control over their personal data while avoiding burdensome restrictions 
for businesses. Moreover, the Government of Canada proposed 
“clarifications under PIPEDA that detail what information individuals should receive 
when they provide consent; certain exceptions to consent; data mobility; deletion and 
withdrawal of consent; incentives for certification, codes, standards, and data trusts; 
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enhanced powers for the Office of the Privacy Commissioner; as well certain 
modernizations to the structure of the law itself and various definitions”
402
. 
Changes to this Act would have to be reflected in provincial legislations which were deemed 
substantially similar to PIPEDA; however, until then, it would be important for the three 
provinces concerned not to fall behind in regards to the protection of personal data, such as it 
was done in British Columbia and in Quebec. Some reforms are also to be expected in regards to 
the Privacy Act
403
. After all, it is in the Government’s advantage to maximize data protection to 
get citizens’ trust, especially if it were to follow suit with the idea of creating a national database. 
Indeed, as we will demonstrate below, the Government and the users of smart health devices can 
favor their advantages through the creation of a national and international database which could 
help improve public health by preventing and tackling diseases as they arise.        
B. Favoring the Advantages of Smart Health Devices 
 Having covered some of the ways both users and the Government can mitigate the risks 
of using smart health devices whether for personal use or in healthcare, we shall now explain 
how the latter can favor their advantages through the creation of a national and international 
database. We believe that a more accurate surveillance of upcoming diseases and viruses, 
whether it is done by State or supra-State bodies, can improve a population’s overall health. 
1. How the Government(s) and the WHO Would Benefit From a Database and its 
Establishment 
a) Benefiting from a Database Generated by Smart Health Devices 
Our personal health data can be our weakness but also our strength. This is why it is 
crucial to reform the healthcare system by increasing the use of smart devices in healthcare. At 
the present moment, the federal government does not collect the information about individuals’ 
health as it stays confidential between a physician and its client, unless consent is provided to 
disclose such data, such as previously seen in the PIPEDA. Moreover, every province and 
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territory has its own distinct health system for which it is responsible for
404
. This is due to the 
division of powers between the federal and the provincial governments. When the Constitutional 
Act of 1867
405
 was enacted, health was not expressly attributed to one or the other Government 
in sections 91 and 92. Later on, in 1982, the Supreme Court of Canada declared that  
“[h]ealth is not a subject specifically dealt with in the Constitution Act either in 1867 or 
by way of subsequent amendment. It is by the Constitution not assigned either to the 
federal or provincial legislative authority. Legislation dealing with health matters has 
been found within the provincial power where the approach in the legislation is to an 
aspect of health, local in nature. […] On the other hand, federal legislation in relation to 
"health" can be supported where the dimension of the problem is national rather than 
local in nature […], or where the health concern arises in the context of a public wrong 
and the response is a criminal prohibition”
406
.  
On the one side, this is convenient for tailoring particular health services needed for the residents 
of a specific area. On the other side, the coordination of health reforms becomes challenging and 
we see an opportunity to gather all health data at the federal level through a centralized server 
accessible by both levels of the Government for which the Public Health Agency of Canada 
would be responsible for. The objective would be to allocate resources efficiently to problematic 
areas in the country or to make policies ensuring appropriate healthcare needs are met 
everywhere, amongst the first nation people and the citizens. We would like to push this idea 
further by suggesting an international health database at the World Health Organization such as 
the Global Health Observatory (GHO)
407
 but fuelled by the inputs of smart health devices. If 
brands such as Apple could partner with the WHO, along with the cooperation of all 
governments, then it would be possible to track and even predict future epidemics based on live 
inputs generated at a global scale. Although this is already done to some extent, it has not yet 
reached its full potential. Indeed, similar partnerships could be made such as it was done with 
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Google through “the Google Fit app”
408
. Moreover, during the Seventy-first World Health 
Assembly held on May 26, 2018, governments saw the true benefits of smart health devices by 
recognizing that they can “improve public health, promote universal health coverage and 
advance the Sustainable Development Goals”
409
. As countries have an obligation of helping each 
other
410
, they could do so by exchanging technologies for skills, information or other desired 
goods, resulting in a win-win situation instead of a rivalry between them in the hopes of 
balancing their power. It would also benefit all countries because health issues are not country 
bound. Therefore, cooperation is necessary to ensure that diseases and epidemics do not spread 
worldwide. This was also acknowledged during the World Health Assembly. Additionally, it 
would greatly benefit the WHO as it has been criticized for its slow reactions to epidemics and 
its capacity to adapt to a fast changing environment, namely being criticized for the slow reaction 
during the Ebola epidemic of 2013-2015 in West Africa that caused 11,300 deaths
411
. Although 
the international organization has made progress since, it needs to further work on prevention 
methods and means to control epidemics onsite, especially with the rise of new viruses such as 
the novel coronavirus mentioned above. As a matter of fact, following this pandemic, the WHO 
has been severely criticized, even more than before
412
. As a solution, the WHO could make 
recommendations to its Member States to invest in smart health devices to help control the 
progression of health conditions in affected or at risk communities. While controlling diseases 
such as Ebola would be a long shot, it would be efficient in controlling obesity, one of the main 
health issues addressed by the World Health Organization
413
. If the effects of the database are 
greater than anticipated, it would already be an improvement to the current situation. 
Indeed, greater protections are increasingly important as our solution slowly comes to fruition. 
The Government seems to support the idea of using wearables and other smart devices in 
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healthcare in its approach to digital health technologies and believes that such devices have the 
“potential to make the delivery of health care more accessible, convenient and cost-effective”
414
, 
as noted previously. In addition, the Government believes that these “technologies can improve 
access to health care information, facilitate more timely diagnoses and treatments, and improve 
access to care for patients at home, at health care facilities, as well as in rural and remote 
communities”. More so, “Health Canada expects that this initiative will benefit Canadian patients 
and the health care system by improving access to innovative digital health technologies that 
have rapid development cycles while potentially saving health care system costs”
415
. As for 
enhancing legal protections, the OPC commissioner suggests that: 
“Legislation should define privacy in its broadest and true sense, […] by describing it as 
freedom from unjustified surveillance. Canadians want to enjoy the benefits of digital 
technologies, but they want to do it safely. Legislation should recognize and protect their 
freedom to live and develop independently as persons, away from the watchful eye of a 
surveillance state or commercial enterprises, while still participating voluntarily and 
safely in the regular, day-to-day activities of a modern digital society”
416
. 
The Government should also only collect data “necessary for [the] operation of a program or 
activity and proportional to the privacy risks”
417
. Hence, there are privacy reform plans to 
modernize PIPEDA and the Privacy Act. Moreover, third parties are also willing to cooperate. 
As a matter of fact, since the COVID-19 pandemic, we are seeing how third parties owning some 
of the biggest smart device name brands are willingly cooperating with public health officials to 
help them track the spread of the Coronavirus
418
. Fitbit users are able to participate in studies 
through the company's COVID-19 Resource Hub. Apple and Google have also announced plans 
“to develop API-enabled interoperability between iOS and Android products – and eventually 
build Bluetooth-based contact-tracing functionality into their respective operating systems”
419
 to 
track the spread of the virus. As said by Dr. Eric TOPOL, director and founder of SRTI: “From 
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our previously published work, we know that data collected from consumer wearables can 
significantly improve the prediction of influenza-like illness”; he sees “an enormous opportunity 
to enhance disease tracking for improved population health during the COVID-19 pandemic”
420
. 
Indeed, Apple and Google added features to their mobile operating systems making it possible 
for certain apps monitored by Government agencies to use Bluetooth to track the proximity 
between phones in order to identify who has been in contact with a coronavirus carrier
421
. The 
way this works is if a carrier is positively diagnosed with the virus, they can report it through the 
app and the latter will inform anyone who has been in proximity to the carrier through a 
notification. Evidently, this poses privacy concerns for many, mainly concerns regarding the 
possibility for COVID-19 users to be revealed. Since the contact tracing solution requires access 
to users’ location, this could potentially be used as incriminating evidence as seen previously in 
insurance scams, criminal misconduct or abuse of work leave days. We could also assume that in 
the case of a criminal activity, such techniques could also be used to track people who were in 
proximity to a criminal, hence violating their right to privacy, even if they were innocent. Not to 
mention that this “can be used as evidence of everything from extramarital affairs to political 
dissent”
422
. Thus, PIPEDA’s accountability principle should be enforced to prevent third parties 
from unjustifiably violating users’ privacy
423
. Yet, if this works with certain apps, it could work 
on other health apps connected to smart health devices and equally benefit the Government. This 
said, while we see the clear benefits and feasibility of smart devices used to improve overall 
health, and while we also have the willingness of the Government and third-parties to cooperate 
with health officials to diagnose and prevent the spread of diseases, we nonetheless acknowledge 
the many privacy concerns that may persist if laws do not properly protect individuals’ privacy. 
b) How the Database Works 
In order to understand how the database will work, it is important to understand what was 
already done and what can be done. In September 2019, Apple launched a new Research app that 
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will work with all Apple Watch users in the United States and will allow them to contribute to 
health research by sharing the personal health information collected by the smart device through 
its sensors
424
. This will work through private contributions by the users to several new health 
studies in collaboration with the World Health Organization, amongst other partners. The data 
extracted from the Smart Watch could potentially reveal “the long-term effects of sounds on your 
hearing health; how menstrual cycles can inform the screenings for infertility and osteoporosis; 
and how activity and movement impacts overall health”
425
. This data allows researchers to 
conduct studies on a larger scale and in ways that were not possible previously. Before the 
release of the new Research app by Apple, such health studies were both costly and time 
consuming. With its release and opt-in option for sharing personal health data such as the heart 
rate, the motion and activity level along with sound exposure, it is allowing for a quicker way to 
conduct these types of studies, mostly because the information is already there and requires a 
person’s consent to access it. Moreover, Apple insures that the data shared will be encrypted, 
will not be sold to third parties and will inform the users of how their data was used in the 
research. As with any information, the users can withdraw at any time and cease sharing their 
personal health data, such as permitted under Principle 3, section 4.3.8. of the PIPEDA. 
Moreover, the database would be inspired by the Global Health Observatory (GHO) in the way it 
would work. The GHO is a portal to health-related statistics of the Member States of the World 
Health Organization (WHO), of each of the 194 countries
426
. It is divided by themes such as the 
global situation and trends which are updated regularly through core indicators. The users of the 
GHO database are able to select specific indicators such as health topics by country or region and 
can even download the data in an Excel format. The data extracted includes statistics from every 
Member State country and allows the WHO to issue analytical reports on key priority health 
issues, along with annual publications. The purpose of the GHO is to provide an easy access to 
the data and statistics of the Member States while analyzing and monitoring global and regional 
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. To get this data, the WHO uses multiple data providers such as “civil 
registration authorities, population censuses, household surveys, administration reporting 
systems, surveillance systems and facility reporting systems of member states”
428
. Such data is 
compiled on an annual basis and updated into the database while the observatory updates every 
one or two weeks.  
Similarly, all that would be required to generate the national and international database is the 
consent of the users of smart health technologies and their information would automatically be 
shared anonymously into the database. Just like the Google queries, what would be generated are 
statistics and not personally identifiable information. It would become possible to see in what 
regions certain health problems arose and to track the spread of them through time and space. 
However, private companies also need to agree to have their users’ information shared. 
Moreover, the sharing of such information needs to be in conformity with the PIPEDA and all 
provincial laws regarding the protection of personal data.  
The data would be generated simultaneously by both national and the international databases 
once the individual consent is given. It would be taken from the second category of smart 
devices from the three established early on; the ones that could potentially reveal sensitive 
information on its users, namely smart health devices. However, some authors only distinguish 
two categories: simple devices with limited capabilities that usually have a very specific purpose 
such as monitoring a person’s physical activity, and advanced devices that perform a variety of 
tasks such as smart watches with embedded OS, meaning it enables and allows the installation of 
third-party applications that are available in smartphones
429
. The difference is important because 
the chances of collecting data from both are different. The first option does not facilitate the 
transfer of data to a third party, such as it is done in the second option with more advanced 
technologies. With these devices, there are two types of scenarios in which the users’ 
information is recorded. There are proprietary systems and third-party systems
430
. The first are 
things such as wearable devices, apps and cloud servers, allowing for the collection of data to 
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perform analytics while providing data and results to both the user and other third parties. The 
second are services, apps, wearables and programs developed by third parties intended for 
specific functionalities: data collection, data transfer, data storage and data analysis
431
. This 
means that the users’ data is captured by sensors on their devices. It is then collected and 
transferred to a computer or to a smartphone before being transferred into a permanent data 
storage. This is done “through proprietary solutions or using third-party apps and programs”
432
. 
When it is transferred into a permanent data storage, both the users and third parties can have 
access to this information. Finally, proprietary and third-party servers perform data analysis to 
provide results to the user. Third parties are able to collect data on wearables and to send it to 
other systems using SDK’s, a collection of software, while proprietary warehouses and cloud 
services can provide software such as REST API that allows third parties to access the data of 
users of wearable devices. Although, sometimes third parties need a specific permission to 
access certain data even if they are granted access through REST API, which is the case mainly 
for Fitbit. In comparison, the national and international database, after receiving individual 
consent from the users, would be able to have such information shared and stored within the 
database. While third parties would be able to cater to individual users, the databases would 
serve to analyze the data as a whole instead of focusing on individual data.  
The transfer to third-party servers is done in two main modes, either by wearable data transfer or 
by warehouse data transfer
433
. The latter does not collect data in real time and may take several 
days to transfer the data from the wearable device to the proprietary warehouse, as compared to 
the first one which transfers raw data. The warehouse data transfer also performs a kind of 
summarization of the data while the other transfers raw data. In both modes, wearable and 
warehouse, access to data can either be direct or indirect. The direct transfer is done through the 
two modes mentioned above allowing a third-party to collect data from the source, whereas the 
indirect method requires an intermediary system such as a PC or a cellular device before 
allowing the transfer to occur. The risk with the collection of such data is that users’ health can 
be monetized in order to influence consumer behavior, as explained in the report Health 
                                                          
431
 Francisco de ARRIBA-PÉREZ et. al., “Collection and Processing of Data […]”, prev. cited, note 119, point 3.1. 
432
 Id., point 3.1. 
433




Wearable Devices in the Big Data Era: Ensuring Privacy, Security, and Consumer Protection
434
. 
What we would be looking for, nonetheless, is the wearable data transfer as the direct transfer 
would allow analyzing data in real time. Therefore, wearable device vendors such as IOS could 
provide SDK’s that could enable the development of apps for smart wearable devices to directly 
collect and send out data to third-party servers, in this case to national and international 
databases
435
. It is to note that for now, only two platforms, mainly Google fit and Microsoft 
health, offer SDK-Sensors which allow for the collection of data directly from the wearable 
smart health devices
436
. Moreover, the direct access wearable data transfer between wearables 
and third-party servers it not yet a viable solution, but is possible
437
.  
Other solutions include wearable data transfer through an indirect access such as through a 
smartphone. An app could collect the data and send it to the server, but an app would have to be 
installed in the wearable and a native app in a smartphone to be able to collect data in real 
time
438
. However, if the Internet connection is broken, this impedes on data collection and some 
data such as the heart rate or skin temperature can be lost. Another solution is the warehouse data 
transfer through direct access. A third-party server could obtain data from wearable smart 
devices through proprietary warehouse REST API, thus by requesting such data from the 
wearable warehouse
439
. The fourth solution is the warehouse data transfer though indirect access. 
This option requires an intermediate smartphone to access the data from the proprietary 
warehouse. An app from the smartphone then sends the data to a third-party server. This would 
be a viable solution in case the warehouse does not provide a REST API but allows the operation 
of an SDK
440
. Amongst all the options listed above, the one that is the most supported by 
numerous platforms is the warehouse data transfer through a direct access
441
.  
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This is indeed supported by wearables such as Fitbit, LG Watch R., Microsoft Band and Jawbone 
UP Move
442
. Fitbit, for example, requires that the user downloads an app to their smartphone or 
to their computer. The data is then transferred from the wearable to the Fitbit proprietary 
warehouse. Then, the data becomes available to third parties in the Fitbit proprietary warehouse 
but because of privacy laws, in order to get such data, Fitbit must consent to share this 
information with third-party servers. In addition, the LG Watch R. and the Microsoft Band also 
support wearable data transfer through indirect access; however, not all the data gathered from 
the available sensors can be collected. Since the data will be stored in a proprietary warehouse, 
third parties must request permission to access the data
443
. The users of smart health devices 
would have the option of granting permission to request personal health information to third-
parties, in this case the Government and the WHO. When the permission is granted, a token will 
be provided allowing the third-parties to collect the data from the warehouse. For security 
reasons, the token would be of limited duration with the option of renewing it
444
. The length of 
the Fitbit token is of 1 month, the Microsoft Band of 1 hour and the Jawbone UP Move of 1 
year
445
. Once such access is granted, it would be possible to get the data on demand through the 
indirect access or to schedule the collection of data every day, at the same time, once the server 
updates the tokens. 
In any case, the solution chosen must also account for different models of data collection from 
wearable devices. The recording of data in one wearable could be significantly different from 
another. As an example, while the Google Fit app is arranged by segments
446
 and each segment 
includes a starting and ending time of a sleep cycle, the Fitbit simply records sleep by minutes
447
. 
Moreover, wearables do not always collect the same data and distinguish between data names. 
While Google Fit has four sleep levels “sleep light, deep, REM (Rapid Eye Movement) and 
awake”, Fitbit only has three “sleeping, awake or really awake”
448
. This could potentially make it 
harder to analyze data generated from different smart health devices as they do not always 
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compute the same information. If we stay on the example of sleep, temporal discrepancies 
amongst smart devices are also to account for. Microsoft will mark a sleeping period complete 
for day 1, if a user slept from day 1 to day 2, but would not compute any sleep for day 1 if the 
user went to bed past midnight and might compute 2 sleeping periods for day 2. Fitbit only 
computes one sleeping cycle for the following day and any other sleep periods count as naps
449
. 
Interoperability amongst the devices must be increased to facilitate data aggregation. As well, we 
suggest applying advanced analytics to the data retrieved by smart health devices. This has been 
proven to be successful when large technological companies collaborate together by providing an 
analytics platform capable of running significant data analytics throughout connected devices
450
. 
Finally, not all devices have the same counters that compute steps, calories, distance, and more. 
The Microsoft Band counts them since the last formatting of the device while the Fitbit resets 
every day
451
. This should be taken into account when comparing the data from different wearable 
devices. 
As for the accessibility of the information to each country, each participating State would only 
have access to the personal information about the citizens of their own country
452
, although the 
database would allow its Member States to see a general picture of the severity of certain health 
issues by country or region. The interest of the WHO of having such a database is to track 
serious health problems and take appropriate measures quickly and effectively to prevent or to 
reduce the spread of the latter. More specific data would be shared to all Member States if the 
health issue is a public health emergency of international concern or of interest to international 
health. This would avoid trade barriers, the prisoner's dilemma and temporal asymmetry in 
countries with less concerning health problems and would incite more countries to participate in 
sharing national health information. Nonetheless, for this solution to work, many countries 
would need to have their own national database able to generate statistics based on the input of 
smart health devices. The WHO could even send back reports to the participating countries with 
key health elements to focus on based on the inputs gathered. 
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As well, countries who cannot afford to build a national health database generated by smart 
health devices can be incited by the WHO to partner up with developed countries in an attempt 
to work together by providing the resources necessary for data collection and analysis. Similarly 
to economic partnerships, namely the Canada-United States-Mexico Agreement (CUSMA)
453
 
where the protection of personal data is covered, there could be partnerships alike where the data 
of multiple countries is generated in one national database and agreements could cover how the 
personal data of those involved is protected. Furthermore, some of these agreements could 
include aid in providing smart health devices to countries where such technologies are less 
prevalent. This would be a win-win solution for all parties involved
454
. Governments would have 
access to more information about their citizens and perhaps even those of partnering countries. 
Individuals would have better assessments of their health and benefit from a quicker and more 
efficient international response during a health crisis. Private companies who create smart health 
devices are also progressively turning towards healthcare
455
. They will get access to more 
information on users and will generate profit by having their technologies sold. In fact, Business 
Insider Intelligence research has revealed that fitness trackers and other smart health devices in 
the United States will see a growth of 10% annually and surpass 120 million by the year 2023
456
. 
With the increase in such technology in the U.S., it would be a matter of time before it spreads 
worldwide. Therefore, if the access to our personal health data will increase with the use of smart 
health technologies, the solution would be to put our data to good use so it could benefit us and 
the world instead of solely benefiting corporate and for profit entities. 
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Yet, this data generated by smart health devices should not be used nor analyzed by itself. Just as 
it is done at the GHO, it would be important to use multiple data sources when analyzing 
national or global health problems. In sum, the national and international databases would serve 
as an additional tool to monitor health but it would not be the sole reliable source of information. 
It would be used in conjunction with what is already done at the GHO along with other WHO 
health related databases. The reason for it is because such a system will inevitably have flaws. 
Indeed, considering that the solution of a national database could work in one country, without 
having the maximum efficiency of internationalizing the database, if the idea of the international 
database is to be implemented, problems regarding international cooperation are to arise.     
Sanctions and Implementation Internationally: 
 There is a problem of respect of obligations internationally. In order to insure the 
collaboration of countries in the project of an international database, such a server would have to 
be placed in the hands of an international entity capable of enforcing international law. In the 
matter of health, the only international organization with an exclusive mandate for global health 
is the World Health Organization (WHO). The powers of the WHO are listed in sections 19, 21 
and 23 of the Constitution of the World Health Organization
457
. As such, the Health Assembly of 
the WHO can adopt conventions, regulations and make recommendations respectively, as seems 
fit. We believe the best way to go forward is for the WHO to eventually adopt a convention on 
smart health devices and the right to privacy but because this process can be very lengthy, it 
could begin by giving recommendations in regards to helping each other out, using more of such 
technologies and how to insure that PII stays protected while inciting countries to adopt such 
practices to increase awareness on a global scale of what is happening in terms of public health. 
Going for both would also give countries a choice between a convention and a set of 
recommendations. In fact, our database solution can only work if countries have sufficient 
privacy laws in place to protect their citizens. Otherwise, citizens’ privacy might be undermined.  
Nonetheless, the WHO would not have the power to impose sanctions. The international 
organization could only impose annual reports from its Member States following the adoption of 
conventions, regulations or recommendations, such as stated in sections 61 to 65 of the WHO’s 
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Constitution. Nevertheless, the problem is that soft laws in comparison to hard laws are difficult 
to enforce, especially when it comes with costs such as changing domestic policies or investing 
in new technologies. Although soft laws are easier to implement, they cannot force States to 
spend their resources; however, what we can hope for with softer laws is that they create a 
consensus throughout time amongst the international population and that countries voluntarily 
agree to abide by the WHO’s recommendations if they acknowledge the perceived benefits of 
them. If they do so, we will achieve international collaboration such as it is mandated under 
section 44 of the WHO’s International health regulations (2005)
458
. Indeed, as stated in section 
44 (b), Member States must cooperate with each other through “technical cooperation and 
logistical support”
459
 which would complement the idea that State Parties can exchange 
technologies for skills, information or other needs. The WHO would have to collaborate as well 
with State parties to provide or facilitate this kind of support
460
.  
Nonetheless, in order for the international organization to do so, it would require not only global 
participation of its Member States but also a significant increase in the assessed contributions 
based on its “wealth and population”
461
 to account for the international database and an increased 
need in cooperation to achieve the solution’s desired goal. Presently, the WHO’s budget for 2020 
to 2021 is set at $4.84 billion
462
 but it is composed of assessed contributions which are flexible 
and voluntary contributions which are given for precise objectives. The latter are generally not 
flexible and cannot be used for another purpose other than the one for which they were granted. 
In fact, while decades ago the WHO’s budget was composed mainly of assessed contributions, it 
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is now mostly comprised of voluntary contributions, as seen in figure 1, which means that the 




Source: WORLD HEALTH ORGANIZATION, “Contributors”, online: <https://open.who.int/2018-
19/contributors/contributor> (consulted on April 27, 2020). 
 
Therefore, in order to implement an international response based on the data generated, the 
WHO’s budget should account for new means of monitoring public health concerns and, if need 
be, increase the assessed contributions of each Member State.  
2. The Population’s Advantage in a Database Generated by Smart Health Devices 
a) Enhancing Safety, Security, Efficiency and Overall Wellbeing 
While considering the global advantages of a database solution that States and the WHO 
may benefit from, lest we forget the numerous collective advantages of implementing these 
databases. Nonetheless, while we have demonstrated that the protection of privacy is important 
and valued in a modern society, it is more so in Western countries as people from other nations 
such as China are willing to sacrifice their privacy if it means living in a safer and a more secure 
environment.   
Indeed, when it comes to health, most people would not be opposed to their personal information 
being used for medical purposes, as long as it can eventually prevent or cure a certain health 
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problem or benefit them directly
464
. The moment a person would begin to object is usually when 
the information gathered is used in any way against them or to their disadvantage, or worse, to 
discriminate or incriminate them. Surprisingly, there are societal exceptions. To demonstrate, 
China’s social credit system, which began with regional pilots, is the best and scariest example 
of a Black Mirror episode come to life. This project aims at crediting, thus giving points to law-
abiding citizens; nonetheless, it does so by invading their private lives to the fullest with nearly 
200 million CCTV cameras across China aimed at gathering information about what people eat, 
buy in stores, who their partner is, to who their friends and family are
465
. People with a higher 
score get access to more and to better things such as hotels, cheaper loans, better universities and 
better jobs, while people with a lower score could be denied travel, credit or government jobs 
and can even be locked out of society. Nonetheless, with a growing population of over a billion 
people, this to them seems like a fair tradeoff and “as a form of social management”
466
. Withal, 
while this might seem to be a violation of people’s privacy and unacceptable in Canada, some 
users of smart health devices make a similar compromise: privacy for health. 
Indeed, people suffering from certain health conditions might find that it is in their interest to 
risk having their right to privacy violated in exchange of a longer and healthier life with the help 
of health monitoring devices. As well, we have seen that people can benefit from the use of 
smart health devices to get a better health insurance rate, for example. While in some areas of 
China, CCTV cameras are the ones monitoring citizens which are granted rewards or imposed 
consequences for certain behavior, in other countries such as Canada, our wearables do the same. 
They can either be used to benefit us when it comes to insurance, if we follow a healthy lifestyle, 
or be used against us in a work environment. Both scenarios are similar; the difference is in who 
has access to PII. While China’s social credit system monitors and records individual activity 
that is retraceable to a specific person, the idea behind a national and international database is for 
                                                          
464
 Jeroen VAN DEN HOVEN, “Information Technology, Privacy […]”, prev. cited, note 73, p. 314. 
465




W3lCnyM6A1a0htPIatxwjOQDCj9YEUe4GZZ9WODFCJKqbOjIhEg> (accessed on March 19, 2019). 
Also see: Padraig MORAN, “How China's 'social credit' system blocked millions of people from travelling”, CBC 
RADIO, March 7, 2019, online: <https://www.cbc.ca/radio/thecurrent/the-current-for-march-7-2019-1.5046443/how-
china-s-social-credit-system-blocked-millions-of-people-from-travelling-1.5046445> (accessed on August 7, 2020). 
466




it to keep the data anonymous. The idea is to ensure that the population is protected from health 
risks instead of using the data against the users of smart technologies. Certainly, we have 
acknowledged that there are many risks in using these devices for health purposes and increasing 
the availability of personal health data is amongst the highest. Yet, if these databases can prevent 
the rate of occurrence and spread of future diseases or even detect early stages of epidemics, it 
would not only benefit a country’s population but also its economy and their overall wellbeing.  
The spread of the new coronavirus has put a toll on the global economy and has destroyed the 
economic growth while leaving many jobless
467
. This virus has affected global shares, stock 
markets, oil prices and the International Monetary Fund (IMF) even believes that global 
economy risks a recession and will shrink by 3%
468
. More so, if the recent quarantine due to 
COVID-19 were to last until August 2020 or later, this would create a massive hit to the 
Canadian Gross Domestic Product (GDP) which would be worse than during the 2008 and 2009 
financial crisis
469
. In addition, during March 16 to March 22, it is estimated that nearly 927,000 
Canadians became unemployed
470
. When it comes to privacy concerns and not being able to pay 
the bills, one might image what the biggest risk truly is. Not to mention that for those who have 
not lost their jobs during this pandemic and are considered as essential workers such as 
firefighters, wearing smart health devices can help them during dangerous situations such as falls 
by connecting to emergency services when needed. This is the case with the Apple Watch Series 
4 or later
471
. Yet, this can be useful for anyone feeling ill or lightheaded. If a user of the device 
falls and stays immobile for a minute, the device will call emergency services automatically by 
itself. This being said, consumers can greatly benefit from the use of smart technology in relation 
to their health, but in order to maximize its use and to favor the advantages, these devices can 
benefit a population if the data generated can be compared and analyzed by health authorities 
responsible for decision making. On its own, the data can only serve individual purposes, but 
combined, it can reveal patterns in a community that can help with early-on diagnosis.   
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The purpose of the database is therefore to maximize the utility of the already used devices by 
the general population and ensure that their safety and security needs are met by tracking down 
health disturbances. The use of wearable devices is rapidly growing worldwide from emerging to 
developed countries and their popularity is increasing, especially in terms of health 
monitoring
472
. While the population can benefit from personalized assessments generated by 
their devices, they can also benefit from the limitation of the spread of certain viruses and in 
turn, from a more stable and progressive economy. This can be achieved similarly to population 
health management (PHM). PHM is defined as “the aggregation of patient data across multiple 
health information technology resources, the analysis of that data into a single, actionable patient 
record, and the actions through which care providers can improve both clinical and financial 
outcomes”
473
. Only in our case, the data will not be put into a single patient record, but instead, it 
would be generated anonymously through multiple smart health devices into a database for 
evaluation and comparison with other data. More so, the ability to use the data provided by smart 
devices would be extremely useful to public health practitioners who have expanded the range of 
data sources and even resort to “electronic health records (EHRs) and social media”
474
.  
As well, both health practitioners and patients can also benefit from the variety of health apps 
installed on a user’s mobile device, connected to their wearables. Indeed, in 2017, the number of 
health apps available was estimated to be at around 325,000
475
. The diagnostics generated by 
these apps can help public health agents detect a spike in unusual health patterns, if the data of 
multiple users can be combined. Such apps are used more and more in patient care
476
. However, 
when it comes to sharing their data, users can be reluctant to do so. Yet, over one-third (35%) 
have reported sharing it with other people such as family members (61%), friends (50%) and 
their doctor (34%)
477
, showing an openness to the idea. 
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In addition, for the database solution to work, smart health device users would have to agree to 
share their information anonymously via their wearables or health app. In fact, in a 2017 survey, 
it was found that at least 24% of Canadians owned a “smart connected device for health and 
well-being” and 88% of them owned a “bracelet, wristband or watch”
478
. Other smart health 
devices used by Canadians include bathroom scales (21%), pedometers (13%) and intelligent 
clothing (4%)
479
. These devices have proven to benefit individual users as 69% of the users using 
the devices believed they had maintained or improved their health, 58% felt more confident 
taking care of their health through the use of these devices and 41% agreed that such devices 
help them have clearer and more informed conversations with their doctor. Most of the users 
(85%) were overall satisfied with these devices and said they would continue their use
480
. 
Therefore, with a decent and growing amount of users of smart health devices, it would be 
possible to follow, track, monitor and even prevent upcoming diseases if their data were to be 
available for consultation in one server. The possibility and feasibility of the solution has been 
confirmed in section c) Why the Database Solution can Work and Benefit both Users and the 
General Population. Yet, for our solution to be fully implemented, it would require a long-term 
research agreement with the brands that market smart heath devices that would share the data of 
their users with the databases
481
. However, for the brands to give such consent, they would need 
the approval of their device users. These users could be reluctant to share more of their data due 
to the privacy concerns discussed above. We nonetheless believe that the overall benefits 
generated by smart health devices, mainly health related, which transcend to other fields such as 
the economy, can outweigh the potential consequences, covered or not by our laws. Moreover, 
with new updates to the PIPEDA based on the Digital Charter along with an increased awareness 
for privacy rules used in international agreements, we believe that the probability of a breach in 
privacy does not surpass the benefits of improving individual, national and global health.   
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In essence, it is safe to say that the global benefits of using personal health data outweigh 
the consequences of a potential violation of the right to privacy. As a matter of fact, we have 
seen that there are many laws in Canada protecting personal data which are applicable either to 
the Government or to private entities. Although there is still an uncertainty regarding the law, the 
consequences of violating the right to privacy do seem justifiable as they serve a greater good; 
whether it is to put criminals in jail or to improve overall health, individually and globally. 
Indeed, in terms of risks on the individual level, we have seen the importance of protecting a 
user’s privacy and how such protection is offered in Canadian legislation.  
Moreover, in terms of laws, the jurisprudence regarding section 8 of the Canadian Charter of 
Rights and Freedom should establish a greater legal certainty through laws or uniform 
jurisprudence to mitigate unlawful intrusion into people’s lives. In order to do so, we suggested 
using Lee-Ann CONROD’s three categories of smart devices which would help distinguish what 
would constitute a violation of section 8 of the Canadian Charter while explaining how the 
searches ought to be conducted in order not to violate users’ reasonable expectation of privacy. 
Then, we have tackled the risks and the benefits both the users of smart devices and the 
Government might encounter. On the individual level, we focused on privacy risks through 
consensual and non consensual accessibility of user data. One of the problems in regards to data 
gathering, whether by our devices or a third-party, is that our information becomes vulnerable to 
hacking, especially if kept for longer than necessary periods of time. This was the case with TJX 
in 2007, Ashley Madison’s, Equifax’s’ and the Uber data breach, to name a few. The access to 
user data brings up other concerns such as it being shared with other third-parties, increasing 
overall availability of the information, some of which is used for advertising. There is also a 
possibility to deduce additional data from smart devices not covered by a mandate which could 
result in the breaching of articles 7 and 8 of the Canadian Charter of Rights and Freedom, 
therefore violating a person’s right to liberty and against unreasonable search and seizure. This 
said, the infringement of the right to privacy can also lead to an infringement of the right to 
dignity, another constitutional right. Moreover, we covered the risk of smart devices turning 




with criminal charges in particular, in Canada, is that in contrast to the United States where 
illegally obtained evidence will defeat the investigation, even considering the administration of 
justice, in Canada, when evidence is obtained illegally, it will be a question of assessing the 
impact on the administration of justice. This could mean that information obtained illegally, in 
violation of a person’s reasonable expectation of privacy, could potentially be used in Court, 
further infringing on users’ right to privacy.  
Following the latter, we discussed the risks the Government might face if it went through with 
the solution of building a national database generated by smart health devices. We have seen that 
the Government ought to be careful in regards to individuals’ information as the right to privacy 
in Canada is highly valued. Therefore, the risk of Canadian’s information being seized by foreign 
jurisdictions or hacked is worrisome. Considering the rise in ransomware such as WannaCry, 
collecting personal health information of Canadians into one database is quite risky. We have 
seen that The State of Healthcare Cybersecurity report has shown a 60% increase in 2019 of 
threat detections coming from healthcare organizations. One of the reasons for targeting 
healthcare specifically is due to their large databases which contain personally identifiable 
information and give access to other devices connected to the network. The sensitive information 
accessed by cybercriminals gives them a high return on investment. The data stolen could also be 
used to commit fraud and identity theft. This is also made easier through smart health devices 
connected to the Internet of Things (IoT) as having more connected devices would mean they are 
more likely to get infected and a higher infection rate would make them more susceptible to 
malware. In addition, we also covered some of the more technical problems that could arise from 
the solution of creating a database generated by smart devices. The problems included a lack of 
sample size, lack of participation, the right of an individual to stop sharing personal data at any 
time, false positives and the connectivity and availability of the devices. While these are just 
some of the problems, user mistrust of such a solution should also be foreseen as they might not 
want their personal and sensitive information to be shared with the Government.  
Having in mind the potential risks associated with smart health devices used in healthcare and in 
public health, we covered the advantages both the Government and the users have of using smart 
health devices and how they can benefit from a database solution. We began by analyzing the 




more than the Government. The latter’s benefits should not exceed its population’s. Nonetheless, 
we believe that a national database can benefit the Government by allowing it to a have a vast 
array of data on its population, cater accordingly its services, allow for more funding in certain 
designated fields, and make policies which benefit a society as a whole. Additionally, the use of 
smart devices in healthcare could reduce costs while improving people’s overall health. The 
Public Health Agency of Canada can also use this valuable information to track and prevent 
upcoming diseases, viruses and outbreaks. 
Furthermore, we covered the benefits the population can have if they use smart health devices. 
As seen in the risk section, smart devices can be used against their owners in insurance claims 
and criminal charges, but such devices can also help law enforcement solve crimes. Therefore, 
while a user might give up on some of their privacy, their devices can bring them justice by 
computing data that can be used to solve a criminal offence or back up a work related injury. As 
well, we covered how smart health devices can help individuals in need, such as those suffering 
from certain health conditions such as Parkinson’s disease. We have also shown how these 
devices can help identify flu-like-symptoms and differentiate between them, mainly the new 
outbreak affecting the whole world: COVID-19. In addition, the future of smart health devices is 
promising. Apart from making our lives a whole lot easier, they benefit our health by tracking 
down our progress while being able to track down certain symptoms, even before a medical 
professional can diagnose them. It is especially important for the elderly or for the people that 
refrain from seeing the doctor on a regular basis. Moreover, we showcased the feasibility of our 
solution through what is currently done to monitor diseases such as COVID-19 and a study that 
was made to see if wearables can predict the flu and the Coronavirus while possibly being able to 
distinguish between different diseases. The outcome was positive in both scenarios.  
While the advantages are promising, in order to fully benefit from them, it is important to 
mitigate the risks both users of smart health devices and the Government might face. Thus, we 
began by covering some of the risks smart device users might encounter, starting with legal risks. 
One of the biggest legal risks individuals might encounter in terms of a breach in privacy is 
being discriminated against due to their health condition. Therefore, to mitigate or to counter this 




in order to avoid discrimination”
482
. Employees should also consult the appropriate laws and 
remedies available such as through the Canadian Charter and Quebec Charter, the Canadian 
Human Rights Act and the Civil Code of Quebec, where applicable. The main takeaway would be 
that legal remedies are available if such a risk were to occur. We also covered how to mitigate 
the risk relating to the seizure of smart devices which can violate section 8 of the Canadian 
Charter of Rights and Freedom. Yet, while it is possible to challenge a State intrusion through 
section 24 (2) of the Charter in order to exclude evidence from Court, a search conducted 
following a warrant is presumed reasonable even if it invades a person’s reasonable expectation 
of privacy. Moreover, law enforcement authorities might not always need authorization before 
searching electronic devices. This is why we highlighted the importance of taking into account 
three considerations mentioned by Justice BINNIE in R. v. A.M. when analyzing the violation of 
section 8 which are: “minimal intrusion, [specific] nature and high accuracy rate”
483
. Then, we 
focused more precisely on consent risks. We covered the risks associated with long to 
unintelligible clauses covered by the Civil Code of Quebec and child consent risks that should be 
closely monitored by their parents and denounced to the OPC. We further covered the risks 
associated with keeping information for longer than necessary periods of time along with 
additional consent risks and how to mitigate them through PIPEDA. Yet, apart from external 
ways to mitigate risks, users should also rely on their own judgment and understand their data 
before they can protect it. Some solutions would include: investing in newer technology and 
updated models; reduce the storage of personally identifiable information in the devices and 
deny unnecessary accesses to applications; refrain from using public Wi-Fi; consulting the 
privacy policy of applications and wearables; limiting the amount of smart devices and devices 
that are “smart”; and shutting off smart devices that are not in use. These are just a few examples 
to demonstrate that it is possible to mitigate risks and it is also an individual responsibility.  
As for the Government, we focused on the potential hacking risk of personal health information 
and on the necessity of having uniformity in Canadian health law. In terms of consent, the 
Government should mitigate this risk by enforcing consent where appropriate and making sure 
that Canadians’ personal health information is not transferred without proper protection such as 
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required in Principle 4.1.3 of the PIPEDA. In terms of the gaps in provincial privacy laws 
deemed substantially similar to PIPEDA, it would be important to have uniformity in the law 
amongst all Canadian provinces to avoid gaps within it. Moreover, to cope with some of the risks 
associated with the use of technology, Minister of Innovation, Science and Economic 
Development Navdeep BAINS announced the creation of Canada’s new Digital Charter aimed to 
modernize PIPEDA. Government policies and legislation will be measured against these 
principles which will increase the control Canadians have over their personal information.  
Furthermore, once the risks are mitigated, it then becomes possible to favor the advantages. The 
Government can favor the advantages of having smart devices in healthcare by creating a 
national database which would work in conjunction with an international database at the WHO. 
The national advantages would indeed increase if an international organization capable of 
monitoring global health could use live data generated from an objective source to predict and 
implement timely measures towards stopping the spread of an infectious disease. Since 
partnerships between the WHO and private parties have previously been made, the feasibility of 
this idea is not challenged but would require further cooperation between private entities and 
users of these devices. Such a solution would also benefit the WHO as it has been criticized for 
its slow reactions to epidemics and capacity to adapt to a fast changing environment. Even so, 
apart from improving disease monitoring, the WHO could enhance its data on the overall health 
rate of populations around the world and address its other main issues such as obesity.  
The population, on the other hand, can favor the advantages by increasing their use of smart 
health devices and allowing the data to be extracted into the database. If their data can be 
monitored by public health authorities and by the WHO, it would enhance their safety, security, 
efficiency of healthcare and their overall wellbeing. We have also seen that some people from 
China would not be opposed to giving up their privacy if it meant increasing their security, such 
as demonstrated in China’s social credit system. The same could be said about people suffering 
from grave health conditions who could benefit from smart health devices and a quicker and 
improved patient-doctor care. Nonetheless, as we have seen, outbreaks have severe repercussions 
on people and on the economy. Thus, the benefits of using smart health devices are not only seen 
in healthcare but also in other sectors, impacting a population’s overall wellbeing. Therefore, to 




authorities responsible for decision making. As said, the purpose of the database is therefore to 
maximize the utility of the already used devices by the general population and ensure that their 
safety and security needs are met by tracking down health disturbances. In any case, for the 
solution to work, it would require a long-term research agreement with the brands that market 
smart heath devices that would share the data of their users with the database, and for that, users 
would need to give their consent and trust that their personal data is well protected. 
Continued Discussion 
Admissibility of Proof in Courts 
There are also consequences in terms of the admissibility of proof in courts as any 
potential data can only be admissible in Court if not tempered with
484
. Although recordings are 
admissible in Court, the tempering of them is not. There are also different legal requirements to 
fulfill before a piece of evidence is admissible in Court depending in which category of evidence 
the device falls into
485
. As it was said in Benisty c. Kloda, an audio recording may be described 
as a "material element" of proof, covered by article 2855 of the Civil Code of Quebec (C.c.Q.), or 
as a “testimony” as seen in article 2874 of the C.c.Q., depending on the intended utility of the 
document
486
 and the temporality that it falls into. As seen in Benisty c. Kloda, in the case of a 
recording, for example, the party that uses it as proof must firstly prove its authenticity in regards 
to articles 2855 and 2874 of the C.c.Q. However, they will not have to prove the reliability of the 
technological support because of the presumption in its favor established by article 7 of the Act 
to establish a legal framework for information technology
487
. It was further said that the 
recordings must also be sufficiently intelligible, audible and understandable
488
. If health data 
were to be presented in Court, provided by smart devices, would it fill these criteria? The fact 
that personal data is most likely subjected to being transferred rather than copied implies new 
legal concerns, mostly the obligation of documenting the whole process in order to insure the 
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integrity of the data provided
489
. Essentially, the data gathered and analyzed would have to match 
the data provided to the Court; thus, the data has to be authentic
490
. However, in the scenario that 
personal health data generated by smart devices could be admissible in Court, we would not want 
to create a precedent in which courts and law enforcement officers “look over our physician’s 
shoulder” in order to access our data because that would infringe on our right to a “reasonable 
expectation of privacy”
491
 regarding our health data. Yet, it is intriguing to consider what our 
right to privacy holds with smart devices on the rise. How courts will use them going forward is, 
for now, only up to our interpretation. 
Once smart health devices are permitted in Court, certain disclosures concerning the privacy of 
the users would be lawful in the circumstances where they constitute matters over which the 
public would have a legitimate interest in being informed, such as was noted by KAYSER
492
. 
Public interest is therefore an essential consideration in regards to privacy rights
493
. This is where 
the reasonable expectation of privacy established by courts comes into play based on different 
situations a person can be in, such as within a private area or in a public space. The latter might 
not enable a person to a reasonable expectation of privacy, but as we have seen, privacy is not an 
“all-or-nothing concept”
494
. Nonetheless, while violations of section 8 of the Canadian Charter 
might still persist due to the inconsistency of Canadian case law, we have seen that a search 
conducted following a warrant is presumed reasonable even if it invades a person’s reasonable 
expectation of privacy, regardless of circumstances differentiating between private and public 
spaces. Thus, once the data is accessed from smart health devices, there is no avoiding an 
intrusion of the user’s right to privacy, unless the user deliberately consents to giving away their 
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right, which would not be the case if a warrant is needed to access such data. Then again, if a 
mandate were to cover specific sought out information, nothing would stop law enforcement 
from getting access to other incriminating pieces of data that could still be used in Court 
considering the administration of justice. 
This said, smart health devices raise a few concerns whether in terms of being admissible to 
Court or insuring that privacy rights of their user are not breached in the process. We therefore 
insist on opening up a discussion in this matter to further analyze how our laws can protect 
personal information from unjust intrusion, namely by law enforcement. If smart health devices 
are to be used in healthcare and in public health to the detriment of user privacy rights, greater 
protections should be established to avoid legal uncertainty and user mistrust. We also wonder 
what would happen if foreign governments got a hold of such information. How would the 
power dynamic between countries then be affected?     
In essence, we have seen that our personal information could be subpoenaed by a Court 
or used in an investigation; hence, it becomes important not only to keep our personal data 
within our own borders, to the extent to which it is possible, but also to set a clear jurisprudence 
to ensure the respect of sections 7 and 8 of the Canadian Charter. In this regard, a solution we 
have established to benefit from smart health devices is to create a national and an international 
database at the WHO capable of generating inputs from smart health devices and tracking down 
the progression of health issues. As we were able to see, while there are individual benefits to 
using such devices, when applied to a global scale, they offer insights into health like never seen 
before by being able to track previously unreported cases, along with their spread and their 
progression. Essentially, smart health devices do offer additional health benefits for their users 
and the community, but the system might abuse their rights by abusing surveillance. 
Synchronization and uniformity is therefore needed amongst the laws in place, the jurisprudence 
and what is done in practice based on the evolution of technology and our moral values. After 
all, we cannot enhance a protection by limiting another; a balance should be established between 
“privacy rights, economic interests, security and other important goals”
495
. 
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