Abstract. Efficient algorithms for finding maximum flow in planar networks are presented. These algorithms take advantage of the planarity and are superior to the most efficient algorithms to date, If the source and the terminal are on the same face, an algorithm of Berge is improved and its time complexity is reduced to O(n log n). In the general case, for a given D > 0 a flow of value D is found if one exists; otherwise, it is indicated thatno such flow exists. This algorithm requires O(n 2 log n) time. If the network is undirected a minimum cut may be found in O(n log n) time. All algorithms require O(n)space.
Berge's algorithm. ( An O(n log n) algorithm to find a minimum (s, t)-cut for this case appears in [-8, p . 151]; however, this algorithm does not produce the flow function itself.)
In 3, for D > 0 we find a flow of value D in a directed planar network if such a flow exists, otherwise we indicate this fact. This algorithm requires O(n 2 log n) time. In undirected graphs, let u-v denote an undirected edge between the vertices u and v. A flow network is undirected if the graph is symmetric, i.e. if u v E then also v u E and c (u v)= c (v -u). In this case G is considered to be undirected (each pair of directed edges u v and v u is replaced by the undirected edge u-v with the same capacity).
In 4, we present an O(n 2 log n) algorithm for finding a minimum (s, t) cut in an undirected planar network. Thereby, a maximum flow in an undirected network may be found in O(n 2 log n) time. The Appendix contains an alternative proof of the validity of Berge's algorithm.
1.3. Data structures. Throughout the paper we assume that the graph G has a fixed planar representation. The set Eo is represented by a circular list corresponding to the circular clockwise ordering of the edges around v (see Fig. 1 ). Each edge e Eo has a unique successor edge succo(e) in Eo. The lists Eo are used to find successor edges. In the course of the algorithm some edges are deleted from the network. The deletion of an edge from Ev is deferred to the time it is traversed when looking for a successor edge. At this time the predecessor edge is known; consequently, singly linked for all e E set fo(e) 0, res (e) c (e).
2. Find the uppermost path P/, if none exists then stop.
3. Let eft be a bottleneck of P/. 4 . Increase the flow by res (e/) units along P/" f/-l(e)+ res (eft) if e P/ f (e) f_ (e) otherwise res(e)=c(e)-f(e). 5 . Delete the bottleneck e/ from G. 6 . Seti=i+landgoto2.
The algorithm is illustrated in Fig. 3. A proof of the validity of Berge's algorithm can be found in [2] . See the Appendix for an alternative self-contained proof.
A straightforward implementation of Berge's algorithm (even step 4 alone) requires O(n 2) time for the network of Fig. 4 . (Note that all the algorithms mentioned in the introduction require O(n 2) time for this network.) Let I(e) and L(e) denote the index of the first and last uppermost paths in which the edge e participates. The following lemma reveals a useful property of Berge's algorithm; its proof follows from Lemma 2.5 below.
LEMMA B. If e participates in any uppermost path then e participates in all the paths between Pt(e) and PL(e).
CO,OLtAR. Let e E and I(e)<-i<-L(e) then f(e)= The proof follows immediately by induction on using Lemma B. In order to determine the time complexity of Algorithm M, we must first specify how the uppermost paths, the bottlenecks and the indices l(e) and L(e) are found. Fig. 6a .) 4 . Let e'= succo(e). If e' enters v (e' is in the wrong direction)delete e' and go to 3. (See Fig. 6b .) 5. (In this case e'= v --> w.) If w Pi 12 pt then include e' in P, set v w and go to 2. (See Fig. 6c .) (Fig. 6b ). iii) (step 6). If edges are deleted in this step then Vj/l w and w is incident with three l.e. edges. Consequently, w is an articulation point separating the deleted edges from the vertices s and t, and any (s, t) path which uses any of the deleted edges is not simple (Fig. 6d) . iv) (step 7). Since the edge v -w is an I.e. edge then w is an articulation point and there is no simple (s, t)-path through any vertex x which belongs to the directed cycle closed by v w, (Figure 6e) [6] implies that such a flow exists iff D -< C--the value of a minimum cut. However, we did not find an O(n log n) algorithm to determine C in a general directed planar network. In 4 At each stage we pick an over-flowed edge x -> y and construct a new pseudo-flow of the same value. The new pseudo-flow satisfies the capacity rule for the edges which satisfied it before, as well as for the edge x --> y.
ALGOrU:HM G.
1. Find a shortest (s, t)-path, P.
2. Let f be the pseudo-flow obtained by pushing D units of flow through P. if f (e ) <-c (e ) then ( f +f')(e ) <-c (e ).
Moreover, after the execution of Step 5, the edge eo also satisfies the capacity rule (f(eo)<=c(eo)). Consequently, after each iteration the number of over-flowed edges strictly decreases. Since there are at most p such edges, the number of iterations is bounded by p. Q.E.D.
The proof of the theorem depends on the following lemma. Since f* satisfies the conservation rule at x, the value of f, is" f' f* () -/'*(e) (fo() f()) (fo(e) f(e )) fo () +f(e )-fo(e) >-f(e )_fo(e) >=f(e)-c (e) > O.
Since N' has a flow, the value of which is at least f(e)-c (e), it also has a flow f' of value f (e )-c (e ). Q.E.D.
Proof of iii) We bound the execution time of each step.
Step
Step 2. O(p) <-O(n) time;
Step [3] [4] [5] . are executed at most p times. On each iteration, Step 3 requires at most O (1) time.
In
Step In N', x and y are on the same face. Hence, there exists a planar representation of the augmented network, in which x and y are also on the same face. Therefore, we may use Algorithm M to find ]:max in O(n log n) time. Consequently, Step 4 requires O(n log n) time. Hence, the complexity of Algorithm G is O(pn log n)<-O(n log n). Q.E.D.
Note that in some cases a shorter initial path can be found by adding edges of zero capacity.
4. Finding a minimum (s, t) cut in an undirected planar network. In this section we present an O(n 2 log n) algorithm for finding a minimum (s, t)-cut in an undirected planar network.
Henceforth, we assume that G is triconnected. Otherwise, the graph may be triangulated in linear time using zero capacity edges. (Every triangulated planar graph with more than three vertices is triconnected.) The value of a minimum (s, t)-cut obviously does not change by this process. The minimum cut of the original graph consists of the original edges which participate in a minimum cut of the new graph.
Since G is triconnected, it has a unique dual G a (X, A), [11, Chap. 3] . G a is also triconnected. Let F and denote the set of faces of G and G a respectively. There exists a 1-1 correspondence between the elements of V , E A and F X (see Fig. 10 ). [(ej) >f(e,) and therefore there exists an (s, vi) path P1 in Gr, which does not pass through e,. Since OUT (f, v,)>f(e,) there exists a (vr, t) path P2 in Gr, which does not pass through er. By Lemma 2.4, P1 crosses P2; let x be their common vertex (see Fig. 13 ).
FIG. 13.
Let P3 be the path in G, constructed from the subpath of P2 from v, to x and the subpath of P1 from x to vi. P3 is a (v,, vi) path in G r. Let P' denote the subpath of P from v, to vi. The edge e, belongs to P' but not to P3, therefore, P' P3. By the induction hypothesis the edges of P' are not saturated. Thus, we may divert flow from P3 to P'. The resultant flow f' violates (A.1), this completing the proof of (A.2). By Lemma A.1 f(e)>=O te P, and therefore f is a legal flow. Obviously, f is a maximum flow in/ and If Ifl-c(en).
In Berge's algorithm we push c(e ) units of flow through P and then apply the same process on the resultant networkm] which has at least one edge (e n) less than N.
By the induction hypothesismthe algorithm, applied to N finds maximum flow of value 
