Abstract. Let g be a finite dimensional complex semisimple Lie algebra. The finite dimensional representations of the quantized enveloping algebra Uq(g) form a braided monoidal category O int . We show that the category of finite dimensional representations of a quantum symmetric pair coideal subalgebra Bc,s of Uq(g) is a braided module category over O int . The braiding for Bc,s is realized by a universal K-matrix which lies in a completion of Bc,s ⊗Uq(g). We apply these results to describe the center of Bc,s in terms of twisted quantum traces.
Introduction
Quantized enveloping algebras U q (g), introduced by V. Drinfeld and M. Jimbo in the mid 80s, provide a conceptual framework for large families of solutions of the quantum Yang-Baxter equation [Dri87] , [Jim85] . These solutions are realized by a universal R-matrix, which turns suitable categories of U q (g)-modules into braided monoidal categories, or more specifically into ribbon categories. N. Reshetikhin and V. Turaev developed a graphical calculus for ribbon categories [RT90] , which is the starting point for a comprehensive theory of quantum invariants of knots and 3-manifolds [Tur94] . In this paper g denotes a finite dimensional complex semisimple Lie algebra and the quantized enveloping algebra U q (g) is defined over the field K(q 1/d ) where K is a field of characteristic zero and q 1/d denotes an indeterminate. In this case the category O int of finite dimensional U q (g)-modules of type 1 is a ribbon category and the Reshetikhin-Turaev calculus can be applied.
Let θ : g → g denote an involutive Lie algebra automorphism and let k = {x ∈ g | θ(x) = x} denote the corresponding fixed Lie subalgebra. A uniform theory of quantum symmetric pairs was formulated by G. Letzter in [Let99] . It provides quantum group analogs B c,s of the universal enveloping algebra U (k). Crucially, B c,s is a right coideal subalgebra of U q (g), in other words, the coproduct ∆ of U q (g) satisfies the relation
This means in particular that the category of finite dimensional B c,s -modules is a module category over O int . In [Bro13] A. Brochier introduced the notion of a braided module category over a braided monoidal category. He showed that Reshetikhin and Turaev's graphical calculus can be extended to braided module categories over ribbon categories. The first main result of the present paper is that quantum symmetric pairs provide a large class of examples of braided module categories. Let M c,s denote the category of finite dimensional B c,s -modules.
Theorem I (Corollary 3.14) The category M c,s is a braided module category over O int .
The notion of a braided module category has several precursors in the literature. In the late 90s T. tom Dieck and R. Häring-Oldenburg introduced the notion of a braided monoidal category with a cylinder braiding [tD98] , [tDHO98] . If a braided module category consists of representations of a coideal subalgebra of a quasitriangular bialgebra, then it gives rise to a braided monoidal category with a cylinder braiding. B.Enriquez gave an earlier version of the definition of a braided module category in [Enr07, Section 4.3] which seems to have been the inspiration for [Bro13] . Structures similar to braided module categories also appeared in the physics literature, see for example [Bas05, Section 3.2].
The proof of Theorem I builds on our previous work [BK] which established that quantum symmetric pairs provide examples of braided monoidal categories with a cylinder braiding as defined in [tD98] , [tDHO98] . Recall that the construction of quantum symmetric pairs involves a Satake diagram (X, τ ) where X denotes a subset of nodes of the Dynkin diagram and τ is a diagram automorphism, see [Let99] , [Kol14] . Moreover, let τ 0 denote the diagram automorphism of g corresponding to the longest element in the Weyl group. The cylinder braiding in [BK] is realized by a universal K-matrix K which lies in a completion U of U q (g). The element K provides a natural family of B c,s -module homomorphisms V → V τ τ0
where V ∈ Ob(O int ) and V τ τ0 denotes the twist of V by the diagram automorphism τ τ 0 . The construction of the universal K-matrix K in [BK] followed the first steps in a recent program of canonical bases for quantum symmetric pairs proposed in [BW13] , see also [BW16] .
In the present paper the structure of a braided module category on M c,s is realized by an element K in a completion B
(2) of B c,s ⊗ U q (g). The relation between K and K is given by
where R denotes the universal R-matrix for U q (g). The crucial new result is that the right hand side of (1.1) does indeed belong to B (2) and hence acts naturally on M ⊗ V for all M ∈ Ob(M c,s ) and V ∈ Ob(O int ). The main technical ingredient needed to prove that K ∈ B
(2) is a generalization of results proved for quantum symmetric pairs of type AIII/IV with X = ∅ in [BW13, Section 3].
In the second part of the paper we apply the universal K-matrix K to revisit the investigation of the center Z(B c,s ) of B c,s from [KL08] . In [KL08] we showed that Z(B c,s ) has a direct sum decomposition into distinguished one-dimensional subspaces labeled by certain dominant integral weights. We showed, moreover, that Z(B c,s ) is a polynomial ring in rank(k) variables. The proofs in [KL08] are technical. They rely on the interplay between several filtrations of U q (g), the explicit form of the generators of B c,s , and the structure of the locally finite part of U q (g) described in [JL94] . At the end of his MathSciNet © review of [KL08] , A. Joseph asked if one can make effective use of the Hopf dual A of U q (g) in the construction of the center Z(B c,s ). Such a construction is well known for the center of U q (g), see for example [Dri90, Proposition 3 .3], [Bau98] and references therein. Guided by the graphical calculus for braided module categories, we use the universal K-matrix K to answer Joseph's question, and to give new proofs of all the results in [KL08] . More explicitly, we consider a τ τ 0 -twisted left adjoint action of U q (g) on itself and we let A inv τ τ0 ⊂ A denote the subalgebra of elements invariant under the dual right action. Let P + denote the set of dominant integral weights for g and for each λ ∈ P + let V (λ) denote the corresponding simple U q (g)-module. The Peter-Weyl decomposition of A implies that A inv τ τ0 has a distinguished basis consisting of twisted quantum traces tr τ τ0 V (λ),q for all simple V (λ) ∈ Ob(O int ) for which λ ∈ P + satisfies τ τ 0 (λ) = λ. We obtain the following description of the center Z(B c,s ). Let v ∈ U denote the ribbon element for U q (g).
Theorem II (Theorem 4.12) The map
given by pairing elements in A inv τ τ0 with the second tensor factor of (1 ⊗ v) · K is an algebra isomorphism.
There is some freedom in the choice of axioms for a braided module category. The appearance of the ribbon element v in the map (1.2) is solely due to the particular choice made in [Bro13] , see Remark 2.4. In the case τ τ 0 = id the above theorem implies that the distinguished basis elements b λ =l (1⊗v)·K (tr V (λ),q ) satisfy the relation
where η ν λ,µ denote the Littlewood-Richardson coefficients for the semisimple Lie algebra g. A special instance of relation (1.3) for a distinguished basis of Z(B c,s ) was previously observed in [KS09, Theorem 5.13].
The main body of the paper is organized in three sections. In Section 2 we recall the notion of a braided module category and relate it to the concepts in [tD98] , [tDHO98] , [Enr07] , as well as our previous work [BK] . In Section 3 we construct the universal K-matrix K and show that it belongs to B (2) . This allows us to prove Theorem I. In Section 4 we investigate the center Z(B c,s ) from scratch. Compared with [KL08] we provide a much streamlined presentation and eventually prove Theorem II. November 2015 that the universal K-matrix should lie in (a completion of) B c,s ⊗ U q (g). Part of this work was done while the author was visiting the Bereich Algebra und Zahlentheorie at Universität Hamburg in February 2017. The author is grateful for the hospitality and the good working conditions.
Braided module categories
In this introductory section we recall the notion of a braided module category over a braided monoidal category following [Bro13] . Let H be a bialgebra. Representations of right H-comodule algebras provide examples of module categories. We formulate the notion of a quasitriangular comodule algebra over a quasitriangular bialgebra in Section 2.2. In Section 2.3 we reformulate this notion for right coideal subalgebras of H. Representations of quasitriangular right H-comodule algebras provide examples of braided module categories.
2.1. Strict braided module categories. Let (V, ⊗, 1) be a strict monoidal category [Tur94, 1.1]. A strict right module category over V consists of a category M together with a functor : M × V → M such that
for any object M in M and objects V, W in V and
for any morphism f in M and morphisms g, h in V. Recall that a monoidal category V is called braided if it is equipped with a braiding
which satisfies the relations given in [Tur94, 1.2].
Definition 2.1 ([Bro13, 5.1]). Let (V, ⊗, 1, c) be a (strict) braided monoidal category. A (strict) braided module category over (V, ⊗, 1, c) is a (strict) module category (M, ) over V equipped with a natural automorphism e ∈ Aut( ) which satisfies the relations
for all objects M ∈ Ob(M) and V, W ∈ Ob(V).
Remark 2.2. In view of (2.3), we can rewrite relation (2.4) as
This is the form in which (2.4) appears in [Bro13] . Moreover, the naturality of e implies that (2.4) is equivalent to
Remark 2.3. For general module categories the strictness conditions (2.1) and (2.2) are replaced by natural isomorphisms
which satisfy a triangle and a pentagon condition, see for example [tD98, (2.1), (2.2)]. The general definition of a braided module category over a not necessarily strict monoidal category can be found in [Bro13, 5.1] . In the following we will consider categories of modules over algebras and both ⊗ and are ordinary tensor products of vector spaces. These categories are not strict, but we suppress the associativity constraints for convenience, canonically identifying multiple tensor products with different brackets.
Remark 2.4. As pointed out in [BBJ16, Remark 3.6], relation (2.4) is but one of an infinite family of possible axioms for a braided module category. In particular, it may make sense to replace (2.4) by the axiom Figure 1 . 2.2. Quasitriangular comodule algebras. For later reference we recall the definition of a quasitriangular bialgebra following [Kas95, Definition VIII.2.2]. All through this paper we will make use of the leg notation for tensor products explained in [Kas95, p. 172] . Definition 2.6. A bialgebra (H, ∆, ε) is called quasitriangular if there exists an invertible element R ∈ H ⊗ H which satisfies the following relations:
(
In this case the element R is called a universal R-matrix for H.
Properties (1) and (2) in Definition 2.6 imply the quantum Yang-Baxter equation
Alternatively, Equation (2.6) also follows from (1) and (3). If (H, ∆, ε, R) is a quasitriangular bialgebra with universal R-matrix R then the category V of Hmodules is a braided monoidal category, see [Kas95, Proposition XIII. To obtain braided module categories in a similar way, we introduce the notion of a quasitriangular comodule algebra.
Definition 2.7. Let (H, ∆, ε, R) be a quasitriangular bialgebra. A right H-comodule algebra B with coaction ∆ B : B → B ⊗ H is called quasitriangular if there exists an invertible element K ∈ B ⊗ H which satisfies the following relations:
Here we label the tensor components of B ⊗ H ⊗ H by 1, 2, and 3. The element K is called a universal K-matrix for the H-comodule algebra B.
In the setting of the above definition the category M of B-modules is a braided module category over the category V of H-modules. The tensor product is given by the usual tensor product M ⊗ V of a B-module M with an H-module V . The braiding e M,V : M ⊗ V → M ⊗ V for M is given by multiplication by K .
Remark 2.8. A precursor of Definition 2.7 appeared in [Enr07, Definition 4.1] under the name reflection algebra. A reflection algebra over a quasitriangular bialgebra H is a H-comodule algebra B with an element K ∈ B ⊗ H which satisfies (K1) and (K2) but not necessarily (K3). Observe that conditions (K1) and (K2) are preserved under multiplication of K by scalars, while condition (K3) is not preserved. More generally, quasi-reflection algebras over quasi-Hopf algebras are considered in [Enr07] .
2.3. Quasitriangular coideal subalgebras. Assume now that B is a right coideal subalgebra of the quasitriangular bialgebra H. In other words, B ⊆ H is a subalgebra for which ∆(B) ⊂ B ⊗ H. In this case Definition 2.7 can be reformulated. Indeed, given a universal K-matrix K for B we can apply the counit ε to the first tensor factor of K to obtain an element
It follows from the properties (K1) -(K3) in Definition 2.7 that K has the following properties:
Indeed, the three above relations are obtained by applying the counit to the first tensor factor in each of the relations (K1) -(K3), respectively. In the weaker setting of reflection algebras discussed in Remark 2.8, the following lemma is stated in [Enr07, Remark 4.2].
Lemma 2.9. Let B be a right coideal subalgebra of a quasitriangular bialgebra H.
1) If B is quasitriangular with universal K-matrix K ∈ B⊗H, then the invertible
2) Conversely, if an invertible element K ∈ H satisfies the properties (K1 )-(K3 ) above, then B is quasitriangular with universal K-matrix R 21 K 2 R 12 ∈ B ⊗ H.
Proof. To verify the second part of statement 1) one calculates
To verify statement 2), assume that K ∈ H satisfies the properties (K1 )-(K3 ) above. As K 2 commutes with ∆ op (b) by the coideal property, one obtains property (K1) for K = R 21 K 2 R 12 from property (1) in Definition 2.6. Moreover, the relation
implies that property (K2) of Definition 2.7 holds for K = R 21 K 2 R 12 . Finally, using
Property (K3 ), and the quantum Yang-Baxter equation (2.6) one calculates
This shows that K = R 21 K 2 R 12 satisfies property (K3) of Definition 2.7.
Remark 2.10. Lemma 2.9 shows that a universal K-matrix for a coideal subalgebra B of a Hopf algebra H is the same as an element K ∈ H which satisfies properties (K1 ), (K2 ), and (K3 ). This shows that Definition 2.7 is a refinement of the definition of a braided coideal subalgebra given previously in [BK, Definition 4 .10]. Indeed, condition (K2 ) was missing in our previous attempt to define a quasitriangular (braided) coideal subalgebra. The new definition 2.7 is preferable, because the universal K-matrix is now specific to the coideal subalgebra B. In the definition given in [BK, Definition 4 .10] a universal K-matrix for B would also be a universal K-matrix for any coideal subalgebra contained in B.
Remark 2.11. Let B be a right coideal subalgebra of a quasitriangular Hopf algebra H. Let A be the category of H-modules and let B be the category obtained by restricting modules in A to B and allowing B-module homomorphisms. Then the pair (B, A) is a tensor pair as defined in [tD98] , see also [BK, 4 .1]. Assume additionally that B is a quasitriangular coideal subalgebra. In this case relations (K1 ) and (K3 ) imply that multiplication by K defines a cylinder braiding for the tensor pair (B, A) as defined in [tD98] , [tDHO98, Section 4]. Note that axiom (K2 ) is not required to obtain the cylinder braiding.
The universal K-matrix for quantum symmetric pairs
We now turn to the theory of quantum symmetric pairs. In this section we show that the category of finite dimensional representations of a quantum symmetric pair coideal subalgebra is a braided module category. In Sections 3.1 and 3.2 we fix notation for quantum groups and quantum symmetric pairs and recall essential results from [BK] . These results are subsequently developed further to obtain Theorem 3.11 which provides all properties of a universal K-matrix as in Definition 2.7 in the setting of quantum symmetric pairs.
3.1. Quantum group notation. Let g be a finite dimensional complex semisimple Lie algebra with a fixed Cartan subalgebra h and a fixed set of simple roots Π = {α i | i ∈ I}. Here I denotes the set of nodes of the corresponding Dynkin diagram. Let Q denote the root lattice of g, write Q + = ⊕ i∈I N 0 α i , and let P denote the weight lattice. We write W to denote the Weyl group generated by the simple reflections σ i for i ∈ I. Let (·, ·) denote the invariant scalar product on the real vector space generated by Π such that (α, α) = 2 for all short roots α in each component.
Fix a field K of characteristic zero and let q denote an indeterminate. Choose
for all i ∈ I and relations given in [Lus94, 3.1.1]. It is a Hopf algebra with coproduct ∆, counit ε, and antipode S given by
We write U + , U − , and U 0 to denote the subalgebras generated by the elements of the sets {E i | i ∈ I}, {F i | i ∈ I}, and {K i , K −1 i | i ∈ I} respectively. For any U 0 -module V and any λ ∈ P let
denote the corresponding weight space. We will apply this notation in particular to U + and U − which are U 0 -modules with respect to the left adjoint action. For i ∈ I the commutator of F i with elements in U + can be expressed in terms of two skew derivations r i , i r : U + → U + which are uniquely determined by the following property
It is useful to work with completions U and U
(2) 0 of U and U ⊗ U , respectively, which have been discussed in detail in [BK, Section 3] . In brief, let O int denote the category of finite dimensional U -modules of type 1, and let For : O int → Vect be the forgetful functor into the category of K(q 1/d )-vector spaces. The set of natural transformations U = End(For) has the structure of a K(q 1/d )-algebra which contains U . In this paper, as in [BK] , we use the notion of a completion somewhat laxly to denote an overalgebra, and we ignore any questions of topology.
Important elements in U are the Lusztig automorphisms T i for i ∈ I, defined as
We also use the symbols T i for i ∈ I and T w for w ∈ W to denote the corresponding algebra automorphisms of U .
For any weight
0 denote the subalgebra of U generated by {K µ | µ ∈ P }. The subalgebraǓ of U generated by U andǓ 0 is a Hopf algebra which is often called the simply connected form of the quantized enveloping algebra.
More generally, for any n ∈ N consider the functor
is given by composition of natural transformations. For n ≥ 2 we denote the multiplication in U by · for better readability. The coproduct ∆ : U → U ⊗ U can be extended to an algebra homo-
0 . Similarly, we can extend id⊗∆ and ∆⊗id :
0 . We write κ = κ id and κ
is the quasi R-matrix R for U . Here we recall the characterization of R in terms of the bar involution for U , see [Lus94, Section 4.1]. The bar involution for U is the K-algebra automorphism U : U → U defined by
The bar involution U is extended to U ⊗ U diagonally as U ⊗ U . This extension does not map the diagonal subalgebra ∆(U ) to itself. However, there exists an
0 , the quasi R-matrix, which satisfies the intertwiner relation
By slight abuse of notation we write R = µ∈Q + R µ with R µ ∈ U − µ ⊗ U + µ . The quasi R-matrix R is uniquely determined by the intertwiner relation (3.6) together with the normalization R 0 = 1 ⊗ 1, see [Lus94, Theorem 4.1.2].
Recall the element κ − ∈ U (2) 0 defined in Example 3.1. The element
is a universal R-matrix for U . In other words, the element R satisfies
0 , and Properties (2) and (3) of Definition 2.6 hold as relations in U Recall from [Kas95, Definition XIV.6.1] that a ribbon algebra (H, ∆, ε, S, R, v) is a quasitriangular Hopf algebra (H, ∆, ε, S, R) with a central element v ∈ H such that
The algebra U contains a ribbon element. Let P + ⊂ P be the set of dominant integral weights. For any λ ∈ P + let V (λ) denote the corresponding irreducible U -module of highest weight λ. As O int is a semisimple category with simple objects
By construction v is a central element in U . In [Dri90] Drinfeld showed that v satisfies the first relation in (3.8). The other relations in (3.8) also hold in U , and hence v is a ribbon element for U in a completed sense. This is made more precise in terms of the category O int . Let 1 ∈ Ob(O int ) denote the trivial representation of U . Recall the notion of a ribbon category from [Tur94, 1.4]. The following wellknown proposition is a consequence of the properties of the universal R-matrix R and the twist v. 
−1 ) has the structure of a ribbon category with twist given by the inverse of the element v ∈ U defined by (3.9).
3.2. Quantum symmetric pairs. Quantum symmetric pair coideal subalgebras of U = U q (g) were introduced by G. Letzter in [Let99] . Here we briefly recall their construction following [Kol14] . See also [BK, Section 5] for a slightly more detailed overview in the conventions of the present paper. Let X ⊂ I be a proper subset and let τ : I → I be an involutive diagram automorphism with τ (X) = X. Assume that (X, τ ) satisfies the properties of an admissible pair (or Satake diagram) given in [Kol14, Definition 2.3]. Let θ = θ(X, τ ) : g → g denote the corresponding involutive Lie algebra automorphism defined in [Kol14, (2.8)], [BK, Theorem 5 .3], and let k = {x ∈ g | θ(x) = x} denote the corresponding fixed Lie subalgebra. The involution θ leaves the Cartan subalgebra h invariant. The dual map Θ : h * → h * is given by
where w X denotes the longest element in the parabolic subgroup W X of the Weyl group W . The involutive automorphism θ can be deformed to an algebra automorphism θ q : U → U , see [Kol14, Definition 4.3] for details.
Let M X = U q (g X ) denote the Hopf subalgebra of U generated by the elements E i , F i , K i , and K −1 i for all i ∈ X. LetǓ 0 Θ denote the subalgebra ofǓ 0 generated by all K µ with µ ∈ P and Θ(µ) = µ.
Quantum symmetric pair coideal subalgebras depend on a choice of parameters c = (c i ) i∈I\X and s = (s i ) i∈I\X with c i ∈ K(q 1/d ) × and s i ∈ K(q 1/d ). These parameters are subject to certain restrictions. More specifically, one has c ∈ C with
and s ∈ S for a parameter set S which is defined in [Kol14, (5.11)], see also [BK, 5.7] , [BK15, Remark 3.3] . With these notations we are ready to define quantum symmetric pair coideal subalgebras inside the simply connected form of quantized enveloping algebras.
Definition 3.3. Let (X, τ ) be an admissible pair, c = (c i ) i∈I\X ∈ C, and s = (s i ) i∈I\X ∈ S. The quantum symmetric pair coideal subalgebra B c,s = B c,s (X, τ ) is the subalgebra ofǓ generated by M X ,Ǔ 0 Θ , and the elements
for all i ∈ I \ X.
Let ρ X denote the half sum of positive roots of the semisimple Lie algebra g X . All through this paper we assume that the parameters c = (c i ) i∈I\X satisfy the condition
In this case it was proved in [BK15, Theorem 3.11] that there exists an involutive
In particular, q 1/d
In a similar way as the quasi R-matrix provides an intertwiner between two bar-involutions on ∆(U ), there exists an intertwiner for the two involutions U and B on B c,s . More explicitly, assume that the parameters s = (s i ) i∈I\X satisfy
In this case it was proved in [BK, Theorem 6.10] that there exists a uniquely determined element X = µ∈Q + X µ ∈ µ∈Q + U + µ with X 0 = 1 and X µ ∈ U + µ such that the equality
holds in U for all x ∈ B c,s . For quantum symmetric pairs of type AIII/IV with X = ∅, the existence of X was first noted by H. Bao and W. Wang in [BW13] .
The element X is called the quasi K-matrix for the quantum symmetric pair coideal subalgebra B c,s .
Following a program outlined in [BW13] , the quasi K-matrix X was used in [BK] to construct an element K ∈ U which satisfies properties (K1 ) and (K3 ) from Section 2.3 up to a twist and completion. To fix notation, we briefly recall the construction of K. Choose a group homomorphism γ :
× is a constant which enters the construction of the involutive automorphism θ(X, τ ) of g, see [BK, Section 5.1]. For any λ ∈ P write λ + = (λ + Θ(λ))/2 andλ = (λ − Θ(λ))/2. With this notation define a function ξ :
where ∨ i for i ∈ I denote the fundamental coweights, see also [BK, Remark 8 .1]. By [BK, Lemma 8 .2], the function ξ satisfies the relation
for all µ, ν ∈ P . (3.17)
We consider the map ξ as an element in U , see [BK, Example 3.3] . Then (3.17) implies that
Let w 0 denote the longest element in the Weyl group W . Recall that w X denotes the longest element in the parabolic subgroup W X . The universal K-matrix for B c,s is defined by
Define a diagram automorphism τ 0 by the property that w 0 (α i ) = −α τ0(i) for all i ∈ I. In addition to (3.13) we need to make the assumption that the parameters c ∈ C satisfy the relation
for all i ∈ I \ X, (3.20)
see [BK, 7 .1 and Remark 7.2]. The diagram automorphisms τ and τ 0 give rise to Hopf algebra automorphisms ofǓ denoted by the same symbols. Recall that in our conventions R = R 21 κ − and define R τ τ0 = (τ τ 0 ⊗1)(R) and R τ τ0
−τ τ0 with κ −τ τ0 as defined in Example 3.1. The following theorem summarizes the main result of [BK] in the case where g is semisimple.
Theorem 3.4. The element K ∈ U defined by (3.19) has the following properties:
Using relation (3.7) one obtains
which provides the reflection equation by equating the right hand sides of (3.22) and (3.23). Properties (3.21) and (3.22) are the desired τ τ 0 -twisted versions of properties (K1 ) and (K3 ) from Section 2.3. In the remainder of Section 3 we show that K also satisfies a τ τ 0 -twisted version of property (K2 ).
3.3. Definition of R θ and first properties. As a preparation we first consider an element R θ which was introduced in the special case of quantum symmetric pairs of type AIII/IV with X = ∅ in [BW13, Section 3]. Define
0 . Proof. Let b ∈ B c,s . Using the intertwiner relations (3.6) and (3.16) one calculates
which proves the proposition.
We recall the formula for the coproduct of the quasi K-matrix X as originally determined in [BK, Section 9.2]. Observe that
0 . Write X = µ∈Q + X µ and define an element X K,2 ∈ U ⊗ U + by
Let R X denote the quasi R-matrix corresponding to the semisimple Lie subalgebra g X of g. Following [BK, (9. 2)] we define
0 . By [BK, Theorem 9 .4] the coproduct of X is given by
By [BK, Lemma 9 .1] one has R (τ,X) ∈ U ⊗ U + . Hence formula (3.25) implies that ∆(X) ∈ U ⊗ U + and therefore R θ ∈ U ⊗ U + . Hence we can write
The situation is even better. One has the following result which is a generalization of [BW13, Proposition 3.5].
Proposition 3.6. For any µ ∈ Q + one has
Proof. For any i ∈ I one has
Using the properties (3.4) of Lusztig's skew derivations r i and i r this leads to the relations
which hold in U 
0 . More generally, we will define a completion of B c,s ⊗ U ⊗(n−1) inside U
0 . LetǓ * denote the linear dual space ofǓ . For any V ∈ Ob(O int ) and any v ∈ V , f ∈ V * the matrix coefficient c f,v ∈Ǔ * is defined by c f,v (u) = f (uv) for all u ∈Ǔ . Let A denote the Hopf algebra generated by the matrix coefficients of all representations in O int . Consider V * as a rightǓ -module with action f u(v) = f (uv) for all f ∈ V * , v ∈ V , and u ∈Ǔ . By construction A is aǓ -bimodule with left and right action given by
respectively, for all f ∈ V * , v ∈ V , u ∈Ǔ . Let n, m ∈ N 0 with m ≤ n. There exists a uniquely determined bilinear map
i where V i , W j ∈ Ob(O int ) for i = 1, . . . , m and j = 1, . . . , n − m. We call , n,m the contraction pairing between U (n) 0 and A ⊗m . We use Sweedler notation ∆(a) = a (1) ⊗ a (2) for the tensor coalgebra structure on A ⊗m . The contraction pairing respects the algebra structure on U (n) 0 in the sense that XY, a n,m = X, a (1) n,m Y, a (2) n,m (3.30)
and all a ∈ A ⊗m . With the help of the contraction pairing we are now ready to define the desired completion of B c,s ⊗ U ⊗(n−1) . For any n ∈ N define
| X, a n,n−1 ∈ B c,s for all a ∈ A ⊗(n−1) }. is strictly bigger than B c,s ⊗ U .
Example 3.7. Recall the notation κ f from Example 3.1 and the map Θ : P → P defined by (3.11). Consider the element κ·κ Θ ∈ U (2) . We claim that κ·κ Θ ∈ B (2) . Indeed, for any V, W ∈ Ob(O int ) and any weight vector v ∈ V of weight λ one has
This implies that
for any f ∈ V * and any weight vector v ∈ V of weight λ. As any element of A is a linear combination of matrix coefficients c f,v for some weight vectors v, one obtains that κ · κ Θ ∈ B (2) .
Example 3.8. The element R θ defined by (3.24) satisfies R θ ∈ B (2) . This is a consequence of Proposition 3.6.
Let k, n ∈ N with 1 ≤ k ≤ n. The application of the coproduct ∆ to the k-th tensor factor of U ⊗n extends to an algebra homomorphism
The constructions imply that
The maps ∆ U n,k will be used in Section 3.6. We end this section by considering the contraction pairing (3.29) in the special case n = 2, m = 1. The following will only be used in Section 4. For any X ∈ U (2) 0 define a linear mapl X : A → U ,l(a) = X, a 2,1 .
We calll X the generalized l-operator corresponding to the element X ∈ U 
For later reference we record that the relations R −1 = (S⊗id)(R) and (S⊗S)(R) = R imply thatl
for any a ∈ A.
3.5. Universal K-matrix for B c,s . Inspired by Lemma 2.9 we now define an element K ∈ U 
The following proposition provides the main ingredient needed to show that K ∈ B (2) . Define R
w X )(R X ) to simplify notation.
Proposition 3.10. The element K defined by (3.36) satisfies the relation
see for example [BK, Lemma 3.8]. By (3.7) we have
With these preparations we calculate
w0 . By [BK, Proposition 6.1.(4)] the element X ⊗ 1 commutes with κ − · κ −Θ , and by (3.16) it also commutes with R T T X . Hence one gets
which proves formula (3.38).
We are now in a position to show that the element K defined by (3.36) is a universal K-matrix for B c,s in the sense of Definition 2.7 up to twist by τ τ 0 and completion.
Theorem 3.11. The element K ∈ U (2) 0 defined by (3.36) has the following properties:
Proof. To prove property (0), recall from Examples 3.7 and 3.8 that
and that R θ ∈ B (2) . Moreover, R T T X , a 2,1 ∈ U q (g X ) ⊂ B c,s for all a ∈ A and hence R T T X ∈ B (2) . As B (2) is a subalgebra of U (2) 0 we obtain K ∈ B (2) from Proposition 3.10.
To prove (1) let b ∈ B c,s . Using the second expression for K in (3.37) and applying (3.21) twice one obtains
This proves Property (1). Property (2) follows from (3.36) by application of the properties of R in Definition 2.6. Finally, Property (3) of K follows from (3.22) in the same way as Property (K3) follows from (K3 ) in the proof of Lemma 2.9.
Remark 3.12. For any right coideal subalgebra B ⊆Ǔ we can define a subset B
(2) B ⊆ U (2) analogously to the definition of B (2) in Section 3.4. Let σ :Ǔ →Ǔ be a Hopf algebra automorphism. In analogy to Definition 2.7 we say that B is a σ-quasitriangular coideal subalgebra if there exists an element K ∈ B (2) B which satisfies properties (1), (2), and (3) in Theorem 3.11 with τ τ 0 replaced by σ. In this case the element K is called a universal K-matrix for B.
3.6. The braided module category of finite dimensional B c,s -modules. Let M c,s denote the category of finite dimensional B c,s -modules. As B c,s is a right coideal subalgebra ofǓ , the category M c,s is a right module category over O int .
Recall from Proposition 3.2 that (O int , ⊗, 1, c) is a braided monoidal category with braiding c given by (3.10). We want to show that multiplication by the element K endows M c,s with the structure of a braided module category over O int , at least in the case τ = τ 0 . To this end it remains to show that multiplication by an element in B
(2) provides a natural transformation of ⊗ : M c,s × O int → M c,s . The subtlety lies here in the fact that elements of B (2) ⊂ U (2) are a priori only defined on tensor products V 1 ⊗ V 2 for V 1 , V 2 ∈ Ob(O int ). However, we would like to let K act on tensor products M ⊗ V where M ∈ Ob(M c,s ).
We address this problem in a slightly more general setting. For any n ∈ N consider the forgetful functor
into the category of K(q 1/d )-vector spaces, and define
there is an algebra homomorphism
For any n ∈ N and any V 1 , . . . , V n−1 ∈ Ob(O int ) we use Sweedler notation for the A ⊗(n−1) -comodule structure on V 1 ⊗ . . . ⊗ V n−1 . More explicitly, for v ∈ V 1 ⊗ . . . ⊗ V n−1 we write
With this notation we define a linear map
by the property that for any X ∈ B (n) one has
for all m ∈ M , v ∈ V 1 ⊗ . . . ⊗ V n−1 where M ∈ Ob(M c,s ) and V 1 , . . . , V n−1 ∈ Ob(O int ). The following proposition for n = 2 allows us to consider K as an element in C (2) and hence as a natural transformation of ⊗ :
Proposition 3.13. For any n ∈ N the map φ n : B (n) → C (n) is an injective algebra homomorphism. Moreover,
(n) and m, v as in (3.44). Equation (3.30) implies that
This shows that φ n is an algebra homomorphism. Any element X ∈ B (2) is uniquely determined by its action on all V 1 ⊗ . . . ⊗ V n where V i ∈ Ob(O int ). As V 1 can be considered as a B c,s -module by restriction, the map φ n is injective. Finally, formula (3.45) follows by comparison of the definitions of the maps (3.32) and (3.43).
The above proposition implies that M c,s is a braided module category over O int . Indeed, by definition of C (2) the element
is natural in both tensor entries. If moreover τ = τ 0 then property (1) in Theorem 3.11 implies that φ 2 (K ) M,V is a B c,s -module homomorphism for any M ∈ Ob(M c,s ) and V ∈ Ob(O int ).
Corollary 3.14. If τ = τ 0 then the triple (M c,s , ⊗, φ 2 (K )) is a braided module category over (O int , ⊗, 1, c).
Proof. As explained above, if τ = τ 0 then φ 2 (K ) defines an element in Aut(⊗) for the tensor product ⊗ : M c,s × O int → M c,s which comes from the coideal structure of B c,s . Properties (2.3) and (2.4) of Definition 2.1 for e = φ 2 (K ) follow from formulas (2) and (3) in Theorem 3.11 together with formula (3.45) in Proposition 3.13.
Remark 3.15. In analogy to Remark 3.12 one can extend Corollary 3.14 to the case τ = τ 0 . Indeed, assume that σ : V → V is an equivalence of braided monoidal categories. In this case we can extend Definition 2.1. We introduce the notion of a σ-braided module category over V as a module category (M, ) equipped with a natural isomorphism e : → (id σ) • which satisfies the relations
With this terminology M c,s is a τ τ 0 -braided module category over O int .
The center of B c,s revisited
As an application we now use the universal K-matrix for quantum symmetric pairs to obtain a distinguished basis of the center Z(B c,s ) of B c,s . The construction consists of two steps. In the first step we show that Z(B c,s ) inherits a direct sum decomposition from the locally finite part ofǓ , and we estimate the dimensions of the direct summands. The constructions leading up to Proposition 4.4 are already contained in [KL08] , but we present them here in a much streamlined fashion. The second step, which was the hard part in [KL08] , is to prove the existence of nontrivial central elements in sufficiently many components of the locally finite part. The construction of such elements is now much simplified by the existence of the universal K-matrix K . It is motivated by the graphical calculus for braided module categories, but the twist by τ τ 0 runs through all constructions. Eventually, the generalized l-operator for the universal K-matrix provides an algebra isomorphism between the τ τ 0 -twisted invariants in the restricted dual A and the center Z(B c,s ). This allows us in particular to establish the multiplication formula (1.3) which was beyond reach in [KL08] and [KS09] 4.1. The locally finite part F l (Ǔ ). The Hopf algebraǓ acts on itself by the left adjoint action
for all x, u ∈Ǔ .
We write
to denote the locally finite part ofǓ with respect to this action. By [JL94, Theorem 4.10] the left locally finite part is a direct sum of cyclic modules
The direct sum decomposition (4.1) is reminiscent of the Peter-Weyl decomposition of the dual Hopf algebra A defined in Section 3.4. To make this precise, let ad r (u)(x) = S(u (1) )xu (2) denote the right adjoint action ofǓ on itself. The Hopf algebra A is a leftǓ -module with the dual action ad * r given by ad * r (u)(c) (x) = c ad r (u) (x) for all c ∈ A and u, x ∈Ǔ .
Recall that V (λ) denotes the simpleǓ -module of highest weight λ ∈ P + . For any finite-dimensionalǓ -module V the dual space V * has a leftǓ -module structure given by
With respect to thisǓ -module structure one has
)-linear span of the matrix coefficients corresponding to the simpleǓ -module V (λ). We also write c λ f,v instead of c f,v if we want to stress that c f,v ∈ C λ . To describe the leftǓ -module structure of the direct summand ad(Ǔ )(K −2λ ) we use the l-operatorsl,l : A →Ǔ from Remark 3.9. Recall thatl(a) = RR 21 , a 2,1 andl (a) = R −1 21 R −1 , a 2,1 for all a ∈ A. The following proposition is in principle contained in [Cal93] , see also [KS09, Remark 1.6, Proposition 1.7] for the exact statement given here.
Proposition 4.1. The l-operatorsl andl define isomorphisms of leftǓ -modules l,l : A → F l (Ǔ ) with
Moreover, if v λ ∈ V (λ) λ is a highest weight vector and f −λ ∈ V (λ) * −λ is a lowest weight vector with f −λ (v λ ) = 1, theñ
With the identification (4.2) the map
is an isomorphism of leftǓ -modules for any λ ∈ P + . Hence Proposition 4.1 implies that there is an isomorphism of leftǓ -modules
In Section 4.2 we identify lowest weight components of elements in the center of B c,s which also lie in a given Peter-Weyl block ad(Ǔ )(K −2λ ). The following preparatory Lemma describes the image under ϕ of these lowest weight components.
Lemma 4.2. Let Y ⊆ I be any subset and λ ∈ P + .
(1) Assume that (w 0 λ, α i ) = (w Y λ, α i ) for all i ∈ Y . In this case there exists an up to scalar multiplication uniquely determined lowest weight vector v µ ∈ V (−w 0 λ) ⊗ V (λ) of weight µ ∈ −P + with the following properties
In this case there does not exist a lowest weight vector v µ ∈ V (−w 0 λ) ⊗ V (λ) which satisfies properties (a) and (b) above.
Proof. For any lowest weight vector
If additionally (a) holds, then this implies that This means that we only need to understand central elements of B c,s which are contained in one single Peter-Weyl summand ad(Ǔ )(K −2λ ).
We recall some notation from [Kol14] which will be convenient in the proof of the next lemma. For any multi-index J = (j 1 , j 2 , . . . , j n ) ∈ I n we define F J = F j1 F j2 . . . F jn and B J = B j1 B j2 . . . B jn and α J = n k=1 α j k . Let J be a fixed subset of ∪ n∈N0 I n such that {F J | J ∈ J } is a basis of U − . By [Kol14, Proposition 6.2] any element z ∈ B c,s can be written uniquely in the form
where m J ∈ M + XǓ 0 Θ and all but finitely many m J vanish. Let Q X = i∈X Zα i be the subgroup of the root lattice Q generated by all α i for i ∈ X. For any α = i∈I n i α i ∈ Q let α X ∈ Q/Q X denote the coset defined by α.
Lemma 4.3. Let λ ∈ P + . Any nonzero element z ∈ Z(B c,s ) ∩ ad(Ǔ )(K −2λ ) can be written uniquely as a sum
with the following properties:
Moreover, in the above situation µ = w 0 λ − w X λ, and the one-dimensional space K(q 1/d )z µ spanned by z µ is independent of the element z. Define lot = z − z µ . Then (4.8) holds and property (1) holds by construction.
). Hence, applying the isomorphism ϕ from (4.3) we obtain
Hence Lemma 4.2 for Y = X implies that the weight µ of z µ is given by µ = w 0 λ − w X λ. This proves (2). Finally, Lemma 4.2 also implies that the nonzero element ϕ(z µ ) is uniquely determined up to an overall factor. This completes the proof of the Lemma.
Proposition 4.4. For any λ ∈ P + one has
Proof. The fact that the nonzero element z µ in Lemma 4.3 is independent of z up to an overall factor implies that dim Z(B c,s ) ∩ ad(Ǔ )(K −2λ ) ≤ 1 for all λ ∈ P + . Assume now that there exists a nonzero element z ∈ Z(B c,s ) ∩ ad(Ǔ )(K −2λ ). Write z = z µ + lot where µ = −w 0 λ + w X λ and z µ satisfies properties (1), (2), and (3) of Lemma 4.3. In view of the triangular decomposition ofǓ , Properties (1) and (2) imply that
Observe that ad(U By the following lemma conditions (4.10) and (4.11) imply that τ (λ) = τ 0 (λ).
Lemma 4.5. Let λ ∈ P . The following are equivalent:
(1) The weight λ satisfies the two relations
Proof.
(1) ⇒ (2): Assume that (1) holds. Subtracting the two relations in (1) one obtains
Inserting this equation into (4.12) gives (2). . This also provides a conceptual proof of [KL08, Proposition 9.2] which states that P Z(Bc,s) is a free additive semigroup with rank(P Z(Bc,s) ) = rank(k).
4.3.
A twisted quantum trace. By Proposition 4.4, to find a basis of the center Z(B c,s ), it remains to construct a nonzero element in Z(B c,s ) ∩ ad(Ǔ )(K −2λ ) for each λ ∈ P + with τ (λ) = τ 0 (λ). We are guided by the graphical calculus [RT90] , [Tur94] for ribbon categories and its analog for braided module categories [Bro13] . Recall that central elements inǓ can be found by evaluating the ReshetikhinTuraev functor on the ribbon tangle in Figure 5 where the closed strand is colored by a fixedǓ -module V in O int and W runs over all modules in O int .
Figure 5.
Algebraically, the corresponding central element is realized by contraction of R 21 R with the quantum trace tr V,q ∈ A defined by tr V,q (u) = tr V (uK −2ρ ) for all u ∈Ǔ , (4.14)
see [Bau98] also for further references. In the case of the module category M c,s , consider the ribbon tangle in Figure 6 where the closed strand is colored by a fixeď U -module V in O int and M runs over all B c,s -modules in M c,s .
Figure 6.
Here we encounter the minor complication that multiplication by the universal K-matrix K is not quite a B c,s -module homomorphism, but involves a twist by τ τ 0 . This twist forces us to use a twisted version of the quantum trace (4.14). To make this precise, we introduce some more notation.
For any algebra automorphism σ :Ǔ →Ǔ and any V ∈ Ob(O int ) define a twisted module V σ ∈ Ob(O int ) to be V as a vector space with action σ given by
Let Aut(A) denote the group of all diagram automorphisms σ : I → I. Any σ ∈ Aut(A) can be considered as a Hopf algebra automorphism ofǓ such that
With this notation Property (1) in Theorem 3.11 states that multiplication by K defines a B c,s -module isomorphism
Hence the strand colored by V in Figure 2 is colored by V τ τ0 after winding around the fixed pole. This strand can only be closed as in the Figure 6 if V and V τ τ0 are isomorphic.
Any diagram automorphism σ ∈ Aut(A) gives rise to a group homomorphism σ : P → P of the weight lattice such that the fundamental weights i satisfy σ( i ) = σ(i) for all i ∈ I. Hence, for any λ ∈ P + one obtains an isomorphism of U -modules
σ which is determined up to an overall factor by the property that
for all X ∈Ǔ and v ∈ V (λ).
Assume now that λ ∈ P + and σ(λ) = λ and let v λ ∈ V (λ) be a highest weight vector. In this case we fix the overall factor for the map σ λ : V (λ) → V (λ) σ by setting σ λ (v λ ) = v λ . Moreover, if σ(λ) = λ and V = V (λ) we define a twisted trace by tr σ V (f ) = tr(f • σ λ ) for any f ∈ End(V ). We use the twisted trace to define a twisted quantum trace tr Proof. Let X ∈Ǔ . As σ(ρ) = ρ one has tr σ V,q (X) = tr V (XK −2ρ σ λ ) = tr V (Xσ λ K −2ρ ) = (σ tr V,q )(X). The first equality above also implies that tr σ V,q (X) = tr V (σ λ XK −2ρ ) = (tr V,q σ)(X). To verify the second statement of the Lemma, observe that for any v ∈ V and f ∈ V * one has which is the desired formula.
Consider the twisted left adjoint action ofǓ on itself defined by
Let ad * l,σ denote the induced right action ofǓ on A. More explicitly, one has ad * l,σ (u)(a) (x) = a u (1) xS(σ(u (2) )) for all u, x ∈Ǔ , a ∈ A.
Lemma 4.8. Let σ ∈ Aut(A) and λ ∈ P + with σ(λ) = λ and let V = V (λ). Then the element tr σ V,q ∈ A is invariant under the right action ad * l,σ ofǓ on A.
Proof. For any u, X ∈ U q (g) one calculates 
for all b ∈ B c,s .
In other words,l K (ψ) ∈ Z(B c,s ).
Proof. Let ψ ∈ A inv τ τ0 and b ∈ B c,s . Using Sweedler notation we calculate
Using Theorem 3.11.
(1) one obtains
Now we use the assumption ψ ∈ A inv τ τ0 to obtain
which completes the proof of the proposition.
The next proposition shows that the mapl K maps the twisted quantum trace for a simple representation V (λ) into the corresponding component of the locally finite part F l (Ǔ ). For simplicity we set a(u) = u, a 1,1 for all u ∈ U , a ∈ A.
Proposition 4.11. Let λ ∈ P + with τ (λ) = τ 0 (λ). Then the twisted quantum trace d = tr τ τ0 V (λ),q satisfies the relatioñ 
) and hence
which implies that
Inserting the above formula into (4.17) we obtaiñ is an isomorphism of algebras. In particular, the set {l This shows that the map (4.19) is an algebra homomorphism. V (λ),q ) for all λ ∈ P Z(Bc,s) . For all λ, µ, ν ∈ P Z(Bc,s) there exist coefficients η On the other hand the quantum traces a λ = tr V (λ),q for U q (sl 3 (C)) multiply by the Littlewood-Richardson rule a 1+ 2 a 1+ 2 = a 2( 1+ 2) + a 3 1 + a 3 2 + 2a 1 + 2 + 1. It is noteworthy that a 1+ 2 appears on the right hand side of (4.22) with nonzero coefficient while b 1 + 2 does not appear on the right hand side of (4.21). It would be interesting to have an independent interpretation of the coefficients η ν λ,µ also in the case τ = τ 0 . By Theorem 4.12 this question reduces to understanding the multiplicative behavior of the twisted quantum traces tr τ τ0 V (λ),q in general.
Remark 4.14. The results of Section 4.4 build on the existence of the universal K-matrix K which is only established for parameters c = (c i ) i∈I\X ∈ C, s = (s i ) i∈I\X ∈ S satisfying the additional conditions (3.13), (3. was established for all c ∈ C, s ∈ S without any additional requirements on the parameters. Distinguishing three cases, we note here that the present section also provides a proof of (4.23) for more general parameter families c ∈ C, s ∈ S, albeit not quite in complete generality. School of Mathematics and Statistics, Newcastle University, Newcastle upon Tyne NE1 7RU, UK E-mail address: stefan.kolb@newcastle.ac.uk
