Abstract. We consider a very general online scheduling problem with an objective to minimize the maximum level of resource allocated. We find a simple characterization of an optimal deterministic online algorithm. We develop further results for two more specific problems, single resource scheduling and hierarchical line balancing. We determine how to compute optimal online algorithms for both problems using linear programming and integer programming, respectively. We show that randomized algorithms can outperform deterministic algorithms, but only if the amount of work done is a non-concave function of resource allocation.
1. Introduction. Consider the following problem: work with different deadlines arrives over time and has to be performed using a resource. The quantities of work that arrive as well as their deadlines only become known at the times of arrival. At a given set of time points, the decision maker decides how much resource to allocate and which of the available work to perform at that time. The objective is to minimize the maximum amount of resource allocated at any time during the planning period. This problem is called the online resource minimization problem (ORMP). It occurs in production scheduling settings in which the major cost component is energy consumption (Kleywegt et al. [11] ). The decision maker would like to spread the workload out as evenly as possible over time, but faces the dilemma of uncertainty about future work. That is, the decision maker must make a trade-off between allocating too much resource early, and postponing too much work to be completed with work that arrives later.
Consider another problem: work with different requirements arrives over time and has to be assigned to a collection of machines with different capabilities. The machines form a linear hierarchy based on their capabilities, i.e., machine j has at least the same capabilities as machine j − 1. The amount of work that arrives as well as the required machine capabilities only become known at the time of arrival. At a given set of decision points, the decision maker decides how to assign the work that has arrived since the previous decision point to the machines. The objective is to minimize the maximum amount of work assigned to any machine. This problem is called the hierarchical line balancing problem (HLBP).
In both the ORMP and the HLBP, the quality of an algorithm is evaluated by its competitive ratio, i.e., the worst-case ratio over all possible instances of the value of the solution produced by the algorithm and the value of the optimal solution with perfect information.
In this paper, we introduce a simple parameterized deterministic algorithm, called the α-policy, with parameter α and competitive ratio α, provided it produces a feasible solution. We show that with an appropriate choice of parameter α, the α-policy has as good a competitive ratio as any other deterministic algorithm. Under a convexity assumption, which holds for both the ORMP and the HLBP, the α-policy is also optimal among all randomized algorithms. However, we show that randomized algorithms can outperform deterministic algorithms in other cases.
We also investigate how the optimal parameter can be computed for the ORMP and the HLBP. For the ORMP, we construct linear programs to compute the optimal parameters, which depend on the number of time periods. For the HLBP, the optimal parameters are computed with linear programming if the number of time periods is greater than or equal to the number of machines, and with integer programming for the remaining cases. Interestingly, the resulting parameter values (and hence the optimal competitive ratios) for realistic finite numbers of machines and time periods are substantially lower than the asymptotic values.
The ORMP and the HLBP are special cases of a more general online min-max problem (OMMP) and several of our results can be extended to the OMMP.
The ORMP appears to be a new problem, as we have not been able to find any existing literature discussing the problem. On the other hand, the HLBP is a known problem and has been studied, for example, by Bar-Noy et al. [6] . Bar-Noy et al. [6] distinguish a fractional variant and an integral variant. In the integral variant work must be assigned in its entirety to a machine; in the fractional variant work may be split among eligible machines. Our results are for the fractional variant. Bar-Noy et al. [6] give an algorithm with asymptotically optimal competitive ratio e, in the limiting case where the number of machines goes to infinity. When all machines have the same capabilities, i.e., there is no linear hierarchy among machines, the fractional variant of the HLBP is trivial: divide work that arrives equally over the machines. On the other hand, when all machines have the same capabilities, the integral variant of the HLBP remains difficult as it is equivalent to minimizing the makespan on a set of parallel identical machines. Already in 1966, Graham [8] presented a greedy algorithm with a competitive ratio of 2 − 1/m for online makespan minimization on m identical parallel machines. This problem has continued to attract researchers, see for example the recent papers by Albers [1] , Bartal et al. [17] , Fleischer and Wahl [15] , and Seiden [16] . Fleischer and Wahl [15] present the current best deterministic online algorithm and Albers [1] presents the current best randomized algorithm. In Aspnes et al. [2] an 8-competitive algorithm is given for online makespan minimization on related parallel machines, i.e., where the processing requirement of a job is not only determined by the length of the job, but also by the speed of the machine. This was improved by Berman, Charikar, and Karpinski [7] . Azar, Naor, and Rom [5] consider a more general online load balancing problem in which each job can be handled only by a subset of machines and requires a different level of service. In load balancing problems a distinction is made between permanent and temporary jobs. Permanent jobs continue forever after they arrive and load the machine indefinitely, while temporary jobs load the machine only during the interval they are active. Azar, Broder and Karlin [3] and Azar et al. [4] extend the work mentioned above to handle temporary jobs. Finally, we want to mention the work by Hoogeveen and Vestjens [9] . They consider the problem of minimizing the maximum delivery time on a single machine and present an optimal deterministic online algorithm. This is one of the few cases that we are aware of in which an optimal online algorithm is presented. Note that our α-policy, with an appropriate choice of α is also an optimal policy.
The paper is organized as follows. In Section 2, we define the online min-max problem, the online resource minimization problem, and the hierarchical line balancing problem. In Section 3, we introduce an optimal online algorithm called the α-policy. In Section 4, we establish optimality results for the online resource minimization problem, the hierarchical line balancing problem, and we generalize these results for the online min-max problem. In Section 5, we show that randomized algorithms can outperform deterministic algorithms, but only if the amount of work done is a nonconcave function of resource allocation. Finally, in Section 6, we point out future research directions.
2. Problem Definition. In this section we define the general problem called the Online Min-Max Problem (OMMP), as well as two special cases of the OMMP, called the Online Resource Minimization Problem (ORMP), and the Hierarchical Line Balancing Problem (HLBP), respectively.
2.1. Online Min-Max Problem. Definition 2.1. (OMMP): An instance ω of the OMMP is a finite sequence (a(1), . . . , a(T )) of length T . Each a(t) could be a number, vector, function, set, problem instance, or any other object, and it could be different for different t. The nature of each a(t) is determined by the particular type of OMMP, as illustrated in the examples of Sections 2.2 and 2.3. The set of all instances is denoted by Ω. Often it is of interest to explore the characteristics of the OMMP as a function of problem parameters. For that purpose, the set of all instances with parameter β is denoted by Ω β . For example, the set of all instances of length T is denoted by Ω T . For any instance ω = (a(1), . . . , a(T )) ∈ Ω β , and any t ∈ {1, . . . , T }, let ω t ≡ (a(1), . . . , a(t)) denote the first t elements of instance ω. Let Ω t β ≡ {ω t : ω ∈ Ω β } denote the set of all such partial instances of the first t elements. For any instance of length T , a solution r of the OMMP is a sequence (r(1), . . . , r(T )) ∈ R
+ denote the set of all solutions. For any instance ω, let R(ω) denote the set of feasible solutions. A deterministic algorithm π for the OMMP is a function π : Ω → R ∞ + , such that for any ω ∈ Ω T , π(ω) ∈ R T + , i.e., if ω is of length T , then π(ω) is also of length T . A deterministic algorithm π is called feasible if, for every ω, π(ω) ∈ R(ω). Let B T + denote the Borel sets on R T + , let P T denote the set of probability measures on B T + , and let P ≡ ∞ T =1 P T . A randomized algorithm π for the OMMP is a function π : Ω → P, such that for any ω ∈ Ω T , π(ω) ∈ P T . The probability that the solution is in a set B ∈ B T + is denoted by π(ω) [B] . We assume that R(ω) ∈ B T + for ω ∈ Ω T , and a randomized algorithm π is called feasible if, for every ω, π(ω)[R(ω)] = 1. Also, for any t ∈ {1, . . . , T }, we will use π(ω)(t) to denote the decision at time t for instance ω under algorithm π. For a deterministic algorithm π, π(ω)(t) is deterministic, and for a randomized algorithm π, π(ω)(t) is a random variable, where the tuple (π(ω)(1), . . . , π(ω)(T )) is distributed according to the probability measure π(ω). When the instance ω has been fixed, we also use r π (t) to denote the decision π(ω)(t) under algorithm π at time t. A deterministic (randomized) online algorithm π for the OMMP is a deterministic (randomized) algorithm such that, for each ω and each t, (the probability distribution of) π(ω)(t) depends on ω t only, i.e., it depends only on the history of instance ω up to time t, and not on the whole instance ω. Let Π DO denote the set of all deterministic online algorithms, and let Π RO ⊇ Π DO denote the set of all randomized online algorithms for the OMMP. For any instance ω ∈ Ω T , and any deterministic algorithm π, the value v π (ω) is the maximum norm of π(ω), i.e.,
if π(ω) ∈ R(ω), and v π (ω) = ∞ otherwise. Similarly, for any instance ω ∈ Ω T , and any randomized algorithm π, the value v π (ω) is the expected maximum norm under π(ω), i.e.,
, and v π (ω) = ∞ otherwise. For any instance ω ∈ Ω T , the optimal value with perfect information, v * (ω), is defined by
max{r (1), . . . , r(T )} We assume that v * (ω) < ∞ for all ω ∈ Ω, so R(ω) = ∅. In this paper, the quality of an algorithm π for an instance ω is evaluated by the ratio of the value of the algorithm and the optimal value with perfect information, i.e., v π (ω)/v * (ω). For any class Ω β of instances, and any algorithm π, the competitive ratio or worst-case ratio ρ π β denotes the largest ratio of the value of algorithm π and the optimal value with perfect information over all instances in Ω β , i.e.,
The convention is that inf
This criterion is standard in the literature for online algorithms, see for example McGeoch and Sleator [13] and Irani and Karlin [10] . The competitive ratio ρ π of algorithm π over all instances is given by
If B is the set of parameters β, i.e., Ω = β∈B Ω β , then ρ π = sup β∈B ρ π β . The optimal competitive ratio ρ * β over all deterministic online algorithms, and over all instances in Ω β , is given by
The optimal competitive ratio ρ * over all deterministic online algorithms, and over all instances, is given by
The optimal competitive ratios over all randomized online algorithms are defined similarly. Alternatively, one may want to define ρ * ≡ sup β∈B ρ * β . The question is whether the two definitions of ρ * are equal, that is, whether sup β∈B inf π∈Π RO ρ π β = inf π∈Π RO sup β∈B ρ π β . In general, for any real valued function f (x, y), it holds that sup x inf y f (x, y) ≤ inf y sup x f (x, y), and the inequality may be strict. Thus sup β∈B inf π∈Π RO ρ π β ≤ inf π∈Π RO sup β∈B ρ π β . Lemma 2.2 establishes that if the parameter β is known beforehand by the decision maker, then the two definitions of ρ * are in fact equal. If the parameter β is not known beforehand, then the inequality may be strict, because for each β, there may be an algorithm π β that performs particularly well for instances in Ω β , but there may not exist a single algorithm π, that does not depend on β (because β is not known beforehand), that performs well for all β. For the special cases of the OMMP and the choices of parameter β considered in this paper, β is known beforehand.
Lemma 2.2. If β is known beforehand by the decision maker, then
The proof of Lemma 2.2 is given in the Appendix. An algorithm π * ∈ Π DO is called optimal over deterministic online algorithms if ρ
For any r 1 , r 2 ∈ R T , we denote r 1 ≤ r 2 if r 1 (t) ≤ r 2 (t) for all t. Since the objective is to minimize max{r(1), . . . , r(T )}, it is natural to assume that increasing r does not adversely impact the feasibility of the solution, so that there is a tradeoff between smaller values of r for improving the objective value, and larger values of r for improving the feasibility. It is therefore assumed that R has the feasibility monotonicity property, that is, for any ω ∈ Ω and any r 1 ∈ R(ω), it holds that r 2 ∈ R(ω) for all r 2 ≥ r 1 .
Online Resource Minimization Problem.
In this section we define the Online Resource Minimization Problem (ORMP), and show that the ORMP is a special case of the OMMP. Definition 2.3. (ORMP): Work with different deadlines arrives over time and has to be performed using a costly resource. The amount of work that arrives at each point in time as well as their deadlines only become known at the time of arrival. At a given set of decision points, indexed with t = 1, . . . , T , the decision maker decides how much resource to allocate and which of the available work to perform at that time. The objective is to minimize the maximum amount of resource allocated at any time during the planning period. Let a u (t) ∈ R + denote the amount of work that arrives at time t with deadline u, with t, u ∈ {1, . . . , T }, and let a(t) ≡ (a 1 (t), . . . , a T (t)). Assume that a u (t) = 0 for u < t, i.e., work does not arrive after its deadline. Let r(t) ∈ R + denote the total amount of resource allocated at decision point t, and let r ≡ (r(1), . . . , r(T )). Let q u (t) ∈ R + denote the amount of work with deadline u that is performed at time t, and let q(t) ≡ (q 1 (t), . . . , q T (t)), and q = (q(1), . . . , q(T )). Thus (r(t), q(t)) denotes the decision made at time t. For (r, q) to be feasible, (r(t), q(t)) must satisfy the following for all t. 
Constraint (2.2) states that the total amount of work performed at time t cannot exceed the amount of work that can be accomplished with r(t) amount of resource. Constraint (2.3) states that no work can be performed after its deadline. Constraint (2.4) states that all work must be performed by the respective deadlines. Constraint (2.5) states that work cannot be performed before it has arrived. A more general version of the ORMP stated above incorporates a productivity function η t (r) that represents the amount of work that can be performed at time t with r amount of resource. Thus the ORMP stated above has productivity function η t (r) = r for all t and r. The ORMP with productivity function η t (r) is the same as the ORMP stated above, except that constraint (2.2) is replaced by
It is clear that as long as η t is nondecreasing for all t, R has the feasibility monotonicity property. It will be stated clearly which results hold for the ORMP with productivity function η t (r) = r, and which results hold for more general productivity functions.
The decision maker has to make a sequence of decisions (r(t), q(t)) over time, using information as it becomes available. Because the decision maker has no information about future arrivals, decision (r(t), q t (t), . . . , q T (t)) can depend on past arrivals only, and not on any arrivals after time t. Thus algorithms are required to be online. Because the objective is to minimize the maximum amount of resource allocated at any time during the planning period, the algorithm evaluation criteria of the ORMP are the same as those of the OMMP. Thus it seems that the ORMP fits into the framework of the OMMP, except that the OMMP includes only a single decision r(t) ∈ R + at each time t, whereas the ORMP includes both resource quantity decision r(t) ∈ R + as well as resource allocation decision q(t) ∈ R T + at each time t. However, it is clear that one should give preference to available work with earlier deadlines above work with later deadlines in the allocation q of the chosen amounts of resource r. This decision rule for the allocation of the chosen amounts of resource r is called the earliest deadline first rule (EDF). Specifically, the EDF rule works as follows. For any time t and any chosen amount of resource r(t), q u (t) is determined inductively by q u (t) = 0 for all u < t, and
for all u ≥ t. It is easy to see that for any instance ω and any feasible solution (r, q), the solution (r, q ), where q denotes the resource allocation decisions according to the EDF rule, is both feasible and has the same objective value as solution (r, q). Because EDF performs at least as well as any other allocation rule, attention is restricted to algorithms that use the EDF rule. Thus a solution is specified by r only, and the ORMP is a special case of the OMMP. It follows from the definition of the EDF rule that constraints (2.6) (or (2.2)), (2.3), and (2.5) cannot be violated by the EDF rule. Thus the only constraint that can be violated by the EDF rule is (2.4) , that is, the algorithm can fail to perform all work by the deadlines, in which case the algorithm is infeasible.
The problem parameter β of interest for the ORMP is the length T of the time horizon. Note that ρ * T is nondecreasing in T , because for any instance ω T = (a(1), . . . , a(T )) of length T there is an instance ω T +1 = (0, a(1), . . . , a(T )) of length T + 1, such that the optimal value with perfect information is the same for both instances, v * (ω T ) = v * (ω T +1 ), and for any feasible solution r = (r(1), . . . , r(T + 1)) for ω T +1 , the solution r = (r (1), . . . , r (T )) for ω T with r (t) = r(t + 1) for all t ∈ {1, . . . , T } is feasible, and max{r (1), . . . , r (T )} ≤ max{r (1), . . . , r(T + 1)}.
The version of the ORMP in which all deadlines are equal to the planning horizon T is called the single deadline ORMP, and the version with different deadlines is called the multiple deadline ORMP.
2.3. Hierarchical Line Balancing Problem. In this section we define the Hierarchical Line Balancing Problem (HLBP), which is another interesting problem that is a special case of the OMMP.
Definition 2.4. (HLBP): Work arrives over time and has to be performed using a set of m machines. The machines can be ordered in a linear hierarchy, that is, the machines can be indexed with the integers 1 through m, so that machine j ∈ {1, . . . , m} is at least as versatile as any machine i ∈ {1, . . . , j}. Each quantity of work has a specification of the least versatile machine on which the work can be performed. That is, if a quantity of work requires at least machine i for its completion, then the work can be assigned to any one or more than one of machines i, . . . , m. The quantities of work that arrive as well as the specifications of their least versatile machines only become known at the time of arrival. At a given set of decision points, indexed with t = 1, . . . , T , the decision maker decides how to assign the work that has arrived since the previous decision point to the eligible machines. The objective is to minimize the maximum amount of work assigned to any machine. Let a i (t) ∈ R + denote the amount of work that arrives at time t that requires at least machine i, with i ∈ {1, . . . , m} and t ∈ {1, . . . , T }, and let a(t) ≡ (a 1 (t), . . . , a m (t)). Let q i (t) ∈ R + denote the amount of work assigned to machine i at time t, and let q(t) ≡ (q 1 (t), . . . , q m (t)), and q = (q(1), . . . , q(T )). Thus q(t) denotes the decision made at time t. For q to be feasible, q(t) must satisfy the following for all t.
denote the total amount of work assigned to machine i up to time t. Let
denote the maximum amount of work assigned to any machine up to time t, and let r ≡ (r (1), . . . , r(T )). Clearly, max{r (1), . . . , r(T )} = r(T ). As in the OMMP, algorithms are required to be online, because the decision maker has no information about future arrivals. Because the objective is to minimize the maximum amount of work assigned to any machine, max{r 1 (T ), . . . , r m (T )} ≡ r(T ) = max{r(1), . . . , r(T )}, the algorithm evaluation criteria of the HLBP are the same as those of the OMMP. Similar to the ORMP, it seems that the HLBP fits into the framework of the OMMP, except that the OMMP describes a decision r(t) ∈ R + at each time t, whereas the HLBP describes a work assignment decision q(t) ∈ R m + at each time t. However, without loss of optimality one can obtain a decision q from r as follows. Intuitively it is clear that for any chosen value of r(t), the maximum amount of work assigned to any machine up to time t, one should assign work to the least versatile machine that qualifies for that work and which has less than amount r(t) of work assigned to it, until an amount r(t) of work has been assigned to that machine or all the work has been assigned, and if any work remains, one continues to assign it in this fashion. This decision rule for the assignment of work is called the least versatile first rule (LVF). Specifically, the LVF rule works as follows. For any time t and any chosen value of r(t), q i (t) is determined inductively by
for all i = 1, . . . , m. It is easy to see that for any instance ω and any feasible solution q, the solution q obtained by choosing r i (t) ≡ t τ =1 q i (τ ), and then determining q according to the LVF rule, is both feasible and has as good an objective value as solution q. Thus, for any given r, the LVF rule performs at least as well as any other work assignment rule. Therefore, attention is restricted to algorithms that use the LVF rule, so that a solution is specified by r only. With the LVF rule, it is easy to see that R has the feasibility monotonicity property. Thus we have established that the HLBP is a special case of the OMMP.
Although r(t) is treated as a decision from here on, it is clear that one can assume without loss of optimality that r(t) satisfies (2.10). It follows from the definition of the LVF rule that no work is assigned to a machine for which the machine is not eligible, and that t τ =1 q i (τ ) ≤ r(t) for all i and all t. Thus a solution r, with q determined by the LVF rule, is feasible if and only if for all t, that is, the LVF rule assigns all the work. Thus the system (2.8) of T m constraints can be replaced by the system (2.12) of T constraints. The problem parameter β of interest for the HLBP is the length T of the time horizon, as well as the number m of machines, thus β = (T, m). Note that ρ * T,m is nondecreasing in T and in m, because for any instance ω T,m = (a(1), . . . , a(T )) of length T with m machines, there is an instance ω T +1,m = (0, a (1), . . . , a(T )) of length T + 1 with m machines, and an instance ω T,m+1 = (a (1), . . . , a (T )) of length T with m + 1 machines, with a 1 (t) = 0 and a i+1 (t) = a i (t) for all i ∈ {1, . . . , m} and all
, and for any feasible solution for ω T +1,m or ω T,m+1 , there is a feasible solution for ω T,m with at least as good an objective value.
3. An Optimal Algorithm. In this section we introduce a simple parameterized algorithm, called the α-policy, with parameter α β and competitive ratio α β , provided that it is feasible. The intuition behind the α-policy is as follows. Suppose that at time t, the minimum value over all instances ω ∈ Ω β that start with the part ω t of the instance observed so far, of the optimal value with perfect information, is v β (ω t ). (It is easy to compute v β (ω t ) for both the ORMP and the HLBP, as is shown in Sections 4.1 and 4.2.) If one wants to choose r(t) in such a way that it is guaranteed that the eventual objective value will not exceed the optimal value with perfect information by more than a factor of α, then one must choose r(t) ≤ αv β (ω t ). However, if one chooses α or r(t) too small, the resulting solution may not be feasible.
We show that with appropriate choice of parameters α β , the α-policy has as good a competitive ratio as any other deterministic algorithm, and that under mild conditions an optimal parameter value exists. Hence, the α-policy is optimal.
For any partial instance ω t ∈ Ω t β , let Ω β (ω t ) ≡ {ω ∈ Ω β :ω t = ω t } denote the set of all instances in Ω β with first t elements equal to ω t . Let
denote the best value with perfect information, over all instances in Ω β that start with ω t .
Definition 3.1. (α-policy): An α-policy is an algorithm π α ∈ Π DO , with parameters α β ∈ [1, ∞) for each β ∈ B, such that for any instance ω ∈ Ω β and any t,
Recall that, for any instance ω ∈ Ω β and any t, v β (ω t ) ≤ v * (ω). Thus, for any instance ω ∈ Ω β and any t, π α (ω)(t) ≤ α β v * (ω), and hence
is feasible for all ω ∈ Ω β , then this bound is tight, and thus ρ πα β = α β . Note that the feasibility monotonicity property implies that if π α1 (ω) ∈ R(ω) for some ω ∈ Ω and some α 1 ∈ [1, ∞), then π α2 (ω) ∈ R(ω) for all α 2 ≥ α 1 .
Next we show that for any algorithm π ∈ Π DO , there is an α-policy, with appropriate parameters α β , that performs as well as π. Proof. Choose parameter α β = ρ π β . We show that the α-policy leads to feasible solutions for all instances ω ∈ Ω β , by showing that π α (ω)(t) ≥ π(ω)(t) for all ω ∈ Ω β and all t. This is shown by contradiction; so suppose that π α (ω)(t) < π(ω)(t) for some ω ∈ Ω β and some t. Choose any instance ω ∈ Ω β (ω t ) such that
The last equality follows because instances ω and ω have the same history up to time t, and π is an online algorithm. It follows that v π (ω ) > ρ π β v * (ω ), which contradicts algorithm π having competitive ratio ρ π β < ∞. Hence π α (ω)(t) ≥ π(ω)(t) for all ω ∈ Ω β and all t, and thus it follows from feasibility monotonicity and ρ π β < ∞ that the α-policy with α β = ρ π β leads to feasible solutions for all ω ∈ Ω β . Therefore ρ
To determine ρ * β (and ρ * ), it is sufficient to consider only the α-policy. That is,
Also,
However, the α-policy with parameter α β = ρ * β may not be feasible for all ω ∈ Ω β , in which case there is no optimal algorithm, as stated in Corollary 3.4.
Corollary 3.4. If there exists an algorithm that is optimal for instances in Ω β , and ρ * β < ∞, then 1. ρ * β is the least parameter for which the α-policy is feasible for instances in Ω β , and ρ * β is therefore the optimal parameter for the α-policy, and 2. the α-policy with parameter α β = ρ * β is optimal for instances in Ω β among all deterministic online algorithms. Next it is natural to ask under which conditions an optimal algorithm exists, that is, under which conditions the α-policy with α β = ρ * β is feasible. Proposition 3.5 shows that if R(ω) is closed for all ω ∈ Ω β , then the set α ≥ 1 : ρ πα β < ∞ of feasible α-values is closed, and thus the α-policy with α β = ρ * β is feasible. Proposition 3.5. If ρ * β < ∞ and for some ω ∈ Ω β , R(ω) is closed, then π ρ * β (ω) ∈ R(ω). Thus, if R(ω) is closed for all ω ∈ Ω β , then the α-policy with parameter α β = ρ * β is feasible for all ω ∈ Ω β . Proof. Consider ω ∈ Ω β . Choose any sequence {α n } such that α n > ρ * β for all n and α n → ρ *
It follows from Corollary 3.3 and feasibility monotonicity that π αn (ω) ∈ R(ω) for all n. Then it follows from R(ω) being closed that π ρ * β (ω) ∈ R(ω).
Optimal Competitive Ratios.
The results in Section 3 are all existential in nature. They do not show how to compute ρ * β , and therefore the optimal parameters α β for the α-policy. In this section we show how the optimal parameters for the α-policy can be computed, first for the ORMP in Section 4.1, then for the HLBP in Section 4.2, and then we show how some of these results generalize for the OMMP in Section 4.3.
Online Resource Minimization Problem.
In this section we investigate the application of the α-policy to the ORMP, including the calculation of the optimal competitive ratios and optimal parameters for the α-policy, ρ * T and ρ * . (The problem parameter β of interest for the ORMP is T .)
Recall that, for a given instance ω ∈ Ω T , the decisions under the α-policy are given by π α (ω)(t) ≡ α T v T (ω t ). To implement the α-policy, one has to determine the optimal value of α T , that is, ρ * T , as well as v T (ω t ). These two issues are addressed next.
The optimal value v * (ω) with perfect information can be computed for any ω using Proposition 4.1. Next, for any partial instance ω t , the best instancẽ ω ∈ Ω T that starts with ω t can be determined, and v T (ω t ) can be computed, as shown in Proposition 4.4.
Proposition 4.1. For any instance ω = (a(1), . . . , a(T )) of the ORMP with nondecreasing productivity function η t (r), the optimal value v * (ω) with perfect information is given by
The sum j t=i η t (r) is the total amount of work that can be done between time periods i and j inclusive, while the sum j t=i j u=t a u (t) is the total amount of work that arrives at or after time i and is due at or before time j. Clearly the former sum must be at least as great as the latter for all pairs i, j. The proof of Proposition 4.1 consists of a straightforward verification that this is all that is required. It is given in the Appendix. (1), . . . , a(T )) of the ORMP with productivity function η t (r) = r, the optimal value v * (ω) with perfect information is given by
For any ω = (a(1), . . . , a(T )), ω = (a (1), . . . , a (T )), we denote ω ≤ ω if a u (t) ≤ a u (t) for all t and u.
Corollary 4.3. The optimal value v * (ω) with perfect information of the ORMP with productivity function η t (r) is nondecreasing, that is, for any ω, ω ∈ Ω T with ω ≤ ω , it holds that v * (ω) ≤ v * (ω ). It follows from Corollary 4.3 that for any partial instance ω t = (a(1), . . . , a(t)), instance (a(1), . . . , a(t), 0, . . . , 0) ∈ Ω T has the best optimal value v * (ω) with perfect information among allω ∈ Ω T that start with ω t . This result makes it easy to
Proposition 4.4. For any partial instance ω t = (a(1), . . . , a(t)) of the ORMP with productivity function η t (r), v T (ω t ) = v * (a(1), . . . , a(t), 0, . . . , 0). Specifically, for the ORMP with nondecreasing productivity function η t (r),
and for the ORMP with productivity function η t (r) = r, 
is nondecreasing in t. It follows that for any α-policy and any instance ω ∈ Ω T , π α (ω)(t) ≡ α T v T (ω t ) is nondecreasing in t.
Thus the α-policy takes full advantage of resource that has already been allocated, since it allocates at least as much at time t + 1 as at time t.
Optimal Parameter
T is optimal among all randomized online algorithms.) First we show that, to determine ρ * T for the multiple deadline ORMP, it is sufficient to consider the single deadline ORMP. This result simplifies the calculation of ρ * T .
We introduce the following notation to distinguish between the single deadline ORMP and the multiple deadline ORMP. Consider the function θ : Ω → Ω that postpones the deadlines of all work to the end of the time horizon. That is, for any instance ω = (a 1 (1), a 2 (1) , . . . , a T (T )) ∈ Ω T of the multiple deadline ORMP, θ(ω) = (a 1 (1), a 2 (1) , . . . , a T (T )), where
When considering the single deadline ORMP, we simplify the notation slightly, by letting a(t) ∈ R + denote the amount of work arriving at time t (with deadline T ), and q(t) ∈ R + denote the amount of work performed at time t.
Recall that Ω T denotes the set of instances of length T for the multiple deadline ORMP. Note that the set of instances of length T for the single deadline ORMP is given by θ(Ω T ) ⊂ Ω T . Also note that, for any instance θ(ω), the set of feasible solutions of the single deadline ORMP is the same as the set R(θ(ω)) of feasible solutions for the same instance of the multiple deadline ORMP. In addition, for any instance θ(ω), the optimal value with perfect information of the single deadline ORMP is equal to the optimal value v * (θ(ω)) with perfect information for the same instance of the multiple deadline ORMP. The following corollary for the single deadline ORMP follows from Proposition 4.1 and Corollary 4.2.
Corollary 4.6. For any instance ω = (a(1), . . . , a(T )) of the single deadline ORMP, the optimal value v * (ω) with perfect information is given by the following: With nondecreasing productivity function η t (r),
and with productivity function η t (r) = r,
It follows from Proposition 4.4 that, for any partial instance θ(ω) t , the best value with perfect information, over all instances in θ(Ω T ) of the single deadline ORMP that start with θ(ω) t , is equal to the best value v T (θ(ω) t ) with perfect information, over all instances in Ω T of the multiple deadline ORMP that start with θ(ω) t .
Corollary 4.7. For any partial instance ω t = (a(1), . . . , a(t)) of the single deadline ORMP with nondecreasing productivity function η t (r),
and for the single deadline ORMP with productivity function η t (r) = r,
Thus, for any instance θ(ω) ∈ θ(Ω T ) of the single deadline ORMP, the α-policy prescribes exactly the same decisions for the single deadline ORMP as for the multiple deadline ORMP:
We want to show that ρ * T is the same for the multiple deadline ORMP and the single deadline ORMP, and thus that the optimal parameter α T is the same for the multiple deadline ORMP and the single deadline ORMP. That is, we want to show that
The first equality follows from Corollary 3.3, and it remains to establish the second equality. We do that by recalling that ρ * T is nondecreasing in T , and we show that if α ∈ (ρ * T −1 , ρ * T ), so that the α-policy with parameter α is infeasible for some instance ω ∈ Ω T , then the α-policy with parameter α is also infeasible for instance θ(ω) ∈ θ(Ω T ). The performance of the α-policy on instances in Ω T −1 enter into the evaluation, and we introduce the following notation for that purpose.
Consider the function ϑ : Ω → Ω that removes all work with deadline equal to T . That is, for any instance ω = (a 1 (1), a 2 (1) , . . . , a T (T )) ∈ Ω T , ϑ(ω) = (a 1 (1), a 2 (1) , . . . , a T −1 (T − 1)), where a u (t) = a u (t) for all t ∈ {1, . . . , T − 1} and u ∈ {t, . . . , T − 1}. Note that for any ω ∈ Ω T , ϑ(ω) ∈ Ω T −1 . Thus, for any ω ∈ Ω T , the α-policy prescribes decisions π α (ϑ(ω))(t) = α T −1 v T −1 (ϑ(ω) t ) for ϑ(ω) ∈ Ω T −1 . For any instance ω = (a 1 (1), a 2 (1) , . . . , a T (T )) ∈ Ω T , letω = (ã 1 (1),ã 2 (1), . . . ,ã T (T )) ∈ Ω T be given byã u (t) = a u (t) for all t ∈ {1, . . . , T − 1} and u ∈ {t, . . . , T − 1}, and a T (t) = 0 for all t ∈ {1, . . . , T }. Note thatω ≤ ω. Thus, if η t (r) ≥ 0 for all r, t ≥ 0, then v
For any r ∈ R T + , let r T −1 denote the first T − 1 components of r.
Lemma 4.8. For the ORMP with productivity function η t (r), any ω ∈ Ω T , and any r ∈ R T + , r ∈ R(θ(ω)) and r T −1 ∈ R(ϑ(ω)) imply that r ∈ R(ω).
Proof. Consider any instance ω = (a 1 (1), a 2 (1) , . . . , a T (T )), θ(ω) = (a 1 (1), a 2 (1) , . . . , a T (T )), and ϑ(ω) = (a 1 (1), a 2 (1), . . . , a T −1 (T − 1) ). Consider any r such that r ∈ R(θ(ω)) and r T −1 ∈ R(ϑ(ω)). As usual, available work is performed in EDF order. Let
It is shown by induction on t that w u (t) = w u (t) and q u (t) = q u (t) for all t = 1, . . . , T − 1, u = t, . . . , T − 1, and w T (t) = T u=t w u (t) and q T (t) = T u=t q u (t) for all t = 1, . . . , T . Clearly the hypothesis holds for t = 1. Suppose the hypothesis holds for t. Note that q t (t) = q t (t) = w t (t) = w t (t) from the assumption that r T −1 ∈ R(ϑ(ω)). Then w u (t + 1) = w u (t) − q u (t) + a u (t + 1) = w u (t) − q u (t) + a u (t + 1) = w u (t + 1) for all u = t + 1, . . . , T − 1. Because available work is performed in EDF order, q u (t + 1) = q u (t + 1) for all u = t + 1, . . . , T − 1. Also, Recall that the EDF rule ensures that constraints (2.6), (2.3), and (2.5) are satisfied. Thus, to show that r ∈ R(ω), it remains to verify that solution r satisfies (2.4) for instance ω. ¿From the assumption that r T −1 ∈ R(ϑ(ω)), it follows that r T −1 satisfies (2.4) for ϑ(ω), and thus it follows from the hypothesis established above that r satisfies (2.4) for ω, for all t = 1, . . . , T − 1. It remains to be shown that r satisfies (2.4) for ω at t = T . ¿From the assumption that r ∈ R(θ(ω)) and the hypothesis, it follows that w T (T ) = w T (T ) ≤ η T (r(T )), and thus r satisfies (2.4) for ω at t = T .
Next it is shown that, to determine ρ * T , it is sufficient to consider only the single deadline ORMP.
Theorem 4.9. Suppose that the productivity function η t (r) is nondecreasing. If the α-policy with parameter α gives an infeasible solution for some instance ω and a feasible solution for instance ϑ(ω), then the α-policy with parameter α gives an infeasible solution for instance θ(ω).
Proof. Consider any
That is, to determine ρ * T (and ρ * ), it is sufficient to consider only the α-policy, and only the instances in θ(Ω T ).
Proof. Corollary 3.3 established that
Then there exists an ω ∈ Ω T such that the α-policy with parameter α gives an infeasible solution for instance ω, i.e., π α (ω) ∈ R(ω). Also, the α-policy with parameter α gives a feasible solution for instance ϑ(ω), i.e., π α (ϑ(ω)) ∈ R(ϑ(ω)), because α > ρ * T −1 and ϑ(ω) ∈ Ω T −1 . Then it follows from Theorem 4.9 that π α (θ(ω)) ∈ R(θ(ω)), and thus v πα (θ(ω)) = ∞.
T . It follows from Theorem 3.2 and feasibility monotonicity that v πα (ω) = αv * (ω) for all ω ∈ Ω T , and thus for all ω ∈ θ(Ω T ) ⊂ Ω T . Hence, noting that v * (ω) > 0 for some ω ∈ θ(Ω T ), it follows that inf{ρ ≥ 1 :
T . Next we show how ρ * T is given by the optimal value of a linear program for the ORMP with a linear productivity function. Theorem 4.10 simplifies the calculation of ρ * T by establishing that it is sufficient to consider the single deadline ORMP. Theorem 4.12 further simplifies the calculation of ρ * T by establishing that the parameter α T is too small if and only if there exists an instance ω = (a(1), . . . , a(T )) such that the total amount of resource allocated under the α-policy, α T T t=1 v T (ω t ), is less than the total amount of work to be performed, T t=1 a(t). Such instances can be identified with a linear program, as shown later. Theorem 4.12 follows directly from Lemma 4.11.
Lemma 4.11. Suppose that the α-policy with parameter α T gives an infeasible solution with instance ω = (a (1), . . . , a (T )) ∈ Ω T . Then there exists an instance ω = (a(1), . . . , a(T )) such that
Proof. Let q (t) denote the amount of work performed at time t on instance ω . Let τ ≡ max{t :
l≤t q (l) = l≤t a (l)}. Since ω is infeasible, τ < T . For t > τ , q (t) = α T v T (ω t ), so if τ = 0, we have proven the desired inequality with ω = ω . If τ > 0, then the part of instance ω before τ does not contribute to the solution being infeasible. Define ω = (a(1), . . . , a(T )) by
a (t) and t≤τ q (t) = t≤τ a (t), we have t>τ q (t) < t>τ a (t). This gives
For t ≤ τ , we know v T (ω t ) = a(t) = 0, and for t > τ , a(t) = a (t). Thus,
, which is (4.1). Theorem 4.12. Parameter α T for the α-policy is too small (α T < ρ * T ) if and only if there exists an instance ω = (a(1), . . . , a(T )) such that
The α-policy provides the optimal solution with perfect information for the zero instance ω = (0, . . . , 0). Thus, to determine ρ * T , one can restrict attention to instances (a(1), . . . , a(T )) ∈ R T + for which Corollary 4.13. The optimal competitive ratio ρ * T for the ORMP can be calculated by solving the following linear program with decision variables a(t) and x(t), t ∈ {1, . . . , T }:
In an optimal solution (a * , x * ) of the LP, a * = (a * (1), . . . , a * (T )) represents a worst-case instance of length T for the α-policy, and each x * (t) represents the corresponding value of v T (a * t ). Also, it follows from (4.2) that
That is, ρ *
It is easily checked that (a, x) with a(t) = 1/T and x(t) = t/T 2 is a feasible solution for the LP. Thus
There are 2T decision variables, but quadratically many constraints, because of the T (T + 1)/2 allocation constraints (4.3). As the number of periods T increases, working with the full LP becomes prohibitive, in terms of memory requirements as well as computation times. Fortunately, most of the allocation constraints are inactive at an optimal solution, which suggests that a cutting plane method may provide an effective solution approach. To determine a good initial set of constraints, we analyzed the active allocation constraints for the instance with T = 50. In Figure 4 .1, each grid cell (t, i) corresponds to an allocation constraint from (4.3:t, i), and each of the black dots shows an active allocation constraint at optimality.
Let γ(t) ≡ arg max {i∈{1,...,t}} t j=i a(j)/(T − i + 1) . Then the black dots in Figure 4 .1 can also be viewed as a map of γ(t) versus t. (Note that γ(t) is a set valued function.) Although the precise pattern of γ(t) versus t is quite complicated, it does follow a crude pattern. For 1 ≤ t ≤ δT ≈ T /3, γ(t) = 1. This means that for the first approximately T /3 time periods t, the optimum value v T (ω t ) of the truncated instance ω t is the amount of resource required to do all the work that has arrived since the first time period. For larger t, the slightly smaller amount of work that has arrived since a later time period γ(t), divided by the smaller value T − γ(t) + 1, provides a larger bound on the required resource. As t → T , the value of γ(t) → T also. This means that in a worst-case instance, so much work arrives in the last time periods, that the amount of resource required is determined by the few most recent work arrivals only.
By estimating δ and lower and upper bounds on γ(t), we extrapolated the pattern in Figure 4 .1 to larger values of T , and thereby identified relatively small subsets of allocation constraints which we hoped would contain all the active allocation constraints for an optimal solution. We solved the relaxed LP. Then we checked the remaining allocation constraints to see if our guess was correct. If not, we added all the violated allocation constraints that were initially left out and repeated. For T ≤ 200, no cut generation was necessary, but for T > 200, several rounds of cut generation were needed prior to finding the optimal solution. Table 4 .1 gives the values of ρ * T for some values of T , as determined by the LP. 4.1.3. Asymptotic Behavior. Sometimes it is interesting to determine ρ * = sup β∈B ρ * β . Thus, for the ORMP, we are interested in ρ * = sup T ∈Z+ ρ * T . As pointed out in Section 2.2, ρ * T is nondecreasing in T , and thus ρ * = lim T →∞ ρ * T . It is convenient to study ρ * with a continuous time model for the ORMP, as in Kleywegt et al. [12] . Also, by Theorem 4.10, to determine ρ * , it is sufficient to consider the single deadline version of the ORMP.
In the continuous time model, t ∈ [0, 1]. An instance is given by an integrable function a : [0, 1] → [0, ∞), with a(t) denoting the rate at which work (with deadline 1) arrives at time t. Let Ω denote the set of all such instances. Thus A(t) ≡ t 0 a(τ ) dτ is the total amount of work that has arrived by time t. A solution is given by an integrable function r : [0, 1] → [0, ∞), with r(t) denoting the rate at which resources are allocated at time t. Let W (t) denote the amount of unfinished work at time t.
Thus W satisfies the following differential equation.
with boundary condition W (0) = 0. A solution r is feasible for an instance a if W (1) = 0, for which it is necessary that 1 0 a(t) dt ≤ 1 0 r(t) dt. The value of a solution r for an instance a is sup t∈[0,1] r(t) if r is feasible for a, and the value is ∞ if r is not feasible for a. Algorithms are defined similar to those for the discrete time ORMP. It is easy to verify that, for any instance a, the set R(a) of feasible solutions is convex, and it will follow from Theorem 5.2 that it is sufficient to restrict attention to deterministic algorithms.
For any instance a, the optimal value v * (a) with perfect information is given by
As before, a t denotes the instance a truncated at time t, and the optimal value v ∞ (a t ) with perfect information among all completions of truncated instance a t is given by
The α-policy allocates resource at rate
For the α-policy with parameter α to be feasible, it is necessary that
for all instances a. Suppose the α-policy with parameter α ∞ gives an infeasible solution with instance a , that is,
Then, similar to Lemma 4.11, it follows that
Thus, for the α-policy with parameter α to be feasible, it is necessary and sufficient that
for all instances a. Therefore
Thus ρ * can be calculated by solving the following optimal control problem with integrable controls a(t) and x(t), t ∈ [0, 1]:
Rewriting (4.5) gives
for all instances a such that
To obtain a lower bound on ρ * , one can substitute particular instances a into (4.8).
Consider instances a : [0, 1] → [0, ∞) that are continuous and nondecreasing. Consider any continuous nondecreasing extension a : (−∞, 1] → [0, ∞), so that lim t→−∞ a(t) = 0. Then, for any t ∈ (0, 1), it follows from a being continuous that f t is differentiable, and it follows from a being nondecreasing that f t is at first nondecreasing and then nonincreasing on (−∞, t), and f t attains a maximum at a point γ(t) ∈ (−∞, t) where f t (γ) = 0. That is, for any t ∈ (0, 1), γ(t) is a solution of
It follows from a being nondecreasing that g is nondecreasing. Also, A is nondecreasing, and thus, although the solution of (4.9) is not necessarily unique, γ can be chosen to be nondecreasing. Note that γ(t) > 0 for t sufficiently close to 1. If γ(t) < 0 for some t ∈ (0, 1), let t be a crossing point of γ(t) = 0, that is, γ(t) ≤ 0 for all t < t and γ(t) ≥ 0 for all t > t ; otherwise, let t ≡ 0. Then, for all
Therefore,
For example, consider a linear arrival rate a(t) = t. Then A(t) = t 2 /2, γ(t) = 1 − √ 1 − t 2 , t = 0, and thus ρ * ≥ 1 0 [12] ). As another example, one can consider a(t; k) = e k(1−t) 1/k . In the context of the HLBP, Bar-Noy et al. [6] arrive at the same optimal control problem to determine ρ * HLBP . Using a function similar to a(t; k) they prove a lower bound ρ * HLBP ≥ e. They also showed that this bound is tight by demonstrating an algorithm with a competitive ratio of e in the continuous model. Thus, ρ * = lim T →∞ ρ * T = e for the single deadline version of the ORMP. Applying Theorem (4.10), we conclude that the same ρ * value applies to the ORMP with multiple deadlines. Convergence to the limit e is quite slow, as shown earlier in 
Hierarchical Line Balancing Problem.
In this section we present optimality results for the HLBP; we investigate the application of the α-policy to the HLBP, including the calculation of the optimal competitive ratios and optimal parameters for the α-policy, ρ * As before, for a given instance ω ∈ Ω T,m , the decisions under the α-policy are given by π α (ω)(t) ≡ α T,m v T,m (ω t ). To implement the α-policy, one has to determine the optimal value of α T,m , that is, ρ * T,m , as well as v T,m (ω t ). These two issues are addressed next.
Computing v T,m (ω t ). Similar to the ORMP, it is easy to compute
for the HLBP. The optimal value v * (ω) with perfect information can be computed for any ω using Proposition 4.14. Next, for any partial instance ω t , the best instanceω ∈ Ω T,m that starts with ω t can be determined, and v T,m (ω t ) can be computed, as shown in Proposition 4.16.
Proposition 4.14. For any instance ω = (a(1), . . . , a(T )) of the HLBP, the optimal value v * (ω) with perfect information is given by
The proof of Proposition 4.14 is similar to that of Proposition 4.1, and is omitted.
Corollary 4.15. The optimal value v * (ω) with perfect information for the HLBP is nondecreasing, that is, for any ω, ω ∈ Ω T,m with ω ≤ ω , it holds that v * (ω) ≤ v * (ω ). It follows from Corollary 4.15 that for any partial instance ω t = (a(1), . . . , a(t)), instance (a(1), . . . , a(t), 0, . . . , 0) has the best optimal value v * (ω) with perfect information among allω ∈ Ω T,m that start with ω t . This leads to the following result, which lets us compute v T,m (ω
for any T 1 , T 2 ≥ t and any ω t . Corollary 4.15 and Proposition 4.16 lead to the following result, which is used to compute ρ * T,m . Corollary 4.17. For any partial instances ω
is nondecreasing in t. It follows that, for any α-policy and any instance ω ∈ Ω T,m ,
is nondecreasing in t.
Optimal Parameter Values.
Next we address the determination of the optimal value of α T,m . For any ω ∈ Ω, the feasible region R(ω) is determined by linear constraints (2.8), (2.9), and (2.10). Thus R(ω) is a polyhedron, and is closed. Therefore it follows from Corollary 3.4 and Proposition 3.5 that the optimal value of α T,m is ρ * T,m , and that the α-policy with parameter α T,m = ρ * T,m is feasible and optimal among all deterministic online algorithms. (It is shown in Section 5.2, Proposition 5.4, that the α-policy with parameters α T,m = ρ * T,m is optimal among all randomized online algorithms.)
Next we show how ρ * T,m is given by the optimal value of an integer program, and by a linear program in the case with T ≥ m. For any instance ω = (a(1), . . . , a(T )) ∈ Ω T,m and any machine i, let
denote the last time that work arrives for which machine i is eligible. τ (i) = 0 if there is no such time. Then the maximum amount of work that can be assigned to machine i under the α-policy is α T,m v T,m (ω τ (i) ), and thus the maximum amount of work that can be assigned under the α-policy is α T,m
). In Lemma 4.18 we show that, if the parameter α T,m is too small, then there exists an instance ω = (a(1), . . . , a(T )) such that the maximum amount of work that can be assigned under the α-policy, α T,m
), is less than the total amount of work to be performed, 
where τ (i) ≡ max t : i j=1 a j (t) > 0 . Proof. Instance ω is constructed from ω by discarding work that does not contribute to infeasibility. This is done by inductively constructing a sequence of instances ω m , . . . , ω 1 . Let a i j (t) denote the amount of work in instance ω i that arrives at time t that requires at least machine j. As before, ω i,t denotes the first t components of instance ω i , and v T,m (ω i,0 ) ≡ 0. Let q i j (t) denote the amount of work assigned to machine j at time t under the α-policy with parameter α T,m and for instance ω i . Let Since at time t(m), the allocation r(t(m)) is insufficient to complete all work available at t(m), it must be that machine m is being 'fully used', i.e.
Instance ω m is obtained from ω by discarding work arriving after time t(m), that is, a m j (t) = 0 for all j and all t > t(m), and a m j (t) = a j (t) for all j and all t ≤ t(m). Hence τ m (m) = t(m), and
which shows (4.11) for i = m.
As induction hypothesis, assume that (4.11) holds for some i ∈ {2, . . . , m}. Let
if such a t exists; otherwise t(i − 1) ≡ 0. Note that t(i − 1) is the latest time that machine i − 1 did the maximum amount of work it could, so later work that requests machines i−1 or lower does not contribute to the infeasibility of the instance. Instance ω i−1 is obtained from ω i by discarding work arriving after time t(i − 1) that requests machines j ≤ i − 1, that is, a i−1 j (t) = 0 for all j ≤ i − 1 and t > t(i − 1), and a i−1 j (t) = a i j (t) for all other j and t. In the new instance, machine i − 1 is 'fully used', so we have
). Note that the total amount of work done by machines 1 through i − 1 was reduced by the amount actually done after time t(i − 1), so we have
The final ingredients in the proof are inequalities relating v T,m for the various instances and truncated instances under consideration. Note that ω i−1 ≤ ω i implies ω i−1,t ≤ ω i,t as well as τ i−1 (j) ≤ τ i (j). In addition, we know that τ i−1 (i−1) ≤ t(i−1). Putting all of this together with Corollary 4.17 gives
Therefore, we can establish the induction hypothesis as follows: 
The α-policy provides the optimal solution with perfect information for the zero instance ω = (0, . . . , 0). Thus, to determine ρ * T,m , one can restrict attention to instances (a(1), . . . , a(T )) ∈ R T m + for which
It is also clear that one can restrict attention to instances (a(1), . . . , a(T )) ∈ R T m + for which T t=1 m i=1 a i (t) = 1. Corollary 4.20. The optimal competitive ratio ρ * T,m for HLBP can be calculated by solving the following integer linear program with decision variables a i (t), x(t), y i , and z i (t), i ∈ {1, . . . , m}, t ∈ {1, . . . , T }:
Proof. In an optimal solution (a * , x * , y * , z * ) of the IP, a * = (a * (1), . . . , a * (T )) represents a worst-case instance in Ω T,m for the α-policy. Without loss of generality we can assume that x * (t) = v T,m (a * (t)), which is at most 1 for all t. It follows from Corollary 4.17 that x * (t) is nondecreasing in t, and thus each y * i is equal to x * (t) for the largest value of t for which z * i (t) = 1, that is, y * i represents the corresponding value of v T,m (a * (τ (i))). Also, it follows from (4.12) that
, as shown next. If T ≥ m, then it is easily checked that (a, x, y, z) with a i (i) = 1/m for i ∈ {1, . . . , m} a i (t) = 0 otherwise
is a feasible solution for the IP. Thus if T < m, then it is easily checked that (a, x, y, z) with
is a feasible solution for the IP. Thus There are a total of 2T m + T + m decision variables and 3T m + 1 constraints, so the IP grows fairly rapidly. Next it is shown that if T ≥ m, then ρ * T,m for the HLBP is equal to ρ * m for the ORMP, which can be computed with the linear program given in Section 4.1.2. First Lemma 4.21 shows that, to determine ρ * T,m , one can restrict attention to instances in which at most one machine is requested in each time period and in which machines are requested from least versatile to most versatile.
Lemma 4.21. Suppose that the α-policy with parameter α T,m gives an infeasible solution with instance ω = (a (1), . . . , a (T )) ∈ Ω T,m . Then there exists an instancê ω = (â(1), . . . ,â(λ)) ∈ Ω λ,m such that the following hold.
1. For each t, let m (t) ≡ min {i : a i (t) > 0} (ignoring all t s.t. i a i (t) = 0). Then λ ≡ |{m (1), . . . , m (T )}| ≤ min{T, m}. 2. For all t ∈ {1, . . . , λ},â i (t) > 0 for exactly one i. 3. Letm(t) ≡ min {i :â i (t) > 0}, that is,m(t) is the unique i such thatâ i (t) > 0. Thenm is strictly increasing.
4.
whereτ (i) ≡ max t : i j=1â j (t) > 0 . Proof. It was shown in Lemma 4.18 that if the α-policy with parameter α T,m gives an infeasible solution with instance ω ∈ Ω T,m , then there exists an instance ω = (a(1), . . . , a(T )) ∈ Ω T,m such that
For each t, let m(t) ≡ min {i : a i (t) > 0} denote the least versatile machine requested at time t (simply ignore all t such that
, that is, at each time t, all the work requests machine m(t). Note that, for each i,τ (i) = τ (i), and for all i and all t,
, from which we have
¿From the construction ofω it follows thatm(t) ≡ min {i :ã i (t) > 0} = m (t), that is,m(t) = m (t) is the unique i such thatã i (t) > 0. For each t ∈ {1, . . . , λ}, let i(t) be the tth smallest element in {m (1), . . . ,m(T )}. Letâ i(t) (t) ≡ T τ =1ã i(t) (τ ), and a i (t) = 0 for all i ∈ {1, . . . , m} and all t ∈ {1, . . . , λ} with i = i(t). Thusm(t) = i(t), which is by definition strictly increasing in t. For any i, j ∈ {1, . . . , m}, 
It follows from Lemma 4.21 that if the α-policy with parameter α T,m gives an infeasible solution with instance ω ∈ Ω T,m , then there exists an instance ω = (a(1), . . . , a(m)) ∈ Ω m,m such that a i (t) = 0 for all i = t, and
This observation leads to Theorem 4.22. 
for all t ∈ {1, . . . , T − 1}. Thus both θ and ϑ map an instance ω to instances θ(ω) and ϑ(ω) that are "smaller" than ω. As before, for any r ∈ R T + , r T −1 denotes the first T − 1 components of r.
Definition 4.24. (extensibility property): We say that (R, θ, ϑ) has the extensibility property if, for any ω ∈ Ω T and any r ∈ R T + , r ∈ R(θ(ω)) and r T −1 ∈ R(ϑ(ω)), imply that r ∈ R(ω).
Intuitively, the extensibility property states that although instances θ(ω) and ϑ(ω) are smaller than ω, together the feasibility of a solution r for θ(ω) and r T −1 for ϑ(ω) are sufficient to establish the feasibility of r for ω.
Theorem 4.25 follows along the lines of Theorem 4.9. Theorem 4.25. Suppose that (R, θ, ϑ) has the extensibility property. If the α-policy with parameter α gives an infeasible solution for some instance ω and a feasible solution for instance ϑ(ω), then the α-policy with parameter α gives an infeasible solution for instance θ(ω).
Next it is shown that if (R, θ, ϑ) has the extensibility property, then to determine ρ * T , it is sufficient to consider only the instances in the image θ(Ω T ) of θ.
Theorem 4.26. Suppose that (R, θ, ϑ) has the extensibility property, and that ρ * T is nondecreasing in T . Then
5. Randomized Algorithms. So far we have analyzed only deterministic algorithms. However, for some problems, randomized algorithms can have better competitive ratios than deterministic algorithms (Motwani and Raghavan [14] , and Hoogeveen and Vestjens [9] ), and we investigate that possibility here. First, we show that a randomized algorithm can have better competitive ratios for the OMMP than any deterministic algorithm. Second, we show that if the feasible set R(ω) is convex for all ω, then randomized algorithms do not have better competitive ratios than deterministic algorithms.
Randomized Algorithms May Have Better Competitive Ratios.
We give an example of an OMMP for which a randomized algorithm has a better competitive ratio than any deterministic algorithm. The example is for an ORMP with strictly convex productivity function η.
Proposition 5.1. Consider the single deadline ORMP with a stationary productivity function of the form η t (r) = cr p , c > 0, p > 1, for all t. For this problem there exists a randomized algorithm π ∈ Π RO such that v π (ω) < v πα (ω) for every ω ∈ Ω 2 , ω > 0. The idea is to choose a randomized algorithm π that prescribes almost the same decisions as the α-policy, except that it randomly chooses to do ±ε extra work in the first time period, and ∓ε extra work in the second time period, where ε is a sufficiently small value. The solution is still feasible since the total amount of work performed is the same, and the maximum amount of work performed will be equal to the maximum amount under the α-policy, ∓ . When one takes η −1 to determine the amount of resource required to perform the work, and averages over the +ε and −ε outcomes, one gets a number that is lower than the maximum amount of resource under the α-policy, due to the strict convexity of η. The proof of Proposition 5.1 breaks into several tedious cases, and is given in the Appendix.
A Sufficient Condition for Optimality of Deterministic Algorithms.
In this section we present a sufficient condition for the (deterministic online) α-policy to be optimal among all randomized online algorithms for the OMMP. Thereafter we apply the result to show that the α-policy is optimal among all randomized online algorithms for the ORMP with concave productivity functions η t , as well as for the HLBP.
Theorem 5.2. Suppose that R(ω) is convex for all ω ∈ Ω β . For any algorithm π ∈ Π RO , if ρ Proof. We show that the α-policy with parameter α β = ρ π β leads to feasible solutions for all instances ω ∈ Ω β , by showing that π α (ω)(t) ≥ E[π(ω)(t)] for all ω ∈ Ω β and all t. For this, we mimic the first part of the proof of Theorem 3.2, replacing π(ω)(t) with E[π(ω)(t)].
Because ρ π β < ∞, it holds for all ω ∈ Ω β that π(ω)[R(ω)] = 1, that is, with probability 1, the solution (π(ω)(1), . . . , π(ω)(T )) is in R(ω). Then, because R(ω) is convex and E[π(ω)(t)] ≤ ρ π β < ∞ for all ω ∈ Ω β and all t, the solution (E[π(ω)(1)], . . . , E[π(ω)(T )]) is in R(ω). Thus it follows from feasibility monotonicity that (π α (ω)(1), . . . , π α (ω)(T )) ∈ R(ω), that is, the α-policy with α β = ρ Next we show that the α-policy is optimal among all randomized online algorithms for the ORMP with quasi-concave productivity functions η t , as well as for the HLBP. These results follow directly from applying Theorem 5.2 to the ORMP and the HLBP. Recall that for any quasi-concave function f : R n → R and for any l, the set {x ∈ R n : f (x) ≥ l} is convex.
Proposition 5.3. If the ORMP productivity functions η t are quasi-concave for all t, then 1. the set of feasible solutions R(ω) is convex for all ω, and 2. the α-policy with parameters α T = ρ * T is optimal among all randomized online algorithms. Proposition 5.4. For the HLBP, 1. the set of feasible solutions R(ω) is convex for all ω, and 2. the α-policy with parameters α T,m = ρ * T,m is optimal among all randomized online algorithms.
Conclusions and Further
Research. The α-policy theory developed in this paper is a powerful tool for finding worst-case optimal algorithms for online min-max problems. It makes analysis easier by turning optimization questions into feasibility questions, and by focusing on properties such as feasibility monotonicity and extensibility.
Our work suggests several questions and possible extensions. For the ORMP, the solutions to the LP show that the convergence of ρ * T to ρ * is quite slow. It would be nice to have a theoretical explanation of this. For the HLBP, the asymptotic values of ρ * T,m as m → ∞ are not known. Given the slow convergence for the ORMP, and the computational limitations of the IP, it may be difficult to make inferences about asymptotic values from known values of ρ * T,m . The HLBP can be generalized to nonlinear server hierarchies [6] such as rooted in-trees and general partial orders.
Values of ρ
If the future is completely unknown, and the decision maker is risk-averse, then the online criterion optimized in this paper would be quite appropriate. If future arrivals are known in distribution, the problem would become a Markov decision process, and could be attacked with dynamic programming methods. We suspect that the most realistic models would involve an intermediate level of information. It would be interesting to see whether an algorithm which is a blend of the α-policy and other algorithms could perform well on such a model, or whether altogether new algorithms are needed.
