Background and Objectives A new once-daily formulation of tacrolimus (Envarsus Ò ) has recently been developed, with alleged different pharmacokinetics from previous tacrolimus formulations. The objectives of this study were to develop population pharmacokinetic models and Bayesian estimators based on limited sampling strategies for Envarsus Ò in kidney and liver transplant recipients. Materials and Methods Full tacrolimus concentration-time profiles (13 samples) were drawn from 57 liver (113 profiles) and 49 kidney (97 profiles) graft recipients transplanted for at least 6 months and switched from Prograf Ò to Envarsus Ò . The two databases were split into a development (75%) and a validation (25%) dataset. Pharmacokinetic models characterised by a single compartment with first-order elimination and absorption in two phases described by a sum of two gamma distributions were developed using non-parametric (Pmetrics) and parametric (ITSIM) approaches in parallel. The best limited sampling strategy for each patient group was determined using the multiple model optimal algorithm. The performance of the models and derived Bayesian estimators was evaluated in the validation set.
Introduction
Tacrolimus is the most employed first-line immunosuppressant in the prevention and treatment of allograft rejection in solid organ transplantation. As this drug has a narrow therapeutic index and significant inter-individual variability, therapeutic drug monitoring is essential to avoid under-or over-exposure [1] . Tacrolimus monitoring is routinely based on trough level measurement [2] , while the average inter-dose exposure measured as the area under the curve (AUC) has been consensually recommended as the best marker for tacrolimus dose adjustment [3] . However, routine measurement of inter-dose AUC is difficult using conventional non-compartmental methods owing to the need for a large number of samples, and even more so for once-daily formulations. The a posteriori Bayesian estimation method allows estimation of the inter-dose AUC using population pharmacokinetic (POPPK) models associated with a limited number of blood samples, and sometimes demographic characteristics as covariates, in individual patients. Most of the POPPK algorithms available involve a parametric approach, based on the hypothesis of a normal or log-normal distribution of the pharmacokinetic (PK) parameters.
Pmetrics, the R interface for NPAG (Non-Parametric Adaptive Grid) proposes a non-parametric approach with no a priori hypothesis regarding the distribution of PK parameters and, while it is harder to conceptualise, it can theoretically catch outliers better than the parametric approach [4] . While the pharmacokinetics of the previously approved twice-daily (Tac BID, Prograf Ò Astellas Pharma Inc., Tokyo, Japan) or once-daily (Tac OD, Advagraf Ò Astellas Pharma Inc., Tokyo, Japan) tacrolimus formulations has been well established [5, 6] , less is known about Envarsus Ò (Chiesi Farmaceutici S.p.A., Parma, Italy), another tacrolimus prolonged-release once-daily formulation (Tac OD) more recently developed by Veloxis, using their patented technology MeltDose Ò (Veloxis Pharmaceuticals, Hørsholm, Denmark).
The registered clinical trials conducted with Envarsus Ò showed increased bioavailability, lower blood peak levels [maximum concentration (C max )] and less peak-to-trough fluctuation at a lower total daily dose compared with Prograf Ò and Advagraf Ò , both in kidney and liver transplant recipients [7] [8] [9] . Envarsus Ò was approved in October 2014 in Europe for ''the prevention of allograft rejection in adult renal or hepatic transplant patients'' and for ''the treatment of allograft rejection resistant to other immunosuppressive drugs in adult patients''.
In 2005, we launched the ImmunoSuppressant Bayesian dose Adjustment website, dedicated to the estimation of inter-dose AUC and dose adjustment of immunosuppressive drugs (calcineurin inhibitors, mammalian target of rapamycin inhibitors and mycophenolate mofetil) using Bayesian estimators (BE). Since then, more than 9200 requests for tacrolimus AUC estimation and individual dose adjustment have been received from over 64 different transplantation centres worldwide, leading to better knowledge of the drug's PK behaviour in the process [10] .
Currently, no PK model or BE has been reported for the new Envarsus Ò formulation, available in Europe for both kidney and liver transplantation while, as discussed above, PK differences are expected with respect to the Advagraf Ò and Prograf Ò formulations. The objectives of this study were to exploit PK data of Envarsus Ò phase II studies in kidney and liver transplant recipients to develop POPPK models and BEs based on limited sampling strategies (LSSs) using two independent modelling approaches, to be used as tools for PK-driven dose adjustment, as was previously done with the other formulations.
Materials and Methods

Patients
Veloxis Pharmaceuticals provided us with the individual tacrolimus blood concentration vs. time data from two phase II, open-label, multicentre prospective US clinical trials they conducted in stable adult kidney and liver transplant patients, who were converted from Prograf Ò capsules twice daily to Envarsus Ò (so-called LCP-Tacro at the time) tablets once daily [7, 8] . These trials complied with the Declaration of Helsinki amended in Tokyo and all the patients enrolled gave their written informed consent. Data from 57 liver (113 PK profiles) and 49 kidney (97 PK profiles) graft recipients transplanted for at least 6 months and receiving oral maintenance immunosuppression with Prograf Ò were included in this PK study. After a first PK assessment on Prograf Ò (7 days after enrolment), they were switched to Envarsus Ò on day 8 and had two other PK assessments on days 14 and 21. At both Envarsus Ò PK periods, 13 blood samples were collected in ethylenediamine tetraacetic acid tubes at predose and 0.5, 1, 1.5, 2, 3, 4, 6, 8, 12, 16, 20 and 24 h after dosing. The blood samples were shipped to a central laboratory for drug measurement using a validated, liquid chromatography-tandem mass spectrometry method with a lower limit of quantitation of 0.2 ng/mL.
Pharmacokinetic Modelling
Modelling was performed using in parallel two independent approaches, involving parametric (ITSIM) and nonparametric (Pmetrics) algorithms, respectively. Data were split into a development dataset (n = 73 for kidney and n = 85 for liver) and a validation dataset (n = 24 and n = 28, respectively). Inter-occasion variability was not explored and the randomisation between development and validation datasets was based on PK profiles, considered to be all independent from the others. A previously published structural model made of a single compartment with first-order elimination and one or two absorption phases described by a sum of two gamma distributions [11] that finely fitted tacrolimus profiles in renal transplantation [12, 13] was employed.
Briefly, the PK curves are described by a Gamma absorption model involving one or two absorption phases. The absorption rate at time t is described by a sum of Gamma distributions:
r i f i ðtÞ with:
where F denotes the bioavailability factor, D is the administered dose, C is the Gamma function, a i and b i are the parameters of the distributions, r i is the dose fraction absorbed by the ith way (r 1 ? r 2 ? ÁÁÁ ? r m = 1) and m is the number of absorption phases. The disposition kinetics, which corresponds to the impulse response I(t) of the system, is described by a sum of exponentials:
This function represents the drug concentration at time t after intravenous administration of a unit dose D 0 ; p represents the number of compartments (one to three).
The convolution of functions vabs and I yields the following expression:
where C(t) denotes the concentration at time t, C 0 is the residual concentration for a unit dose (1000 mg for tacrolimus) and P denotes the incomplete Gamma function as follows:
Pða; xÞ ¼ 1 CðaÞ
A mixed (proportional and additive) error model was used with both modelling approaches. An additive (lambda) or proportional residual error (gamma) weighting the analytical error model was also investigated with Pmetrics models. Associations between the individual PK parameters and covariates (age, sex, haematocrit, and time between the transplantation and inclusion in the study) were then screened using linear regression and graphical examination in the development dataset. When significant (p \ 0.01), the covariates were introduced in the model using linear, exponential or power relationships and the relevance of each covariate in the final model was assessed using its likelihood [Bayesian Information Criteria (BIC)and Akaike Information Criteria (AIC)]. Diagnostic plots were drawn for the final models with individual predictions vs. observed concentrations and weighted residues vs. observed concentrations. The final model underwent internal evaluation using the visual predictive checks. One thousand Monte-Carlo simulations were performed for a typical patient taking the median dose, and the observations were normalised by this median dose (division of concentrations by patient dose*median dose).
Development of Bayesian Estimators
Using the population PK models obtained in the development datasets, the best LSS among all the combinations of three sampling times was determined using the multiple model optimal sampling function weighted on the AUC, provided in Pmetrics. This algorithm finds the collection times of a specified number of samples that minimise the risk of misrepresenting the patient as the wrong set of support points in the model, i.e. estimating the wrong set of PK parameters for the patient [14] .
Then, the predictive performance of the BEs developed using the best LSS was evaluated in the validation groups by comparison of the AUC from time zero to 24 h (AUC 0-24h ) obtained using the best three-point LSS to the reference AUC 0-24h obtained using the linear trapezoidal method applied to the full profiles. A calculation of the root-mean-square error (RMSE), relative bias and number of profiles from the ±20% interval compared with the reference AUC was performed. Finally, the AUCs obtained using both PK modelling approaches were compared using a Bland-Altman graph.
Results
Patients
Patient characteristics from the two phase II trials are described in Table 1 . The PK profiles obtained using this new formulation exhibit comparable inter-individual variability with the one reported for Prograf Ò in the original study reports [7, 8] .
Observation of PK profiles showed that some exhibited one absorption phase and others two absorption phases. Based on AIC criteria, the model with two gamma distributions for description of double-phase absorption was retained (liver: AIC for single absorption -11,085, AIC for double-phase absorption -11,116; kidney: AIC for single absorption -9397, AIC for double absorption -9425).
Model Development
A structural single-compartment model with first-order elimination and two absorption phases described by a sum of two gamma distributions was employed, together with a combined analytical error model of (0.001 mg/L ? concentration 9 0.1). No weighting factor (lambda or gamma) was retained with the final models, as they degraded the precision of concentration and AUC estimates. The population PK parameters of the final models obtained with the two approaches in liver and kidney transplantation, as well as the model-estimated C max and time to C max are presented in Table 2 . Interestingly, the C max and time to C max values were very similar whatever the type of transplantation and the POPPK approaches with values of about 12 lg/L and 5 h, respectively. The marginal densities of the PK parameters of the non-parametric models in kidney and liver transplantation are presented in Online Resource 1. The haematocrit was significantly associated with the scale of the second gamma law b 2 = 27.7 -0.48 9 haematocrit, p = 0.00182) in liver transplant patients, but its introduction in the model increased the BIC and AIC by 100 and 95, respectively, showing degradation rather than improvement. In kidney graft recipients, sex had a significant influence on the shape of the second gamma law a 2 = 28.9 -6.49 9 sex (1 or 2) , p = 0.00074), but again its introduction in the model increased the BIC and AIC, by 55 and 50, respectively. None of the other covariates tested was significantly associated with any PK parameter, whatever the modelling approach used. The scatter plots of individually predicted vs. observed concentrations showed no major bias, whatever the PK approach, and the weighted residuals were homogeneously C max maximum concentration, T max time to C max Median (min-max); a 1 , b 1 , a 2 , b 2 are the shape and scale of the two gamma functions, r is the fraction of dose absorbed following the first gamma function a C 0 is the model estimated trough level for a theoretical dose of 1000 mg (the real trough level can be calculated by dividing this value by 1000 and multiplying by the patient dose) b FAIV is the estimated, absolute bioavailability factor with respect to the intravenous route and a is the elimination parameter c C max and T max were estimated from the fitted pharmacokinetic profiles distributed over the concentration range for both (Fig. 1) .
The relative bias ± standard deviation (RMSE) between observed concentrations and concentrations estimated using the final model were: -0.33 ± 6.05% (6.05%) for ITSIM and 0.34 ± 9.22% (9.22%) for Pmetrics in liver transplantation; -0.57 ± 7.38% (7.40%) and 0.64 ± 9.46% (9.48%) in kidney transplantation, respectively. The model was then evaluated using the visual predictive checks. The observed data normalised to a dose of 4 mg (median) overlaid adequately the 90% prediction intervals of the simulations for both kidney and liver transplantation groups and both POPPK approaches (Fig. 2) .
Bayesian Estimators
The optimal sampling times proposed by the multiple model optimal algorithm were 0, 8 and 12 h post-dose for both kidney and liver transplant groups. The BEs derived from each of the POPPK models and based on this 0, 8 and 12-h sampling schedule yielded accurate estimation of tacrolimus AUC 0-24h in the validation dataset (Table 3) . Random examples of profiles modelled using each method in kidney and liver transplantation are presented in Fig. 3 . The bias and RMSE were always lower with ITSIM, as was the number of poorly estimated AUCs. Finally, the BlandAltman plots of the differences between the three-point AUC estimates obtained with Pmetrics and ITSIM are presented in Fig. 4 , separately for liver and kidney transplant patients, showing up to 50% difference in a few cases [mean difference ± standard deviation (minimum; maximum): kidney = -0.005 ± 0.038 (-0.112; 0.0802) mg*h/L; and liver = 0.008 ± 0.020 (-0.015; 0.095) mg*h/L] It corresponded to one difference out of the 95% confidence interval in liver transplant patients and two in kidney transplant patients (one above the upper limit and one below the lower limit of the 95% confidence interval).
Discussion
In this study ancillary to two phase II clinical trials of the new once-daily, prolonged-release tacrolimus formulation Envarsus Ò , one in liver and one in kidney stable adult transplant recipients, we developed POPPK models and BEs with their corresponding best LSS, to accurately estimate tacrolimus AUC 0-24h using only three blood samples. These models and estimators were developed using in parallel two independent POPPK approaches, one parametric developed in-house and used for the expert system ImmunoSuppressant Bayesian dose Adjustment (https://pharmaco.chu-limoges.fr), and the other a shareware characterised by its non-parametric approach (http:// www.lapk.org/pmetrics.php).
As expected, the coefficients of variation of the PK parameters obtained using the non-parametric approaches were wider, which is consistent with the fact that nonparametric modelling is based on the discrete probability of each parameter rather than on the assumption of their normal distribution [15, 16] . Similarly, the individual prediction vs. observed concentration graph showed three outliers with ITSIM that were not observed with Pmetrics. Two of them corresponded to the highest concentrations observed at the peak in a single kidney transplant recipient. Although the parametric model underestimated in some patients the first peak, the AUCs were well estimated in most cases, with only a few patients from the ±20% interval when comparing estimated and reference AUCs. However, in this study, the bias and RMSE of AUC estimates obtained with ITSIM were smaller than those with Pmetrics, especially in kidney transplant recipients. The AUC differences between the two approaches were generally acceptable, although they reached almost 50% in a few cases (Fig. 4) . However, combining two independent modelling approaches may allow a decrease in the error in AUC estimation, especially in the case of discordant results as previously shown for mycophenolate mofetil in heart transplant patients [17] or cyclosporine in haematopoietic stem cell transplant patients [18] .
Very interestingly, the PK parameters obtained here using ITSIM in kidney transplant patients are significantly different (t-test) compared with those previously obtained using exactly the same model in another population of kidney transplant recipients for the other once-daily tacrolimus formulation Advagraf Ò [13] . As a consequence, while we were able to propose a convenient and efficient LSS within the first 3 h post-dose (0, 1 and 3 h) for , all the convenient LSSs for Envarsus Ò included later sampling times, the best being 0, 8 and 12 h. This LSS is more difficult to apply in routine practice, but dried blood spot sampling by patients at home is increasingly employed [19] , which should render this LSS and AUC 0-24h BE feasible. Of note, population pharmacokinetics and BE are flexible with respect to sampling times, meaning that even if samples are taken at (slightly) different times than those scheduled and on condition that the exact times are known, the inter-dose AUC can still be estimated accurately.
This study has however some limitations. First, it was a switch study that was performed in stable kidney and liver transplant recipients more than 6 months after transplantation. Owing to the changes in tacrolimus clearance, the model and LSS developed here may not be applicable in patients receiving tacrolimus-Envarsus Ò de novo. Second, only a few covariates and especially no pharmacogenetic Fig. 4 Bland-Altman plot of the differences between the three-point area under the curve (AUC) estimates obtained using ITSIM and Pmetrics. SD standard deviation data were available [in particular for the cytochrome P450 (CYP)3A5 and CYP3A4 genotypes]. The influence of CYP3A5 on tacrolimus clearance and trough level is well established [20] . However, covariates are most useful in cases of simulation, or for estimating the first dose to be given to individual patients, i.e. only when no a posteriori data are available. In the case of BE using a LSS, most of the information is carried by the a posteriori data (i.e. concentrations) themselves if they are in sufficient number (i.e. a CYP3A5 expressor will have lower concentrations than a non-expressor). In this case, covariates will lead to an increase in the number of parameters to estimate, which may be of limited benefit in terms of accuracy, as is obviously the case here.
Conclusion
POPPK models and BEs for Envarsus
Ò in adult kidney or liver transplant patients will help clinicians individualise the drug dose. The tools developed with ITSIM are now available on the ImmunoSuppressant Bayesian dose Adjustment website (https://pharmaco.chu-limoges.fr), while those developed with Pmetrics can be provided for research purposes upon request.
