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INTEGRATION OF MULTIFUNCTIONS WITH CLOSED
CONVEX VALUES IN ARBITRARY BANACH SPACES
D. CANDELORO, L. DI PIAZZA, K. MUSIAŁ, AND A. R. SAMBUCINI
ABSTRACT. Integral properties of multifunctions with closed convex values are
studied. In this more general framework not all the tools and the technique used
for weakly compact convex valued multifunctions work. We prove that positive
Denjoy-Pettis integrable multifunctions are Pettis integrable and we obtain a full
description of McShane integrability in terms of Henstock and Pettis integrabil-
ity, finishing the problem started by Fremlin [23].
1. INTRODUCTION
In the last decades, many researchers have investigated properties of measurable
and integrable multifunctions and all this has been done, both because it has appli-
cations in Control Theory and Mathematical Economics and because this study is
also interesting from the point of view of the measure and integration theories, as
shown in the articles [1, 4–6, 10–12, 14, 15, 17–21, 27, 32].
In particular, we believe that comparison among different generalizations of Lebe-
sgue integral is one of the most fruitful areas of research in the modern theory of
integration. In this work, inspired by [7–10,23–26,29], we study the topic of closed
convex multifunctions and we examine two groups of integrals: those function-
ally determined (we call them “scalarly defined integrals”), as Pettis, Henstock–
Kurzweil–Pettis, Denjoy–Pettis integrals, and those identified by gauges (we call
them “gauge defined integrals”) as Henstock, McShane and Birkhoff integrals. The
last class also includes versions of Henstock and McShane integrals (theH andM
integrals, respectively), when only measurable gauges are allowed, and the varia-
tional Henstock integral.
In section 3 we study properties of scalarly defined integrals. The main results of
this section are Theorem 3.3 and Theorem 3.5. The first one is a multivalued ver-
sion of the well known fact that each non negative real-valued Henstock-Kurzweil
integrable function is Lebesgue integrable.
In section 4 we study properties of gauge integrals. The main results are Theo-
rems 4.2, 4.4 and 4.5, where we prove that a scalarly integrable multifunction is
McShane (resp. Birkhoff) integrable in cb(X) if and only if it is strongly Pet-
tis integrable and Henstock (resp. H) integrable. If c0  X, then strong Pettis
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integrability may be replaced by ordinary Pettis integrability. These results com-
pletely describe the relation between Pettis and Henstock integrability and general-
ize our earlier achievements in this direction, when integrable multifunctions were
assumed to take compact [21] or weakly compact values [8].
2. DEFINITIONS, TERMINOLOGY
Throughout X is a Banach space with its dual X∗. The closed unit ball of X is
denoted by BX . The symbol c(X) denotes the collection of all nonempty closed
convex subsets of X and cb(X), cwk(X) and ck(X) denote respectively the fam-
ily of all bounded, weakly compact and compact members of c(X). For every
C ∈ c(X) the support function of C is denoted by s(·, C) and defined on X∗ by
s(x∗, C) = sup{〈x∗, x〉 : x ∈ C}, for each x∗ ∈ X∗. |C| := sup{‖x‖ : x ∈ C}
and dH is the Hausdorff metric on the hyperspace cb(X). σ(X
∗,X) is the weak∗
topology on X∗ and τ(X∗,X) is the Mackey topology on X∗. I is the collection
of all closed subintervals of the unit interval [0, 1]. The sup norm in the space of
bounded real-valued functions is denoted by ‖ · ‖∞. All functions investigated are
defined on the unit interval [0, 1] endowed with Lebesgue measure λ. The family
of all Lebesgue measurable subsets of [0, 1] is denoted by L.
A map Γ : [0, 1] → c(X) is called a multifunction. Γ is simple if there exists a fi-
nite decomposition {A1, ..., Ap} of [0, 1] into measurable pairwise disjoint subsets
of [0, 1] such that Γ is constant on each Aj .
Γ : [0, 1] → ck(X) is determined by a function f : [0, 1] → X if Γ (t) =
conv{0, f(t)} for every t ∈ [0, 1].
Γ : [0, 1] → c(X) is positive if s(x∗, Γ ) ≥ 0 a.e. for each x∗ ∈ X∗ separately.
Γ : [0, 1] → c(X) is said to be scalarly measurable (resp. scalarly integrable) if
for every x∗ ∈ X∗, the map s(x∗, Γ (·)) is measurable (resp. integrable).
If a multifunction is a function, then we use the traditional name of strong mea-
surability instead of Bochner measurability.
A map M : L → cb(X) is additive, if M(A ∪ B) = M(A) ⊕M(B) for every
pair of disjoint elements of Σ. An additive map M : L → cb(X) is called a mul-
timeasure if s(x∗,M(·)) is a finite measure, for every x∗ ∈ X∗. If M is a point
map, then we talk about measure. If M : L → cb(X) is countably additive in the
Hausdorff metric (that is, if En, n ∈ N, are pairwise disjoint measurable subsets
of [0, 1], then
lim
n
dH
( n∑
k=1
MΓ (Ek),MΓ
( ∞⋃
k=1
Ek
))
= 0),
then it is called an h-multimeasure. It is known that if M : L → cwk(X), then
M is a multimeasure if and only if it is an h-multimeasure (cf. [28, Chapter 8,
Theorem 4.10]).
We divide multiintegrals into two groups: functionally (or scalarly) defined inte-
grals (Pettis, weakly McShane, Henstock-Kurzweil-Pettis and Denjoy-Pettis) and
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gauge integrals (Bochner, Birkhoff, McShane, Henstock, H and variationally Hen-
stock).
We remind that a scalarly integrable multifunction Γ : [0, 1] → c(X) isDunford
integrable in a non-empty family C ⊂ c(X∗∗), if for every set A ∈ L there exists a
setMDΓ (A) ∈ C such that
(1) s(x∗,MDΓ (A)) =
∫
A
s(x∗, Γ ) dλ , for every x∗ ∈ X∗.
ThenMDΓ (A) is called the Dunford integral of Γ on A.
If MDΓ (A) ⊂ X for every A ∈ L, then Γ is called Pettis integrable in C. We
write then MΓ (A) instead of M
D
Γ (A), we set (P )
∫
A
Γ dµ := MΓ (A) and call
MΓ (A) the Pettis integral of Γ over A. It follows from the definition thatMΓ is a
multimeasure that is µ-continuous. We say that a Pettis integrable Γ : Ω → c(X)
is strongly Pettis integrable, ifMΓ is an h-multimeasure. P(C) denotes multifunc-
tions that are Pettis integrable in C, while PS(C) denotes multifunctions strongly
Pettis integrable in C.
We recall moreover the definition of the Denjoy integral in the wide sense ( [26,
Definition 11]), called also the Denjoy-Khintchine integral, for a real valued func-
tion. Namely, a function f : [0, 1] → R is Denjoy integrable in the wide sense,
if there exists an ACG function (cf. [27]) F such that its approximate derivative
is almost everywhere equal to f . For simplicity, we call such a function Denjoy
integrable and use the symbol (D)
∫
f .
A multifunction Γ : [0, 1] → c(X) is said to beDenjoy-Pettis (or DP) integrable
in C ⊂ c(X), if it is scalarly Denjoy integrable and for each I ∈ I there exists a
set NΓ (I) ∈ C such that
s(x∗, NΓ (I)) = (D)
∫
I
s(x∗, Γ ) for every x∗ ∈ X∗.(2)
If in the previous definition, the multifunction Γ is scalarly Henstock-Kurzweil
(or HK) integrable we say that the multifunction Γ is Henstock-Kurzweil-Pettis
(or HKP) integrable in C. The family of all DP-integrable (resp. HKP-integrable)
multifunctions in C is denoted by DP(C) (resp. HKP(C)).
If an HKP-integrable multifunction Γ is also scalarly integrable, then it is called
weakly McShane (or wMS) integrable. The family of all wMS-integrable functions
in C is denoted by wMS(C).
Moreover, a weak∗ scalarly integrable multifunction Γ : [0, 1] → c(X∗) isGelfand
integrable in C ⊂ c(X∗), if for each set A ∈ L there exists a setMGΓ (A) ∈ C such
that
(3) s(x,MGΓ (A)) =
∫
A
s(x, Γ ) dλ , for every x ∈ X.
MGΓ (A) is called the Gelfand integral of Γ on A.
For the gauges integrals we need some preliminary definitions and to avoid mis-
understanding let us point out that gauge integrable multifunctions take always
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bounded values (dH is well defined on bounded sets only) whereas scalarly de-
fined integrals integrate multifunctions with arbitrary closed convex values.
A partition P in [0, 1] is a collection {(I1, t1), . . . , (Ip, tp)}, where I1, . . . , Ip
are nonoverlapping subintervals of [0, 1], ti is a point of [0, 1], i = 1, . . . , p. If
∪pi=1Ii = [0, 1], then P is a partition of [0, 1]. If ti is a point of Ii, i = 1, . . . , p,
we say that P is a Perron partition of [0, 1].
A gauge on [0, 1] is a positive function on [0, 1]. For a given gauge δ on [0, 1], we
say that a partition {(I1, t1), . . . , (Ip, tp)} is δ-fine if Ii ⊂ (ti − δ(ti), ti + δ(ti)),
i = 1, . . . , p.
A multifunction Γ : [0, 1] → cb(X) is said to be Henstock (resp. McShane) inte-
grable on [0, 1], if there exists ΦΓ ([0, 1]) ∈ cb(X) with the property that for every
ε > 0 there exists a gauge δ on [0, 1] such that for each δ-fine Perron partition
(resp. partition) we have
dH
(
ΦΓ ([0, 1]),
p∑
i=1
Γ (ti)|Ii|
)
< ε .(4)
Γ is said to be Henstock (resp. McShane) integrable on I ∈ I (resp. E ∈ L) if
Γ1I (resp. Γ1E) is integrable on [0, 1] in the corresponding sense. Moreover if the
gauge δ of the Henstock integrability is measurable we speak of H-integrability
(see also [10]).
A multifunction Γ : [0, 1] → cb(X) is said to be Birkhoff integrable on [0, 1],
if it is McShane integrable but the gauges are measurable functions. As before,
we denote by H(cb(X)) (resp.H(cb(X)), MS(cb(X)), BI(cb(X))), the spaces of
Henstock, (resp. Henstock with measurable gauges, McShane, Birkoff) integrable
multifunctions in cb(X).
A multifunction Γ : [0, 1] → cwk(X) is said to be variationally Henstock (resp.
McShane) integrable, if there exists a multimeasure ΦΓ : I → cb(X) (resp.
ΦΓ : L → cb(X)) with the following property: for every ε > 0 there exists
a gauge δ on [0, 1] such that for each δ-fine Perron partition (resp. partition)
{(I1, t1), . . . , (Ip, tp)} we have
p∑
j=1
dH (ΦΓ (Ij), Γ (tj))|Ij |) < ε .(5)
The set multifunction ΦΓ will be called the variational Henstock (McShane) prim-
itive of Γ .
We recall that a selection of a multifunction Γ is a single valued function f such
that f(t) ∈ Γ(t) for all t ∈ [0, 1].
Finally SH(Γ ) (resp.SMS(Γ )SP (Γ ), SHKP (Γ ) ,SB(Γ ) , SvH (Γ ) , ...) denotes
the family of all scalarly measurable selections of Γ that are Henstock (resp. Mc-
Shane, Pettis, Henstock-Kurzweil-Pettis, Birkhoff, variationally Henstock, ...) in-
tegrable.
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A useful tool to study the cb(X)-valued multifunctions is the Ra˚dstro¨m embed-
ding (see, for example, [2, Theorem 3.2.9 and Theorem 3.2.4(1)] or [13, Theorem
II-19]) i : cb(X) → l∞(BX∗) given by i(A) := s(·, A). It satisfies the following
properties:
1): i(αA ⊕ βC) = αi(A) + βi(C) for every A,C ∈ cb(X), α, β ∈ R+;
(here the symbol ⊕ is the Minkowski addition)
2): dH(A,C) = ‖i(A) − i(C)‖∞, A,C ∈ cb(X);
3): i(cb(X)) is a closed cone in the space l∞(BX∗) equipped with the norm
of the uniform convergence.
3. SCALARLY DEFINED INTEGRALS.
The following result is a generalization of [31, Theorem 6.7].
Theorem 3.1. If Γ : [0, 1] → c(X∗) is weak∗ scalarly integrable, then Γ is
Gelfand integrable in cw∗k(X∗).
Proof. Assume at the beginning that Γ is weak∗ scalarly bounded (i.e. there exists
0 < K < ∞ such that |s(x, Γ )| ≤ K‖x‖ a.e. for each x ∈ X separately). Let us
fixA ∈ L and define a sublinear functional onX setting ϕA(x) :=
∫
A
s(x, Γ ) dλ.
One can easily see that ϕA is norm continuous. This proves the existence of a set
CA ∈ cw
∗k(X∗) such that ϕA(x) = s(x,CA), for every x ∈ X (we simply take
as CA the weak
∗-closure of the set {x∗ ∈ X∗ : 〈x∗, x〉 ≤ ϕA(x)}). Consequently,
Γ is Gelfand integrable in cw∗k(X∗). The general case follows by decomposition
of Γ in a series of weak∗ scalarly bounded multifunctions (see [31, Theorem 6.7]).

As a direct consequence of Theorem 3.1 we obtain the following generalization
of [31, Theorem 6.9] to the case of c(X) valued multifunctions:
Theorem 3.2. Each scalarly integrable multifunction Γ : [0, 1] → c(X) is Dun-
ford integrable in cw∗k(X∗∗).
In [32, Proposition 23] an example of a wMS-integrable function is given which
is not Pettis integrable. The same property has the function constructed in [25]. In
case of positive multifunctions the situation is different.
The next result has been proven in [20, Lemma 1 and Remark 3] for the Denjoy–
Pettis integral and multifunctions with weakly compact values. Unfortunately that
proof fails in the general case.
Theorem 3.3. If Γ ∈ DP(cb(X)) (resp. DP(cwk(X)), DP(ck(X))) is a positive
multifunction, then Γ ∈ P(cb(X)) (resp. P(cwk(X)), P(ck(X))).
Proof. Assume that Γ ∈ DP(cb(X)). Since s(x∗, Γ ) is a.e. non-negative and
Denjoy integrable, it is Lebesgue integrable (cf. [27, Theorem 7.7]). By the as-
sumption, for every I ∈ I there exists NΓ (I) ∈ cb(X) such that
s(x∗, NΓ (I)) =
∫
I
s(x∗, Γ ) dλ for every x∗ ∈ X∗.
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In virtue of Theorem 3.2 Γ is Dunford integrable in cw∗k(X∗∗):
∀ E ∈ L ∃MDΓ (E) ∈ cw
∗k(X∗∗) ∀ x∗ ∈ X∗ s(x∗,MDΓ (E)) =
∫
E
s(x∗, Γ ) dλ.
Thus, for every I ∈ I we have the equality s(x∗, NΓ (I)) = s(x
∗,MDΓ (I)). Due
to the Hahn-Banach theorem, it follows MDΓ (I) = NΓ (I)
∗
and X ∩MDΓ (I) =
NΓ (I), for every I ∈ I . We are going to prove that Γ is Pettis integrable. So
let us fix E ∈ L. Since the support functionals are a.e. non-negative, we have
MDΓ (E) ⊂M
D
Γ [0, 1] and thenX ∩M
D
Γ (E) ⊂ X ∩M
D
Γ [0, 1] = NΓ [0, 1]. The set
NΓ (E) := X ∩M
D
Γ (E) is closed and s(x
∗, NΓ (E)) = s(x
∗,X ∩MDΓ (E)
∗
) ≤
s(x∗,MDΓ (E)). Consequently, we have
s(x∗, NΓ (E)) ≤
∫
E
s(x∗, Γ ) dλ for all x∗ ∈ X∗.(6)
But s(x∗, NΓ ) : L → R is an additive set function that is, due to the inequality (6)
countably additive. Since both sides of (6) coincide on I , they coincide on L and
(6) becomes equality. In this way we obtain the required Pettis integrability of Γ
in cb(X). 
A useful application of above property for positive multifunctions is the decom-
position of a multifunction Γ integrable in “a certain sense” into a sum of one of
its selections integrable in the same way and a positive multifunction “integrable in
a stronger sense” than Γ is. An important key ingredient in such a decomposition
is the existence of selections “integrable in the same sense” as the corresponding
multifunction. The existence of scalarly measurable selections of arbitrary weakly
compact valued scalarly measurable multifunctions has been showed by Cascales,
Kadets and Rodriguez in [11].
Concerning the integrability of selections for functionally defined multifunc-
tions with weakly compact values the following holds:
Proposition 3.4. (see [20]) If the multifunction Γ : [0, 1] → cwk(X) is DP (resp.
HKP, Pettis or weakly McShane) integrable in cwk(X), and f is a scalarly mea-
surable selection of Γ , then f is respectively DP (resp. HKP, Pettis or weakly
McShane) integrable.
In the more general case of cb(X)-valued multifunctions we do not know if each
scalarly measurable multifunction possesses scalarly measurable selections.
Decomposition theorems in case of weakly compact valued multifunctions have
been proven in [20, Theorem 1 and Remark 3] and in [8, Theorem 3.2]. Below, we
formulate the results in a more general situation.
Theorem 3.5. If Γ : [0, 1] → c(X) is a scalarly measurable multifunction, then
the following conditions are equivalent:
3.5.i) Γ is DP -integrable in cb(X) and SDP (Γ ) 6= ∅;
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3.5.ii) SDP (Γ ) 6= ∅ and for all f ∈ SDP (Γ ) the multifunction G : [0, 1] →
cb(X) defined by G = Γ − f is Pettis integrable in cb(X);
3.5.iii) There exists f ∈ SDP (Γ ) such that the multifunction G = Γ − f is Pettis
integrable in cb(X);
DP -integrability above may be replaced by HKP or wMS-integrability.
Proof. 3.5.i) ⇒ 3.5.ii) follows by Theorem 3.3 to G := Γ − f . The other impli-
cations are clear. 
Remark 3.6. Exactly in the same manner one proves the analogous decomposition
theorems in case of multifunctions Γ that are HKP-integrable or weakly McShane
integrable in cb(X) , cwk(X) or ck(X).
By the previous decompositions we obtain:
Theorem 3.7. Let Γ : [0, 1] → c(X) be a DP-integrable multifunction.
3.7.i) If SHKP (Γ ) 6= ∅, then Γ is HKP-integrable.
3.7.ii) If SwMS(Γ ) 6= ∅, then Γ is wMS-integrable.
3.7.iii) If SP (Γ ) 6= ∅, then Γ is Pettis integrable.
Proof. (3.7.i) If Γ is DP-integrable and f ∈ SHKP (Γ ), then, according to Theo-
rem 3.5, Γ = G + f , where G is Pettis integrable. Being Pettis integrable, G is
also HKP integrable, what yields HKP integrability of Γ . (3.7.ii) and (3.7.iii) can
be proved in a similar way. 
In case of cwk(X)-valued Γ and HKP integrable Γ , the necessary decomposi-
tion was proved in [20, Theorem 1].
Now we are going to concentrate on a particular family of positive multifunc-
tions: the class of multifunctions that are determined by integrable functions. Such
multifunctions quite often serve as examples and counterexamples. It is interest-
ing to know which properties of the function can be transferred to the generated
multifunction.
Proposition 3.8. If Γ is determined by a scalarly measurable f , then it is Pettis
integrable in cwk(X) if and only if f is Pettis integrable.
Proof. Observe first that Γ is scalarly measurable. If Γ is Pettis integrable, then
f is Pettis integrable by [12, Corollary 2.3]. Viceversa, if f is Pettis integrable,
by [30, Theorem 2.6] Γ is Pettis integrable in cwk(X), since |s(x∗, Γ (t))| ≤
|(x∗, f(t))|. 
If one investigates multifunctions that are integrable in cb(X) the situation is
more complicated. If f : [0, 1] → X is strongly measurable and scalarly in-
tegrable, then the multifunction determined by f is Pettis integrable in cb(X)
(see [22, Theorem 3.7]). An example of c0–valued function f that is not Pettis
integrable but Γ : [0, 1] → ck(c0) defined by Γ (t) = conv{0, f(t)} is Pettis in-
tegrable in cb(c0) can be found in [30, Example 1.12]. The same example can be
used to show that DP-integrability of f : [0, 1] → X does not guarantee the DP-
integrability in cwk(X) of Γ determined by f . Indeed, it follows from Proposition
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3.3 that Γ 6∈ DP(cwk(X)), since otherwise f would be Pettis integrable.
The next result is a strengthening of [20, Proposition 4] in case of a multifunction
determined by a function.
Proposition 3.9. Let f : [0, 1] → X be scalarly measurable. If all scalarly mea-
surable selections of Γ determined by f are DP–integrable, then Γ is Pettis inte-
grable in cwk(X).
Proof. If E ∈ L, then f˜ : [0, 1] → X defined by f˜(t) = f(t) if t ∈ E and zero
otherwise is a DP-integrable selection of Γ . It follows that f is Pettis integrable.
The assertion follows from Proposition 3.8. 
4. GAUGE INTEGRALS
In case of positive multifunctions with weakly compact values and integrals, it
has been proven in [8, Propositions 3.1 and 4.1] that Henstock (resp. H) integra-
bility implies McShane (resp. Birkhoff) integrability. In the general case of cb(X)
valued multifunctions, we do not know if positive Henstock or H-integrable mul-
tifunctions are in fact McShane or Birkhoff integrable. We do not know even if
positive Pettis and Henstock or H-integrable multifunctions are in fact McShane
or Birkhoff integrable. But if we assume something on the Banach space X or we
require something more on the multifunction, then the result in [8] can be genera-
lized.
First we need one supplementary fact.
Proposition 4.1. If X does not contain any isomorphic copy of c0, thenM : L →
cb(X) is an h-multimeasure if and only if it is a multimeasure.
Proof. Let us notice first that the fact that M is defined on [0, 1] endowed with
Lebesgue measure is totally unimportant. It may be defined on an arbitrary measure
space.
Assume that M is a multimeasure and let {Ei : i ∈ N} be a sequence of mea-
surable and pairwise disjoint sets in [0, 1]. Take arbitrarily xi ∈ M(Ei), i ∈ N
and x∗ ∈ X∗. If pi is a permutation of N andm ≤ n, then
−s
(
−x∗,
n∑
i=m
M(Epi(i))
)
≤
〈
x∗,
n∑
i=m
xpi(i)
〉
≤ s
(
x∗,
n∑
i=m
M(Epi(i))
)
.
It follows that the sequence
{∑n
i=1 xpi(i)
}
n
is weakly Cauchy and consequently
the series
∑∞
n=1 xn is weakly unconditionally Cauchy. But as c0 * X the series is
unconditionally convergent in the norm of X due to Bessaga-Pełczyn´ski result [3]
(cf. [16, Theorem V.8]). Set ∆(E) :=
{∑
i≥1 xi : xi ∈ M(Ei)
}
. Exactly as in
the proof of Theorem [28, Theorem 8.4.10] one can prove that ∆(E) = M(E) for
every E ∈ L and that will complete the whole proof. 
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So we have:
Theorem 4.2. Let Γ : [0, 1] → cb(X) be a scalarly measurable multifunction.
Then, Γ ∈ MS(cb(X)) (resp. Γ ∈ BI(cb(X))) if and only if Γ ∈ Ps(cb(X)) and
Γ ∈ H(cb(X)) (resp. Γ ∈ H(cb(X))).
Proof. If Γ is strongly Pettis integrable the range of (P )
∫
Γ via the Ra˚dstro¨m
embedding is a vector measure. Now we follow the proof of [8, Proposition 3.1].
In fact, we can observe that (P )
∫
I
Γ = (H)
∫
I
Γ for every I ∈ I . The strong
integrability guarantees the convergence of each series
∑
n(H)
∫
In
i ◦ Γ , where
(In)n is any sequence of pairwise non-overlapping subintervals of [0, 1], since
(H)
∫
I
i ◦ Γ = i ◦ ((H)
∫
I
Γ ) = i ◦ (P )
∫
I
Γ , for every I ∈ I . Applying now [23,
Corollary 9 (iii)] we obtain McShane integrability of i ◦ Γ . If Γ is H-integrable,
we can apply [23, Theorem 8] and [8, Theorem 2.11]. 
Problem 4.3. What is the situation if Γ is strongly Pettis and variationally Hen-
stock integrable?
Even in single valued case Γ need not be variationally McShane integrable. An
example is given in [17].
Theorem 4.4. Let Γ : [0, 1] → cb(X) be a scalarly measurable multifunction.
If c0 * X, then Γ ∈ MS(cb(X)) (resp. Γ ∈ BI(cb(X))) if and only if Γ ∈
P(cb(X)) and Γ ∈ H(cb(X)) (resp. Γ ∈ H(cb(X))).
Proof. If c0 * X then, by Proposition 4.1, Γ ∈ Ps(cb(X)). We apply Theorem
4.2. 
We outline that Γ ∈ Ps(cb(X)) or c0 * X are key ingredients in Theorem 4.2
and Theorem 4.4. Due to Theorem 3.3 we know that if Γ ∈ H(cb(X)) is positive,
then it is Pettis integrable. It remains an open question if there exist a positive
Henstock integrable multifunction Γ : [0, 1] → cb(c0) that is not strongly Pettis
integrable.
If Φ : I → cb(X) is an additive multifunction, then given I ∈ I , the variation
of Φ(I) is defined by
Φ˜(I) := sup{
∑
i
‖Φ(Ii)‖ : {I1, . . . , In} is a finite partition of I} .
If Φ˜[0, 1] < ∞, then Φ is said to be of finite variation. In this case Theorem 4.2
has a stronger form.
Theorem 4.5. Let Γ : [0, 1] → cb(X) be Henstock (orH) integrable and let ΦΓ be
its H (H)-integral. If Φ˜Γ [0, 1] <∞, then Γ is McShane (or Birkhoff) integrable.
Proof. By the assumption i ◦ Γ is Hennstock (H) integrable. Consequently, if
(In)n is a sequence of non-overlapping subintervals of [0, 1] then, due to the fi-
nite variation of Φ˜Γ , the series
∑
n(H)(H)
∫
In
i ◦ Γ is absolutely convergent in
l∞(BX∗), hence also convergent. Thus, i ◦ Γ is McShane (Birkhoff) integrable
and, this yields McShane (Birkhoff) integrability of Γ . 
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We are going to present now a decomposition theorem for multifunctions that
are H (resp. H)-integrable in cb(X). While for weakly compact valued multifunc-
tions properly integrable selections exist (see [21] for the Henstock or the McShane
integral, [7] for the Birkhoff or the variational Henstock integral), we do not know
if that is the case also for cb(X)-valued multifunctions. In order to obtain a de-
composition of H or H-integrable multifunction, we have to assume that the set of
suitably integrable selections is non-void.
Moreover, we do not know if positive Henstock or H-integrable multifunctions
are in fact McShane or Birkhoff integrable (as it was proved in [8, Lemma 3.1
and 4.1] for weakly compact valued multifunctions). We do not know even if
positive Pettis and Henstock or H-integrable multifunctions are in fact McShane
or Birkhoff integrable. Therefore the theorem below differs from [8, Theorem 3.3
and 4.3].
Theorem 4.6. Let Γ : [0, 1] → cb(X) be a scalarly measurable multifunction such
that SH(Γ ) 6= ∅ (SH(Γ ) 6= ∅). Then the following conditions are equivalent:
4.6.i) Γ isH-integrable (resp. H-integrable) in cb(X);
4.6.ii) For all f ∈ SH(Γ ) (resp. f ∈ SH(Γ )), the multifunction G : [0, 1] →
cb(X) defined by G = Γ − f is Pettis and Henstock integrable (resp.
Pettis and H-integrable) in cb(X);
4.6.iii) There exists such an f ∈ SH(Γ ) (resp. f ∈ SH(Γ )) that the multifunc-
tion G : [0, 1] → cb(X) defined by G = Γ − f is Pettis and Henstock
integrable (resp. Pettis and H-integrable) in cb(X);
Proof. 4.6.i) ⇒ 4.6.ii). If f ∈ SH(Γ ) (resp. f ∈ SH(Γ )), then G := Γ − f is
also H-integrable (resp. H-integrable). It follows from Theorem 3.3 that G is also
Pettis integrable. 
Problem 4.7. Is each positive Pettis integrable multifunction McShane integrable?
In case of multifunctions with weakly compact values, each positive H-integrable
multifunction is McShane integrable (see [8, Proposition 3.1]). Suppose that posi-
tive H-integrable multifunctions possessing an H-integrable selection are McShane
integrable, and let Γ be an H-integrable multifunction possessing an MS-integrable
selection. Then Γ can be written as Γ = G+f , where f ∈ SMS(Γ ) andG is Pettis
integrable. But then G is also Henstock integrable. Consequently, G is McShane
integrable, and also Γ is.
In the general case the following questions remain an open problem:
Problem 4.8. Is each positive H-integrable multifunction (possessing an H-inte-
grable selection) McShane integrable? Is each positive Pettis integrable multifunc-
tion strongly Pettis integrable?
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