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QUASILINEAR SCHRO¨DINGER EQUATIONS II:
SMALL DATA AND CUBIC NONLINEARITIES
JEREMY L. MARZUOLA, JASON METCALFE, AND DANIEL TATARU
Abstract. In part I of this project we examined low regularity
local well-posedness for generic quasilinear Schro¨dinger equations
with small data. This improved, in the small data regime, the pre-
ceding results of Kenig, Ponce, and Vega as well as Kenig, Ponce,
Rolvung, and Vega. In the setting of quadratic interactions, the
(translation invariant) function spaces which were utilized incor-
porated an l1 summability over cubes in order to account for Mizo-
hata’s integrability condition, which is a necessary condition for the
L
2 well-posedness for the linearized equation. For cubic interac-
tions, this integrability condition meshes better with the inherent
L
2 nature of the Schro¨dinger equation, and such summability is
not required. Thus we are able to prove small data well-posedness
in Hs spaces.
1. Introduction
We shall examine local well-posedness for quasilinear Schro¨dinger
equations with cubic interactions and a Cauchy datum in a low regu-
larity Sobolev space. In particular, we examine
(1.1)


i∂tu+ g
jk(u,∇u)∂j∂ku = F (u,∇u), u : R× R
d → Cm
u(0, x) = u0(x)
where
g : Cm × (Cm)d → Rd×d, F : Cm × (Cm)d → Cm
are smooth functions which satisfy
g(y, z) = Id+O(|y|
2+|z|2), F (y, z) = O(|y|3+|z|3) near (y, z) = (0, 0).
We also examine
(1.2)


i∂tu+ ∂jg
jk(u)∂ku = F (u,∇u), u : R× R
d → Cm
u(0, x) = u0(x),
where g depends only on u. The latter class of equations can be ob-
tained by differentiating the first equation. Indeed, for u solving (1.1),
1
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the vector (u,∇u) solves an equation of the latter type. The latter is
written in divergence form, which follows easily for this class of equa-
tions as the terms obtained when commuting g with the derivative can
be absorbed into F (u,∇u).
The case of small initial data and quadratic, rather than cubic, non-
linear terms, was considered in [10]. There, local well-posedness was
established for data of Sobolev-type regularity s > d
2
+ 3 for (1.1) and
s > d
2
+ 2 for (1.2). This represented a significant improvement in
regularity over the previous results [4], [5, 6], though data of arbitrary
size was examined there. A more complete history of such problems
can be found in [10], [4], and [8].
In the quadratic case above, it is insufficient, however, to simply
work in Sobolev spaces. Indeed, one encounters Mizohata’s integrabil-
ity condition [11, 12, 13], [7], [9] which says that for the linear equation
(i∂t +∆g)v = Ai(x)∂iv,
a necessary condition for L2 well-posedness is an integrability of the
real part of A along the Hamiltonian flow of the leading order operator.
The potentials encountered when linearizing, e.g., (1.1) with quadratic
interactions do not necessarily satisfy such a condition even with arbi-
trarily high regularities. For this reason, the initial data spaces need
to incorporate some decay. The translation invariant approach of [10]
was to require a summability over cubes, which was inspired by the
earlier work [1] on semilinear derivative Schro¨dinger equations.
In the case of only cubic and higher order interactions, the scenario is
much simpler, which is what we shall demonstrate here. When lineariz-
ing (1.1) as stated, the potential that is encountered is O(|u|2+ |∇u|2),
for which integrability follows easily from energy estimates. As such,
the additional l1 summability which was previously required is no
longer needed, and the initial datum can be simply taken to be a mem-
ber of a Sobolev space. This notion was previously explored in [2, 3],
and we seek to improve on that by considering rough initial data.
Our main result is precisely that (1.1) and (1.2) are locally well-posed
for u0(x) ∈ H
s.
Theorem 1. a) Let s > d+5
2
. Then there exists ǫ > 0 sufficiently small
such that for all initial data u0 with
‖u0‖Hs ≤ ǫ,
the equation (1.1) is locally well-posed in Hs(Rd) on the time interval
I = [0, 1].
b) The same result holds for the equation (1.2) with s > d+3
2
.
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In the theorem, well-posedness is taken to include the existence of
a local solution, uniqueness, and continuous dependence on the initial
datum.
The above theorem also holds for ultrahyperbolic operators, as in
[5, 6], where g(0) is of a different signature. Our method of proof of
the local smoothing estimates uses a wedge decomposition, and the
estimates are proved in each coordinate direction separately. Thus,
trivial adjustments of the sign of the multiplier in the corresponding
directions of opposite signature will permit said results.
This article is organized as follows. In Section 2, we set our notations
and describe the function spaces in which we shall work. Section 3 is
devoted to proving the required nonlinear estimates. Section 4 contains
the proof of our main linear estimate, which is a variant of the classical
local smoothing estimate for the Schro¨dinger equation. In Section 5 we
prove Theorem 1.
Acknowledgments. The second author was supported in part
by NSF grant DMS-1054289. The third author was supported in part
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2. Function Spaces and Notations
The function spaces and notations presented in this section are the
same as those established in [10]. We repeat them for easy reference.
For a function u(t, x) or u(x), we let uˆ = Fu denote the Fourier
transform in the spatial variables x. A function u is said to be localized
at frequency 2i if uˆ(t, ξ) is supported in R × [2i−1, 2i+1]. We shall use
a Littlewood-Paley decomposition of the spatial frequencies,
∞∑
i=0
Si(D) = 1,
where Si localizes to frequency 2
i for i > 0 and to frequencies |ξ| ≤ 2
for i = 0. Note that we are working in nonhomogeneous spaces. We
set
ui = Siu, S≤Nu =
N∑
i=0
Siu, S≥Nu =
∞∑
i=N
Siu.
For each j ∈ N, we let Qj denote a partition of R
d into cubes of
side length 2j, and we let {χQ} denote an associated partition of unity.
For a translation invariant Sobolev-type space U , we set lpjU to be the
Banach space with associated norm
‖u‖p
lpjU
=
∑
Q∈Qj
‖χQu‖
p
U
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with the obvious modification for p =∞.
Within such norms, the smooth partition of unity with compactly
supported functions χQ can be replaced by cutoffs which are frequency
localized as the associated Schwartz tails decay rapidly away from Q.
Thus, the components can be taken to retain the frequency localization
of the function u.
Motived by the well-known local smoothing estimates, we define
‖u‖X = sup
l
sup
Q∈Ql
2−
l
2‖u‖L2L2([0,1]×Q).
Here and throughout, LpLq represents LptL
q
x.
To measure the forcing terms, we use an atomic space Y satisfying
X = Y ∗, see [10]. A function a is an atom in Y if there is a j ≥ 0 and
a Q ∈ Qj so that a is supported in [0, 1]×Q and
‖a‖L2([0,1]×Q) . 2
− j
2 .
Then we define Y as linear combinations of the form
f =
∑
k
ckak,
∑
|ck| <∞, ak atoms
with norm
‖f‖Y = inf{
∑
|ck| : f =
∑
k
ckak, ak atoms}.
For solutions which are localized to frequency 2j , we shall encorpo-
rate the typical half derivative smoothing by working within
Xj = 2
− j
2X ∩ L∞L2
with norm
‖u‖Xj = 2
j
2‖u‖X + ‖u‖L∞L2.
We incorporate the Sobolev regularity and the cube summability by
defining
‖u‖2lpXs =
∑
j≥0
22js‖Sju‖
2
lpjXj
.
For the purposes of this paper, we will be working primarily in l2Xs,
as opposed to our previous paper [10] where we had to work in l1Xs
due to incompatibilities with the Mizohata condition. On occasion we
will also use the slightly larger space
‖u‖2Xs =
∑
j
22js‖Sju‖
2
Xj
.
We analogously define
Yj = 2
j
2Y + L1L2
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which has norm
‖f‖Yj = inf
f=2
j
2 f1+f2
‖f1‖Y + ‖f2‖L1L2
and
‖f‖2lpY s =
∑
j
22js‖Sjf‖
2
lpjYj
.
Here, we shall be working primarily within l2Y s, though we note that
the Minkowski integral inequality gives
‖f‖l2Y s . ‖f‖Y s
where
‖f‖2Y s =
∑
j
22js‖Sjf‖
2
Yj
.
Hence, the cube summation will largely be ignored for the forcing
terms.
We also note that for any j, we have
sup
Q∈Qj
2−
j
2‖u‖L2L2([0,1]×Q) ≤ ‖u‖X,
hence
‖u‖Y . 2
j
2‖u‖l1jL2L2 .(2.1)
This bound will come in handy at several places later on.
In our multilinear estimates, we shall use frequency envelopes. Con-
sider a Sobolev-type space U for which we have
‖u‖2U ∼
∞∑
k=0
‖Sku‖
2
U .
A frequency envelope for a function u ∈ U is a positive l2 sequence,
{aj}, with
‖Sju‖U ≤ aj‖u‖U .
We shall only permit slowly varying frequency envelopes. Thus, we
require a0 ≈ 1 and
(2.2) aj ≤ 2
δ|j−k|ak, j, k ≥ 0, 0 < δ ≪ 1.
The constant δ shall be chosen later and only depends on s and the
dimension d. Such frequency envelopes always exist. E.g., one may
choose
(2.3) aj = 2
−δj + ‖u‖−1U sup
k
2−δ|j−k|‖Sku‖U .
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3. Multilinear and nonlinear estimates
This section contains our main multilinear estimates. The first propo-
sition is essentially from [9], though it is somewhat simpler as the
summability over cubes is easier.
Proposition 3.1. Let σ > d
2
, and u, v ∈ l2Xσ with admissible fre-
quency envelopes ak, respectively bk. Then the l
2Xσ spaces satisfy the
algebra type property
(3.1) ‖Sk(uv)‖l2Xσ . (ak + bk)‖u‖l2Xσ‖v‖l2Xσ ,
as well as the Moser type estimate
(3.2) ‖SkF (u)‖l2Xσ . ak‖u‖l2Xσ(1 + ‖u‖l2Xσ)c(‖u‖L∞).
for all smooth F with F (0) = 0.
Proof. To prove (3.1), we consider ‖Sk(SiuSjv)‖l2
k
Xk . We must have
either i ≥ k−4 or j ≥ k−4; by symmetry we shall assume the former.
Since i ≥ k − 4, we have Xi ⊂ Xk. And we naively use the fact that
there are ≈ 2d(i−k) cubes of sidelength 2k contained in one of sidelength
2i. Thus, by Bernstein’s inequality, we have
‖Sk(SiuSjv)‖l2
k
Xk . 2
d
2
(i−k)‖Siu‖l2iXi‖Sjv‖L∞(3.3)
. 2
d
2
(i−k)2j
d
2‖Siu‖l2iXi‖Sjv‖l2jL∞L2.
It follows that
‖Sk(SiuSjv)‖l2Xσ . aibj2
i(d
2
−σ)2j(
d
2
−σ)2k(σ−
d
2
)‖u‖l2Xσ‖v‖l2Xσ .
As σ > d
2
, the estimate (3.1) now follows after summation in i, j. When
k − 4 ≤ i ≤ k + 4, we simply use that the Cauchy-Schwarz inequality
implies that
∑
j 2
j(d
2
−σ)bj is O(1). When i > k + 4, we also use that∑
i>k 2
i(d
2
−σ)ai . 2
k(d
2
−σ)ak provided the δ in (2.2) satisfies 0 < δ <
σ − d
2
.
We now examine (3.2) and replace the discrete Littlewood-Paley
decomposition by a continuous one
Id = S0 +
∫ ∞
0
Sk dk.
Abusing notation, we will set u0 = S0u for now. Then, using the
Fundamental Theorem of Calculus, we can write
(3.4) SkF (u) = SkF (u0) +
∫ ∞
0
Sk(uk1F
′(u<k1)) dk1.
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For the first term of (3.4), we note that
‖∂αF (u0)‖l2
0
X0 . ‖u0‖l20X0c(‖u0‖L∞).
Thus,
‖SkF (u0)‖l2
k
Xk . 2
k/2‖SkF (u0)‖l2
0
X0 . 2
−Nk‖u0‖l2
0
X0c(‖u0‖L∞)
for any N , from which the l2Xσ bound follows easily.
We split the integral in the second term of (3.4) into two regions.
For k1 ≥ k − 4, we use that Xk1 ⊂ Xk and have
2kσ
∥∥∥∫ ∞
k−4
Sk(uk1F
′(u<k1)) dk1
∥∥∥
l2
k
Xk
.
∫ ∞
k−4
2−(k1−k)(σ−
d
2
)‖uk1‖l2Xσ‖F
′(u<k1)‖L∞ dk1
by using (3.3). From this, the desired bound follows if δ in (2.2) is
chosen small enough. This case is significantly simpler here than its
analogous case in [10] because we are now dealing with l2 sums rather
than l1.
For k1 < k − 4, we note that
Sk(uk1F
′(u<k1)) = Sk(uk1S˜kF
′(u<k1))
where S˜k also localizes to frequency 2
k and SkS˜k = Sk. The chain rule
allows us to estimate
‖S˜kF
′(u<k1)‖L∞ . 2
−N(k−k1)c(‖u<k1‖L∞).
Thus,
‖Sk(uk1F
′(u<k1))‖l2kXk . 2
k−k1
2 ‖uk1‖l2k1Xk1
‖S˜kF
′(u<k1)‖L∞
. 2−N(k−k1)‖uk1‖l2k1Xk1
c(‖u<k1‖L∞).
In turn, this leads to
‖Sk(uk1F
′(u<k1))‖l2Xσ . 2
−N(k−k1)ak1‖u‖l2Xσc(‖u‖L∞),
where as N was arbitrary, we allowed its value to change from line to
line, and after integration, (3.2) is proved. 
Replacing the bilinear estimates which were used in [10] are the fol-
lowing trilinear estimates. In particular, we note that here we only
require s > d+3
2
, which accounts for the improvement in regularity as
compared to the quadratic interactions explored in [10].
8 J.L. MARZUOLA, J. METCALFE, AND D. TATARU
Proposition 3.2. Let s > d+3
2
, and suppose that u ∈ l2Xσ−1, v, w ∈
l2Xs−1 with frequency envelopes {ak}, {bk}, and {ck} respectively. Then
for 0 ≤ σ ≤ s, we have
(3.5) ‖Sk(uvw)‖l2Y σ . (ak + bk + ck)‖u‖Xσ−1‖v‖l2Xs−1‖w‖l2Xs−1 .
If 0 ≤ σ ≤ s− 1 and if u ∈ l2Xσ, v ∈ l2Xs−2 and w ∈ l2Xs−1, then
(3.6) ‖Sk(uvw)‖l2Y σ . (ak + bk + ck)‖u‖l2Xσ‖v‖l2Xs−2‖w‖l2Xs−1 .
Finally, for 0 ≤ σ ≤ s and u ∈ l2Xσ−2 and v, w ∈ l2Xs, and
(3.7) ‖Sk(uS≥k−4(vw))‖l2Y σ . (ak+ bk+ ck)‖u‖l2Xσ−2‖v‖l2Xs‖w‖l2Xs.
Proof. For the proof we need to establish trilinear estimates of the form
(3.8) ‖Sk(uivjwl)‖l2
k
Yk . ckijl‖ui‖Xi‖vj‖l2jXj‖wl‖l2lXl.
for several different cases of frequency balances.
Case A. |i − k| ≤ 4 and j, l ≤ k + 4. We shall assume, without
loss, that j ≥ l. Here, we measure the output in Y , use X for the
highest frequency factor, and L∞L2 for the lower frequency factors.
Using (2.1) we have
LHS(3.8) . 2−k/2‖Sk(uivjwl)‖Y . 2
−k/22j/2‖Sk(uivjwl)‖l1jL2L2 .
By Bernstein’s inequality and using that l < j, this yields
LHS(3.8) . 2−k/22j/22jd/2‖vj‖l2jL∞L2‖uiwl‖l2l L2L2
. 2−k/22j
d+1
2 2l
d+1
2 ‖ui‖X‖vj‖l2
l
L∞L2‖wl‖l2
l
L∞L2 ,
which in turn gives
(3.9) ckijl . 2
−k/22−i/22l
d+1
2 2j
d+1
2 .
To prove (3.5) for this type of interactions we use (3.9) and the
frequency envelopes of u, v, and w to bound
‖Sk(uivjwl)‖l2Y σ
. ai2
j
(
d+3
2
−s
)
bj2
l
(
d+3
2
−s
)
cl‖u‖Xσ−1‖v‖l2Xs−1‖w‖l2Xs−1 ,
which is easily summed over i, j, l in the appropriate ranges. The case
where the same frequency balance holds but with the roles of i, j and
l interchanged is similar but simpler.
Now consider (3.6). The worst case is i ≥ j ≥ l if σ ≤ s − 2,
respectively j ≥ i ≥ l if s−2 < σ ≤ s−1. In both cases (3.6) is weaker
than (3.5).
Finally, for the estimate (3.7) we must have either j > k − 8 or
l > k − 8, in which case (3.7) is also weaker than (3.5).
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Case B. i, j > k − 4, |i− j| < 4, l < i+ 8. Grouping terms in the
following manner∣∣∣∫ zkuivjwl dx dt∣∣∣ . ‖vj‖l2jXj‖zkuiwl‖l2jYj
and in view of the duality relation l2jXj = l
2
jY
∗
j , from the bound (3.9)
we directly obtain
(3.10) cijkl . 2
− i
22−
j
22
d+1
2
k2
d+1
2
l.
Then the estimates (3.5), (3.6) and (3.7) follow again by passing to
frequency envelopes and summing over the appropriate ranges of i, j, l.
Here, again, we have handled explicitly the worst case, and those cases
where the roles of i, j, l are interchanged are simpler.
We remark that in the case of (3.7) we need to deal with the addi-
tional multiplier S>k−4. However, all our function spaces are translation
invariant, and the kernel of S>k−4 is a bounded measure. Thus it can
easily be disposed of. 
We shall also utilize the following bound on commutators when, e.g.,
we decompose into functions whose Fourier transforms are supported
in wedges about the coordinate axes. The proof closely resembles that
of [10], though care is taken to permit s > d+3
2
rather than s > d
2
+ 2.
Proposition 3.3. We assume
gkl − δkl = hkl(w(t, x))
where h(z) = O(|z|2) near |z| = 0. For s > d+3
2
and any multiplier
B ∈ S0 we have
(3.11)
‖∇[S<k−4g, B(D)]∇Sku‖Yk . ‖w‖
2
l2Xs(1 + ‖w‖l2Xs)c(‖w‖L∞)‖Sku‖Xk .
Proof. In [10, Proposition 3.2], it was shown that
∇[S<k−4g, B(D)]∇Sku = L(∇S<k−4g,∇Sku),
where L is a translation invariant operator satisfying
L(f, g)(x) =
∫
f(x+ y)g(x+ z)w(y, z) dy dz, w ∈ L1.
We shall not reproduce this proof here.
Given this representation, as we are working in translation invariant
spaces, the bound (3.11) follows immediately from (3.2) and (3.5). 
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4. Local Energy Decay
Here we consider the main linear estimate which we shall employ in
order to prove Theorem 1. This is a variant on the well-known local
smoothing estimates for the linear Schro¨dinger equation. The metric
is assumed to be a composition
(4.1) gkl − δkl = hkl(w(t, x))
where h(z) = O(|z|2) near |z| = 0. The focus, then, is on a frequency
localized linear Schro¨dinger equation
(4.2) (i∂t + ∂kg
kl
<j−4∂l)uj = fj , uj(0) = u0j .
In the sequel, we shall pass to this setting.
The main estimate is:
Proposition 4.1. Assume that the coefficients gkl in (4.2) satisfy (4.1)
with
(4.3) ‖w‖l2Xs ≪ 1
for some s > d+3
2
. Let uj be a solution to (4.2) which is localized at
frequency 2j. Then the following estimate holds:
(4.4) ‖uj‖l2jXj . ‖u0j‖L2 + ‖fj‖l2jYj .
The proof is closely related to that given in [10] and uses a positive
commutator argument. The multipliers will be first order differential
operators with smooth coefficients which are localized at frequency . 1;
precisely, for estimating waves at frequency 2j we will use multipliers
M that are differential operators having the form
(4.5) i2jM = ak(x)∂k + ∂ka
k(x)
with uniform bounds on a and its derivatives.
A key spot where the proof here differs from that of [10] is in the
following lemma which is used to dismiss the g− I contribution to the
commutator.
Lemma 4.2. Let A = ∂kS<j−4(h
kl(w(t, x)))∂l with h as above, and let
M be as above. Suppose that s > d+3
2
. Then we have
(4.6) |〈[A,M]uj, uj〉| . ‖w‖
2
l2Xs(1 + ‖w‖l2Xs)c(‖w‖L∞)‖uj‖
2
Xj
.
Proof. We note that we can abstractly write [A,M] as
i[A,M] = 2−j(∇(h∇a+ a∇h)∇ +∇h∇2a + h∇3a)
where h abbreviates S<j−4(h(w(t, x))). As the a factors are bounded
and low frequency, the worst term to bound is
2−j〈a∇h∇uj,∇uj〉.
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By duality, we only require
‖(∇h)∇uj‖Yj . ‖w‖
2
l2Xs(1 + ‖w‖l2Xs)c(‖w‖L∞)‖uj‖Xj ,
which is a conseqeunce of (3.2) and (3.5). 
We now continue the proof of the proposition. For Q ∈ Ql, 0 ≤ l ≤ j
fixed, we begin by proving that a solution uj to (4.2) satisfies
(4.7)
2j−l‖uj‖
2
L2(Q) . ‖uj‖
2
L∞L2 + ‖uj‖Xj‖fj‖Yj + (2
−j + ‖w‖2l2Xs)‖uj‖
2
Xj
.
We start by abstracting and studying solutions to
(Dt + A)u = f, u(0) = u0
where A is a self-adjoint operator and Dt =
1
i
∂t. First of all, we have
an energy-type estimate:
(4.8) ‖u‖2L∞t L2x . ‖u0‖
2
L2 + ‖u‖Xj‖f‖Yj .
See [10, Lemma 4.2]. For a self-adjoint multiplier M, we also have
(4.9)
d
dt
〈u,Mu〉 = −2 Im〈(Dt + A)u,Mu〉+ 〈i[A,M]u, u〉.
Thus, for u = uj and A = −∂kg
kl
<j−4∂l, if we can provide a multiplier
M so that
(1) ‖Mu‖L2x . ‖u‖L2x,
(2) ‖Mu‖X . ‖u‖X ,
(3) i〈[A,M]u, u〉 & 2j−ℓ‖u‖2L2L2([0,1]×Q) − O(2
−j + ‖w‖2l2Xs)‖u‖
2
Xj
,
(4.7) would follow.
We first do this when the Fourier transform of the solution uj is
restricted to a small angle
(4.10) supp uˆj ⊂ {|ξ| . ξ1}.
Here, we have done so about the first coordinate axis, though the mod-
ifications to obtain the same about the other axes are trivial. We take,
without loss of generality due to translation invariance, Q = {|xj | ≤
2l : j = 1, . . . , d}, and we set m to be a smooth, bounded, increasing
function such that m′(s) = ψ2(s) where ψ is a Schwartz function local-
ized at frequencies . 1, and ψ ∼ 1 for |s| ≤ 1. We rescale m and set
ml(s) = m(2
−ls). Then, we fix
M =
1
i2j
(
ml(x1)∂1 + ∂1ml(x1)
)
.
Properties (1) and (2) are immediate due to the frequency localiza-
tions of u = uj and ml as well as the boundedness of ml. By Lemma
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4.2, it suffices to consider property (3) for A = −∆. This yields
i2j [−∆,M] = −2−l+2∂1ψ
2(2−lx1)∂1 +O(1),
and hence
i2j〈[−∆,M]u, u〉 = 2−l+2‖ψ(2−lx1)∂1uj‖
2
L2L2 +O(‖uj‖
2
L2L2).
Utilizing our assumption (4.10), it follows that
2−l2j‖ψ(2−lx1)uj‖
2
L2L2 . i〈[−∆,M]uj, uj〉+ 2
−jO(‖uj‖
2
L2L2),
which yields (3) when combined with Lemma 4.2.
We proceed to reducing to the the case that (4.10) holds. We let
{θk(ω)}
d
k=1 be a partition of unity,∑
k
θk(ω) = 1, ω ∈ S
d−1,
where θk(ω) is supported in a small angle about the kth coordinate
axis. Then, we can set uj,k = Θj,kuj where
FΘj,ku = θk
( ξ
|ξ|
) ∑
j−1≤l≤j+1
φl(ξ)uˆ(t, ξ).
Here φl(ξ) is the Fourier multiplier associated to Sl(D). We see that
(Dt + A)uj,k = −Θj,kfj + [A,Θj,k]uj.
The operators Θj,k are bounded on L
2 by Plancherel’s theorem. And
as the kernel has Schwartz-type decay outside a ball of radius 2−j, it is
easy to see that they are also bounded onX , and via duality, Y . Hence,
by applyingM, suitably adapted to the correct coordinate axis, to uj,k
and summing over k, we obtain
(4.11)
2j−l‖uj‖
2
L2(Q) . ‖uj‖
2
L∞L2 + ‖uj‖Xj(‖fj‖Yj +
∑
k
‖[A,Θj,k]uj‖Yj)
+ (2−j + ‖w‖2l2Xs)‖uj‖
2
Xj
.
Upon estimating the commutator term with (3.11), (4.7) follows. If we
then take the supremum over Q ∈ Ql and subsequently over l, yields
‖uj‖
2
Xj
. ‖uj‖
2
L∞L2 + ‖uj‖Xj‖fj‖Yj + (2
−j + ‖w‖2l2Xs)‖uj‖
2
Xj
,
provided ‖w‖2l2Xs is bounded. Using (4.3), we may bootstrap to obtain
(4.12) ‖uj‖
2
Xj
. ‖uj‖
2
L∞L2 + ‖uj‖Xj‖fj‖Yj
for j sufficiently large. On the other hand, for small j, we have the
trivial estimate
‖u‖Xj . ‖u‖L∞L2,
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which yields the same.
By applying (4.8) to (4.12), we have shown
(4.13) ‖uj‖Xj . ‖u0j‖L2 + ‖fj‖Yj .
We now finish the proof by incorporating the summation over cubes.
We let {χQ} denote a partition via functions which are localized to
frequencies . 1 which are associated to cubes Q of scale M2j . We also
assume |∇kχQ| . (2
jM)−k, k = 1, 2. Thus,
(Dt + A)(χQum) = −χQfj + [A, χQ]uj.
Applying (4.13) to χQum, we obtain
(4.14)
∑
Q
‖χQuj‖
2
Xj
. ‖u0j‖
2
2 +
∑
Q
‖χQfj‖
2
Yj
+
∑
Q
‖[A, χQ]uj‖
2
L1L2 .
But∑
Q
‖[A, χQ]uj‖
2
L1L2 .M
−2
∑
Q
‖χQuj‖
2
L∞L2 .M
−2
∑
Q
‖χQuj‖
2
Xj
.
For M sufficiently large, we can bootstrap the last term of (4.14), and
upon a straightforward transition to cubes of scale 2j rather thanM2j ,
(4.4) follows.
5. Proof of Theorem 1
We prove part (b) of the theorem, from which part (a) follows im-
mediately.
We first examine the linear equation{
(i∂t + ∂kg
kl∂l)u+ V∇u+Wu = H,
u(0) = u0
(5.1)
under the assumption that
gkl − δkl = hkl(u(t, x))
where h(z) = O(|z|2) near |z| = 0. We shall also assume that there
exist smooth functions V˜ and W˜ so that
V = V˜ (w˜(t, x)), W = W˜ (v(t, x), w(t, x), w˜(t, x))
where the behavior of V˜ and W˜ near zero is given by
V˜ (z) = O(|z|2), W˜ (φ, ψ, θ) = φ · O(|ψ|) +O(|θ|2).
Our main estimate is the following:
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Proposition 5.1. a) Assume that the metric g and potentials V and
W are as above, and they satisfy
‖w‖l2Xs ≪ 1, ‖w˜‖l2Xs−1 ≪ 1, ‖v‖l2Xs−2 ≪ 1 s >
d+ 3
2
.
Then the equation (5.1) is well-posed for initial data u0 ∈ H
σ with
0 ≤ σ ≤ s− 1, and we have the estimate
(5.2) ‖u‖l2Xσ . ‖u0‖Hσ + ‖H‖l2Y σ .
b) Assume in addition that W = 0. Then the equation (5.1) is well-
posed for initial data u0 ∈ H
σ with 0 ≤ σ ≤ s, and the estimate (5.2)
holds.
Proof. The existence part follows in a standard manner by approximat-
ing the metric, potentials and data by Schwartz functions and passing
to the limit on a subsequence, provided that we have the uniform bound
(5.2). Hence the remainder of the proof is devoted to establishing (5.2).
For u solving (5.1), we see that uj solves{
(i∂t + ∂kg
kl
<j−4∂l)uj = Gj +Hj,
uj(0) = u0j ,
where
Gj = −Sj∂kg
kl
>j−4∂lu− [Sj , ∂kg
kl
<j−4∂l]u− SjV∇u− SjWu.
If we apply Proposition 4.1 to each of these equations, we see that
‖u‖2l2Xσ . ‖u0‖
2
Hσ + ‖H‖
2
l2Y σ +
∑
j
‖Gj‖
2
l2Y σ .
We claim that∑
j
‖Gj‖
2
l2Y σ . ‖u‖
2
l2Xσ
(
‖w‖4l2Xs + ‖w˜‖
4
l2Xs−1 + ‖v‖
4
l2Xs−2
)
.
Indeed, for the first term in Gj we apply (3.2) and (3.7). The bound
for the second term in Gj follows from (3.11) and (3.2). The bounds for
the last two terms of Gj use (3.5) and (3.6) respectively in conjunction
with (3.2). The differences in the range of permissible σ in (3.5) versus
(3.6) accounts precisely for the difference in parts (a) and (b) of this
proposition. 
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5.1. The iteration. We now set up an iteration to solve (1.2). We set
u(0) ≡ 0 and recursively define u(n+1) to be the solution to
(5.3)


(i∂t + ∂jg
jk(u(n))∂k)u
(n+1) = F (u(n),∇u(n)),
u(n+1)(0, x) = u0(x).
As F (y, z) = O(|y|3+ |z|3) near the origin, it follows from (3.2) with
σ = s− 1 and (3.5) with σ = s that
‖F (u(n),∇u(n))‖l2Y s . ‖u
(n)‖3l2Xs
provided s > d+3
2
and ‖u(n)‖l2Xs = O(1). Using this in each application
of Proposition 5.1, we see, via induction, that
(5.4) ‖u(n)‖l2Xs . ‖u0‖Hs
for each n provided that ‖u0‖Hs is sufficiently small.
We now seek to show that the iteration converges in l2Xs−1. To this
end, we note that v(n+1) = u(n+1) − u(n) solves
(5.5)
{
(i∂t + ∂jg
jk(u(n))∂k)v
(n+1) = Vn∇v
(n) +Wnv
(n),
v(n+1)(0, x) = 0,
where
Vn = Vn(u
(n),∇u(n), u(n−1),∇u(n−1)),
Wn = h1(u
(n),∇u(n), u(n−1),∇u(n−1)) + h2(u
(n), u(n−1))∇2u(n).
Here Vn(z) = O(|z|
2), h1(z) = O(|z|
2), and h2(z) = O(|z|) near |z| = 0.
By Proposition 5.1, we have
‖v(n+1)‖l2Xs−1 . ‖Vn∇v
(n)‖l2Y s−1 + ‖Wnv
(n)‖l2Y s−1 .
By (3.5) and (3.6) with σ = s− 1, we have
‖Vn∇v
(n)‖l2Y s−1 .
(
‖u(n)‖l2Xs + ‖u
(n−1)‖l2Xs
)2
‖v(n)‖l2Xs−1 ,
‖Wnv
(n)‖l2Y s−1 .
(
‖u(n)‖l2Xs + ‖u
(n−1)‖l2Xs
)2
‖v(n)‖l2Xs−1 .
Thus, it follows from (5.4) that
(5.6) ‖v(n+1)‖l2Xs−1 ≪ ‖v
(n)‖l2Xs−1 ,
which implies that the iteration converges in l2Xs−1 to a function u
satisfying
(5.7) ‖u‖l2Xs . ‖u0‖Hs .
This establishes the existence of a solution.
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We next consider the question of uniqueness. For two solutions u(1)
and u(2) to (1.2), we consider v = u(2) − u(1). Here, v solves
(5.8)
{
(i∂t + ∂jg
jk(u(2))∂k)v = V∇v +Wv,
v(0, x) = u(2) − u(1),
where
V = V (u(1),∇u(1), u(2),∇u(2)),
Wn = h1(u
(2),∇u(2), u(1),∇u(1)) + h2(u
(2), u(1))∇2u(1).
By Proposition 5.1, we have
(5.9) ‖u(2) − u(1)‖l2Xs−1 . ‖u
(2)(0)− u(1)(0)‖Hs−1
from which uniqueness follows.
In order to show continuity of the map u0 → u from H
s → l2Xs,
we seek to strengthen the preceding argument. To do so, we shall
use frequency envelopes. Indeed, we first seek to strengthen (5.7) by
showing that a frequency envelope for the data is also a frequency
envelope for the solution.
Proposition 5.2. Let s > d+3
2
, and let u ∈ l2Xs be a small data solu-
tion to (1.2), which satisfies (5.7). If {aj} is an admissible frequency
envelope for the initial data u0 in H
s, then {aj} is also a frequency
envelope for u in l2Xs.
Proof. We set
(5.10) bj = 2
−δj + ‖u‖−1l2Xs maxk
2−δ|j−k|‖Sku‖l2Xs
and note that {bj} is a frequency envelope for u in l
2Xs. We note that
uj solves
(5.11)


(i∂t + ∂kg
kl
<j−4∂l)uj = SjF (u,∇u)− Sj∂kg
kl
>j−4∂lu
−[Sj , ∂kg
kl
<j−4∂l]u
uj(0) = (u0)j .
Labelling the right side of the equation above fj , we apply Proposition
5.1 and obtain
(5.12) ‖Sju‖l2Xs . aj‖u0‖Hs + ‖fj‖l2Y s.
We bound fj in a manner that is akin to the above. This yields
(5.13) ‖fj‖l2Y s . bj‖u‖
3
l2Xsc(‖u‖l2Xs).
Indeed, provided s > d+3
2
, we can apply (3.2) (σ = s − 1) and (3.5)
(σ = s) to bound the first term. For the second term we use (3.2)
(σ = s) and (3.7). For the last term in fj , we apply (3.11).
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Applying (5.13) in (5.12) we obtain
‖Sju‖l2Xs . aj‖u0‖Hs + bj‖u‖
3
l2Xsc(‖u‖l2Xs),
which yields
bj . aj‖u0‖Hs‖u‖
−1
l2Xs + bj‖u‖
2
l2Xsc(‖u‖l2Xs).
Using the smallness of ‖u‖l2Xs, we can bootstrap the second term in the
right. Moreover, by the definition of l2Xs, we have ‖u0‖Hs . ‖u‖l2Xs.
Thus, the above implies bj . aj as desired. 
We now proceed to show that the map Hs → l2Xs given by u0 7→ u
is continuous. Let {u
(n)
0 } ⊂ H
s be a sequence which converges to u0 in
Hs, and let {a
(n)
j } and {aj} denote their respective frequency envelopes
defined via (2.3). It follows, thus, that a
(n)
j → aj in l
2. For any ε > 0,
there is a Nε so that
‖a
(n)
j ‖l2(j>Nε) ≤ ε, ‖aj‖l2(j>Nε) ≤ ε
uniformly in n. The preceding proposition then yields
‖u
(n)
>Nε
‖l2Xs ≤ ε‖u
(n)‖l2Xs ≤ Cε‖u
(n)
0 ‖Hs
‖u>Nε‖l2Xs ≤ ε‖u‖l2Xs ≤ Cε‖u0‖Hs
(5.14)
where in the last step we applied (5.7).
To compare u(n), where u(n) is the solution to (1.2) with datum
u
(n)
0 , to u, we use (5.14) for the high frequencies and (5.9) for the low
frequencies. Indeed,
‖u(n) − u‖l2Xs . ‖S<Nε(u
(n) − u)‖l2Xs + ‖u
(n)
>Nε
‖l2Xs + ‖u>Nε‖l2Xs
. 2Nε‖S<Nε(u
(n) − u)‖l2Xs−1 + ε‖u
(n)
0 ‖Hs + ε‖u0‖Hs
. 2Nε‖S<Nε(u
(n)
0 − u0)‖Hs−1 + ε‖u
(n)
0 ‖Hs + ε‖u0‖Hs.
Letting n→∞ yields
lim sup
n→∞
‖u(n) − u‖l2Xs . ε‖u0‖Hs ,
and subsequently letting ε→ 0 yields the desired result.
We finish by showing the analog of (5.7) for higher frequencies:
(5.15) ‖u‖l2Xσ . ‖u0‖Hσ , σ ≥ s
assuming that u0 ∈ H
σ. Differentiating the original equation yields
(i∂t + ∂jg
jk(u)∂k)(∂lu) = −(g
jk)′(u)(∂j∂lu∂ku+ ∂lu∂j∂ku)
− (gjk)′′(u)(∂ju∂lu∂ku) + (∇z1F )(u,∇u) · ∇∂lu+ Fz0(u,∇u)∂lu.
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For v1 = ∇u, we have
(i∂t + ∂jg
jk(u)∂k)v1 = G(u,∇u)∇v1 + F1(u,∇u)
where G(z) = O(|z|2) and F1(z) = O(|z|
3) near z = 0. By (3.2) and
(3.5), we have
‖G(u,∇u)∇v1‖l2Y s . ‖u‖
2
l2Xs‖v1‖l2Xs, ‖F1(u,∇u)‖l2Y s . ‖u‖
3
l2Xs .
And by Proposition 5.1,
‖v1‖l2Xs . ‖v1(0)‖Hs + ‖u‖
3
l2Xs,
and thus,
‖u‖l2Xs+1 . ‖u(0)‖Hs+1 + ‖u‖
3
l2Xs.
Letting vn = ∇
nu, we see that vn solves
(i∂t + ∂jg
jk(u)∂k)vn = G(u,∇u)∇vn + Fn(u,∇u, . . . ,∇
nu)
with G as above. Arguing inductively, we obtain
‖vn‖l2Xs . ‖vn(0)‖Hs + ‖u‖
3
l2Xs+n−1 ,
which gives
‖u‖l2Xs+n . ‖u(0)‖Hs+n + ‖u‖
3
l2Xs+n−1
from which the desired conclusion follows.
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