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ON SOME COMBINATORIAL PROPERTIES OF
GENERALIZED CLUSTER ALGEBRAS
PEIGEN CAO AND FANG LI
Abstract. In this paper, we prove some combinatorial results on generalized
cluster algebras. To be more precisely, we prove that (i) the seeds of a gener-
alized cluster algebra A(S) whose clusters contain particular cluster variables
form a connected subgraph of the exchange graph of A(S); (ii) there exists
a bijection from the set of cluster variables of a generalized cluster algebra
to the set of cluster variables of another generalized cluster algebra, if their
initial exchange matrices satisfying a mild condition. Moreover, this bijection
preserves the set of clusters of these two generalized cluster algebras.
As applications of the second result, we prove some properties of the com-
ponents of the d-vectors of a generalized cluster algebra and we give a charac-
terization for the clusters of a generalized cluster algebra.
1. Introduction
Cluster algebras were introduced by Fomin and Zelevinsky in [5]. The motivation
was to create a common framework for the phenomena occurring in connection with
total positivity and canonical bases. Since then, numerous connections between
cluster algebras and other branches of mathematics have been discovered, for ex-
ample, Poisson geometry, discrete dynamical systems, higher Teichmu¨ller spaces,
representation theory of quivers and finite-dimensional algebras.
Cluster algebras are commutative algebras whose generators and relations are
constructed in a recursive manner. The generators of a cluster algebra are called
cluster variables, which are grouped into overlapping clusters of the same size. One
remarkable feature of cluster algebras is that they have the Laurent phenomenon,
which says that for any given cluster xt0 = {x1;t0 , · · · , xn;t0}, any cluster variable
xi;t can be written as a Laurent polynomial in x1;t0 , · · · , xn;t0 .
Generalized cluster algebras were introduced in [3] by Chekhov and Shapiro,
which are the generalization of the classic cluster algebras introduced by Fomin
and Zelevinsky in [5]. In the classic case, a product of cluster variables, one known
and one unknown, is equal to a binomial in other known variables. These binomial
exchange relations are replaced by polynomial exchange relations in generalized
cluster algebras.
The generalized cluster structures naturally appear in the Teichmu¨ller spaces
of Riemann surfaces with orbifold points [3], WKB analysis [10], representations
of quantum affine algebras [9], Drinfeld double of GLn [8]. The generalized clus-
ter algebras share many common properties with the classic cluster algebras, for
example, the Laurent phenomenon, finite type classification [3], tropical dualities
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phenomenon between C-matrices and G-matrices [11], the existence of greedy bases
in rank 2 case [13]. One can also refer to [12, 1].
In this paper we will provide some other similarity between generalized clus-
ter algebras and classic cluster algebras. Now we introduce our main results in
this paper. Firstly, we prove that the seeds of a generalized cluster algebra A(S)
whose clusters contain particular cluster variables form a connected subgraph of
the exchange graph of A(S) (see Theorem 3.6).
Secondly, we prove that there exists a bijection from the set of cluster variables
of a generalized cluster algebra to the set of cluster variables of another general-
ized cluster algebra, if their initial exchange matrices satisfying a mild condition.
Moreover, this bijection preserves the set of clusters of these two generalized cluster
algebras (see Theorem 3.7 for details).
As applications of Theorem 3.7, we prove some properties of the components
of the d-vectors of a generalized cluster algebra (see Theorem 4.1) and we give a
characterization for the clusters of a generalized cluster algebra (see Theorem 4.3).
Note that Theorem 3.6, Theorem 4.1, Theorem 4.3 for classic cluster algebras
have been given in [2]. These results provide new similarity between generalized
cluster algebras and classic cluster algebras.
This paper is organized as follows. In Section 2, some basic definitions, notations
and known results are introduced. In Section 3, we give the proof of Theorem
Theorem 3.6 and Theorem 3.7. In Section 4, we give the applications of Theorem
3.7.
2. Preliminaries
2.1. Generalized cluster algebras. Recall that (P,⊕, ·) is a semifield if (P, ·)
is an abelian multiplicative group endowed with a binary operation of auxiliary
addition ⊕ which is commutative, associative and satisfies that the multiplication
distributes over the auxiliary addition.
The tropical semifield P = Trop(y1, · · · , ym) is the free (multiplicative) abelian
group generated by y1, · · · , ym with auxiliary addition ⊕ defined by∏
i
yaii ⊕
∏
i
ybii =
∏
i
y
min(ai,bi)
i ,
The multiplicative group of any semifield P is torsion-free [5], hence its group
ring ZP is a domain. We take an ambient field F to be the field of rational functions
in n independent variables with coefficients in ZP.
An integer matrix Bn×n = (bij) is called skew-symmetrizable if there is a
positive integer diagonal matrix S such that SB is skew-symmetric, where S is said
to be a skew-symmetrizer of B.
Definition 2.1 (Seed and mutation pair). (i) A (labeled) seed in F is a triple
(B,x,y), where
• B = (bij) is an n × n integer skew-symmetrizable matrix, called an ex-
change matrix;
• x = (x1, . . . , xn) is an n-tuple such that X = {x1, . . . , xn} is a free gener-
ating set of F over ZP. We call x the cluster and x1, . . . , xn the cluster
variables of (x,y, B);
• y = (y1, · · · , yn) is an n-tuple of elements in P, where y1, · · · , yn are called
coefficients.
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(ii) An (labeled) mutation pair in F is pair (R, z), where
• R = diag(r1, · · · , rn) is a diagonal integer matrix with ri > 0, called a
mutation degree matrix;
• z = (zi,s)i=1,··· ,n; s=1,··· ,ri−1 a family of elements in P satisfying the reci-
procity condition
zi,s = zi,ri−s
for s = 1, · · · , ri− 1, which are called frozen coefficients. In addition, we
denote
zi,0 = zi,ri = 1
for i = 1, · · · , n.
Each mutation pair (R, z) naturally corresponds to a collection of polynomials
Z = (Z1, · · · , Zn), where
Zi(u) = zi,0 + zi;1u+ · · ·+ zi,ri−1u
ri−1 + zi;riu
ri ∈ ZP[u].
We call Z1, · · · , Zn the mutation polynomials of (R, z).
Definition 2.2 ((R, z)-seed mutation). Let (R, z) be a mutation pair, and Z =
(Z1, · · · , Zn) be the collection of mutation polynomials of (R, z). Let (B,x,y) be
a seed, we define the (R, z)-seed mutation at k ∈ {1, · · · , n} by µk(B,x,y) =
(B′,x′,y′), where
b′ij =
{
−bij , if i = k or j = k;
bij + rk(bik[−bkj ]+ + [bik]+bkj), otherwise.
x′i =


xi, if i 6= k;
x−1k
(
n∏
j=1
x
[−bjk]+
j
)rk
Zk(yˆk)
Zk|P(yk)
, if i = k,
where yˆk = yk
n∏
i=1
xbiki .
y′i =
{
y−1k , if i = k;
yi
(
y
[bki]+
k
)rk
(Zk|P(yk))
−bki , if i 6= k.
When the mutation degree matrix R is given, we also denote B′ = µk(B), which is
called the R-mutation at k.
It can be seen that µk(B,x,y) = (B
′,x′,y′) is also a seed.
Remark 2.3. (i) If (R, z) = (In, φ), the (R, z)-seed mutations are just the (classic)
seed mutations by Fomin and Zelevinsky. We will use µ◦k to denote the (classic)
seed mutations.
(ii) On the level of matrix mutations, we can see
µk(B)R = µ
◦
k(BR),
where µk is R-mutation, and µ
◦
k is In-mutation.
Proposition 2.4. [12] The (R, z)-seed mutation µk is an involution.
Let Tn be the n-regular tree, and label the edges of Tn by 1, . . . , n such that the
n different edges adjacent to the same vertex of Tn receive different labels.
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Definition 2.5. (i) An (R, z)-cluster pattern S is an assignment of a seed
(Bt,xt,yt) to every vertex t of the n-regular tree Tn such that
(B′t,x
′
t,y
′
t) = µk(Bt,xt,yt)
for any edge t k t′, where µk is the (R, z)-seed mutation at k.
(ii) Let S be an (R, z)-cluster pattern, the (R, z)-cluster algebra A(S) (also
known as generalized cluster algebra) associated with S is the ZP-subalgebra
of F generated by all the cluster variables of S.
Remark 2.6. If (R, z) = (In, φ), the (R, z)-cluster algebras are just the (classic)
cluster algebras by Fomin and Zelevinsky.
For the seed (Bt,xt,yt), we always write
Bt = (b
t
ij), xt = (x1;t, · · · , xn;t), yt = (y1;t, · · · , yn;t).
Theorem 2.7. [3] Let A(S) be an (R, z)-cluster algebra and (Bt0 ,xt0 ,yt0) be a
seed of A(S), then any cluster variable xi;t can be written as a Laurent polynomial
in ZP[x±11;t0 , · · · , x
±1
n;t0 ].
Let A(S) be an (R, z)-cluster algebra, xt and xt0 be two clusters of A(S). We
know that each xi;t can be viewed as a rational functions in x1;t0 , · · · , xn;t0 with
coefficients in ZP, so we can define the corresponding Jacobi matrix as follows.
J tt0 =


∂x1;t
∂x1;t0
∂x2;t
∂x1;t0
· · ·
∂xn;t
∂x1;t0
∂x1;t
∂x2;t0
∂x2;t
∂x2;t0
· · ·
∂xn;t
∂x2;t0
...
...
...
∂x1;t
∂xn;t0
∂x2;t
∂xn;t0
· · ·
∂xn;t
∂xn;t0

 .
LetHtt0 = diag(x1;t0 , · · · , xn;t0)J
t
t0
diag(x−11;t , · · · , x
−1
n;t), which is called theH-matrix
of xt with respect to xt0 .
Theorem 2.8 (Cluster formula [1]). Let A(S) be an (R, z)-cluster algebra, (Bt,xt,yt)
and (Bt0 ,xt0 ,yt0) be two seeds of A(S). Then we have
Htt0(BtR
−1S−1)(Htt0)
T = Bt0R
−1S−1 and det(Htt0) = ±1,
where S is a skew-symmetrizer of RBt0 .
2.2. D-matrices and exchange graph. By the Laurent phenomenon, each clus-
ter variable can be written as
xi;t =
f(x1;t0 , · · · , xn,t0)
xd11;t0 · · ·x
dn
n;t0
,
where f is a polynomial in x1;t0 , · · · , xn;t0 with coefficients in ZP with xj;t0 ∤ f for
any j = 1, · · · , n. The vector dt0i;t = (d1, · · · , dn)
T ∈ Zn is called the d-vector of
xi;t with respect to xt0 . The matrix D
t0
t = (d
t0
1;t, · · · ,d
t0
n;t) is called the D-matrix
of xt with respect to xt0 .
Proposition 2.9. [1] Let A(S) be an (R, z)-cluster algebra with initial seed at
t0. Then the D-matrix D
t0
t = (d
t0
1;t, · · · ,d
t0
n;t) is uniquely determined by the initial
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condition Dt0t0 = −In, together with the following relation:
dt0j;t′ =


dt0j;t if j 6= k;
−dt0k;t +max{
∑
bt
lk
>0
dt0l;tb
t
lkrk,
∑
bt
lk
<0
−dt0l;tb
t
lkrk} if j = k.
for any t, t′ ∈ Tn with edge t
k t′.
The following result is a direct corollary of Proposition 2.9.
Corollary 2.10. LetA(S) be an (R, z)-cluster algebra with initial seed (Bt0 ,xt0 ,yt0),
and A(S) be an (R, z)-cluster algebra with initial seed (Bt0 ,xt0 ,yt0). If Bt0R =
Bt0R, then for any two vertices w, v ∈ Tn, we have
Dwv = D
w
v ,
where Dwv is the D-matrix of A(S) and D
w
v is the D-matrix of A(S).
Let A(S) be an (R, z)-cluster algebra with initial seed at t0. Let (Bt1 ,xt1 ,yt1)
and (Bt2 ,xt2 ,yt2) be two seeds of A(S). We say that the two seeds (Bt1 ,xt1 ,yt1)
and (Bt2 ,xt2 ,yt2) are equivalent if there exists a permutation σ of {1, · · · , n} such
that
xi;t2 = xσ(i);t1 , yi;t2 = yσ(i);t1 , b
t2
ij = b
t1
σ(i)σ(j),
for any i, j = 1, · · · , n.
Definition 2.11. Let A(S) be an (R, z)-cluster algebra, the exchange graph
EG(A(S)) of A(S) is a graph satisfying that
• the set of vertices of EG(A(S)) is in bijection with the set of seeds (up to
equivalence) of A(S);
• two vertices joined by an edge if and only if the corresponding two seeds
(up to equivalence) are obtained from each other by once mutation.
2.3. Generalized cluster algebras with principal coefficients. Now we give
the definition of principal coefficients (R, z)-cluster algebra. Let us temporarily
regard y = (y1, · · · , yn), and z = (zi,s)i=1,··· ,n; s=1,··· ,ri−1 with zi,s = zi,ri−s as
formal variables. Let Ppr := Trop(y, z) be the tropical semifield of y and z, and
Fpr be the field of rational functions in n independent variables with coefficients in
ZPpr.
Definition 2.12. An (R, z)-cluster algebra A(S) in Fpr is said to be with princi-
pal coefficients at t0, if yt0 = y.
Let A(S) be an (R, z)-cluster algebra with principal coefficients at t0. By the
Laurent phenomenon, each cluster variable xi;t can be expressed as
Xi;t(xt0 ,y, z) = ZPpr[x
±1
t0
] = Z[x±1t0 ,y
±1, z±1].
We call Xi;t the X-function of xi;t.
Proposition 2.13. [11] Each X-functionXi;t is a Laurent polynomial in Z[x
±1
t0
,y, z].
The F -polynomial Fi;t of xi;t is defined by Fi;t = Xi;t|x1;t0=···=xn;t0=1 ∈ Z[y, z].
Let A(S) be an (R, z)-cluster algebra with principal coefficients at t0, we intro-
duce a Zn-grading on Z[x±1t0 ,y, z] as follows:
deg(xi;t0) = ei, deg(yi) = −bi, deg(zi;s) = 0,
where ei is the i-th column vector of In, and bi is the i-th column vector of Bt0 .
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Proposition 2.14. [11] Each X-function Xi;t is homogeneous with respect to the
Zn-grading on Z[x±1t0 ,y, z].
Keep the above notations. The vector g(xi;t) := deg(Xi;t) ∈ Z
n is called the
g-vector of xi;t and the matrix
Gt = (g(x1;t), · · · , g(xn;t))
is called the G-matrix of xt.
Proposition-Definition 2.15. [11] Let A(S) be an (R, z)-cluster algebra with
principal coefficients at t0. Then each yi;t is a Laurent monomial of y with coefficient
1, namely, yi;t has the form of
yi;t =
n∏
j=1
y
ctji
j .
The resulting vector ci;t = (c
t
1i, · · · , c
t
ni)
T is called a c-vector and the matrix
Ct = (c1;t, · · · , cn;t) is called a C-matrix.
Proposition 2.16. [11, 1] Let A(S) be an (R, z)-cluster algebra with principal
coefficients at t0, and S be a skew-symmetrizer of RBt0 , then
SRCtR
−1S−1GTt = In.
Theorem 2.17. [11, Theorem 3.22 and 3.23] Let A(S) be an (R, z)-cluster algebra
with coefficients semifield P and initial seed at t0. Then
yi;t =
n∏
j=1
y
ctji
j;t0
n∏
j=1
(Fj;t|P(yt0 , z))
btji ,
xi;t =

 n∏
j=1
x
gtji
j;t0

 Fi;t|F (yˆt0 , z)
Fi;t|P(yt0 , z)
.
3. Main results
In this section, we give our main results.
Lemma 3.1. [1, Lemma 4.20] Let A(S) be an (R, z)-cluster algebra with principal
coefficients at t0, and D
t0
t = (d
t0
1;t, · · · ,d
t0
n;t) be the D-matrix of xt with respect
to xt0 . If there exists a permutation σ of {1, · · · , n} such that d
t0
j;t = d
t0
σ(j);t0
for
j = 1, · · · , n, then xj;t = xσ(j);t0 holds for j = 1, · · · , n.
Proposition 3.2. Let A(S) be an (R, z)-cluster algebra, (Bt0 ,xt0 ,yt0) and (Bt,xt,yt)
be two seeds of A(S). Let Dt0t = (d
t0
1;t, · · · ,d
t0
n;t) be the D-matrix of xt with re-
spect to xt0 , and S be a skew-symmetrizer of RBt0 . If there exists a permutation
σ of {1, · · · , n} such that dt0j;t = d
t0
σ(j);t0
for any j = 1, · · · , n. Then for each
k ∈ {1, · · · , n}, we have
(i) rk = rσ(k), sk = sσ(k) and zk,s = zσ(k),s, where s = 1, · · · , rk − 1. In
particular, the mutation polynomials Zk and Zσ(k) are equal;
(ii) xk;t = xσ(k);t0 , yk;t = yσ(k);t0 and b
t
ik = b
t0
σ(i)σ(k), where i = 1, · · · , n.
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Proof. Let A(Spr) be an (R, z)-cluster algebra with principal coefficients at the
seed (Bprt0 ,x
pr
t0
,yprt0 ) satisfying B
pr
t0
= Bt0 . Let (D
t0
t )
pr be the D-matrix of xprt
with respect to xprt0 . By Corollary 2.10, we know that (D
t0
t )
pr = Dt0t . Since
dt0j;t = d
t0
σ(j);t0
holds for any j = 1, · · · , n, we know that (dt0j;t)
pr = (dt0
σ(j);t0
)pr
holds for j = 1, · · · , n. If we can prove the results in (i), (ii) hold for A(Spr), then
by Theorem 2.17, we can get that they also hold for A(S). Thanks to this, we can
safely assume that A(S) itself is an (R, z)-cluster algebra with principal coefficients
at t0.
By Lemma 3.1, we get that
xj;t = xσ(j);t0
holds for j = 1, · · · , n. So the G-matrix and the H-matrix of xt are given by
Gt = (eσ(1), · · · , eσ(n)) = H
t
t0
,
where ei is the i-th column vector of In.
By Proposition 2.16, we can get the C-matrix of (Bt,xt,yt) is given by
Ct = R
−1S−1(GTt )
−1SR = (ctij), where c
t
ij =
{
rj
rσ(j)
·
sj
sσ(j)
, i = σ(j);
0, i 6= σ(j).
(3.1)
By the cluster formula, we know that Htt0(BtR
−1S−1)(Htt0)
T = Bt0R
−1S−1. By
comparing the (σ(i), σ(k))-entry of both sides, we get btikr
−1
k s
−1
k = b
t0
σ(i)σ(k)r
−1
σ(k)s
−1
σ(k),
i.e., we have
btik = b
t0
σ(i)σ(k) ·
rk
rσ(k)
·
sk
sσ(k)
.(3.2)
We write xt = (x1, · · · , xn), then we know that xσ(j);t0 = xj;t = xj , where
j = 1, · · · , n. Now we fix a k ∈ {1, · · · , n}, let t k t′ and t
σ(k)
0 t1 be the
subgraph of Tn. By the definition of (R, z)-seed mutation, we have the following
equalities.
xk;t′xk;t =
(
n∏
i=1
x
[−btik]+
i;t
)rk
Zk(yˆk;t)
Zk|P(yk;t)
;(3.3)
xσ(k);t1xσ(k);t0 =
(
n∏
i=1
x
[−b
t0
iσ(k)
]+
i;t0
)rσ(k)
Zσ(k)(yˆσ(k);t0 )
Zσ(k)|P(yσ(k);t0)
,(3.4)
where Zk and Zσ(k) are the corresponding mutation polynomials. Denote by
Uk;t = yk;t
n∏
i=1
x
[btik]+
i;t , Vk;t =
n∏
i=1
x
[−btik]+
i;t ,
then we know that
P :=
n∏
i=1
(x
[−btik ]+
i;t )
rkZk(yˆk;t) = V
rk
k;t + zk,1V
rk−1
k;t Uk;t + · · ·+ zk;rk−1Vk;tU
rk−1
k;t + U
rk
k;t,
Q :=
n∏
i=1
(x
[−b
t0
iσ(k)
]+
i;t0
)rσ(k)Zσ(k)(yˆσ(k);t0 ) = V
rσ(k)
σ(k);t0
+ zσ(k),1V
rσ(k)−1
σ(k);t0
Uσ(k);t0 + · · ·+ U
rσ(k)
σ(k);t0
.
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Note that both P and Q are polynomials in ZP[x1, · · · , xk−1, xk+1, · · · , xn]. Now
the equalities (3.3) and (3.4) can be expressed as follows:
xk;t′xk =
P
Zk|P(yk;t)
;
xσ(k);t1xk =
Q
Zσ(k)|P(yσ(k);t0 )
,
We can get that
xk;t′ =
Zσ(k)|P(yσ(k);t0 )
Zk|P(yk;t)
·
P
Q
· xσ(k);t1 ,(3.5)
xσ(k);t1 =
Zk|P(yk;t)
Zσ(k)|P(yσ(k);t0 )
·
Q
P
· xk;t′ .(3.6)
The equality (3.5) is the expansion of xk;t′ with respect to xt1 and the equality (3.6)
is the expansion of xσ(k);t1 with respect to xt′ . By the Laurent phenomenon, we can
get both P
Q
and Q
P
are Laurent polynomial in ZP[x1, · · · , xk−1, xk+1, · · · , xn]. Thus
we get P
Q
is a Laurent monomial in ZP[x1, · · · , xk−1, xk+1, · · · , xn]. Since both P
and Q can not be divided by any xj . We can get
P
Q
= 1, i.e., we have
P = Q.
In the following proof, we divide two cases. Case (a): the k-th column vector of
Bt is a zero vector; Case (b): the k-th column vector of Bt is a nonzero vector.
Case (a). In this case, the k-th column vector of Bt is a zero vector. So the rank
1 generalized cluster algebra generated by xk;t = xk would split off from A(S). In
this case, xk = xσ(k) actually implies that k = σ(k). So rk = rσ(k), sk = sσ(k) and
zk,s = zσ(k),s hold. By the equality (3.1), we know that the k-th column vector of
Ct is eσ(k) = ek. So yk;t = yk = yk;t0 = yσ(k);t0 . Since the seed at t0 is obtained
from the seed at t by a sequence of (R, z)-seed mutations, we get the σ(k) = k-th
column vector of Bt0 is also a zero vector. In particular, b
t
ik = b
t0
σ(i)σ(k) holds for
i = 1, · · · , n.
Case (b). In this case, the k-th column vector of Bt is a nonzero vector. So
there exists i0 such that b
t
i0k
6= 0. Without loss of generality, we can assume that
bti0k > 0. By the equality (3.2), we also have b
t0
σ(i0)σ(k)
> 0. We just view P and Q
as polynomials in xi0;t = xi0 . We know that P is a sum of rk+1 distinct monomials,
while Q is a sum of rσ(k) + 1 distinct monomials. By P = Q, we can get
rk = rσ(k).
The highest exponent of xi0;t = xi0 in P is b
t
i0k
rk, while the highest exponent
of xσ(i0);t0 = xi0;t = xi0 in Q is b
t0
σ(i0)σ(k)
rσ(k). By P = Q, we get b
t
i0k
rk =
bt0
σ(i0)σ(k)
rσ(k), i.e., we have
bti0k = b
t0
σ(i0)σ(k)
·
rσ(k)
rk
= bt0
σ(i0)σ(k)
> 0.
By the equality (3.2), we know that
bti0k = b
t0
σ(i0)σ(k)
·
rk
rσ(k)
·
sk
sσ(k)
= bt0
σ(i0)σ(k)
·
sk
sσ(k)
.
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By comparing the above two equalities, we get
sσ(k)
sk
= 1, i.e., sk = sσ(k). By
rk = rσ(k), sk = sσ(k) and the equality (3.2), we get that b
t
ik = b
t0
σ(i)σ(k) holds for
i = 1, · · · , n. By the equality (3.1), we know that the k-th column vector is eσ(k) =
ek. So yk;t = yk = yk;t0 = yσ(k);t0 . By rk = rσ(k), yk;t = yσ(k);t0 , b
t
ik = b
t0
σ(i)σ(k) for
any i, and by comparing the coefficients before the monomials in P and Q, we can
get zk,s = zσ(k),s, where s = 1, · · · , rk − 1. This completes the proof. 
Theorem 3.3. [2, Theorem 6.3] Let A(S) be an (In, φ)-cluster algebra with initial
seed at t0, and d
t0
i;t = (d1, · · · , dn)
T be the d-vector of the cluster variable xi;t with
respect to the cluster xt0 of A(S). Then for each k ∈ {1, · · · , n},
(i) dk depends only on xi;t and xk;t0 , not on the clusters containing xk;t0 ;
(ii) dk ≥ −1 for k = 1, · · · , n, and in details,
dk =


−1 , iff xi,t = xk,t0 ;
0 , iff xi,t 6= xk,t0 and xi,t, xk,t0 ∈ xt′ for some t
′;
a positive integer , iff there exists no cluster xt′ containing both xi,t and xk,t0 .
In particular, if xi;t /∈ xt0 , then d
t0
i;t is a nonnegative vector.
Theorem 3.4. [2] Let A(S) be an (In, φ)-cluster algebra (i.e. classic cluster al-
gebra), then the seeds whose clusters contain particular cluster variables form a
connected subgraph of the exchange graph of A(S).
Remark 3.5. Note that the statements in Theorem 3.3 and Theorem 3.4 come from
[7, Conjecture 7.4] and [6, Conjecture 4.14(3)] respectively.
Let I be a subset of {1, · · · , n}. We say that (k1, · · · , ks) is an I-sequence, if
kj ∈ I for j = 1, · · · , s.
Theorem 3.6. Let A(S) be an (R, z)-cluster algebra, then the seeds whose clusters
contain particular cluster variables form a connected subgraph of the exchange graph
EG(A(S)) of A(S).
Proof. For any t0 ∈ Tn and any subset J of the cluster variables in xt0 , we consider
the seeds of A(S) whose clusters contain J . We need to check that if these seeds
form a connected subgraph of EG(A(S)). Without loss of generality, we can assume
that J = {xp+1;t0 , · · · , xn;t0}.
Let (Bt,xt,yt) be a seed of A(S) and the cluster xt contains the cluster variables
xp+1;t0 , · · · , xn;t0 . It suffices to find a vertex u ∈ Tn such that u is connected with
t0 by a {1, · · · , p}-sequence on Tn and the seed (Bu,xu,yu) is equivalent to the
seed (Bt,xt,yt).
Let A(S◦) be an (In, φ)-cluster algebra (i.e. classic cluster algebra) with initial
seed (B◦t0 ,x
◦
t0
,y◦t0), whereB
◦
t0
= Bt0R. For any v, w ∈ Tn, letD
w
v = (d
w
1;v, · · · ,d
w
n;v)
be the D-matrix of xv with respect to xw, and (D
w
v )
◦ be the D-matrix of x◦v with
respect to x◦w . By Corollary 2.10, we know that
Dwv = (D
w
v )
◦.
Since the cluster xt contains the cluster variables xp+1;t0 , · · · , xn;t0 , we know that
the D-matrix Dt0t = (D
t0
t )
◦ contains the d-vectors dt0p+1;t0 , · · · ,d
t0
n;t0 . Note that
dt0i;t0 = −ei which is a non-positive vector. Then by Theorem 3.3, we know that
the cluster x◦t contains the cluster variables x
◦
p+1;t0 , · · · , x
◦
n;t0 . Then by Theorem
3.4, there exists a vertex u of Tn satisfying that
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(a) u is connected with t0 by an {1, · · · , p}-sequence on Tn, i.e., we have
t
k1
0 t
k2
1 t
k3
2 · · · t
ks
s−1 ts = u,
where kj ≤ p for j = 1, · · · , s;
(b) the two seeds (B◦u,x
◦
u,y
◦
u) and (B
◦
t ,x
◦
t ,y
◦
t ) are equivalent via a permutation
σ. In particular, x◦j;t = x
◦
σ(j);u for j = 1, · · · , n.
By (b), we know that (duj;t)
◦ = (du
σ(j);u)
◦ for j = 1, · · · , n. By Dut = (D
u
t )
◦, we
get that
duj;t = d
u
σ(j);u, where j = 1, · · · , n.
Then by Proposition 3.2, we get that the seeds (Bu,xu,yu) and (Bt,xt,yt) are
equivalent via the permutation σ.
On the other hand, we know that each seed of A(S) appearing in the following
subgraph
t
k1
0 t
k2
1 t
k3
2 · · · t
ks
s−1 ts = u
contains the cluster variables xp+1,t0 , · · · , xn;t0 , by kj ≤ p for j = 1, · · · , s. So the
seeds of A(S) whose clusters contain the cluster variables xp+1,t0 , · · · , xn;t0 form a
connected subgraph of the exchange graph EG(A(S)) of A(S). 
Theorem 3.7. Let A(S) be an (R, z)-cluster algebra with initial seed (Bt0 ,xt0 ,yt0),
and A(S) be an (R, z)-cluster algebra with initial seed (Bt0 ,xt0 ,yt0). Let X (S) be
the set of cluster variables of A(S), and X (S) be the set of cluster variables of
A(S). If Bt0R = Bt0R, then the following statements hold.
(i) For any t1, t ∈ Tn and any i0, j0 ∈ {1, · · · , n}, xi0;t1 = xj0 ;t if and only if
xi0;t1 = xj0;t, where xi0;t1 , xj0;t are cluster variables of A(S) and xi0;t1 , xj0;t are the
corresponding cluster variables of A(S).
(ii) There exists a bijection α : X (S) → X (S) given by α(xi;t) = xi;t, which
induces a bijection from the set of clusters of A(S) to the set of clusters of A(S).
Proof. (i) The proof is similar to that of Theorem 3.6.
For any v, w ∈ Tn, let D
w
v = (d
w
1;v, · · · ,d
w
n;v) be the D-matrix of xv with respect
to xw, and D
w
v be the D-matrix of xv with respect to xw. By Corollary 2.10, we
know that
Dwv = D
w
v .
If xi0;t1 = xj0;t, then by Theorem 3.6, there exists a vertex u of Tn satisfying
that
(a) u is connected with t1 by an {1, · · · , i0 − 1, i0 + 1, · · · , n}-sequence on Tn,
i.e., we have
t
k1
1 t
k2
2 t
k3
3 · · · t
ks−1
s−1 ts = u,
where kj 6= i0 for j = 1, · · · , s− 1;
(b) the two seeds (Bu,xu,yu) and (Bt,xt,yt) are equivalent via a permutation
σ. In particular, xj;t = xσ(j);u for j = 1, · · · , n.
Since kj 6= i0 for j = 1, · · · , s− 1, we can get
xi0;t1 = xi0;u and xi0;t1 = xi0;u.
By the facts xj0;t = xi0;t1 = xi0;u and xj;t = xσ(j);u, where j = 1, · · · , n, we get
that i0 = σ(j0).
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By (b), we know that duj;t = d
u
σ(j);u for j = 1, · · · , n. Since D
u
t = D
u
t , we get
d
u
j;t = d
u
σ(j);u, where j = 1, · · · , n.
Then by Proposition 3.2, we know that xj0;t = xσ(j0);u = xi0;u. By xi0;t1 = xi0;u,
we get xj0;t1 = xi0;t
Similarly, if xj0;t1 = xi0;t, we can show that xi0;t1 = xj0;t.
(ii) follows from (i). 
4. Applications of Theorem 3.7
In this section, we give two applications of of Theorem 3.7. To be more precisely,
we prove some properties of the components of the d-vectors in Theorem 4.1 and we
give a characterization for the clusters of a generalized cluster algebra in Theorem
4.3.
Theorem 4.1. Let A(S) be an (R, z)-cluster algebra with initial seed at t0, and
dt0i;t = (d1, · · · , dn)
T be the d-vector of the cluster variable xi;t with respect to the
cluster xt0 of A(S). Then for each k ∈ {1, · · · , n},
(i) dk depends only on xi;t and xk;t0 , not on the clusters containing xk;t0 ;
(ii) dk ≥ −1 for k = 1, · · · , n, and in details,
dk =


−1 , iff xi,t = xk,t0 ;
0 , iff xi,t 6= xk,t0 and xi,t, xk,t0 ∈ xt′ for some t
′;
a positive integer , iff there exists no cluster xt′ containing both xi,t and xk,t0 .
In particular, if xi;t /∈ xt0 , then d
t0
i;t is a nonnegative vector.
Proof. Let A(S◦) be an (In, φ)-cluster algebra (i.e. classic cluster algebra) with
initial seed (B◦t0 ,x
◦
t0
,y◦t0), where B
◦
t0
= Bt0R. By Corollary 2.10, we know that
di;t = (d
t0
i;t)
◦ is also the d-vector of x◦i;t with respect to xt0 .
(i) By Theorem 3.3 (i), dk depends only on x
◦
i;t and x
◦
k;t0
, not on the clusters
containing x◦k;t0 . Then by Theorem 3.7 (ii), we can get dk depends only on xi;t and
xk;t0 , not on the clusters containing xk;t0 .
(ii) By Theorem 3.3 (ii), we know that dk ≥ −1 for k = 1, · · · , n, and in details,
dk =


−1 , iff x◦i,t = x
◦
k,t0
;
0 , iff x◦i,t 6= x
◦
k,t0
and x◦i,t, x
◦
k,t0
∈ x◦t′ for some t
′;
a positive integer , iff there exists no cluster x◦t′ containing both x
◦
i,t and x
◦
k,t0
.
Then by Theorem 3.7 (ii), we can get
dk =


−1 , iff xi,t = xk,t0 ;
0 , iff xi,t 6= xk,t0 and xi,t, xk,t0 ∈ xt′ for some t
′;
a positive integer , iff there exists no cluster xt′ containing both xi,t and xk,t0 .

Let A(S) be an (R, z)-cluster algebra, and X (S) be the set of cluster variables
of A(S). Two cluster variables x and w are said to be compatible, if there exists
a cluster xt of A(S) containing both x and w. A subset M ⊆ X (S) is called a
compatible set of A(S), if x and w are compatible for any x,w ∈M .
The theorem is a conjecture in [4, Conjecture 5.5] by Fomin, Shapiro and Thurston,
which has been proved by the authors in [2] for classic cluster algebras.
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Lemma 4.2. [2, Theorem 7.4] Let A(S) be an (In, φ)-cluster algebra (i.e. classic
cluster algebra), and X (S) be the set of cluster variables of A(S). Then
(i) a subset M ⊆ X (S) is a compatible set of A(S) if and only if M is a subset
of some cluster (as a set) of A(S);
(ii) a subset M ⊆ X (S) is a maximal compatible set of A(S) if and only if M is
a cluster (as a set) of A(S).
Theorem 4.3. Let A(S) be an (R, z)-cluster algebra with initial seed at t0, and
X (S) be the set of cluster variables of A(S). Then
(i) a subset M ⊆ X (S) is a compatible set of A(S) if and only if M is a subset
of some cluster (as a set) of A(S);
(ii) a subset M ⊆ X (S) is a maximal compatible set of A(S) if and only if M is
a cluster (as a set) of A(S).
Proof. (i) Let A(S◦) be an (In, φ)-cluster algebra (i.e. classic cluster algebra) with
initial seed (B◦t0 ,x
◦
t0
,y◦t0), where B
◦
t0
= Bt0R. Let X (S
◦) be the set of cluster
variables of A(S◦). Let α : X (S) → X (S◦) be the bijection given in Theorem 3.7
(ii).
By Theorem 3.7 (ii), we know that a subset M ⊆ X (S) is a compatible set of
A(S) if and only if M◦ := α(M) ⊆ X (S◦) is a compatible set of A(S◦). By Lemma
4.2, M◦ is a compatible set of A(S◦) if and only if M◦ is a subset of some cluster
x◦t (as a set) of A(S
◦). By Theorem 3.7 (ii), M◦ is a subset of x◦t (as a set) of
A(S◦) if and only if M is a subset of xt (as a set) of A(S). Hence, we obtain that a
subset M ⊆ X (S) is a compatible set of A(S) if and only if M is a subset of some
cluster (as a set) of A(S).
(ii) follows from (i). 
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