Most of the color features widely used in content-based image retrieval (CBIR) 
Introduction
There is a wealth of research done and still going on in developing content-based multimedia indexing and retrieval systems such as MUVIS [9] , QBIC [7] , PicHunter [4] , Photobook [16] , VisualSEEk [19] , Virage [22] , VideoQ [3] , etc. In such frameworks, database primitives are mapped into some high dimensional feature domain, which may consist of several types of descriptors. Among them careful selection of some sets to be used for a particular application may capture the semantics of the database items in a content-based multimedia retrieval (CBMR) system. In this paper we shall restrict the focus on CBIR domain, which employ only color as the descriptor for image retrieval.
Recently the study of human color perception and similarity measurement within the color domain become crucial and there is a wealth of research performed in this field such as [2] , [12] and [13] . One perceptual fact from these works is that human eye cannot perceive a large number of colors at the same time, nor able to distinguish similar (close) colors well. Based on this, they show that at the coarsest level of judgment, HVS primarily uses dominant colors (i.e. the few colors prominent in the scenery) to judge similarity. Henceforth, the two rules are particularly related for modeling the similarity metrics of the human's color perception. The first one indicates that the two color patterns that have similar dominant colors (DCs) are perceived as similar. The second rule states that two multicolored patterns are perceived as similar if they possess the same (dominant) color distributions regardless of their content, directionality, placement or repetitions of a structural element. Furthermore, it is obvious that humans can neither see individual pixels, nor perceive even a tiny fracture of such a massive amount of color levels, which are present in nowadays digital imaging technology and thus it is crucial to perform certain steps in order to extract the true "perceivable" elements (the true DCs and their global distributions).
Under the light of these perceptual facts, in this paper, we present a systematic approach to extract such a perceptual (color) descriptor and then propose an efficient similarity metric to achieve the highest discrimination power possible for the color-based retrieval in general-purpose image databases. We adopt a top-down approach both in DC extraction and modeling their global spatial distribution. This approach is in fact phased from the well-known Gestalt rule of perception: "Humans see the whole before its parts", therefore, the method strives to extract what is the (next) global element both in color and spatial domain, which are nothing but the DCs and their spatial distribution within the image. In order to achieve such a (compact) spatial representation within an image, starting from the entire image, quad-tree decomposition is applied to the current (parent) block only if it cannot host the majority of a particular DC, otherwise it is kept intact (non-decomposed) representing a single, homogeneous DC presence in it. So this approach tries to capture the "whole" before going through "its parts" and whenever the whole body can be perceived with a single DC, it is kept "as is". Hence the outliers can be suppressed from the spatial distribution and furthermore, the resultant (block-wise) partitioned scheme can be efficiently used for a global modeling and due directional description of the spatial distribution via inter-proximity statistics of the DCs using Proximity Grids. Finally a penalty-trio model uses both global and spatial color properties and performs an efficient similarity distance computation.
Related Work
Swain and Ballard [21] proposed the first color histogram, which is quite simple to implement and gives reasonable results especially in small to medium size databases. Thus several other histogram-based approaches emerged, such as [4] , [6] , [7] , [9] , [16] , [18] , etc. The primary feature of such histogram-based color descriptors (be it in RGB, CIE-Lab, CIE-Luv, or HSV) is that they cluster the pixels into fixed color bins, which are quantizing the entire color space using a pre-defined color palette. Yet their performance is still quite limited and usually degrades drastically in large databases due to several reasons. First and the foremost, they apply staticquantization where the color palette boundaries are determined empirically or via some heuristics -yet nothing based on human color perception rules. No matter how the quantization level (number of bins) is set, pixels with such similar colors but either side of the quantization boundary, which separates two consecutive bins will be clustered into different bins and this is an inevitable source of error in all histogram-based methods. The color quadratic distance [7] proposed in the context of QBIC system provides a solution to this problem by fusing the color bin distances into the total similarity metric. This formulation allows the comparison of different histogram bins with some inter-similarity between them; however it underestimates distances because it tends to accentuate the color similarity [20] . Furthermore, Po and Wong in a recent study [17] show that it does not match the human color perception well enough and may result incorrect ranks between regions with similar salient color distributions. Hence it gives even worse results than the naïve p L metrics on some particular cases.
In order to solve the problems of the color histograms applying such a static quantization scheme, various DC descriptors [1] , [5] , [11] , [13] , etc., using dynamic quantization with respect to image color content are developed. DCs, if extracted properly according to aforementioned color perception rules, can indeed represent the prominent colors in any image. They have a global representation, which is compact and accurate and they are also computationally efficient since only few colors that are usually present in a natural image and perceivable by a naked human eye are described. Although the true DCs, which are extracted via such perceptually oriented scheme with the proper metric can address the aforementioned problems of color histograms, global color properties (DCs and their coverage areas) alone are not enough for characterizing and describing the real color composition of an image since they all lack the crucial information of spatial relationship among the colors. In other words, describing "what" and "how much" color is used will not be sufficient without specifying "where" and "how" the (perceivable) color components (DCs) are distributed within the visual scenery. Especially in large image databases, this is the main source of erroneous retrievals, which makes "accidental" matches between images with "similar" global color properties; however different in the color distribution. There are several approaches to address this problem such as [6] , [20] , [14] , etc., all of which apply fixed partitioning and use the block positions alone for matching. Therefore, such methods become strictly domain dependant solutions since they cannot provide any reliable description for SCD in general.
One of the most promising approach among all SCD descriptors is the color correlogram [8] , which is a table where the k th entry for the color histogram bin pair (i, j) specifies the probability of finding a pixel of color-bin j at a distance k within a maximum range d, from a pixel of color-bin i in an image I with dimensions W x H. Accordingly, Ma and Zhang [10] , conducted a comprehensive performance evaluation among several global/spatial color descriptors for CBIR and reported that correlogram achieves the best retrieval performance among the others, such as color histograms, Color Coherence Vector (CCV) [15] , color moments, etc. However, the computation complexity is a critical factor for the feasibility of correlogram. The naïve algorithm to compute correlogram takes bytes, is also proposed in [8] . Nowadays digital image technology offers several mega-pixel (Mpel) image resolutions. For a conservative assumption, consider a small size database with only 1000 images each of which in only 1 Mpel resolution. So without loss of generality, assume W,H~1000 respectively. In such image dimensions, any d setting less than 100 pixels would be too small for characterizing the true SCD of the image -probably describing only a thin layer of adjacent colors (i.e. colors that can be found within a small range). Assume the lowest range setting: d=100 even with such "minimal" settings, the naïve algorithm will require ~) 10 (
computations. Even with the fast computers, an infeasible time is required to index even a small database. The only alternative is to use the fast algorithm. With the typical quantization for RGB color histogram (i.e. 8x8x8=512 bins), the fast algorithm will speed up the process around 25 times; however, it will also require a massive memory, (> 400Gb per image) and this time neither decimation, nor drastic reduction on the range will make it feasible. Furthermore, its massive storage requirement is another serious bottleneck of the correlogram. Note that for the minimal range (d=100) and typical quantization settings (i.e. 8x8x8 RGB partitions), the amount of required space for the feature vector storage of a single image is above 400Mb. To make it work, the range value has to be reduced drastically along with using a much coarser quantization (4x4x4 bins or less). Unfortunately with such settings, recall the problems of coarse quantization of color histograms and such a diminished range setting. The only alternative is computing autocorrelogram instead of correlogram, which is eventually recommended and used in [8] ; however without characterizing spatial distribution of distinct colors with respect to each other, the true SCD cannot be accurately described.
Apart from such severe feasibility problems, correlogram has several limitations and drawbacks. The first and the foremost is its pixel-based structure, which characterizes the color proximities in pixel level. Such a high-resolution description not only makes it too complicated and infeasible to perform, it also becomes meaningless with respect to HVS color perception rules simply because individual pixels do not mean much for human eye. As an example, consider a correlogram description such as "the probability of finding a red pixel in a 43 pixel proximity of a blue pixel is 0.25" and so what difference does it make to have this probability in 44 or 42 pixels proximity for human perception? Furthermore, since correlogram is a pixel level descriptor working over RGB color histogram, the outliers, both in color and spatial domains will cause the aforementioned feasibility problems on computational (memory and speed) cost and storage, which makes correlogram inapplicable in many cases or significantly degraded and limited so as to make it feasible again. Finally using the probability alone, makes the descriptor insensitive from the dominance of the color or its area (weight) in the image. This is basically due to the normalization by the amount (weight or area) of color and such an important perceptual cue is lacking in correlogram's description. This might be a desirable property to find the similar images simply "zoomed" as in [8] , and hence the color areas significantly vary but the distance probabilities do not; however it also causes severe mismatches especially in large databases since the probability of the pair-wise color distances might be same or close independent of their area in the image and hence regardless of their dominance (be them DCs or outliers).
The Proposed Color Descriptor
Under the light of earlier discussion, the proposed color descriptor is designed to address the drawbacks and problems of the color descriptors, particularly the correlogram. In order to achieve this, it is mainly motivated from human color perception rules and therefore, global and spatial color properties are extracted and described in a way HVS perceives them.
Formation of the Color Descriptor
We adopt a DC extraction algorithm similar to one in [5] where the method is entirely designed with respect to HVS color perceptual rules and configurable with few thresholds, 
. During the back-projection phase, the DC, which has the closest centroid value to a particular pixel color, will be assigned to that pixel. As a natural consequence of this process, spatial outliers can emerge. They are nothing but the isolated pixel(s), which are not populated enough to be perceivable and therefore, should be eliminated before extracting the spatial color features for characterizing the SCD of the image. Due to the perceptual approach based on the Gestalt rule, "Humans see the whole before its parts", a top down approach such as quadtree decomposition can process the "whole" first, meaning the largest blocks possible, which can be described (and perceived) by a single DC, before going into its "parts". Due to its topdown structure, it is not degraded from the aforementioned problems that pixel-based approaches usually do and starting from the entire image where DCs are already back-projected it extracts the largest "rectangular" blocks, which makes further analysis easier and more efficient than the arbitrary shape regions. Two parameters are used to configure the quad-tree: 
The QT decomposition of a (back-projected) image I can then be initiated by calling QuadTree (I, 0) and once the process is over, each QT block carries the following data: its depth ) and perhaps some other DCs, which are eventually some spatial outliers due to their minority. In order to remove those spatial outliers, a QT backprojection of the major DC into its host block is sufficient. The final scheme where outliers in both color and spatial domains are removed and the (major) DCs are assigned (back-projected) to their blocks can be conveniently used for further (SCD) analysis to extract spatial color features. Note that QT blocks can vary in size depending on the depth, yet even the smallest (highest depth) block is large enough to be perceivable and carry a homogenous DC. So instead of performing pixel-level analysis such as in correlogram, the uniform grid of blocks in the highest depth (
) can be used for characterizing the global SCD and extracting the spatial features in an efficient way. A proximity grid represents the inter-occurrence of one DC with respect to another over a 2D (proximity) grid from which both distance and direction information can be obtained. Note that inter-color distances are crucial for characterizing the SCD of an image; however, the direction information may or may not be useful depending on the content. For example, the direction information in "17% of red is 8 units (blocks) right of blue" is important for describing a national flag picture (and hence the content) but "One black and one white horse are running together on a green field" is sufficient to describe the content without any need to know the exact directional order of black, white and green. 
). Although L can be set as N-1 for a full-range representation, it is, however, a highly redundant setting since 2 N L ≥ cannot be fit exactly for any block without exceeding the image (block) boundaries. Therefore, 2 N L < would be a reasonable choice for L. This process is illustrated on a sample image shown in Figure  1 . During the raster-scan of uniform blocks, the block with white DC updates only three proximity grids (white to white, brown and blue) since those DCs can only be found within the range of computations, which are 10000 times less when compared to correlogram with a minimal range setting (i.e. 10% of image dimension range). In fact the real speed enhancement is much more than that since the computations in correlogram involves several additions, multiplications and worst of all, divisions (which are hundreds of times costlier than additions) for probability computations whereas proximity grid computation only requires incrimination, which is less costlier than even addition operations. The memory space requirement is in ) . 16 ( cost of computing full-range proximity grid and therefore, it is recommended to employ the typical grid dimension range (e.g.
) to reduce this cost to an acceptable level.
Similarity Distance Computation via Penalty-Trio Model
In a retrieval operation in MUVIS, a particular feature of the query image, Q, is used for (dis-) similarity measurement with the same feature of a database image, I. Repeating this process for all images in the database, D, and ranking the images according to their similarity distances yield the retrieval result. The proposed color descriptors of Q and I contain both global and spatial color properties. Let Typically φ P contributes a certain color distance as a natural consequence of mismatching colors between Q and I, yet the rest of the distance will occur from the cumulated difference from the properties of matching colors (due to global or spatial properties). This is, however, not straightforward to compute since one DC in Q can match one or more DCs in I (or vice versa). One solution is to apply color quadratic distance [7] to fuse DC distances into the total similarity metric; however besides its serious drawbacks mentioned earlier, this formulation can be applied only to distance calculation from global DC properties and hence cannot address how to fuse SCD distances (from proximity grid each individual DC pair). Another option is enforcing oneto-one DC matching, i.e. one DC alone in Q can match to a single DC in I by choosing the best match and discarding the other matches. This, as well, induces serious errors due to the following fact: DC extraction is nothing but a dynamic clustering algorithm in color domain and due to the variations in color composition of the scenery or its pre-fixed parameters (thresholds), it can result over-or under-clustering. Therefore, similar color compositions can be clustered into different number of DCs and enforcing one-to-one matching misses a certain part of matching DCs from both global and spatial similarity computation and erroneous results occur. In order to provide a solution to the problem of one-to-one matching and compute G P 
Experimental Results
Forming the whole process as a Feature eXtraction (FeX) module into MUVIS framework [9] , allows us to test the mutual performance in the context of multimedia indexing and retrieval. The experiments are performed to compare retrieval (via QBE) performances within image databases indexed by the proposed and competing (Correlogram and MPEG-7 DCD) FeX modules using the ground-truth methodology. We form a Corel database, Corel_10K, which contains 10000 medium resolution (384x256 pixels) images from diverse contents such as wild life, city, buses, horses, mountains, beach, food, African natives, etc. In order to measure the retrieval performance, we used an unbiased formulation of Normalized Modified Retrieval Rank (NMRR(q)), which is defined in MPEG-7 as the retrieval performance criteria per query (q). A MUVIS application, DbsEditor, dynamically uses the respective FeX modules for feature extraction to index Corel database with the aforementioned parameters. Afterwards, MBrowser application is used to perform similarity-based retrievals via QBE operations. A query image is chosen among the database items to be the "Example" and a particular FeX module (e.g. MPEG-7 DCD ) is selected to retrieve and rank the similar (based on color) images using only the respective (MPEG-7 DCD) features and an appropriate distance metric implemented within the FeX module. 
Conclusions
The color descriptor presented in this paper characterizes the perceptual properties of the color composition in a visual scenery in order to maximize the description power. In other words, the so-called outliers, which are the unperceivable color elements, are discarded for description efficiency using a top-down approach during extracting global and spatial color properties. In this way severe problems and limitations of traditional pixel based methods are effectively avoided and in spatial domain only the perceived (visible) color components can be truly extracted using QT decomposition. During the retrieval phase, one-tomany color matching is performed in order to apply the penalty-trio model over matching (and possibly fused) DC sets. This greatly reduces the faulty mismatches and erroneous similarity distance computations. Penalty-trio computes the normalized differences in both spatial and global color properties and combines all so as to yield a complete comparison between two color compositions. The proposed descriptor is configurable, efficient, applicable even to large image databases and addresses the infeasibility problems and efficiency drawbacks of correlogram. Experimental results approve the superiority of the proposed descriptor over the competing methods in terms of discrimination power and retrieval performance.
