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Abstract 
Abhyankar, S.S. and S.B. Joshi, Generalized roinsertive correspondence between multi- 
tableaux and multimonomials, Discrete Mathematics 90 (1991) 111-135. 
By generalizing the Robinson-Schensted-Knuth insertion procedure, we establish a bijective 
correspondence between the set of certain types of bitableaux over totally ordered sets and the 
set of indexed monomials satisfying certain constraints. As a consequence we show that the 
Straightening Law of Doubilet-Rota-Stein is not valid in the case of ‘higher dimensional’ 
matrices. In greater detail: In the classical two dimensional case, the said Law says that the 
standard monomials in the minors of a (rectangular) matrix X, which correspond to standard 
bitableaux, form a vector space basis of the polynomial ring K[X] in the indeterminate entries 
of X over the coefficient field K. Now we may ask what happens to this when we consider 
‘higher dimensional’ matrices by using cubical, 4-way,. , q-way determinants which were 
already introduced by Cayley in 1843. In the present paper we show that, for q > 2, the 
standard monomials in the multiminors of the multimatrix X do not span the polynomial ring 
K[X]; in a forthcoming paper it will be shown that they are linearly independent over K. 
1. Introduction 
Let X be an m’(l) by m’(2) matrix whose entries X, are independent 
indeterminates over a field K and let K[X] be the ring of polynomials in these 
m’(l)m’(2) indeterminates. A p by p minor of X can be represented by the row 
indices l<a(l, l)<a(l, 2)~. . - < ~(1, p) G m’(l) and the column indices 1 s 
42, 1) < u(2, 2) -=z . . . < ~(2, p) c m’(2). Such a pair of strictly increasing sequen- 
ces of positive integers of same (finite) length p may be called a bivector whose 
length is p and which is bounded by m’ = (m’(l), m’(2)); such a bivector may be 
denoted as a = u(k, i)lGk5z,lGi5P; if u’ is another bivector whose length is p’ and 
which is bounded by m’ then we write a ~a’ to mean that p 2~’ and 
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a(k, i) < a’(k, i) for k = 1, 2 and i = 1, 2, . . . , p’. A Young bitableau T bounded 
by m’, i.e., a finite sequence of bivectors bounded by m’, can be made to 
correspond to the product of the corresponding minors of X, i.e., to a certain 
monomial in the minors of X. This monomial is said to be standard if the 
bitableau T is standard, i.e., if T is a finite nondecreasing sequence of bivectors. 
Then we have the Standard Basis Theorem, which says that the set of standard 
monomials in the minors of X, corresponding to standard bitableaux bounded by 
m’, gives a K-vector-space-basis of K[X]. The Standard Basis Theorem was first 
proved by Doubilet-Rota-Stein in [9] where they call it the Straightening Law. 
This law has proved to be of much significance in some aspects of Algebraic 
Geometry and Invariant Theory. Some other proofs of this law may be found in 
Abhyankar [3], Abhyankar-Kulkarni [4], Abhyankar-Ghorpade [7], Deconcini- 
Eisenbud-Procesi [8] and Desarmenian-Kung-Rota [9]. The proof of the 
Straightening Law in Abhyankar [3] is based on the fact that stab(2, m’, p, a, V) 
and mon(2, m’, p, a, V) have the same cardinality where, for any positive integer 
V, by stab(2, m’, p, a, V) we denote a certain finite set of standard bitableaux 
determined by m’, a, V, and by mon(2, m’, p, a, V) we denote the exponent 
system of a certain finite set of ‘indexed’ monomials in the m’(l)m’(2) 
indeterminates Xii determined by m’, a, V. The fact that stab(2, m’, p, a, V) and 
mon(2, m’, p, a, V) have the same cardinality was proved in Theorem 9.9 of 
Abhyankar [3] by enumeration, and in Remark 9.10 of Abhyankar [3] it was 
suggested that a bijective proof of this could be found; such a bijective proof has 
now been given in Abhyankar-Kulkarni [4]. It may be noted that [l] is a 
precursor of [3] whereas [2] provides a summary of [3]. 
To generalize the above matter to higher dimensions, let us consider a 
multimatrix X of any dimension q and size m’ = (m’(l), m’(2), . . . , m’(q)), i.e., 
a higher dimensional matrix 
X = (Xrcr, _.., r(q))l+k)Q?l’(k), fork=1,2 ,..., q 
whose entries constitute a system of m’(l)m’(2) * * * m’(q) independent inde- 
terminates over a field K and let K[X] be the ring of polynomials in these 
indeterminates. Now a multiminor of size p of X can be represented by a 
multivector a of width q whose length is p and which is bounded by m’, i.e., by a 
multisequence of positive integers a(k, i)lsksq,lGisp such that a(k, i) < a(k, i + 1) 
for k = 1,2,. . . , q and i = 1,2,. . .,p-1 and a(k,p)sm’(k) for k= 
1, 2, . . . ) q; if a’ is another multivector of width q whose length is p’ and which is 
bounded by m’ then we write a G a’ to mean that p ap’ and a(k, i) c a’(k, i) for 
k = 1,2, . . . , q and i = 1,2, . . . , p’. Correspondingly, a monomial in the multi- 
minors of the multimatrix X can be represented by a tableau T of width q 
bounded by m’, by which we mean a finite sequence T[l], T[2], . . . , T[d] of 
multivectors of width q which are bounded by m’; the tableau T is said to be 
standard if T[l] s T[2] 6. . . G T[d]. For any positive integer V, by 
stab(q, m’, p, a, V) we denote a certain finite set of standard multitableaux 
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determined by q, m’, a, V, and by mon(q, m’, p, a, V) we denote the exponent 
system of a certain finite set of ‘indexed’ monomials in the m’(l)m’(2) . * * m’(q) 
indeterminates Xro),rC2),...,rCq) determined by q, m’, a, V. Detailed definitions of 
the sets stab(q, m’, p, a, V) and mon(q, m’, p, a, V) are given in Section 2 of 
Abhyankar [3]. 
The notion of tableaux over integers can be easily generalized to tableaux over 
totally ordered sets. In greater detail: Let m = m(k),sksq be a sequence of totally 
ordered sets. A multisequence a(k, i),~ksq,Iri~p with a(k, i) E m(k) for k = 
1, 2, . . . ) q and i = 1,2, . . . , p such that a(k, i) < a(k, i + 1) for k = 1, 2, . . . , q 
and i = 1,2, . . . , p - 1 may be called a multivector of type (q, m) whose length is 
p; if a’ is another multivector of type (q, m) whose length is p’ then we write 
asa’ to mean that pap’ and a(k,i)Ca’(k,i) for k=l,2,...,q and i= 
1,2,. . . , p’. A finite nondecreasing sequence of multivectors of type (q, m) will 
give a standard tableau of type (q, m). For any positive integer V, by 
stab(q, m, p, a, V) we denote a certain finite set of standard tableaux of type 
(q, m) determined by m, a, V, and by mon(q, m, p, a, V) we denote the 
exponent system of a certain finite set of ‘indexed’ monomials in the indetermin- 
ates X,,, where y ranges over cub(q, m), determined by m, a, V, where cub(q, m) 
is the set of all sequences y =y(k)lsksq with y(k) E m(k) for k = 1, 2, . . . , q. 
Detailed definitions of stab(q, m, p, a, V) and mon(q, m, p, a, V) are given in 
Section 3 of this paper. It may be noted that these definitions reduce to the 
previous definitions in case, for k = 1, 2, . . . , q, the ordered set m(k) coincides 
with the set of all integers between 1 to m’(k). As an important technique, given 
any integer k between 1 and q, to any multivector a of type (q, m) and a standard 
tableau T of type (q, m), in Section 3 we respectively associate a bivector of type 
(2, B,(m)) and a standard bitableau of type (2, B,(m)), where B,(m)(l) = m(k) 
and B,(m)(2) is the set of all sequences of q - 1 tuples with entries in m(l), 
m(2), . . . , m(k - l), m(k + l), . . . , m(q) ordered lexicographically. 
As said above, in Theorem 9.9. Abhyankar [3] it was proved that, in case of 
q = 2, the two sets stab(q, m’, p, a, V) and mon(q, m’, p, a, V) have the same 
cardinality, where m’ is a pair of positive integers, and in Theorem 9.16 of 
Abhyankar-Kulkarni [4], a bijective proof of this was given. One aim of this 
paper is to establish a bijection between stab(q, m, p, a, V) and 
mon(q, m, p, a, V) where q = 2 and m is a pair of any totally ordered sets. The 
said bijection is obtained by generalizing the RSK correspondence, i.e., the 
correspondence given by Robinson [12], Schensted [ 131 and Knuth [ll]. The RSK 
correspondence is based on the procedures of inserting a positive integer in a 
standard unitableau and deleting a positive integer from it. In Sections 8 and 9 of 
Abhyankar-Kulkarni [4], the notions of roinsertion and rodeletion for bitableaux 
over integers are described. We shall extend these insertion and deletion 
procedures along rows for tableaux over any totally ordered sets in Section 6. In 
Section 5 we relate tableaux over totally ordered sets to tableaux over integers. In 
Section 4 we consider the lattice of multivectors over totally ordered sets, and in 
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terms of it we define the vectorial GLB (= greatest lower bound) of a 
multisequence over totally ordered sets, and in Section 6 we prove that the 
vectorial GLB of the lexical associate of a monomial is equal to the first row of 
the tableau obtained by roinsertion. By generalizing the RSK correspondence in 
some other way, in Abhyankar-Joshi [5] we have constructed a map from the set 
stab(q, m’, p, a, V) to the set mon(q, m’, p, a, V) which is surjective but not 
injective for q = 1, bijective for q = 2, and injective but not surjective for q > 2. 
As a consequence of the bijection given in Section 6, in Section 7 we shall 
obtain a certain injective correspondence from the set mon(q, m) to the set 
pab(q, m) for q > 2; it will turn out that under this correspondence the image of 
mon(q, m) properly contains stab(q, m) and the image of mon[[q, m, V]] 
properly contains stib(q, m, V) for every integer V > 1; moreover, given any 
positive integer p, the image of mon(q, m, p) properly contains stab(q, m, p) and 
the image of mon[q, m, p, V] properly contains stab[q, m, p, V] for every integer 
V > 1. As a consequence, in Section 8 we shall prove that for dimension greater 
than two, the set of standard monomials in the multiminors of the multimatrix X, 
corresponding to standard multitableaux, although independent, (which is proved 
in [7]), does not span the polynomial ring K[X]. Other proof of this can be found 
in Abhyankar-Joshi [5] and Abhyankar-Joshi [6]. 
2. General terminology 
We shall use the terminology introduced in Subsections 2.1 to 2.4 of 
Abhyankar [3] and that introduced in Sections 1 and 2 of Abhyankar-Kulkarni 
[4]. In the next three sections we shall introduce some more terminology. 
3. Temrlnology for tableaux over partially ordered sets 
By a partial (resp. total) type m of length q, where q is a positive integer, we 
mean a sequence m(l), m(2), . . . , m(q) of partially (resp. totally) ordered sets. 
In the rest of this section let m be a partial type of length q, where q is some 
positive integer. 
Given any nonnegative integer p, by a premultivector a of type (q, m) and 
length p we mean a multisequence a(k, i)lsksg,IrisP with a(k, i) E m(k) for 
k = 1,2,. . . , q and i = 1,2, . . . , p. By a premultivector u of type (q, m) we 
mean a premultivector of type m and length p for some nonnegative integer p, 
and we then write len(a) =p; by pre(q, m) we denote the set of all premultivec- 
tors of type (q, m). For any a and a’ in pre(q, m) we define a =Z a’ to mean that 
len(a) 2 len(a’) and a(k, i) s a’(k, i) for all k E [l, q] and i E [l, len(a’)] and we 
note that this is a partial order on pre(q, m). For any a and a’ in pre(q, m), we 
define a<*~’ to mean that 0# len(a) s len(a’) and a(k, i) < a’(k, i) for all 
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k E [l, q] and i E [l, len(a’)], and we define a S* a’ to mean that either a = a’ or 
a <*a’ and we note that this is also a partial order on pre(q, m). By cub(q, m) 
we denote the set of all sequences y =y(k)lrkrq with y(k) E m(k) for all 
k E [l, q]; we call cub(q, m) the cube of type (q, m). For every a E pre(q, m) and 
i E [l, len(u)], by a[‘] 1 we denote the unique member of cub(q, m) such that 
u[i](k) = u(k, i) f or all k E [l, q]. By a multivector (resp. comultivector, 
unticomultivector) of type (q, m) we mean a premultivector a of type (q, m) such 
that u(k, i) < u(k, i + 1) (resp. u(k, i) =Z u(k, i + l), u(k, i) 3 u(k, i + 1)) for all 
k E [l, q] and i E [l, len(u) - 11. By vec(q, m) (resp. covec(q, m), acovec(q, m)) 
we denote the set of all multivectors (resp. comultivectors, anticomultivectors) of 
type (q, m). Given any nonnegative integer p, by pre(q, m, p) (resp. 
vec(q, m, p), covec(q, m, p), acovec(q, m, p)) we denote the set of all premul- 
tivectors (resp. multivectors, comultivectors, anticomultivectors) of type (q, m) 
and length p. By veG(q, m) we denote the unique member of vec(q, m, 0). 
Given any k E [l, q], we define k(m) to be the partial type of length 1 obtained 
by putting k(m)(l) = m(k) and we note that k(m) may be called the kth side of 
m. Given any a E pre(q, m) we define k(u) E pre(1, k(m), len(u)) by putting 
k(u)(l, i) = u(k, i) f or all i E [l, len(u)] and we note that k(u) may be called the 
kth side of a. Given any a E pre(q, m), we define op(u) E pre(q, m, len(u)) by 
putting op(u)(k, i) = u(k, len(u) + 1 - i) for all k E [l, q] and i E [l, len(u)] and 
we note that op(u) may be called the opposite of a. 
Given any k E [l, q], we define a partial type B,(m) of length 2 by putting 
B,(m)(l) = m(k) and B,(m)(2) = the set of all sequences c = c(j)j,zll,ql\tk) with 
c(j) E m(j) for all j E [l, q]\(k) w h ere we partially order B,(m)(2) lexicograph- 
ically, i.e., if c’ =~‘(j)j~l~,~,,{~) is any other sequence with c’(j) cm(j) for all 
j E [l, q]\(k), then: c Cc’ethere exists e E [l, q]\(k) such that c(e) < c’(e) and 
c(j) = c’(j) for all j E [l, e]\(k); we call B,(m) the kth biussociute of m, and 
we note that if m is a total type then so is B,(m). In case q > 1, given any 
k E [l, q] and a E pre(q, m), we define B,(u) E pre(2, B,(m), len(u)) by putting 
B,(u)(l, i) = u(k, i) f or all i E [l, len(u)], and B,(u)(2, i)(j) =u(j, i) for all 
i E [l, len(u)] and j E [l, q]\(k); we call B,(u) the kth biussociute of a, and we 
note that if a belongs to vec(q, m) (resp. covec(q, m), acovec(q, m)), then B,(u) 
belongs to vec(2, B,(m)) (resp. covec(2, B,(m)), acovec(2, B,(m)). In case 
q > 1, given any k E [l, q] and y E cub(q, m), we define B,(y) E cub(2, B,(m)) by 
putting &.(y)(I) = y(k) and B,(y)(2)(j) =y(j) for all je [l, q]\(k); we call 
B,(y) the kth biussociute ofy. In case q > 1, given any k E [l, q], clearly we get 
bijective maps 
BVk,,: pre(q, ml+ pre(2, Bk(m)) 
and 
BUk,m : cub(q, m)* cub(2, B,(m)) 
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by putting 
BV,,(a) = B,Ja), for all a E pre(q, m) 
and 
BUk,,Jy) = h(y), for all y E cub(q, m). 
and by 
VBk,, : pr42, &b))+ pre(q, ml 
and 
UBk,, : cub(2, B,(m)) + cub(q, m) 
we denote the respective inverses of the said bijective maps BVk,, and BUk,,. 
Given any nonnegative integer d, by a pretableau T of type (q, m) and depth d 
we mean a sequence T[ellzesd with T[e] E Pre(q, m), for e = 1, 2, . . . , d. By a 
pretubleau of type (q, m) we mean a pretableau of type (q, m) and depth d for 
some nonnegative integer d, and we then write dep(T) = d. Given any pretableau 
T of type (q, m), firstly we introduce the length of T which we denote by len(T) 
and which we define by putting 
max{len( T[e]) : e E [l, dep( T)] 
len(T) = (0 
if dep( T) # 0, 
if dep(T) = 0. 
Secondly we introduce the area of T which we denote by are(T) 
define by putting 
are(T) = c WTkl) 
and thirdly, for any u E pre(q, m) we define 
a < T to mean a s T[e] for all e E [l, dep( T)] 
and which we 
and we may express this by saying that T is predominated by a. Fourthly, for 
every k E [l, q] we define k(T) to be the unique pretableau of type (1, m) such 
that dep(k(T)) = dep(T) and k(T)[e] = k(T[e]) for all e E [l, dep(T)], and we 
note that k(T) may be called the kth side of T. 
By a tableau of type (q, m) we mean a pretableau T of type (q, m) such that 
T[e] E vec(q, m) for all e E [l, dep(T)]. G iven any tableau T of type (q, m), we 
say that T is quasz&zndurd if T[e] s T[e + l] for all e E [l, dep(T) - 11, and we 
say that T is standard if T is quasistandard and len(T[e]) > 0 for all e E 
[l, dep(T)]. By pab(q, m) (resp. tab(q, m), qtab(q, m), stab(q, m)) we denote 
the set of all pretableaux (resp. tableaux, quasistandard tableaux, standard 
tableaux) of type (q, m). Given any integer d, by pid(q, m, d) (resp. tid(q, m, d), 
qtid(q, m, 4, stid(q, m, 4) we denote the set of all pretableaux (resp. tableaux, 
quasistandard tableaux, standard tableaux) T of type (q, m) and depth d. Given 
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any integer V, by pib(q, m, V) (resp. tib(q, m, V), qtib(q, m, V), stib(q, m, V)) 
we denote the set of all pretableaux (resp. tableaux, quasistandard tableaux, 
standard tableaux) T of type (q, m) such that are(T) = V. Given any nonnegative 
integer p, firstly by pab(q, m, P) (rev. tab(q) m, p), qtab(q, m, p), 
stab(q, m, p)) we denote the set of all pretableaux (resp. tableaux, quasistandard 
tableaux, standard tableaux) T of type (q, m) such that len(T) <p, and secondly, 
for every integer V, by pab[q, m, p, V] (resp. tab[q, m, p, V], qtab[q, m, p, V], 
stab[q, m, p, V]) we denote the set of all pretableaux (resp. tableaux, quasistan- 
dard tableaux, standard tableaux) T of type (q, m) such that len(T) sp and 
are(T) = V, and thirdly, for every a E pre(q, m, p), by pab(q, m, p, a) (resp. 
tab(q, m, p, a), qtab(q, m, p, a), stab(q, m, p, a)) we denote the set of all 
pretableaux (resp. tableaux, quasistandard tableaux, standard tableaux) T of type 
(q, m) such that a d T, and fourthly, for every a E pre(q, m, p) and every integer 
V, by pab(q, m, p, a, V) (rev. tab(q) m, p, a, V), qtab(q, m, p, a, V), 
stab(q, m, p, a, V)) we denote the set of all pretableaux (resp. tableaux, 
quasistandard tableaux, standard tableaux) T of type (q, m) such that a s T and 
are(T) = V. By stab,,(q, m) we denote the unique member of stid(q, m, 0). 
Given any T E stab(q, m) and given any positive integer e, by [T, e] we denote 
the unique member of vec(q, m) such that 
len(T[e]) 
len([T, el) = IO if e E [l, dep(T)], 
if e E N*\[l, dep(T)] 
and 
[T, e](k, 4 = T[el(k, i), f or all k E [l, q] and i E [l, len([T, e])] 
and by (T, e) we denote the unique member of covec(q, m) such that 
len((T, e)) = card({i E [1, dep(T)]: len(T[i]) Se}) 
and 
(T, e)(k, i) = T[i](k, e) f or all k E [l, q] and i E [l, len((T, e))] 
and we remark that (T, e) may be called the eth column of T, and we note that 
for all e E [l, len(T)] we have len(( T, e)) # 0, and for all e E [l, len(T) - l] we 
have (T, e) < * (T, e + 1). Conversely, given any nonnegative integer d and given 
any T,<*T,<*-.. <* Td in covec(q, m)\{vec,,(q, m)}, clearly there exists a 
unique T in stab(q, m) with len(T) = d such that (T, e) = T, for all e E [l, d]. 
By rec(q, m) we denote the set of all pairs (k, j) with k E [l, q] and j E m(k); 
we call rec(q, m) the rectangle of type (q, m). By a protovecfor of type (q, m) we 
mean a mapping t: rec(q, m) -+N which, to each k E [l, q] and j Em(k), 
associates t(k, j) E N, and by proc(q, m) we denote the set of all protovectors of 
type (q, m). For any a E pre(q, m), we introduce the vectorial content of a which 
we denote by con[u] and which we define by saying that con[u] is the unique 
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member of proc(q, m) such that for all k E [l, q] and j E m(k) we have 
con[a](k, j) = card({i E [l, len(a)]: a(k, i) =j}). 
For any T E pab(q, m), we introduce the content of T which we denote by con(T) 
and which we define by saying that con(T) is the unique member of proc(q, m) 
such that for all k E [l, q] and j E m(k) we have 
con(T)& j) = c con[T[ellW, i). 
e~[l.dep(T)l 
For any map t : cub(q, m) + N, we put 
supp(t) = {Y E cub(q, m): t(y) # 01 
and if supp(t) is a finite set then we put 
where supp and abs are meant to suggest support and absolute value respectively. 
By mon(q, m) we denote the set of all maps t : cub(q, m)+ N such that supp(t) is 
a finite set and we remark that members mon(q, m) may be called 
protomonomials on cub(q, m) where the word protomonomial is meant to suggest 
the exponent system of a monomial; for example: if (Xy)yccub~q,m~ is a family of 
indeterminates then 
rI Y Xl(Y) 
y=ub(q,m) 
is the monomial corresponding to t. Given any t and t’ in mon(q, m), we define 
t’ <t to mean that, in the above notation, the monomial corresponding to t is 
divisible by the monomial corresponding to t’, i.e., to mean that r’(y) s t(y) for 
all y E cub(q, m), and we remark that this makes mon(q, m) into a lattice. For 
every w E pre(q, m) we define mos[w, m] to be the unique element in mon(q, m) 
such that in the above notation we have 
n Xw[., = n xymoslwJ+), 
iE[l,h(W)] yecub 
i.e., such that for all y E cub(q, m) we have 
mos[w, m](y) = card({i E [l, len(w)]: w[i] =y}) 
and we remark that mos[w, m] may be called the monomial associate of (w, m). 
For any finite subset Y of cub(q, m), by ind(Y) we denote the largest 
nonnegative integer j for which there exist elements yr, . . . , yj in Y such that 
y,(k) <yi+I(k) for all i E [l, j - l] and k E [l, q]; we call ind(Y) the index of Y. 
For every nonnegative integer V we put 
mon[[q, m, V]] = {t E mon(q, m): abs(t) = V}. 
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Given any nonnegative integer p, firstly we put 
mon(q, m, p) = {t E mon(q, m): ind(supp(t)) sp}, 
secondly, for every nonnegative integer V we put 
mon[q, m, p, V] = {t E mon(q, m, p): abs(t) = V}, 
thirdly, for every a E vec(q, m, p) we put 
mon(q, m, p, a) = {t E mon(q, m, p): for all k E [l, q] and i E [l, len(a)] 
we have ind({y E supp(t): y(k) < a(k, i)}) < i}, 
and fourthly for every a E vec(q, m, p) and every nonnegative integer V we put 
mon(q, m, p, a, V) = {t E mon(q, m, p, a): abs(t) = V}. 
In case q > 1, given any k E [l, q] and T E pab(q, m), we define B,(T) to be 
the unique pretableau of type (2, B,(m)) such that dep(B,(T)) = dep(T) and 
B,(T)[e] = B,(T[e]) for all e E [l, dep(T)]; we call B,(T) the kth biassociute of 
T, and we note that if T belongs to tab(q, m) (resp. qtab(q, m), stab(q, m)) then 
l&(T) belongs to tab(2, B,(m)) (resp. qtab(2, B,(m)), stab(2, B,(m))). In case 
q > 1, given any k E [l, q] and t E mon(q, m), we define Bk(t) to be the unique 
element in mon(2, B,(m)) such that t(y) = Bk(f)(Bk(y)) for all y E cub(q, m); we 
call Ilk(f) the kth biassociate off. In case q > 1, given any k E [l, q], clearly we 
get bijective maps 
BTk,, : pWq, ml-+ paW, &(m)) 
and 
BMivn : mon(q, m) + mon(2, B,(m)) 
by putting 
BT,,(T) = B,(T), for all T E pab(q, m) 
and 
BM,,(t) = Bk(t), for all t E mon(q, m); 
and by 
TEL,,: pW2, &Am))-+ pab(q, m) 
M&c,, : mon(2, B,(m))-, mon(q, m) 
we denote the respective inverses of the said bijective maps BTk,, and BMk,,. 
In the following three lemmas we shall prove some inclusion relations 
concerning the above bijective maps. 
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Lemma 3.1. Assume that q > 1 and let there be given any k E [l, q]. Then we have 
the folio wing : 
(3.1.1) For every V E N, we have BM,,,(mon[[q, m, VI]) 1 mon[[2, 
&Am), VII. 
(3.1.2) For every p E N, we have BM+(mon(q, m, p)) 2 mon(2, B,(m), p). 
(3.1.3) For every V EN and p EN, we have BM+(mon[q, m, p, V]) 3 
mon[2, Mm), P, VI. 
(3.1.4) Zf q > 2 and for every 1 E [l, q] we have b(f) < c(l) for some b(l) and 
c(l) in m(l), then BM,,,(mon(q, m, 1)) 2 mon(2,Bk(m), 1). 
(3.1.5) Zf q >2 and for every I E [l, q] we have b(l) < c(l) for some b(I) and 
c(l) in m(f), then for every integer V > 1, we have BM,,,(mon[q, m, 1, V]) 3 
mon[2, Mm), 1, VI. 
Proof. For every t E mon(q, m), we clearly have abs(t) = abs(BM,,,(t)) and 
ind(supp(t)) s ind(supp(BMk,,(t))), w h ere the inequality about index follows by 
noting that if y,, yz, . . . , Yj are any elements in supp(t) with y,(l) Cyi+r(l) for all 
i E [l, i - l] and 1 E [l, q] then BUkJyl), . . . , BUk,,(yj) are elements in 
supp(BMAt)) with BU,,(yi)(l) < BU,,,(yi+r)(l) for all i E [l, j - l] and 1 E 
[l, 21. Hence we get (3.1.1) and (3.1.2). Next, (3.1.3) follows from (3.1.1) and 
(3.1.2). 
To prove (3.1.4) and (3.1.5), assume that q > 2 and for every 1 E [l, q] we have 
b(l) < c(l) for some b(I) and c(l) in m(I). Let there be given any integer V > 1. 
We shall find t E mon[q, m, 1, V] such that BM,+(t) $ mon[2, Bk(m), 1, V]. 
Since q >2, we can find k’ E [l, q]\(k). Let y; and y; be the elements in 
cub(q, m) such that y;(f) = b(Z) for every I E [l, q], y;(l) = c(l) for every 
1 E {k, k’}, and y;(l) = b(l) for every 1 E [l, q]\{k, k’}. We define t E mon(q, m) 
by taking: t(yi) = V - 1, t(yi) = 1, and t(y) = 0 for every y E cub(q, m)\{yi, yi>; 
now it is obvious that t E mon[q, m, 1, V], but BM+(t) $ mon[2, B,(m), 1, V]. 
By (3.1.2) clearly BM,,,(mon(q, m, 1)) 2 mon(2, B,(m), l), and by (3.1.3) 
obviously BM+(mon[q, m, 1, V]) 2 mon[2, B,(m), 1, V]; hence from the said 
existence oft we get (3.1.4) and (3.15). 0 
Lemma 3.2. Assume that q > 1 and let there be given any k E [l, q]. Then we have 
the following: 
(3.2.1) TBJstab(2, B,(m))) 2 stab(q, m). 
(3.2.2) For every V E N, we have TB,,,(stib(2, Bk(m), V)) 3 stib(q, m, V). 
(3.2.3) For every p E N, we have TB,,,(stab(2, B,(m), p)) 3 stab(q, m, p). 
(3.2.4) For every V EIW and p EN, we have TB,,(stab[2, &(m),p, VI)3 
stab[q, m, p, VI. 
Proof. The assertion follows by recalling that the bijective maps BT,,, and TB,,, 
are inverses of each other, and noting that for every T E stab(q, m) we 
have BT,,,( T) E stab(2, B,(m)), are(T) = are(BT,,,( T)), and len( T) = 
WBT+(T)). q 
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Lemma 3.3. Assume that q > 2 and for every 1 E [l, q] we have b(l) < c(l) for 
some b(l) and c(l) in m(I). Let there be given any k E [l, q]. Then we have the 
folio wing : 
(3.3.1) TBk,,(stab(2, B,(m))) 3 stab(q, m). 
(3.3.2) For every integer V >l, we have TB,,,(stib(2, Bk(m), V)) 3 
stib(q, m, V). 
(3.3.3) For every integer p > 1, we have TB,,,(stab(2, B,(m), p)) 3 
stab(q, m, p). 
(3.3.4) For every integer V > 1 and for every integer p > 1, we have 
T&,,(stab[2, B,(m), p, VI) 3 stab[q, m, P, VI. 
Proof. Let there be given any integer V > 1. We shall find T E stib(2, B,(m), V) 
such that len( T) = 2 and TB+( T) E pib(q, m, V)\stib(q, m, V). Since q > 2, we 
can find k’~[l, q]\(k). W e define T E stid(2, B,(m), V - 1) by taking: 
T[l](l, 1) = b(k), T[l](l, 2) = c(k), T[1](2, l)(f) = b(l) for every 1 E [l, q]\(k), 
T[1](2,2)(k’) = c(k’), T[1](2, 2)(l) = b(I) for every 1 E [l, ql\{k k’), 
T[e](l, 1) = b(k) f or every e E [2, V - 21, and T[e](2, l)(f) = b(f) for every 
1 E ]l, q]\(k) an d e E [2, V - 11; now it is obvious that T E stib(2, B,(m), V) such 
that len(T) = 2 and TB,,,(T) E pib(q, m, V)\stib(q, m, V); hence in view of 
Lemma 3.2, from the said existence of T we get (3.3.1) to (3.3.4). q 
Example 3.4. In connection with Lemma 3.1, we shall prove that the set 
BM,,,(mon(q, m, p, a)) may not contain the set mon(2, B,(m), p, B,(u)). To 
see this, let us take q = 3, k = 1, p = 2, and m(i) = [l, lo] for every i E [l, 31. We 
define u E vec(q, m, p) by taking: ~(1, 1) = 2, ~(1, 2) = 3, ~(2, 1) = 2, ~(2, 2) = 4, 
~(3, 1) = 2, and ~(3, 2) = 6. We define t E mon(q, m) by taking: t((2, 3, 4)) = 1, 
t((3, 5, 5)) = 1, and t(y) = 0 for every y E cub(q, m)\{(2, 3, 4), (3, 5, 5)). Now it 
is obvious that BM,&t) E mon(2, Bk(m), p, B,(u)) but t $ mon(q, m, p, a). 
4. Terminology for tableaux over totally ordered sets 
In this section let m be a total type of length q where q is some positive integer. 
Now, under the relation c defined in the previous section, pre(q, m) is a 
lattice, i.e., a partially ordered set in which every non-empty finite subset Y has a 
(unique) GLB (= greatest lower bound) and a (unique) LUB (= least upper 
bound), i.e., there exists a unique element GLB(Y) E pre(q, m) such that 
GLB( Y) s y, for all y E Y 
and such that 
[Y* E pre(q, m) and Y* <y for all y E Y] j Y* < GLB(Y), 
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and there exists a unique element LUB( Y) E pre(q, m) such that 
y s LUB(Y), for all y E Y 
and such that 
[Y* E pre(q, m) and y =Z Y* for all y E Y] + LUB(Y) =Z Y*. 
Indeed, GLB(Y) can be characterized by saying that it is the unique element in 
pre(q, m) such that 
len(GLB( Y)) = max{len(y): y E Y} 
and for all k E [l, q] and i E [l, len(GLB(Y))] we have 
GLB(Y)(k, i) = min{y(k, i): y E Y with len(y) 3 i}. 
Similarly, LUB( Y) can be characterized by saying that it is the unique element in 
pre(q, m) such that 
len(LUB(Y)) = min{len(y): y E Y} 
and for all k E [l, q] and i E [l, len(LUB(Y))] we have 
LUB(Y)(k, i) = max{y(k, i): y E Y}. 
In view of these characterizations it follows that, for every k E [l, q] we have 
k(GLB(Y)) = GLB({k(y): y E Y}) (4-l) 
and 
k(LUB(Y)) = LUB({k(y): y E Y}) (4.2) 
We claim that if Y cvec(q, m) then GLB(Y) E vec(q, m) and LUB(Y) E 
vec(q, m); to see this, given any k E [l, q] and i <j in [l, len(GLB(Y))], we can 
find A E Y such that len(A) 2 j and GLB(Y)(k, j) = A(k, j) and now we get 
GLB(Y)(k, i) s A(k, i) < A(k, j) = GLB( Y)(k, j), 
and similarly, given any k E [l, q] and i < j in [l, len(LUB(Y))], we can find 
B E Y such that LUB(Y)(k, i) = B(k, i) and now we get 
LUB(Y)(k, i) s B(k, i) < B(k, j) s LUB(Y)(k, j). 
Likewise, we claim that if Y c covec(q, m) then GLB(Y) E covec(q, m) and 
LUB(Y) E covec(q, m); to see this, given any kE[l,q] and i<j in 
[l, len(GLB(Y))I, we can find A E Y such that len(A) 2 j and GLB(Y)(k, j) = 
A(k, j) and now we get 
GLB(Y)(k, i) CA(k, i) SA(k, j) = GLB(Y)(k, j), 
and similarly, given any k E [l, q] and i < j in [l, len(LUB(Y))], we can find 
B E Y such that LUB(Y)(k, i) = B(k, i) and now we get 
LUB(Y)(k, i) s B(k, i) s B(k, j) s LUB(Y)(k, j). 
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Given any w E pre(q, m) and S c [l, len(w)], clearly there exists a unique 
increasing bijection [l, card(S)] ---, S, and we define S[w] E pre(q, m, card(S)) by 
saying that for all k E [l, q] and i E [l, card(S)] we have 
S[w](k, i) = w(k, image of i under the said increasing bijection) 
and we remark that S[w] may be called the subsequence of w induced by S. 
Given any w E pre(q, m), firstly we put 
suve(w) = {S c [l, len(w)]: S[w] E vec(q, m)} 
and we remark that a member of suve(w) may be called a subvector of w, and 
secondly we put 
veg(w) = GLB({S[w]: S E suve(w)}) 
and we note that 
v&w) E vec(q, m) 
and we remark that veg(w) may be called the vectorial GLB of w. Thirdly upon 
letting: 
1 
a = veg(w) and p = len(a) 
and W*(i) = {S E suve(w): card(S) 2 i} for all i E N 
and W(i) = {S E suve(w): card(S) = i} for all i E N 
we note that 
and 
W*(i) = 0 = W(i), for all i E N*\[l,p] (4.3) 
( 
for all k E [l, q] and i E [l, p] we have 
W*(i) #0 and a(k, i) = min{S[w](k, i): S E W*(i)} (4.4) 
and 
1 
for all k E [l, q] and i E [l, p] we have 
W(i) # 0 and a(k, i) = min{S[w](k, i): S E W(i)} (4.5) 
where (4.3) and (4.4) follow from the above characterization of GLB, whereas 
(4.5) follows from (4.4) by noting that, given any S E suve(w) and j E [l, card(S)], 
upon letting 3 to be the set of the first j elements of S (i.e., upon taking 3 c S 
such that card(S) = j and every element of 3 is less than every element of S\$), 
we get 3 E W(j) and s[w](l, i) = S[w](l, i). 
Given any w E pre(q, m) we introduce nonnegative integers inc(w) and dec(w) 
which we may call the length of the longest increasing (resp. decreasing) 
subsequence of w and which we define by saying that if len(w) = 0, then 
inc(w) =dec(w) =O, and if len(w) #O, then inc(w) (resp. dec(w)) equals the 
largest positive integer L for which there exists a sequence of integers 
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1 <i(l) <i(2) < * * - < i(L) c len(w) such that w(k, i(i)) < w(k, i(i + 1)) (resp. 
w(k i(i)) > w(k i(i + 1))) f or all k E [l, q] and i E [l, L - 11, and we note that 
clearly 
inc( w) = len(veg( w)) and dec( w) = len(veg(op( w))). (4.6) 
Given any t E mon(q, m), to characterize ind(supp(t)) and to find the smallest a 
in vec(q, m) such that t E mon(q, m, len(a), a), we define veg(t) E vec(q, m) by 
putting 
veg(t) = GLB( { w l vec(q, m): mos[w, m] G t}) 
and we remark that veg(t) may be called the vectorial GLB of t and we note that 
ind(supp(t)) = len(veg(t)) (4.7) 
and for any p E N and a E vec(q, m, p) we have 
t E mon(q, m, p, a) e a S veg(t). (4-S) 
5. Terminology for tableaux over integers 
Again in this section let m be a total type of length q where q is some positive 
integer. 
Given any a E pre(q, m), firstly we note that there exists a unique l[u] E N(q) 
such that for all k E [l, q] we have 
/[u](k) = card({u(k, i): i E [l, len(a)]}) 
and we remark that I[a] may be called the true length of a. Secondly we note that 
for each k E [l, q] there exists a unique order preserving bijective map 
na,k: [l, l[u](k)]+ {u(k, i): i E [l, len(u)]} 
and we remark that na,k may be called the normalizer at (a, k). Thirdly we note 
that there exists a unique n(a) E popre(q, 1[u], len(a)) such that 
n,,k(n(u)(k, i)) = u(k, i), for all k E [I, q] and i E [l, len(u)] 
and we remark that n(u) may be called the normalization at a. Fourthly we note 
that for every b E popre(q, I[a]) there exists a unique n,(b) E pre(q, m, len(b)) 
such that 
n,(b)(k i) = %k (b(k, i)), for all k E [l, q] and i E [l, len(b)] 
and we remark that n,(b) may be called the normalization of b at a. Fifthly we 
note that for every S E popab(q, /[a]) there exists a unique n,(s) E 
pid(q, m, dep(S)) such that for each e E [l, dep(S)] we have len(n,(s)[e]) = 
len(s[e]) and 
n,(S)[el(k i) = n,,dS[el(k i)>, f or all k E [l, q] and i E [l, len(s[e])] 
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and we remark that n,(S) may be called the normalization of S at a. Sixthly we 
note that obviously, 
if S E tab(q, l[a]), then n,(S) E tid(q, m, dep(S)), 
whereas, 
(5.1) 
if S E stab(q, l[a]), then n,(s) E stid(q, m, dep(S)) 
and similarly, 
(5.2) 
if b E vec(q, l[a]), then n,(b) E vec(q, m, len(b)) 
and likewise, 
(5.3) 
if a E vec(q, m), then n(a) E vec(q, l[a], len(a)). (5.4) 
Finally, 
if a E pre(q, m)\{vec,,(q, m)}, then l[a] E N*(q). (5.5) 
Given any T E pab(q, m), firstly we note that there exists a unique l[T] E N(q) 
such that for all k E [l, q] we have 
l[T](k) = card({T[e](k, ‘) I : e E [l, dep(T)] and i E [l, len(T[e])]}) 
and we remark that I[ T] may be called the true length of T. Secondly we note that 
for each k E [l, q] there exists a unique order preserving bijective map 
nT,k : (1, Vl(k)l- {T[el(k ‘) I : e E [l, dep(T)] and i E [l, len(T[e])]> 
and we remark that nT,k may be called the normalizer at (T, k). Thirdly we note 
that there exists a unique n(T) E popid(q, f[T], dep(T)) such that for each 
e E [l, dep(T)] we have, len(n(T)[e]) = len(T[e]) and 
+,&G’Iel(k 9) = T[el(k i), f or all k E [l, q] and i E [l, len(T[e])] 
and we remark that n(T) may be called the normalization at T. Fourthly we note 
that for every b E popre(q, I[T]) there exists a unique n,(b) E pre(q, m, len(b)) 
such that 
n#)(k, i)) = n T,k(b(k, i)), for all k E [l, q] and i E [l, len(b)] 
and we remark that n,(b) may be called the normalization of b at T. Fifthly we 
note that for every S ~popab(q, l[T]) there exists a unique n,(S) E 
pid(q, m dep(9) such that for each e E [l, dep(S)] we have, len(n,(s)[e]) = 
len(s[e]) and 
n&Nel(k, i) = n,@[el(k i)), f or all k E [l, q] and i E [l, len(s[e])] 
and we remark that r+(S) may be called the normalization of S at T. Sixthly we 
note that obviously, 
if S E tab(q, [[T]), then n,(S) E tid(q, m, dep(S)) (5.6) 
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whereas, 
if S E stab(q, I[T]), then nT(S) E stid(q, m, dep(S)) 
and similarly, 
(5.7) 
if b E vec(q, Z[T], then n,(b) E vec(q, m, len(b)) (5.8) 
and likewise, 
if T E tab(q, m), then n(T) E tid(q, l[T], dep(T)) 
whereas, 
(5.9) 
if T E stab(q, m), then n(T) E stid(q, l[T], dep(T)). (5.10) 
Finally, 
if T E stab(q, m)\{stab,(q, m)}, then l[T] E N*(q). (5.11) 
In the following lemma we list some obvious properties of the above 
operations; in connection with the proof of (5.12.2), see (4.6). 
Lemma 5.12. Given any w l pre(q, m), m’ E N(q), w’ E popre(q, m’), T’ E 
popab(q, m’) and T E pab(q, m), we have the following: 
(5.12.1) Zf m’ = f[w], w’ =n(w), T = n,(T’) and con(T’) = con[w’], then 
m’ = l[T], T’ = n(T), w = n&w’), con(T) = con[w] and are(T) = len(w). 
(5.12.2) Zfm’ = I[w], w’ = n(w), T = nW(T’), con(T’) = con[w’] and [T’, l] = 
veg(w’), then [T, l] = veg(w) and len([T, 11) = inc(w). 
(5.12.3) Zf m’ = l[T], T’ = n(T), w = nr(w’) and con[w’] = con(T’), then 
m’ = f[w], w’ = n(w), T = n,(T’), con[w] = con(T) and len(w) = are(T). 
6. Roinsertion for total type of length two 
In this section let m be a total type of length 2, and let there be given any 
k E [l, 21. 
Definition 6.1. By leb(k, m) we denote the set of all w E pre(2, m) such that, 
upon letting k’ = 1 or 2 according as k = 2 or 1, for every i E [l, len(w) - l] we 
have either w(k’, i) = w(k’, i + 1) and w(k, i) 3 w(k, i + l), or w(k’, i) < 
w(k’, i + l), and we remark that a member of leb(k, m) may be called a lexical 
bisector of type (k, m), and we note that obviously, 
(6.1.1) for all w E leb(k, m)\{ vec,,(2, m)} we have n(w) E leb(k, I[w]), 
and 
(6.1’2) 
for all T E stab(2, m)\{stabO(2, m)} and v E leb(k, l[T]) 
(we have +.(u) E leb(k, m) 
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where leb(k, /[IV]) and leb(k, I[T]) are as in 7.1 and 8.10 of Abhyankar-Kulkarni 
]41. 
Given any w E leb(k, m)\{vec0(2, m)}, by (6.1.1) we have n(w) E leb(k, I[w]), 
and hence we get &,,,,,(n(w)) E stab(2, I[w]) with &,,,,,, as in 8.5 and 8.12 of 
Abhyankar-Kulkarni [4], and therefore by (5.2) we have n,(R,,,,,(n(w))) E 
stab(2, m). Thus we get a map 
R k,m : leb(k, m) + stab(2, m) 
by putting 
%(Rk +,&r(w))) 
RkPm(W) = [stab,&, m) 
if w e leb(k, m)\{ve%(2, m)>, 
if w = veG(2, m) 
and we remark that R,&w) may be called the reinsertion of (k, m, w). 
Given any T ~stab(2, m)\{stab,(2,m)}, by (5.10) we have n(T) E 
stab(2,l[T]), and hence we get RD,,t,,(n(T)) E leb(k, l[T]) with RDk,[tT] as in 
9.3 and 9.9 of Abhyankar-Kulkarni [4], and therefore by (6.1.2) we have 
nr(RD,,,r,l(n(T))) E leb(k, m). Thus we get a map 
RDk,, : stab(2, m) + leb(k, m) 
by putting 
+(RDk &r(T))) 
RDkVm(T) = Ivec0(2, l;t) 
if T E stab(2, m)Vstab0(2, m)>, 
if T = stab,(2, m) 
and we remark that RD,,,(T) may be called the rodeletion of (k, m, T). 
Theorem 6.2. The maps Rk,, : leb(k, m) + stab(2, m) and RDk,,, : stab(2, m) ---, 
leb(k, m) are inverses of each other, i.e., for every w E leb(k, m) we have 
RDk.m(Rk.m(w)) = w, and for every T E stab(2, m) we have R,,(RD,,(T)) = T. 
Hence in particular, both the maps Rk,, and RDk,, are bijective. 
Proof. For any m’ E N*(2), let leb(k, m’) be as in 7.1 and 8.10 of Abhyankar- 
Kulkarni [4], let &,, be as in 8.5 and 8.12 of Abhyankar-Kulkarni [4], and let 
RD+, be as in 9.3 and 9.9 of Abhyankar-Kulkarni [4]. 
By 8.13 and 9.11 of Abhyankar-Kulkarni [4] we know that for any m’ E N*(2) 
and w’ E leb(k, m’), upon letting T’ = R+,(w)), we have T’ E stab(2, m’), 
con(T’) = con[w’], [T’, l] = veg(w’) and RD,,,.(T’) = w’. Therefore, in view of 
(5.12.1) (5.12.2) and (6.1), we see that given any w E leb(k, m)\{vecO(2, m)}, 
upon letting m’ = I[w], w’ =n(w), T’ = Rk,mP(w’) and T =n,(T’), we have 
m’ E N*(2), w’ E leb(k, m’), T’ E stab(2, m’), T E stab(2, m), T = Rk,,,(w), w = 
R&,,(T), con(T) = con[w], are(T) = len(w), [T, l] = veg(w) and len([ T, 11) = 
inc(w). If w = vec,,(2, m) then upon letting T = stab,(2, m) we obviously have 
T = R/&W)> w = RDk,,(T), con(T) = con[ w], are(T) = len( w), [T, l] = veg( w) 
and len([T, 11) = inc(w). 
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Similarly, by 9.10 and 9.11 of Abhyankar-Kulkarni [4] we know that for any 
m’ E N*(2) and T’ l stab(2,m’), upon letting w’= RD,,,.(T’), we have w’ E 
leb(k, m’), con[w’] = con(T’) and Z?,_,(w’) = T’. Therefore, in view of (5.12.3) 
and Definition 6.1, we see that given any T E stab(2, m)\{stab,(2, m)}, upon 
letting m’ = l[T], T’ = n(T), w’ = RD,,,.(T’) and w =n,(w’), we have m’ E 
N*(2), T’ E stab(2, m’), w’ E leb(k, m’), w E leb(k, m), w = RD,,,(T), T = 
Rk,Jw), con[w] = con(T) and len(w) = are(T). If T = stab,(2, m) then upon 
letting w = vec,(2, m) we obviously have w = RD,,,(T), T = R,_(w), con[w] = 
con(T) and len(w) = are(T). 
So in particular, the maps Rk,, and RD,,, are inverses of each other and hence 
both of them are bijective. Cl 
Theorem 6.3. For every w E leb(k, m), upon letting T = Rk,m(~), we have 
con(T) = con[ w], are(T) = len(w), [T, l]= veg(w), k([T, 11) = veg(k(w)) = 
k(veg(w)) and len([T, 11) = inc(w) = inc(k(w)). 
Proof. In the above proof of Theorem 6.2 we have shown that con(T) = con[w], 
are(T) = len(w), [T, l] = veg(w) and len([ T, 11) = inc(w). Since w E leb(k, m), it 
follows that k([T, 11) = veg(k(w)) = k(veg(w)) and inc(w) = inc(k(w)). Cl 
Theorem 6.4. For every T E stab(2, m), upon letting w = RD,,(T), we have 
con[ w] = con(T) and len( w) = are(T). 
Proof. This is also subsumed in the above proof of Theorem 6.2. 0 
Corollary 6.5. For every T E stab(2, m), upon letting w = RDk,,(T) and k’ = 1 or 
2 according as k = 2 or 1, we have that k’(w) is the unique member of 
covec(1, m(k’) such that con[k’(w)] = con(k’(T)). 
Proof. By the definition of RD,,, we have w E leb(k, m) and by Theorem 6.4 we 
get con[k’(w)] = con(k’(T)), and hence our assertion follows from the definition 
of leb(k, m). Cl 
Definition 6.6. We note that for each t E mon(2, m) there exists a unique element 
les[k, m](t) in leb(k, m) such that 
mos[les[k, m](t), m] = t 
and we remark that les[k, m](t) may be called the lexical associate of (k, m, t), 
and we note that this gives the bijective map 
les[k, m] : mon(2, m)-t leb(k, m). 
Generalized roinsertiue correspondence 129 
Lemma 6.7. For every t E mon(2, m) we have 
abs(t) = len(les[k, m](t)) and veg(t) = veg(les[k, m](t)). 
Proof. Obvious. 0 
Definition 6.8. In view of Definitions 6.1 and 6.6 we get a map 
MRk,, : mon(2, m)+ stab(2, m) 
by putting 
h’&,(t) = &,(ks[k, m](t)), for all t E mon(2, m) 
and we remark that h&,(t) may be called the monomial roinsertion of 
(k, m, t). 
Theorem 6.9. Given any t E mon(2, m), upon letting w = les[k, m](t) and T = 
MR,,,(t), we have con(T) = con[w], are(T) = len(w), [T, l] = veg(t) = veg(w), 
k([T, 11) = veg(k(w)) = k(veg(w)) and len([ T, 11) = ind(supp(t)) = inc( w) = 
inc(k(w)). 
Proof. Follows from (4.7), Theorem 6.3 and Lemma 6.7. 0 
Theorem 6.10. Given any t E mon(2, m) and V E N, upon letting T = MR,,,(t), 
we have that 
t E mon[[2, m, V]] e T E stib(2, m, V). 
Proof. Follows from Theorem 6.9. q 
Theorem 6.11. Given any t E mon(2, m) and p E N, upon letting T = MR,,,(t), 
we have that 
t E mon(2, m, p) e T E stab(2, m, p), 
and for any V E N we have that 
t E mon[2, m, p, V] @ T E stab[2, m, p, V]. 
Proof. Follows from Theorem 6.9. Cl 
Theorem 6.12. Given any t E mon(2, m) and p E N and a E vec(2, m, p), upon 
letting T = M&,(t), we have that 
t E mon(2, m, p, a) e T E stab(2, m, p, a). 
and for any V E N we have that 
t E mon(2, m, p, a, V) e T E stab(2, m, p, a, V). 
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Proof. Follows from (4.8) and Theorem 6.9. Cl 
Definition 6.13. In view of Definition 6.1 we get a map 
MRDk,, : stab(2, m)- mon(2, m) 
by putting 
MRD,,,( T) = mos[RD+,( T), m], for all T E stab(2, m) 
and we remark that MRD,&T) may be called the monomial rodeletion of 
(k, m, 0. 
Theorem 6.14. The maps MRk,,: mon(2, m)+ stab(2, m) and MRD,_: 
stab(2, m)+ mon(2, m) are inverses of each other, i.e., for every t E mon(2, m) 
we have MRD,,,(MR,,,(t)) = t, and for every T E stab(2, m) we have 
MR~,m(MRD~,m(T)) = T. H ence in particular, both the maps MR+ and MRDk,, 
are bijective. 
Proof. Follows from Theorem 6.2 and Definition 6.6. 0 
Theorem 6.15. Given any V E N, the maps MR+ and MRD+ induce bijective 
maps mon[[2, m, V]] --, stib(2, m, V) and stib(2, m, V)+ mon[[2, m, V]] which 
are inverses of each other. 
Proof. Follows from Theorems 6.10 and 6.14. 0 
Theorem 6.16. Given any p E N, the maps MRk,, and MRDk,, induce bijective 
maps mon(2, m, p) --, stab(2, m, p) and stab(2, m, p)+ mon(2, m, p) which are 
inverses of each other, and for every V E N, the maps MRk,, and MRD,,, induce 
bijective maps mon[2, m, p, VI+ stab[2, m, p, V] and stab[2, m, p, VI-, 
mon[2, m, p, V] which are inverses of each other. 
Proof. Follows from Theorems 6.11 and 6.14. Cl 
Theorem 6.17. Given any p E N and a E vec(2, m, p), the maps MR,_, and 
MR%,, induce bijective maps mon(2, m, p, a)-, stab(2, m, p, a) and 
stab(2, m, P, a) + mon(2, m, p, a) which are inverses of each other, and for every 
V E N, the maps MRk,, and MRDk,, induce bijective maps mon(2, m, p, a, V)+ 
stab(2, m, p, a, V) and stab(2, m, p, a, V)+ mon(2, m, p, a, V) which are 
inverses of each other. 
Proof. Follows from Theorems 6.12 and 6.14. Cl 
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7. Roinsertion for total type of any length greater than one 
In this section let m be a total type of length q where q is some integer greater 
than 1 and let there be given any k E [l, q], and let m* = B,(m). 
Definition 7.1. By GMR,,,: mon(q, m)+ pab(q, m) we denote the composition 
of the maps 
mon(q, m) a mon(2, m*) S stab(2, m *) + 
pab(2, m*) L pab(q, m) 
where the unnamed map is the natural injection, and we remark that, for any 
t E mon(q, m), the pretableau GMR,,(t) may be called the generalized mono- 
mial roinsertion of (q, k, m, t). 
Theorem 7.2. The map GMRk,, : mon(q, m)+ pab(q, m) is injective. Moreover 
for any integer V ‘t i d 1 n uces an injective map mon[[q, m, V]]+pib(q, m, V). 
Proof. By Theorem 6.14 we have that the map MR2,,.:mon(2, m*)+ 
stab(2, m *) is injective; therefore in view of the fact that the maps 
BMk,, : mon(q, m) + mon(2, m*) and TB k,m :pab(2, m*) + pab(q, m) are injec- 
tive, we have that the map GMRk,, : mon(q, m)+ pab(q, m) is injective. 
Given any t E mon(q, m), let t’ = BM,,,(t), T’ = MR,,.(t’) and T = 
TB,,,(T’). Now obviously abs(t) = abs(t’), are(T’) = are(T), and by Theorem 
6.10 we have abs(t’) = are(T’); hence for every integer V, the map GMRk,, 
induces an injective map mon[[q, m, V]]+pib(q, m, V). 0 
Theorem 7.3. Assume that q > 2 and card(m(1)) > 1 for every 1 E [l, q]. Then we 
have the following: 
(7.3.1) GMR,& mon(q, m)) a stab(q, m). 
(7.3.2) Given any integer V > 1, 
stib(q, m, V). 
we have GMR,,,(mon[[q, m, VI]) z 
(7.3.3) Given any positive integer 
stab(q, m, PI. 
P, we have GM%,,(mon(q, m, PI) 2 
(7.3.4) Given any integer V > 1, and any positive integer p, we 
GMR,,,(mon[q, m, p, VI) $? stab[q, m, p, VI. 
Proof. We recall that the maps BMk,,:mon(q, m)-t mon(2, m*) 
TBk,,:pab(2, m*)+ pab(q, m) are bijective. Now by Theorem 6.14 we 
MR,,,.(mon(2, m*)) = stab(2, m*). Consequently it follows 
GMR,,,(mon(q, m)) = TB,,,(stab(2, m*)); therefore by (3.3.1) we 
GMRk,,(mon(q, m)) 2 stab(q, m). 
have 
and 
have 
that 
have 
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Now (7.3.2) follows from (3.1.1), (3.3.2), and (6.15). (7.3.3) follows from 
(3.1.2) (3.1.4) (3.2.3) (3.3.3), and (6.16). (7.3.4) follows from (3.1.3), (3.1.5), 
(3.2.4), (3.3.4), and (6.16). El 
Corollary 7.4. Assume that q > 2 and 1 < card(m(I)) < m for every 1 E [l, q]. Then 
we have the following: 
(7.4.1) Given any integer V > 1, we have card(mon[[q, m, VI]) > 
card(stib(q, m, V)). 
(7.4.2) Given any integer V > 1 and any positive integer p, we have 
card(mon[q, m, p, V]) > card(stab[q, m, p, VI). 
Proof. (7.4.1) follows from (7.2) and (7.3.2). (7.4.2) follows from (7.2) and 
(7.3.4). 0 
Corollary 7.5. Assume that the given positive integer q > 2 and let there be given 
any m’ E N*(q) such that m’(l)> 1 for every 1 E [l, q]. Then we have the 
following : 
(7.5.1) Given any integer V > 1, we have card(mon[[q, m’, VI]) > 
card(stib(q, m’, v)). 
(7.5.2) Given any integer V > 1 and any positive integer p, we have 
card(mon[q, m’, p, V]) > card(stab[q, m’, p, VI). 
Proof. Follows from (7.4) by taking m(l) = [l, m’(l)] for every 1 E [l, q]. 0 
Remark 7.6. We note that, in the situation of (7.5), given any positive integer p 
and any a E vec(q, m’, p) such that a(k,, 1) <m’(k,) and a(k2, 1) < m’(k,) for 
some kI # k2 in [l, q], in Theorem 5.8 of Abhyankar-Joshi [5], we have 
established a map stab(q, m’, p, a) --, mon(q, m’, p, a) which is injective but not 
surjective. We also note that, in the situation of (7.5.2), given any a E 
vec(q, m’, p) such that a(k,, 1) < m’(k,) and a(k2, 1) < m’(kJ for some k, # k2 
in [l, q], in Theorem 5.8 of Abhyankar-Joshi [5], we have established a map 
stab(q, m’, P, a, V) + mon(q, m’, p, a, V) which is injective but not surjective. 
8. Applications 
Throughout this section let there be fixed any integer q s 2, any m’ E N*(q), 
and any field R. We shall now review some of the definitions about multimatrices, 
their multiminors and monomials in multiminors from Section 3 of Abhyankar- 
Ghorpade [7]. 
By mul(R, q, m’) we denote the set of all maps from cub(q, m’) to R; we note 
that a member of mul(R, q, m’) may be called a q-dimensional multimatrix of size 
m’ with entries in R. For every p E N, by scub(q, p) we denote the set of all 
r l .Z(q) such that r(k) E [l, p] f or all k E [l, q]; we call scub(q, p) the q- 
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dimensional positive integral cube of span p. Given any p E N and a E 
popre(q, m’, p) and r E scub(q, p), we get the unique induced member r[a] E 
cub(q, m’) by putting r[a](k) = a(k, r(k)) f or all k E [l, q]. Given any p EN, by 
smul(R, q, p) we denote the set of all maps from scub(q, p) to R and we remark 
that a member of smul(R, q, p) may be called a q-dimensional symmetric 
multimatrix of span p with entries in R and we put smul(R, q) = the disjoint union 
of smul(R, q, p) as p ranges over N. Given any X E mul(R, q, m’) and p E N and 
a E popre(q, m’, p), we get the unique member sul(X, a) E smul(R, q, p) by 
putting sul(X, a)(r) = X(r[a]) f or all r E scub(q, p); sul(X, a) may be called the 
ath multisubmatrix of X. 
Given any map M :smul(R, q)-‘R and any X in mul(R, q, m’), we get the 
induced map M[X] : popab(q, m’)+ R by putting M[XIV) = 
IIec~I,dep~T~~ WsuW WI)) f or all T E popab(q, m’) and we get the induced map 
M[X, stab] : stab(q, m) + R by putting M[X, stab](T) = M[X](T) for all T E 
stab(q, m), and for every VEN we get the induced map 
M[X, stib, V] : stib(q, m, V) + R by putting M[X, stib, V](T) = M[X](T) for all 
T E stib(q, m, V). We note that if q = 2 and M = det then M(sul(X, a)) and 
M[X](T) may be called the minor of X corresponding to a and the monomial in 
minors of X corresponding to T respectively. In the general case, M(sul(X, a)) 
and M[X](T) may be thought of as the multiminor of X corresponding to M and 
a, and the monomial in multiminors of X corresponding to M and T, respectively. 
Given any subfield K of R and given any X in mul(R, q, m’), we say that X is 
indeterminish over K if the m ‘(l)m’(2) * * . m’(q) elements X(r), as r ranges over 
cub(q, m’), are independent indeterminates over K, and then by K[X] we denote 
the ring of polynomials in these m’(l)m’(2) . . . m’(q) indeterminates with 
coefficients in K. We note that we have the direct sum representation K[X] = 
c I/cN K[X], where K[X], = the set of all homogeneous polynomials of degree V 
in the m’(l)m’(2). . . m’(q) indeterminates X(r), together with the zero polyno- 
mial, and we put K(X) = the quotient field of K[X] in R. 
Similarly, given any subfield K of R and given any p in N and x in 
smul(R, q, p), we say that x is indeterminish over K if the p4 elements x(r), as r 
ranges over scub(q, p), are independent indeterminates over K, and by K[x] we 
denote the ring of polynomials in these pq indeterminates with coefficients in K 
and we note that we have the direct sum representation K[x] = EVEN K[x]” 
where K[x]” the set of all homogeneous polynomials of degree V in the pq 
indeterminates X(r), together with the zero polynomial, and we note that for 
every j E [l, p] we have the direct sum decomposition K[x] = EVEN K[x, jlv where 
K[x, j]” the set of all homogeneous polynomials of degree V in the pQ_’ 
indeterminates x(r), where r ranges over all members of scub(q, p) for which 
r(1) = j, with coefficients which are polynomials in the remaining (p - l)pq-’ 
indeterminates, together with the zero polynomial, and finally we put K(x) = the 
quotient field of K[x] in R. 
Given a map M : smul(R, q)+ R, we say that M is determinantish if we have 
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the following: (1) If p in N and x*, x, x’ in smul(R, q, p) and z in R and k in 
[l, q] and i in [l, m’(k)] are such that x*(r) =x(r) =x’(r) for all r in scub(q, p) 
for which r(k) fi, and x*(r) =x(r) + z’(r) for all r in scub(q, p) for which 
r(k) = i, then M(x*) = M(x) + zM(x’). (2) If p in N and x in smul(R, q, p) and k 
in [l, q] and i #j in [l, m’(k)] are such that x(r) =x(s) for all r and s in 
scub(q, p) for which r(1) = s(l), . . . , r(k - 1) = s(k - l), r(k) = i, s(k) =j, r(k + 
l)=s(k+l), . . . , r(q) = s(q), then M(x) = 0. (3) If p in N and x E smul(R, q, p) 
are such that x is indeterminish over a subfield K of R, then 0 # M(x) E K[x],. (4) 
In the situation of (3) we have that, if, g : K[x]+ R is any K-homomorphism, 
then g(Wx)) = W&)) w h ere g(x) E smul(R, q, p) is defined by saying that 
g(x)(r) = g@(r)) f or all r E scub(q,p). (5) In the situation of (3), for every 
j E [l, p] we have 0 #M(x) E K[x, ill. Note that in the case of q = 2, the usual 
determinant clearly gives a determinantish map. 
Henceforth in this section let M : smul(R, q) --, R be a map, let K be a subfield 
of R, and let X E mul(R, q, m’) be indeterminish over K. 
The following theorem, which says that the set of standard monomials in the 
multiminors of the multimatrix X, corresponding to standard multitableaux 
bounded by m’, is linearly independent over K, is proved in (3.6.1) of 
Abhyankar-Ghorpade [7]. 
Theorem 8.1. Zf M is a determinantish map and R contains an indeterminate over 
K(X), then we have the following: 
(8.1.1) For every V E N we have that the map 
M[X, stib, V] : stib(q, m’, V)+ R 
13 K-independent and its image is contained in K[X],. 
(8.1.2) We have that the map 
M[X, stab] : stab(q, m’)+ R 
is K-independent and its image is contained in K[x]. 
The following theorem, which says that for q = 2, the set of standard 
monomials in the minors of the matrix X, corresponding to standard bitableaux 
bounded by m’, gives a K-vector-space-basis of K[X], is proved in Theorem 20.3 
of Abhyankar [3] and in 4.3 of Abhyankar-Ghorpade [7]. 
Standard Basis Theorem 8.2. Zf q = 2 and M(x) = det x for all x E smul(R, q), 
then we have the following: 
(8.2.1) For every V E N we have that M[X, stib, V] is a K-basis of K[X],. 
(8.2.2) We have that M[X, stab] is a K-basis of K[X]. 
In Theorem 8.3, we will prove that for dimension greater than two, the set of 
standard monomials in the multiminors of the multimatrix X, corresponding to 
standard multitableaux bounded by m’, does not span K[X]. 
Generalized roinsertiue correspondence 135 
Theorem 8.3. Assume that q >2 and m’(k) > 1 for every k E [l, q]. Also assume 
that M is a determinantish map and R contains an indeterminate over K(X). Then 
we have the following: 
(8.3.1) For any integer V > 1 we have that the map 
M[X, stib, V] : stib(q, m’, V)+ R 
is not a K-generator of K[X],. 
(8.3.2) We have that the map 
m[X, stab] : stab(q, m’)fi5 
is not a K-generator of K[X]. 
Proof. (8.3.1) follows from (7.5.2). (8.3.2) follows from (8.3.1). 0 
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