Recent theoretical studies proved that deep neural network (DNN) estimators obtained by minimizing empirical risk with a certain sparsity constraint can attain optimal convergence rates for regression and classification problems. However, the sparsity constraint requires to know certain properties of the true model, which are not available in practice. Moreover, computation is difficult due to the discrete nature of the sparsity constraint. In this paper, we propose a novel penalized estimation method for sparse DNNs, which resolves the aforementioned problems existing in the sparsity constraint. We establish an oracle inequality for the excess risk of the proposed sparse-penalized DNN estimator and derive convergence rates for several learning tasks. In particular, we prove that the sparsepenalized estimator can adaptively attain minimax convergence rates for various nonparametric regression problems. For computation, we develop an efficient gradient-based optimization algorithm that guarantees the monotonic reduction of the objective function.
Introduction
Sparse learning of deep neural networks (DNN) has received much attention in artificial intelligence and statistics. In artificial intelligence, there are a lot of evidences [14, 9, 26] to support that sparse DNN can reduce the complexity of a leaned DNN significantly (in terms of the number of parameters as well as the numbers of hidden layers and hidden nodes) without hampering prediction accuracy much. By doing so, we can reduce memory and energy consumption at the prediction phase.
In statistics, recent studies about DNNs for nonparametric regression and classification [33, 16, 35, 1, 17] have proved that a DNN estimator minimizing an empirical risk with a certain sparsity constraint achieves the minimax optimality for a wide class of functions including smooth functions, piecewise smooth functions and smooth decision boundaries. However, there are still two unanswered questions. The first question is how to choose a suitable level of sparsity, which depends on the unknown smoothness and/or the unknown intrinsic dimensionality of the true function. The second question is computation. Learning a deep architecture with a given sparsity constraint is computationally intractable since we need to explore a large number of possible configurations of sparsity pattern in the network parameter.
In this paper, we propose a novel learning method of sparse DNNs for nonparametric regression and classification, which answers the aforementioned two questions in the sparsity-constrained empirical risk minimization (ERM) method. The proposed learning algorithm is to learn a DNN by minimizing the penalized empirical risk, which is the sum of the empirical risk and the clipped L 1 penalty [42] . By choosing the position of the clipping in the clipped L 1 penalty carefully, we establish an oracle inequality for the excess risk of the proposed sparse DNN estimator and derive convergence rates for several learning tasks. In particular, it will be shown that the proposed DNN estimator can adaptively attain minimax convergence rates for various nonparametric regression problems.
Although nonconvex penalties such as the clipped L 1 penalty are popular for high-dimensional linear regressions [8, 41] , they are not popularly used for DNN. Instead, L 1 norm-based penalties such as Lasso and Group Lasso are popular [24, 38] . This would be partly because of the convexity of the L 1 penalty. For computation with the clipped L 1 penalty, we develop an minibatch optimization algorithm by combining the proximal gradient descent algorithm [29] and the concave-convex procedure (CCCP) [40] . The CCCP is a procedure to replace the clipped L 1 penalty by its tight convex upper bound to make the optimization problem be L 1 penalized, and the proximal gradient descent algorithm is a mini-batch optimization algorithm for L 1 penalized optimization problems.
Notation
We denote by 1(·) the indicator function. Let R be the set of real numbers and
Deep neural networks
A DNN with L ∈ N layers, N l ∈ N many nodes at the l-th hidden layer for l = [L], input of dimension N 0 , output of dimension N L+1 and nonlinear activation function ρ : R → R is expressed as (1.1) where A l : R N l−1 → R N l is an affine linear map defined by A l (x) = W l x + b l for given N l × N l−1 dimensional weight matrix W l and N l dimensional bias vector b l , and ρ l : R N l → R N l+1 is an element-wise nonlinear activation map defined as ρ l (z) := (ρ(z 1 ), . . . , ρ(z N l )) . We let θ( f ) denote a parameter, which is a concatenation of all the weight matrices and the bias vectors, of the DNN f . That is,
where vec(W) transforms the matrix W into the corresponding vector by concatenating the column vectors. We let F DNN ρ,d,o be the class of DNNs which take d-dimensional input (i.e., N 0 = d) to produce o-dimensional output (i.e., N L+1 = o) and use the activation function ρ : R → R. In this paper, we focus on real-valued DNNs, i.e., o = 1, but the results in this paper can be extended easily for the case of o ≥ 2.
For a given DNN f , we let depth( f ) denote the depth (i.e., the number of hidden layers) and width( f ) denote the width (i.e., the maximum of the numbers of hidden nodes at each layer) of the DNN f . Throughout this paper, we consider a class of DNNs with some constraints on the architecture, parameter and output value of a DNN such that for positive constants L, N, B and F. We consider C-Lipschitz ρ for some C > 0. That is, there exists C > 0 such that |ρ(z 1 ) − ρ(z 2 )| ≤ C|z 1 − z 2 | for any z 1 , z 2 ∈ R. The ReLU activation function x → max{0, x} and the sigmoid activation function x → 1/(1 + e −x ), which are the two most popularly used activation functions, are both C-Lipschitz. Various C-Lipschitz activation functions are listed in Appendix B.1.
are assumed to be independent random vectors identically distributed according to P on X × Y, where X is a compact subset of R d and Y is a subset of R.
First, a class of sparsity constrained DNNs with sparsity level S > 0 is defined as
Then for a given loss :
with suitably chosen architecture parameters L n , N n , B n , F n and sparsity S n . Many studies [1, 33, 16, 35, 17] have proved that the estimatorf ERM n attains minimax optimality in various supervised learning tasks, but most results are nonadaptive. To be more specific, let f := argmin f ∈F E (Y, f (X)), where F is a set of all real-valued measurable function on X . Define the excess risk of a function f as
If is the square loss, the activation function is the ReLU and f belongs to the class of Hölder functions of smootheness α > 0 with radius R (see (3.6) in Section 3 for the definition of Hölder functions), Schmidt-Hieber [33] proves that the convergence rate of the excess risk E P (f ERM n ) is O(n − 2α 2α+d log 3 n), which is is minimax optimal up to a logarithmic factor, provided that L n log n, N n n c 1 , B n n c 2 and S n n d 2α+d log n for some positive constants c 1 and c 2 . That is, the sparsity level S n for attaining the minimax optimality depends on the smoothness α of the true function f which is unknown. This nonadaptiveness still exists for classification. For details, see [17] .
Outline
This paper is organized as follows. In Section 2, we propose a sparse penalized learning method for DNNs. In Section 3, we provide the oracle inequalities for the proposed sparse DNN estimator. Based on these oracle inequalities, we derive the convergence rates of our estimator for several supervised learning problems. In Section 4, we develop a computational algorithm. In Section 5, we conduct numerical study to assess the finite-sample performance of our estimator. Concluding remarks follow in Section 6, and the proofs are gathered in Appendix A. Approximation properties of DNNs with various activation functions are provided in Appendix B.
Learning sparse deep neural networks with the clipped L 1 penalty
In this paper, we consider the penalized empirical risk minimizer over DNNs, which is defined asf
is a certain class of DNNs and J n ( f ) a sparse penalty function. We callf n the sparse-penalized DNN estimator. For the sparse penalty J n ( f ), we propose to use the clipped L 1 penalty given by
for tuning parameters λ n > 0 and τ n > 0, where · clip,τ denotes the clipped L 1 norm with a clipping threshold τ > 0 [42] defined as
The clipped L 1 norm can be viewed as a continuous relaxation of the L 0 norm θ 0 . Figure 1 compares the L 0 and the clipped L 1 norms. The continuity of the clipped L 1 norm makes the optimization (2.1) much easier than that with the L 0 norm, which will be discussed in Section 4.
The clipped L 1 norm has been used for sparse high dimensional linear regression by [42] which yields an estimator having the oracle property. The main results of this paper is that with suitable choices for λ n and τ n , which do depend on neither training data nor the true distribution, the sparse-penalized DNN estimator (2.1) with the clipped L 1 penalty can adaptively attain minimax optimality.
Main results
In this section, we provide theoretical justifications of the sparse-penalized DNN estimator (2.1) in both regression and binary classification tasks. We prove that minimax optimal convergence rates of the excess risk can be obtained adaptively for various nonparametric regression and classification tasks.
Nonparametric regresson
We first consider a nonparametric regression task, where the response Y ∈ R and input X ∈ [0, 1] d are generated from the model where f : [0, 1] d → R is the unknown true regression function, P X is a distribution on [0, 1] d and is an error variable independent to the input variable X.
For technical simplicity, we focus on the sub-Gaussian error such that E(e a 2 ) < ∞ for some a > 0. We denote by P a,F the set of distributions (X, Y) satisfying the model (3.1):
The problem is to estimate the unknown true regression function f based on given training data {(X 1 , Y i )} i∈[n] ∼ P n where P ∈ P a,F . We evaluate the performance of an estimatorf by the expected L 2 (P X ) error
where the expectation is taken over the training data and
The following theorem provides an oracle inequality for the expected L 2 (P X ) error of the sparse-penalized DNN estimator. Theorem 1. Assume that the true generative model P is in P a,F . Let {L n } n∈N ⊂ N, {N n } n∈N ⊂ N and {B n } n∈N ⊂ R be sequences such that L n log n, N n n, 1 ≤ B n n b for some b > 0 and let F be a real number such that F ≥ F . Then the sparse-penalized DNN estimator defined bŷ
2)
with λ n log 5 n/n and τ n (log n) −1 n −(b+1) log n−1 , satisfies
3) for some universal constant C > 0, where F DNN n := F DNN ρ (L n , N n , B n , F) and the expectation is taken over the training data.
The following theorem, which is a corollary of Theorem 1, provides a useful tool to derive convergence rates of the sparse-penalized DNN estimator for various classes of functions to which the true regression function f belongs. Theorem 2. Let L n , N n , B n , F be the constants defined in Theorem 1. Let F be a set of some real-valued functions on [0, 1] d . Assume that there are universal constants κ > 0, r > 0, 0 and C > 0 such that
with S n, := C −κ log r n for any ∈ (0, 0 ) and n ∈ N. Then the sparse-penalized
If there exists a constant b in Theorem 1 with which (3.4) holds for wide classes of F , then the convergence rate of the sparse-penalized estimator can be adaptive to the choice of F . In the followings, we list up several examples where the sparse-penalized estimator is adaptively minimax optimal (up to a logarithmic factor). We consider the two types of activations functions given below because the constant b differs for these two types of activation functions. Definition 3.1. A function ρ : R → R is continuous piecewise linear if it is continuous and there exist a finite number of break points a 1 ≤ a 2 ≤ · · · ≤ a K ∈ R with K ∈ N such that ρ (a k −) = ρ (a k +) for every k = 1, . . . , K and ρ(x) is 
Hölder functions
The Hölder space of smoothness α > 0 with radius R > 0 is defined as
where f H α (X ) denotes the Hölder norm defined by
Here, ∂ m f denotes the partial derivative of f of order m. Yarotsky [39] and Schmidt-Hieber [33] proved that for H α,R ([0, 1] d ), the class of DNNs F DNN ρ (L n , N n , B n , F, S) with the ReLU activation ρ and L n log n, N n n d 2α+d , B n = 1, F > F satisfies the condition (3.4) with κ = d/α and r = 1 for all α > 0. Hence, Theorem 2 implies that the convergence rate of the sparse-penalized DNN estimator defined by (3.2) is
which is the minimax optimal (up to a logarithmic factor). That is, the sparsepenalized DNN estimator is minimax-optimal adaptively to α. Also Theorem 1 of Ohn and Kim [28] (which is presented in Theorem 10 in Appendix B for reader's convenience) shows that similar approximation results hold for piecewise linear activation function with b = 0 and locally quadratic activation functions with b = 4.
Composition structured functions
The curse of dimensionality can be avoided by certain structural assumptions on the regression function. Schmidt-Hieber [33] considered so-called composition structured regression functions which include a single-index model [10] , an additive model [34, 4] and a generalized additive model with an unknown link function [15] as special cases. This class is specified as follows. Let q ∈ N, d :
R) a set of composition structured function given by
and α * q := α q , Schmidt-Hieber [33] showed that for the function class G COMP (q, α, d, t, R) in (3.8), the class of DNNs F DNN ρ (L n , N n , B n , F, S) with the ReLU activation ρ and L n log n, N n max
t j α * j and r = 1. Thus for estimation of the composition structured regression function, the sparse-penalized DNN estimator with the ReLU activation function attains the rate
which is minimax optimal up to a logarithmic factor. Theorem 13 in Appendix B shows that a similar approximation result holds for the piecewise linear with b = 0 and hence the corresponding sparse-penalized DNN estimator is minimax optimal adaptively to α j , j ∈ [q]. For locally quadratic activation functions, a situation is tricky. In Appendix B, we succeeded in proving only that there exists b > 0 satisfies Theorem 2 only when there exists ξ > 0 such that min j∈[q] α j > ξ. That is, the sparse-penalized DNN estimator is adaptively minimax optimal only for sufficiently smooth functions. However, we think that this minor incompleteness would be mainly due to technical limitations. [31] and Imaizumi and Fukumizu [16] introduced a notion of piecewise smooth functions, which have a support divided into several pieces with smooth boundaries and are smooth only within each of the pieces. Let M ∈ N, K ∈ N, α > 0, β > 0 and R > 0. Formally, the class of piecewise smooth functions is defined as
Piecewise smooth functions Petersen and Voigtlaender
(3.10) Petersen and Voigtlaender [31] and Imaizumi and Fukumizu [16] showed that for the function class G PIECE (α, β, M, K, R) in (3.10), the class of DNNs F DNN ρ (L n , N n , B n , F, S) with the ReLU activation function and
and r = 1, provided that the marginal distribution P X of the input variable admits a density dP X dµ with respect to the Lebesgue measure µ and sup x∈[0,1] d dP X dµ (x) ≤ C for some C > 0. Hence for estimation of the piecewise smooth regression function, the sparse-penalized DNN estimator defined by (3.2) with the ReLU activation function attains the rate
which is minimax optimal up to a logarithmic factor. Theorem 15 in Appendix B shows that a similar DNN approximation result holds for piecewise linear activation functions with b = 1 and locally quadratic activation functions with b = 4. Hence the sparse-penalized DNN estimator with the activation function being either piecewise linear or locally quadratic is also minimax optimal adaptively to α and β. Suzuki [35] proved the minimax optimality of the ERM estimator with a certain sparsity constraint for the estimation of a regression function in the Besov space or the mixed smooth Besov space. Similarly to the other function spaces, we can prove that the sparsepenalized DNN estimator is minimax optimal adaptively for the Besov space or the mixed smooth Besov space using Theorem 2 along with Proposition 1 and Theorem 1 of Suzuki [35] , respectively. We omit the details due to the limitation of spaces.
Besov and mixed smooth Besov functions

Classification with strictly convex losses
In this section, we consider a binary classification problem. The goal of classification is to find a real-valued function f (called a decision function) such that f (x) is a good prediction of the label y ∈ {−1, 1} for a new sample (x, y). In practice, the margin-based loss function, which evaluates the quality of the prediction by f for a sample (x, y) based on its margin y f (x), is popularly used. Examples of the margin based loss functions are the 0-1 loss 1(y f (x) < 0), hinge loss (1 − y f (x)) ∨ 0, exponential loss exp(−y f (x)) and logistic loss log(1 + exp(−y f (x))). Here we focus on strictly convex losses which include the exponential and the logistic losses. Note that the logistic loss is popularly used for learning a DNN classifier in practice under the name of cross-entropy.
We assume that the label Y ∈ {−1, 1} and input X ∈ [0, 1] d are generated from the model
where η(x) is called a conditional class probability and P X is a distribution on [0, 1] d . The aim is to find a real-valued function f so that the excess risk of f given by:
close to zero as possible, where is a given margin-based loss function, f = argmin f ∈F E( (Y f (X))) is the optimal decision function and F is a set of all real-valued measurable functions
, η is bounded away from 0 and 1, for the exponential and logistic losses. This is be-
We denote by Q F the set of distributions satisfying the above assumption, that is,
The following theorem states the oracle inequality for the excess risk of the sparse-penalized DNN estimator based on a strictly convex margin-based loss function.
Theorem 3. Let be a strictly convex margin-based loss function with continuous first and second derivatives. Assume that the true generative model P is in Q F . Let
log n, N n n, 1 ≤ B n n b for some b > 0 and let F be a real number such that F ≥ F . Then the sparse-penalized DNN estimator defined bŷ
with λ n log 3 n/n and τ n (log n) −1 n −(1+b) log n−1 , satisfies
for some universal constant C > 0, where F DNN n := F DNN ρ (L n , N n , B n , F) and the expectation is taken over the training data.
The following theorem, which is a corollary of Theorem 3, is an extension of Theorem 2 for strictly convex margin-based loss functions. Theorem 4. Let L n , N n , B n and F be the constant specified in Theorem 3. Let F be a set of some real-valued functions on [0, 1] d . Assume that there are universal constants κ > 0, r > 0, 0 > 0 and C > 0 such that
with S n, := C −κ log r n for any ∈ (0, 0 ) and n ∈ N. Then the sparse-penalized DNN estimator defined by (3.13) satisfies
sup
As is done in Section 3.1, we can obtain the convergence rate of the excess risk using Theorem 4 when the optimal decision function f belongs to one of the function classes considered in Section 3.1. For example, if the optimal decision function f is in Hölder space with smoothness α > 0, the the excess risk of the sparse-penalized DNN estimator defined by (3.13) with a piecewise linear activation function and b = 0 converges to zero at a rate n − 2α 2α+d log 4 n.
Computation
In this section, we propose a scalable optimization algorithm to solve the problem (2.1). Due to the nonlinearity of DNNs, finding the global optimum of (2.1) is almost impossible. There are various gradient based optimization algorithms which effectly reduce the empirical risk L n (θ) [7, 18, 27, 25] , where f (·|θ) denotes the DNN with parameter θ. These algorithms, however, would not work well since not only the empirical risk but also the penalty are nonconvex. To make the problem simpler, we propose to replace the clipped L 1 penalty by its convex tight upper bound. The idea of using the convex upper bound is proposed under the name of the CCCP [40] , the difference of convex functions (DC) programming [36] and the majorizeminimization (MM) algorithm [21] .
Note that the clipped L 1 penalty is decomposed as the sum of the convex and concave parts as
where p is the dimension of θ and the first term of the right-hand side is convex while the second term is concave in θ. For given current solutionθ (t) , the tight convex upper bound of the second term − 1 τ ∑ p j=1 (|θ j | − τ)1(|θ j | ≥ τ) at the current solutionθ (t) j is given as
with the tight convex upper bound (4.2), the objective function becomes
.
The following proposition justifies the use of (4.3). 
Proof. By definition of Q * (·|θ (t) ), Q * (θ (t) |θ (t) ) = Q(θ (t) ) and Q(θ) ≤ Q * (θ|θ (t) ), which lead to the desired result.
To minimize Q * (θ|θ (t) ), we apply the proximal gradient descent algorithm [29] . That is, we iteratively update the solution as
(4.4) for k = 0, 1, . . . with θ (t,0) := θ (t) , where ∇L n (θ (t,k) ) is the gradient of L n (θ) at θ = θ (t,k) . Here η t is a pre-specified learning rate. Then, we let
andk is the pre-specified maximum number of iterations. The proximal gradient algorithm is known to reduce Q * (θ|θ (t) ) well and thus the proposed algorithm which combines the CCCP and proximal gradient descent algorithm is expected to decrease the objective function Q(θ) monotonically by Proposition 5. As an empirical evidence, Figure 2 draws the curve of the objective function value versus iteration number for a simulated data, which amply shows the monotonicity of our algorithm. Note that (4.4) has the closed form solution given as
τ,λ,j , which is sparse. Thus we can obtain a sparse estimates of the DNN parameter during the training procedure without any post-training pruning algorithm such as [14, 22] .
Numerical studies
Regression with simulated data
In this section, we carry out simulation studies to illustrate the finite-sample performance of the sparse-penalized DNN estimator (SDNN). We compare the sparse-penalized DNN estimator with other popularly used regression estimators: kernel ridge regression (KRR), k-nearest neighbors (kNN), random forest (RF), and non-sparse DNN (NSDNN).
For kernel ridge regression we used a radial basis function (RBF) kernel. For both the non-sparse and sparse DNN estimators, we used a network architecture of 5 hidden layers with the numbers of hidden nodes (100, 100, 100, 100, 100). The non-sparse DNN is learned with popularly used optimizing algorithm Adam [18] with learning rate 10 −3 .
We select tuning parameters associated with each estimator by optimizing the performance on a held-out validation data set whose size is one fifth of the size of the training data. The tuning parameters include the scale parameter of the RBF kernel, a degree of regularization for kernel ridge regression, the number of neighbors for k-nearest neighbors, the depth of the trees for the random forest and the two tuning parameters λ and τ in the clipped L 1 penalty.
We first generate 10-dimensional input x from the uniform distribution on [0, 1] 10 , and generate the corresponding response Y from Y = f (x) + for some function f , where is a standard normal error. The functions used for f are as listed below:
The functions f 1 and f 2 are globally smooth functions, f 3 and f 4 are composition structured functions and f 5 and f 6 are piecewise smooth functions. The constants c 1 , . . . , c 6 are chosen so that the error variance becomes 5% of the variance of the response. The performance of each estimator is measured by the empirical L 2 error computed based on newly generated 10 5 simulated data. Figure 3 draws the boxplots of the empirical L 2 errors of the 5 estimators over 50 simulation replicates for the six true functions. We see that the sparse-penalized DNN estimator outperforms the other competing estimators for the all 6 true functions, even though it is less stable compared to the other stable estimators (KRR, KNN and RF).
(e) f 5 (f) f 6 Figure 3 : Simulation results for the true functions f 1 , . . . , f 6 , respectively. We darw the boxplots of the empirical L 2 errors of the 5 estimators from 50 simulation replicates.
Classification with real data sets
We compare the sparse-penalized DNN estimator with other competing estimators by analyzing the following four datasets from the UCI repository:
• Haberman: Haberman's survival data set contains 306 patients who had undergone surgery for breast cancer at the University of Chicago's Billings Hospital. The task is to predict whether each patient survives after 5 years after the surgery or not.
• Retinopathy: This data set contains features extracted from 1,151 eye's images. The task is to predict whether an eye's image contains signs of • Tic-tac-toe: This data set contains all the 957 possible board configurations at the end of tic-tac-toe games which are encoded to 27 input variables. The task it to predict the winner of the game.
• Promoter: This data set consists of A, C, G, T nucleotides at 57 positions for 106 gene sequnces, and each nucleotide is encoded to a 3-dimensional one-hot vector. The task is to predict whether a gene is promoters or nonpromoter.
For competing estimators, we considered a support vector machine (SVN), k-nearest neighbors (kNN), random forest (RF), and non-sparse DNN (NS-DNN). For the support vector machine, we used the RBF kernel. The tuning parameters in each methods are selected by evaluation on a validation data set whose size is one fifth of the size of whole training data.
We splits the whole data into training and test data sets with the ratio 7:3, then evaluate the classification accuracy of each learned estimator on the test data set. We repeat this splits 50 times. Table 1 presents the averaged classification accuracy over 50 training-test splits. The proposed sparse-penalized DNN estimator is the best for Tic-tac-toe and Promoter data sets, and the second best for the other two data sets. Moreover, the sparse-penaized DNN estimator is similarly stable to the other competitors.
Conclusion
In this paper, we proposed a sparse-penalized DNN estimator leaned with the clipped L 1 penalty and proved the theoretical optimiality. An interesting conclusion is that the sparse-penalized DNN estimator is extremely flexible so that it achieves the optimal minimax convergence rate (up to a logarithmic factor) without using any information about the true function for various situations. Moreover, we proposed an efficient and scalable optimization algorithm so that the sparse-penalized DNN estimator can be used in practice without much difficulty.
There are several possible future works. For the binary classification, we only consider the strictly convex losses which are popular in learning DNNs. We have not considered convex but not strictly convex losses such as the hinge loss. We expect that the sparse-penalized DNN estimator learned with the hinge loss and the clipped L 1 penalty can attain the minimax optimal convergence rates for estimation of a decision boundary.
In this paper, we only considered a fully connected DNN. We may use a more structured architecture such as the convolutional neural network when the information of the structure of the true function is available. It would be interesting to investigating how much structured neural networks are helpful compared to simple fully connected neural networks.
Theoretical properties of generative models such as generative adversarial networks [12] and variational autoencoders [19] have not been fully studied even though some results are available [23, 3, 37] . A difficulty in generative models would be that we have to work with functions where the dimension of the range is larger than the dimension of the domain.
A Appendix: Proofs
For notational simplicity, we only consider a 1-Lipschitz activation function ρ with ρ(0) = 0. Extensions of the proofs for general C-Lipschitz activation functions with arbitrary value of ρ(0) = 0 can be done easily.
A.1 Covering numbers of the DNN classes
We provide a covering number bound for a class of DNNs with a certain sparsity constraint. Let F be a given class of real-valued functions defined on X . Let δ > 0. A collection { f i : i ∈ [N]} is called a δ-covering set of F with respect to the norm · if, for all f ∈ F , there exists f i in the collection such that f − f i ≤ δ. The cardinality of the minimal δ-covering set is called the δ-covering number of F with respect to the norm · , and is denoted by N (δ, F , · ). The following proposition gives the covering number bound of the class of DNNs with the L 0 sparsity constraint. Proposition 6 (Proposition 1 of [28] ). Let L ∈ N, N ∈ N, B ≥ 1, F > 0 and S > 0. Then we have that for any δ > 0,
The following lemma is a technical one. (L, N, B, ∞) ,
we have
Corresponding to the last and first layer, we define f −
Let W l and b l be the weight matrix and bias vector at the l-th hidden layer of f . Note that both the numbers of rows and columns of W l are less than N − 1. Thus for any
where the fifth inequality follows from the assumption that (N + 1)B ≥ 1. Similarly, we can show that for any z 1 , z 2 ∈ R N ,
For f 1 , f 2 ∈ F ρ (L, N, B, ∞), letting A j,l be the affine transform at the l-th hidden layer of f j for j = 1, 2, we have for any x ∈ [0, 1] d ,
which completes the proof.
Using Proposition 6 and Lemma 7 we can compute an upper bound of the δ-covering number of a class of DNNs with a restriction on the clipped L 1 norm when δ is not too small, which is stated in the following proposition.
Then we have that for any δ > τ(L + 1)
Proof. For a DNN f with parameter θ( f ), we let f (τ) be the DNN constructed by the parameter which is the hard thresholding of θ( f ) with the threshold τ, N, B , F, S). By Proposition 6, the proof is done.
A.2 Proofs of Theorem 1 and Theorem 3
Let P n be the empirical distribution based on the data (X 1 , Y 1 ), . . . , (X n , Y n ). We use the abbreviation Q f := f dQ for a measurable function f and measure Q. Throughout this section, F DNN n := F DNN ρ (L n , N n , B n , F) and J λ n ,τ n (·) := λ n θ(·) clip,τ n .
For the proofs of Theorem 1 and Theorem 3, we need the following large deviation bound for empirical processes. This is a slight modification of Theorem 19.3 of [13] that states the result with the covering number with respect to the empirical L 2 norm. Since the empirical L 2 norm is always less than the L ∞ norm, the following lemma is a direct consequence of Theorem 19.3 of [13] .
Lemma 9 (Theorem 19.3 of [13] ). Let K 1 ≥ 1 and K 2 ≥ 1. Let Z 1 , . . . , Z n be independent and identically distributed random variables with values in Z and let G be a class of functions g : Z → R with the properties g ∞ ≤ K 1 and Eg(Z) 2 ≤ K 2 Eg(Z). Let ω ∈ (0, 1) and t * > 0. Assume that
and that any δ ≥ t * /8,
Proof of Theorem 1. Let K n := ( √ 8/a log 1/2 n) ∨ F. Let Y † := sign(Y)(|Y| ∧ K n ), which is a truncated version of Y and f † be the regression function of Y † , that is,
We suppress the dependency on n in the notation Y † and f † for notational convenience. We start with the decomposition
For A 1,n , we let
so that A 1,n = A 1,1,n + A 1,2,n . We use the Cauchy-Schwarz inequality to get
We will bound each term of the preceding display. For the first term, by the the assumption that Ee aY 2 /2 ≤ e a(F ) 2 Ee a 2 ≤ c 11 < ∞ for some c 11 > 0, we have
For the second term, we have
for some c 12 > 0. So |A 1,1,n | log n/n. For A 1,2,n , using the Cauchy-Schwarz inequality we have
Using the similar arguments as before, we can bound the terms P(Y † − Y) 2 and P(Y 2 ). Since f ∞ ≤ F , we have |A 1,2,n | log n/n. The term E(A 3,n ) can be shown to be bounded above by log n/n up to a constant similarly to the derivations used for bounding A 1,n .
For
We now apply Lemma 9 to the class of functions
We will check the conditions of Lemma 9. First for sufficiently large n, we have that for every g ∈ G n,j,t with g ∞ ≤ 8K 2 n ,
Thus, the condition (A.3) holds for any sufficiently large n if t log 2 n/n. For the condition (A.4), we observe that
for any f 1 , f 2 ∈ F n,j,t and (x, y) ∈ [0, 1] d × R and so we have N u, G n,j,t , · ∞ ≤ N u/(4K n ), F n,j,t , · ∞ .
Let ζ n := (L n + 1)((N n + 1)B n ) L n +1 . With ω = 1/2, by Proposition 8 and the assumption τ n ζ n n −1 , we have that for any δ ≥ n −1 log 2 n 2 13 K 3 n τ n ζ n ,
for some constant c 21 > 0 and all sufficiently large n. Note that the constant c 21 does not depends on j. Then for any t ≥ t n := 8 log 2 n/n and any δ ≥ 2 j t/8 ≥ log 2 n/n, there exists a constant c 22 > 0 such that
for any j = 0, 1, . . . , and thus the condition (A.4) is met for any j = 0, 1, . . . and all sufficiently large n. Therefore we have
exp −c 23 2 j nt log n exp −c 23 nt log n for t ≥ t n , which implies E(A 2,n ) ≤ 2t n + ∞ 2t n P(A 2,n > t)dt log 2 n n + log 2 n n e −c 24 log n log 2 n n for some positive constants c 23 and c 24 . For A 4,n , we choose a neural network function f
Then by the basic inequality
and so
Combining all the bounds we have derived, we get the desired result.
Proof of Theorem 3. Since F DNN n is uniformly bounded and is continuously differentiable, is locally Lipschitz. That is, there is a constant c 1 > 0 such that
On the other hand, since F ≥ F , there is a constant c 2 > 0 such that
This is a well known fact about the strictly convex losses and the proof can be found in Lemma 61 of [30] .
We decompose E P (f n ) as
We bound B 1,n by using a similar argument for bounding A 2,n in the proof of Theorem
Then for t > 0, we can write
By (A.8) and (A.9), we can set K 1 = 2c 1 F and K 2 = c 2 in Lemma 9. The condition (A.3) holds for any sufficiently large n if t log n/n. For the condition (A.4), we let K := K 1 ∨ 2K 2 = (2c 1 F) ∨ 2c 2 for notational simplicity. Further, let ζ n := (L n + 1)((N n + 1)B n ) L n +1 . Then since is locally Lipschitz, using a similar argument to that used for (A.6) in the proof of Theorem 1, we can show that, for any δ ≥ n −1 log n 4c 2 K τ n ζ n ,
√ n log 1/2 n for some constant c 11 > 0 and all sufficiently large n. For any t ≥ t n := 8n −1 log n and any δ ≥ 2 j t/8 ≥ n −1 log n, there exists a constant c 12 > 0 such that δ ≥ c 12 √ δ √ 2 j t/ log 1/2 n for any j = 0, 1, . . . ,. Thus condition (A.4) is met and then we have 
Then by the basic inequality P n (Yf n (X))
A.3 Proofs of Theorem 2 and Theorem 4
Proof of Theorem 2. Let n = n − 1 κ+2 . By Theorem 1, the assumption (3.4), and the fact that θ( f ) clip,τ ≤ θ( f ) 0 for any τ > 0, we have that for any f ∈ F ,
log 5+r n n + log 2 n n n κ κ+2 log 5+r n which concludes the desired result.
is the minimizer of ψ x (z) and satisfies ψ x (z x ) = 0 P X -a.s.. Then by the Taylor expansion around z x := f (x), we have
P X -a.s., wherez lies between z and z x . Since has a continuous second derivative, we have ψ ∞,[−F,F] ≤ c 11 for some c 11 > 0, which implies that
Let n = n − 1 κ+2 . By Theorem 3, the assumption (3.15), and the fact that θ( f ) clip,τ ≤ θ( f ) 0 for any τ > 0, we have that for any f ∈ F ,
n log r n + log 2 n n n − 2 κ+2 log 3+r n which concludes the desired result.
B Appendix: Function approximation by a DNN with general activation functions B.1 Examples of activation functions
Examples of piecewise linear activation functions are
• ReLU z → max{z, 0}
• Leaky ReLU z → max{z, az} for a ∈ (0, 1) , and examples of locally quadratic activation functions are
• Inverse square root unit (ISRU) [5] :
• Soft clipping [20] : z → 1 a log 1 + e az 1 + e a(z−1) for a > 0.
• SoftPlus [11] : z → log(1 + e z ).
• Exponential linear unit (ELU) [6] : z → a(e z − 1)1(z ≤ 0) + z1(z > 0) for a > 0.
• Inverse square root linear unit (ISRLU) [5] :
B.2 Approximation of Hölder smooth functions
The next theorem present the result about the approximation of Hölder smooth function by a DNN with the activation function being either piecewise linear or locally quadratic.
Theorem 10. Let f ∈ H α,R ([0, 1] d ). Then there exist positive constants L 0 , N 0 , S 0 , B 0 and F 0 depending only on d, α, R and ρ(·) such that, for any > 0, there is a neural network
for a piecewsie linear ρ and
for a locally quadratic ρ satisfying
Proof. See Theorem 1 of [28] .
B.3 Approximation of composition structured functions
Recall the class of composition structure functions G COMP (q, α, d, t, R) given in (3.8) . For the proof of the approximation result of a composition structured function by a DNN with the activation function being either piecewise linear of locally quadratic, we need following lemma.
Lemma 11 (Lemma 3 of [33] ). Let f := g q • · · · • g 1 ∈ G COMP (q, α, d, t, R). Then for any g j ≡ (g jk ) k∈[d j+1 ] with g jk being a real-valued function for j ∈ [q], we have
The following lemma is used to prove the approximation result with locally quadratic activation function. for some K > 0 that will be defined later. Then by Taylor expansion around t, we have
wherex lies between t and x. Since the second derivative of ρ is bounded and ρ (t) > 0, we have sup x∈[−δ,1+δ]
for some constant C 2 > 0 depending only on the activation function ρ(·). Taking K = C 1 (1 + δ) 2 / , we have the desired result.
Theorem 13. Let 0 > 0. Let f := g q • · · · • g 1 ∈ G COMP (q, α, d, t, R). Let α * j := α j ∏ q h=j+1 α h ∧ 1 for j ∈ [q] and α min := min j∈[q] α j > 0. Let κ := max j∈[q] t j /α * j .
and
for some constant C 2 > 0 by Lemma 11, which completes the proof.
B.4 Approximation of piecewise smooth functions
In this section, we consider the approximation of piecewise smooth functions G PIECE (α, β, M, K, R) given in (3.10) by a DNN with the activation function being either peicewise linear and locally quadratic. We need following lemma for the proof for locally quadratic activation functions.
Lemma 14.
Let the activation function ρ(·) be locally quadratic. There is a DNN f ind ∈ F ρ ( C 1 log(1/ ) , 31, −8 ∨ C 2 , 2) such that . Then we have h K − h 2 ≤ 1/(3K). We now approximate h K by a DNN. By Lemma A3 (e) of [28] , there is a DNN f abs ∈ F ( C 3 log K , 16, K 8 ∨ C 4 , 2) for some constants C 3 > 0 and C 4 > 0 such that f abs (x) − |x| ∞ ≤ 1/K 2 . Then the DNN f ind ∈ F ( C 3 log K , 31, K 8 ∨ C 4 , 2) defined by f ind (x) := 1 2 f abs (Kx) − f abs (Kx − 1) − 1 satisfies f ind (x) − h K (x) ∞ ≤ 1/K. Hence the desired result follows from the fact (I m,k /A) 2 ≤ A K+1 ( + (K + 1)A −1 ).
Since K and A are fixed constants, we get the desired result.
