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1. Introduction
This paper is concernedwith the simplification of expressions in symbolic variables involving non-
commutative products. Specifically,we are interested in developing algorithms for simplifying polyno-
mials in non-commutative variables, NC polynomials for short. For example, think about expressions
involving products of several matrices that have to be simplified symbolically before evaluation. In the
present paper we will show how to simplify NC polynomials by collecting common terms around a
prescribed set of variables.
We make progress by looking at polynomials that are linear in one set of variables, which we label
as the unknowns, and arbitrary on a second set of variables, the knowns. For example, if presentedwith
the NC polynomial
2aexc + 2bxc − aexd − bxd (1)
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we would like to find an algorithm that produces the collected, i.e. simplified, NC polynomial
(ae + b) x (2c − d) (2)
after selecting x as the unknown and a, b, c, d, and e as the knowns.
Specifically, we are interested in minimizing the number of terms appearing in an NC polynomial.
For NC polynomials which are linear in the unknowns, as in the example above, we will be able
to establish strong minimality results by associating this minimum number of terms of a collected
symbolic NC linear polynomial with the numerical rank of a properly constructed numerical matrix.
This is the subject of Theorems 1, 2, and 3, which are the main results of the present paper.
The notion of minimality is formalized by transforming NC polynomials that are linear in the M
unknowns x1, . . . , xM into the “canonical” form
S(x1, . . . , xM) =
M∑
j=1
Nj∑
i=1
lij(y1, . . . , yP) xj rij(y1, · · · , yP) (3)
which we refer to as a Symbolic Sylvester Mapping. In (3) the factors lij and rij are NC polynomials on
the P knowns y1, . . . , yP . The sum of the Nj ’s is the index of the Sylvester mapping.
As the examples (1) and (2) illustrate, Sylvestermappings generally admitmultiple representations
with varying indices. For example, in (1) the index is fourwhile in (2) the index is one. In Theorem1we
shall establish a result that allows one to construct a symbolic Sylvester mapping for NC polynomials
such as the one given in (1) or (2) with the minimum possible index. The following example of two
minimal representations of the same NC polynomial
3 a x a + (a + 2b) x(a + 2b) = 3 b x b + (2a + b) x(2a + b)
shows that minimal representations are also possibly not unique.
A numerical algorithm for constructing minimal representations will be discussed in Section 6.
In this algorithm we pay special attention to the case of NC polynomials with integer or rational
coefficients and show that, in this case, it is always possible to construct aminimal realization that has
rational coefficients.
Before continuing, we shall mention one possible application of the type of symbolic algorithm
discussed in the present paper: assisting numerical algorithms heavy inmatrix computations. Numer-
ical matrix computations might benefit from pre-processing NC polynomials in symbolic form before
performing the actual computations. For example, if all symbols in (1) are to be replaced by n × n
matrices, direct evaluation of (1) requires 10O(n3)multiplications, in contrast with 3O(n3)multipli-
cations required2 by (2). Gains obtained innumerical evaluation can therefore becomevery significant
specially in algorithms that require the evaluation of NC polynomials with potentially thousands of
terms in expanded form but that can often be collected to tens of terms, such as those generated by the
interior-point algorithm for solving convex optimization programs discussed in [1]. It was difficulties
with the expressions encountered in [1] that first motivated investigation of the problem considered
in the present paper. This simpler form of “linear collect” has already been discussed in [1].
With an eye onmore complexmatrix computations, one often encounters NC polynomialmatrices,
which either arise naturally from the underlying problem structure, such as in the case of Linear
Matrix Inequalities which are widely used in Systems and Control [2], or as a result of splitting the
original matrices into blocks with compatible dimensions for improved handling and often greater
speed of computation [3,4]. Many Systems and Control problems involve solving matrix equations
and inequalities which are linear or polynomial in a set of matrix unknowns whereas the knowns are
matrices arising, for example, from a state-space representation of the underlying systems [2,5]. The
problem of collecting a symbolic NC polynomial matrix as a Sylvester mapping is a recurrent theme
in the area of Systems and Control. See the references [6–8] where various symbolic techniques for
assisting the solution of problems in systems and control are discussed. In this context, we would like
to be able to simplify NC polynomial matrices such as
2 Recall that evaluation of a monomial with m symbols require (m − 1)O(n3) scalar multiplications. Matrix sums and matrix
multiplications by scalars are O(n2) operations.
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⎡
⎣2aexc + 2bxc − aexd − bxd aexd + bxd
2bxc − bxd bxd
⎤
⎦ , (4)
which is linear in the unknown x. Whereas one can use the ideas discussed previously to seek for
Sylvester mappings of minimal degree for each of the individual entries, in various applications, a
more convenient representation is as a Sylvester mapping where the polynomials lij and rij in (3) are
allowed to be column and row vectors of appropriate size. For instance, for the polynomial matrix
given in (4), one such representation would be
⎛
⎝ae + b
b
⎞
⎠ x
(
2c − d d
)
. (5)
Minimality results for Sylvester mappings of such form will be established in Theorem 2.
A problem which may be thought as a dual to the one discussed above is when a “scalar” NC
polynomial is to be collected on matrix unknowns. In this case the polynomials lij and rij in (3) are
allowed to be row and column vectors of appropriate size, as opposed to column and row vectors as
before. Besides the applications in Systems andControl thatwementioned above, suchNCpolynomials
might be related to further simplified forms of collecting. For example, consider the NC polynomial
2aex1c + 2bx1c − aex1d − bx1d − 2aebx2c − 2b2x2c + aebx2d + b2x2d (6)
linear in the two unknowns x1 and x2. A Sylvester mapping of the form (3) with minimum index
associated with the above NC polynomial is
(ae + b) x1 (2c − d) − (aeb + b2) x2 (2c − d) (7)
which has index two. However, it is possible to collect this expression further
(ae + b) (x1 − b x2) (2c − d). (8)
with the caveat that (8) is not a Sylvester mapping. Even though one can easily be convinced that
collecting the original NC polynomial (6) into the Sylvester mapping of minimal index two in (7) is
a useful step in achieving the fully reduced expression in (8), it is possible in this case to collect (7)
directly into a Sylvester mapping within minimal index one if we are allowed to collect on the matrix
unknown
⎡
⎣x1
x2
⎤
⎦ .
In this example, if we let the polynomials lij appearing in (3) be two-dimensional row vectors, we can
construct a representation in the form of the Sylvester mapping
[
(ae + b) −(aeb + b2)
] ⎡⎣x1
x2
⎤
⎦ (2c − d) (9)
which has index one in the new column vector unknown.
Having allowed the polynomials lij and rij in (3) to become vectors, it is natural to pursue a further
generalization in which all of the lij and rij as well as some or all of the unknowns are allowed to be
full size matrices. For example, one might be presented with the NC polynomial matrix
⎡
⎣ (ae + b)x11(2c − d) (ae + b)x12(c + d) − (ae + b)x11d
{bx21 − (ae + b)x11}(2c − d) (ae + b){x11d − x12(c + d)} − bx21d + bx22(c + d)
⎤
⎦ (10)
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linear on the unknowns x11, x12, x21, x22 and might be interested in producing the collected form
⎡
⎣ (ae + b) 0
−(ae + b) b
⎤
⎦
⎡
⎣x11 x12
x21 x22
⎤
⎦
⎡
⎣(2c − d) −d
0 (c + d)
⎤
⎦ . (11)
Note that (11) is indeed a Sylvester mapping. The techniques involved in this most general case are a
bit more complex than the ones needed to handle the first two cases and we will make use of some
results which are similar to the ones developed in [9] to handle minimality of numerical Sylvester
mappings. The corresponding minimality result for symbolic Sylvester mappings will be presented in
Theorem 3.
It is interesting here again to bring to attention potential applications in Systems and Control. For
example, behind the more than twenty different problems solved and presented in the book [5], lies
the idea of collecting NC polynomial matrices which are linear on a matrix containing parameters
of a controller or filter. The connection with minimality is very strong and important, and will be
discussed in a future paper. The interested reader is referred to [10] for further discussion on this
particular application.
Finally, all the algorithms discussed in this paper have been implemented inMathematica using the
freely available package NCAlgebra, which adds symbolic noncommutative capability toMathematica.
The source code and a demonstration Mathematica notebook can be downloaded at [11].
2. Preliminaries
In thispaper,wedenotebyS,Sn Sm×n a linear spaceof, respectively, symbols,n-dimensional vectors
of symbols, and m × n matrices of symbols. Products between symbols are always noncommutative
and products between real numbers and symbols commute. For example, for a, b ∈ S and β ∈ R,
we have that ba = ab but βa = aβ and βba = bβa = baβ = βab. Symbols operate as scalars. If
b ∈ S and A = [aij] ∈ Sm×n then bA = [baij] = Ab = [aijb]. Vector and matrix multiplications are
performed as usual except that products between symbols do not commute. Transposition is denoted
by ()T with symbols again regarded as scalars.
The above definitions are clarified now by examples. The product of two vectors of symbols in
x, y ∈ Sn is
xTy := x1y1 + · · · xnyn = yTx.
The product of a matrix of symbols A = [aij] ∈ Sm×n and vectors of symbols x ∈ Sn and y ∈ Sm
yTAx =
m∑
i=1
n∑
j=1
yiaijxj =
m∑
i=1
n∑
j=1
aijyixj
Note that two expressions above are the same when A ∈ Rm×n.
If z ∈ S and B ∈ Rm×n then Bz = zB ∈ Sm×n. Furthermore
yT (Bz)x = (yTB)(zx) = (yz)T (Bx)
If in addition B = CDT then
yT (CDTz)x = (yTC) z (DTx). (12)
A concrete example is
C =
⎡
⎣ 2
−1
⎤
⎦ , D =
⎡
⎣1
1
⎤
⎦ , CDTz =
⎡
⎣ 2z 2z
−z −z
⎤
⎦ ,
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and for x, y ∈ S2 we have
yT (CDTz)x = 2y1zx1 + 2y1zx2 − y2zx1 − y2zx2 = (2y1 − y2) z (x1 + x2) = (yTC) z (DTx).
For convenience of notation we also define a block-product denoted ‘◦’ which applies to block-
matrices as follows. The ◦ product of them× n block-matrixA ∈ Smp×nq with blocks Aij of size p× q
and the vector of symbols x ∈ Sn is
A ◦ x =
⎡
⎢⎢⎢⎢⎣
A11 · · · A1n
...
. . .
...
Am1 · · · Amn
⎤
⎥⎥⎥⎥⎦
◦
⎛
⎜⎜⎜⎜⎝
x1
...
xn
⎞
⎟⎟⎟⎟⎠
:=
⎛
⎜⎜⎜⎜⎝
A11x1 + · · · + A1nxn
...
Am1x1 + · · · + Amnxn
⎞
⎟⎟⎟⎟⎠
(13)
Using the ◦ product we have
yT ◦ A ◦ x = yT ◦ (A ◦ x) = (yT ◦ A) ◦ x =
m∑
i=1
n∑
j=1
yi Aij xj
As before, if z ∈ S and B ∈ Rmp×nq with p × q blocks then
yT ◦ (Bz) ◦ x = (yT ◦ B) ◦ (zx) = (yz)T ◦ (B ◦ x)
and if B = CDT with C and D of compatible block-sizes then
yT ◦ (CDTz) ◦ x = (yT ◦ C) z (DT ◦ x). (14)
A similar relation involving now a matrix of symbols z ∈ Sr×s and real block-matrices C ∈ Rmp×r ,
D ∈ Rnq×s is
yT ◦ (CzDT ) ◦ x = (yT ◦ C) z (DT ◦ x). (15)
We will sometimes make use of the linear operator vec : Sm×n → Smn to convertm × nmatrices
into mn-dimensional vectors. In this context we will also use ⊗ to denote the Kronecker product of
matrices and vectors
A ⊗ B =
⎡
⎢⎢⎢⎢⎣
a11B · · · a1nB
...
. . .
...
am1B · · · amnB
⎤
⎥⎥⎥⎥⎦
.
Recall that if aij ∈ S and B ∈ Sr×s then aijB = Baij , which means that not all standard properties
of Kronecker products and its relation with vec are available. In the particular case when A ∈ Rp×m,
B ∈ Rq×n, and x ∈ Sm×n we have that
vec(A x BT ) = (B ⊗ A) vec x. (16)
Note that the above property does not hold if A or B are matrices of symbols because in this case the
right-hand side of (16) contains only left-products of the entries of B or A with x while the left-hand
side of (16) contains both left- and right-products.
3. Scalar polynomials
In this section we revisit the case of scalar symbolic NC polynomials. We start with the simple
motivating example:
f (x, a, b, c, d, e) = (ae + b) x (2c − d) = 2aexc + 2bxc − aexd − bxd. (17)
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Thefirst expression is our target collected expression. The rightmost expression is related to the unique
expanded representation as defined in the following lemma.
Lemma 1. Let f : S × Sp × Sq −→ S be a symbolic noncommutative polynomial f (x, l, r) linear in
each of x, l and r, where l multiplies x only on the left and r multiplies x only on the right. Then f admits
the unique expanded representation
f (x, l, r) =
p∑
i=1
q∑
j=1
fij li x rj = lT (Fx) r (18)
where fij ∈ R for all i = 1, . . . , p, j = 1, . . . , q and F = [fij] ∈ Rp×q.
Note that Lemma 1 is stated in terms of the unknown x and two vectors of knowns l and r. Note
that we can assume linearity with respect to l and r without loss of generality. Indeed, given NC
polynomials that have arbitrary polynomial dependence on the knowns, such as (17), one can construct
an equivalent polynomial that is linear in l and r which are now basis vectors for all the left and right
multipliers of the unknown x appearing in the original polynomial. For example, in the case of (17) we
have
f (x, l, r) = lT (Fx)r, l =
⎛
⎝ae
b
⎞
⎠ , r =
⎛
⎝c
d
⎞
⎠ , F =
⎡
⎣2 −1
2 −1
⎤
⎦ .
All subsequent results will be presented in this context.
A representation with minimum index is obtained noticing that for any G ∈ Rp×η and H ∈ Rq×η
such that F = GHT = ∑ηι=1 GιHTι , where Gι and Hι denote the ιth column of G and H, we have
f (x, l, r) =
η∑
ι=1
gι(l) x hι(r), gι(l) = lTGι, hι(r) = rTHι. (19)
The above expression follows directly from (12). A representation with minimum index is therefore
one that has the minimum possible η, that is, a representation where both G and H have full column-
rankwhich is equal to the rank of F . This result has been observed in [1] and is summarized in the next
theorem.
Theorem 1. Let f : S × Sp × Sq −→ S be a symbolic noncommutative polynomial f (x, l, r) linear in
each of x, l and r admitting an expanded representation (18) with coefficient F ∈ Rp×q. Let η be the rank
of the p × q matrix F. Let G ∈ Rp×η and H ∈ Rq×η be full column rank matrices such that F = GHT =∑η
ι=1 GιHTι , where Gι and Hι denote the ιth column of G and H. Then f admits a representation (19)where
η = rank F is the minimum possible index.
In example (17) we obtain a representation with minimal index equal to one by factoring F as
F =
⎡
⎣1
1
⎤
⎦ [2 −1
]
, f (x, l, r) = (ae + b) x (2c − d).
It is interesting tonotice that the factorizationof F in full rank factors is never unique. Several numerical
algorithms exist that produce such factorizations with different properties. Among the most popular
are the QR-factorization and the SVD-factorization [3]. One of the reasons for the popularity of these
two factorizations is the fact that they can be obtained through the use of orthogonal matrices, a
fact that yields good results in finite-precision computation, such as the ones involving floating-point
numbers in modern computers. However, these factorizations may produce irrational numbers even
when F is a matrix of integers or rational entries. For example, the QR-decomposition of F in the above
example is
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F =
⎡
⎣
√
2/2√
2/2
⎤
⎦ [2
√
2 −√2
]
, f (x, l, r) = (√2ae/2 + √2b/2) x (2√2c − √2d)
which produces a collected formwith irrational coefficients. Note that in this case it is easy to remove
the irrational factor by a simple scaling operations, however, in more complex cases this simple ex-
pedient may not be possible. We will return to this point when we address computational issues in
Section 6.
4. Polynomial matrices on scalar symbols
In this section we treat the case of polynomial matrices in scalar symbolic variables. As before we
start with an example:
f (x, a, b, c, d, e) =
⎛
⎝ae + b
b
⎞
⎠ x
(
2c − d d
)
=
⎡
⎣2aexc + 2bxc − aexd − bxd aexd + bxd
2bxc − bxd bxd
⎤
⎦ .
(20)
Thefirst expression is our target collectedexpression. The rightmost expression is theuniqueexpanded
representation which can be obtained as in the next lemma, which makes use of the block-product ‘◦’
introduced in Section 2.
Lemma 2. Let f : S× Sp × Sq −→ Sr×s be a symbolic noncommutative polynomial f (x, l, r) linear in
each of x, l and r, where l multiplies x only on the left and r multiplies x only on the right. Then f admits
the unique expanded representation
f (x, l, r) =
p∑
i=1
q∑
j=1
li (Fijx) rj = lT ◦ (Fx) ◦ r (21)
where Fij ∈ Rr×s for all i = 1, . . . , p, j = 1, . . . , q and F = [Fij] ∈ Rpr×qs.
In the case of example (20) we can compute an expanded representation
f (x, l, r) = lT ◦ (Fx) ◦ r, l =
⎛
⎝ae
b
⎞
⎠ , r =
⎛
⎝c
d
⎞
⎠ , F =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 0 −1 1
0 0 0 0
2 0 −1 1
2 0 −1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
A representation with minimum index is obtained after noticing that for any G ∈ Rpr×η and
H ∈ Rqs×η such that F = GHT = ∑ηι=1 GιHTι , where Gι and Hι denote the ιth column of G and H,
we have
f (x, l, r) =
η∑
ι=1
gι(l) x hι(r), gι(l) = lT ◦ Gι, gι(r) = HTι ◦ r. (22)
This follows from (14). A representation with minimum index is therefore one that has the minimum
possible η, that is, a representation where both G and H have full column-rank which is equal to the
rank of F. This result is summarized in the next theorem.
Theorem 2. Let f : S× Sp × Sq −→ Sr×s be a symbolic noncommutative polynomial f (x, l, r) linear
in each of x, l and r admitting an expanded representation (21) with coefficient F ∈ Rpr×qs. Let η be
the rank of the pr × qs matrix F. Let G ∈ Rpr×η and H ∈ Rqs×η be full column rank matrices such
that F = GHT = ∑ηι=1 GιHTι , where Gι and Hι denote the ιth column of G and H. Then f admits a
representation (22) where η = rank F is the minimum possible index.
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In example (20) we have
F =
⎡
⎢⎢⎢⎢⎢⎢⎣
1
0
1
1
⎤
⎥⎥⎥⎥⎥⎥⎦
[
2 0 −1 1
]
, f (x, l, r) =
⎛
⎝ae + b
b
⎞
⎠ x
(
2c − d d
)
,
which has η = 1 and produces the given realization with minimal index.
5. Polynomial matrices on matrices of symbols
We now move to the most complex case of matrix polynomials on matrix variables. Our running
example will be
f (x, a, b, c, d, e)
=
⎡
⎣ (ae + b) 0
−(ae + b) b
⎤
⎦
⎡
⎣x11 x12
x21 x22
⎤
⎦
⎡
⎣(2c − d) −d
0 (c + d)
⎤
⎦
=
⎡
⎣ (ae + b)x11(2c − d) (ae + b)x12(c + d) − (ae + b)x11d
{bx21 − (ae + b)x11}(2c − d) (ae + b){x11d − x12(c + d)} − bx21d + bx22(c + d)
⎤
⎦
(23)
The first expression is our target collected form. Note however that even in this “simple” example it is
easy to get lost into themany terms of the expanded form. This is the reasonwhy the last expression is
not typed fully expanded. Contrary towhat happened in the first two cases, it may not be immediately
evident what a fully expanded representation should be. This is addressed in the next lemma.
Lemma 3. Let f : Sm×n×Sp×Sq −→ Sr×s be a symbolic noncommutativematrix polynomial f (x, l, r)
linear in each of x, l and r, where l multiplies x only on the left and r multiplies x only on the right. Then f
admits the unique expanded representation
f (x, l, r) =
p∑
i=1
q∑
j=1
m∑
k=1
n∑
=1
li (Fijk xk) rj =
m∑
k=1
n∑
=1
lT ◦ (Fk xk) ◦ r (24)
where Fijk ∈ Rr×s, for all i = 1, . . . , p, j = 1, . . . , q, k = 1, . . . ,m,  = 1, . . . , n and Fk = [Fijk] ∈
R
pr×qs.
A major difference in the expanded representation of a polynomial matrix on matrices of symbols
is that the constant real coefficient matrix F we have found in the previous simpler cases now has to
be replaced by the linear mapping
F : Sm×n → Spr×qs, F(x) =
m∑
k=1
n∑
=1
Fijk xk. (25)
In example (23) we have
f (x, l, r) =
2∑
k=1
2∑
=1
lT ◦ (Fk xk) ◦ r, l =
⎛
⎝ae
b
⎞
⎠ , r =
⎛
⎝c
d
⎞
⎠ ,
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F11 =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 0 −1 −1
−2 0 1 1
2 0 −1 −1
−2 0 1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
, F12 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 1
0 −1 0 −1
0 1 0 1
0 −1 0 −1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
F21 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
2 0 −1 −1
⎤
⎥⎥⎥⎥⎥⎥⎦
, F22 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Going fromtheexpanded formto the collected formalso takes someadditional steps. Inparticular, it
is not clear how factoring thematricesFk’swould produce a representation ofminimal index and then
how these factorized matrices produce collected expressions. In order to address these questions we
will need amore elaborate construction. First consider the following representation of linearmappings
of matrices.
Lemma 4 (Sylvester Representation). Let F : Sm×n → Sr×s be a linear mapping. Then F admits a
Sylvester representation
F(x) =
η∑
ι=1
Gι xH
T
ι
where η is finite, Gι ∈ Rr×m, andHι ∈ Rs×n.
Proof. Follows from the fact that linear mappings between finite-dimensional spaces admit a repre-
sentation based on finite matrices (e.g. [12]). 
The representation in Lemma 4 is far from unique. The lemma implies however that it is always
possible to compute a Sylvester representation for the linear mapping (25). In particular, we are inter-
ested in computing a Sylvester representation of minimal index η. It is this Sylvester representation
that will produce collected forms with minimal index. We can see how this will work even before
introducing the necessary theory. After computing a Sylvester representation for the linear mapping
in Lemma 3 rewrite f (x, l, r) as
f (x, l, r) =
η∑
ι=1
lT ◦
(
Gι xH
T
ι
)
◦ r =
η∑
ι=1
(lT ◦ Gι) x (HTι ◦ r) =
η∑
ι=1
gι(l) x hι(r)
gι(l) = lT ◦ Gι, hι(l) = HTι ◦ r. (26)
It is clear now that the number of terms of f is the same as the number of terms of the Sylvester
representation of the mapping (25). The manipulations with the block-product ‘◦’ follows from (15).
Note also that Gι andHι are the rectangular matrices associated with the Sylvester representation.
In example (23) a possible Sylvester representation is
F(x) = G1 xHT1, G1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0
−1 0
1 0
−1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
, H1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 0
0 1
−1 0
−1 1
⎤
⎥⎥⎥⎥⎥⎥⎦
which has η = 1 and produces exactly our target collected form in (23). It is however hard to see a
relation between the matrices of the above Sylvester representation and the factors of the matrices
Fk shown above. This relationship and the issue of minimality will be discussed in the next section.
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5.1. Sylvester mappings with minimal index
Let η matrices Gι ∈ Rr×m,Hι ∈ Rs×n be given. A linear mapping
F : Sm×n → Sr×s, F(x) =
η∑
ι=1
Gι xH
T
ι
is said to be a Sylvester mapping with index η. This is a particular case of the more general symbolic
Sylvester mapping we introduced before in (3) where the left and right coefficient matrices are now
restricted to contain only real numbers and not symbols.
Using Kronecker products one can construct a matrix representation of any Sylvester mapping by
exploring property (16). Namely
vec F(x) = F vec x, F =
η∑
ι=1
Hι ⊗ Gι (27)
The rank of the Sylvester operator F is clearly identified with the rank of its matrix representation F .
Sylvester representations are however far from unique, and they may have different Sylvester in-
dices. Interestingly enough, the minimal Sylvester index of a Sylvester representation of a given linear
map F is not the same as the rank of the matrix representation F , as one might be tempted to believe.
Indeed, it is simple to generate examples of Sylvester mappings of index one for which the matrix
F has full rank, e.g. F(x) = x which has index one and rank F = rank I = mn > 1. Therefore, a
relevant problem is that of computing a Sylvester representation with minimum index. This is one
of the problems addressed in [9]. We shall revisit this work in this section with an view toward the
representation results of the previous section. In particular we will make a construction which differs
slightly from the one in [9] but that will match the expanded representation obtained in Lemma 3.
Similarly to [9], the construction of a minimal index Sylvester representation can be done by ex-
ploring the following invertible mappings
ν : Rs×n × Rr×m → Rsn × Rrm, ν(A, B) = (vec A, vec B), (28)
π : Rrs×mn → Rrm×sn, π(A ⊗ B) = vec B(vec A)T (29)
Note that the mapping ν : Rs×n ×Rr×m → Rsn ×Rrm is well defined and invertibility follows from
the definition of the vec operator. The mapping π : Rrs×mn → Rrm×sn is a permutation, hence also
invertible, a fact that can be easily established because the matrices
A ⊗ B =
⎡
⎢⎢⎢⎢⎣
A11B · · · A1nB
...
. . .
...
As1B · · · AsnB
⎤
⎥⎥⎥⎥⎦
,
vec B(vec A)T =
[
(vec B)A11 · · · (vec B)As1 (vec B)A12 · · · (vec B)Asn
]
,
have the exact same set of entries although appearing in different locations. These mappings provide
the ingredients to prove the following lemma.
Lemma 5 (Sylvester RepresentationwithMinimum Sylvester Index). LetF : Sm×n → Sr×s be a linear
mapping with matrix representation F ∈ Rrs×mn. Let η be the rank of the rm × sn matrix Fπ := π(F)
where π is the permutation defined in (29). Let G ∈ Rrm×η , H ∈ Rsn×η be full column-rank matrices
such that Fπ = GHT = ∑ηι=1 GιHTι where Gι and Hι are the ιth columns of G and H. Then the linear
mapping F admits the Sylvester representation
F(x) =
η∑
ι=1
Gι xHTι , (Hι,Gι) = ν−1(Hι, Gι),
where the invertible mapping ν is defined in (28) and η = rank Fπ is the minimum possible index.
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Proof. Use Lemma 4 to construct a Sylvester representation and its associated matrix representation
F . Since π is a permutation (i.e. linear) with a linear inverse π−1 we have that
F = π−1(Fπ ) =
η∑
ι=1
π−1(GιHTι ) =
η∑
ι=1
Hι ⊗ Gι, (Hι,Gι) = ν−1(Hι, Gι).
Correspondence with the Sylvester representation follows from (27). Minimality comes from the fact
that the (non-unique) decomposition Fπ = ∑ηι=1 GιHTι has the minimum possible number of terms
when η is equal to the rank of Fπ . 
It is not hard to verify that in example (23)
Fπ =
⎡
⎣F11 F12
F21 F22
⎤
⎦ = G1HT1, G1 = vecG1, H1 = vecH1.
As the next theorem shows, the above nice structure of Fπ is not a coincidence and follows from
the particular choice of the homomorphism discussed earlier. This fact can be used to compute the
minimal index realization using the next theorem.
Theorem3. Let f : Sm×n×Sp×Sq −→ Sr×s be a symbolic noncommutative polynomial f (x, l, r) linear
in each of x, l and r admitting an expanded representation (24)with mn coefficient matrices Fk ∈ Rpr×qs,
k = 1, . . . ,m,  = 1, . . . , n. Let η be the rank of the matrixM = [Fk] ∈ Rmpr×nqs. Let G ∈ Rmpr×η
and H ∈ Rnqs×η be full column rank matrices such thatM = GHT = ∑ηι=1 GιHTι , where Gι and Hι
denote the ιth column of G and H. Then f admits a representation (3) where (Hι,Gι) = ν−1(Hι, Gι) for
all ι = 1, . . . , η and the invertiblemapping ν is defined in (28). Furthermoreη = rankM is theminimum
possible index.
Proof. The results in this theorem follow directly from Lemma 5 if we can prove thatM = Fπ , where
Fπ is thematrix obtained from thematrix respresentation of the linearmappingF by the permutation
π defined as defined in Lemma 5. In order to do so consider the linear mapping (25). Now focus on a
single term
Fk xk =
qs∑
i=1
Fik e
T
i xk =
qs∑
i=1
Fik e
T
k x e e
T
i
where Fik denotes the ith column of the real matrix Fk. Note that
F =
m∑
k=1
n∑
=1
Fk, Fk =
qs∑
i=1
ei e
T
 ⊗ Fik eTk .
That is Fk is one term of the matrix representation F of the mapping F. Now compute
π(Fk) =
qs∑
i=1
π(ei e
T
 ⊗ Fik eTk )
=
qs∑
i=1
vec(Fik e
T
k ) vec(ei e
T
)
T
=
qs∑
i=1
(ek ⊗ Fik) (eT ⊗ eTi )
= ekeT ⊗
qs∑
i=1
Fike
T
i
= ekeT ⊗ Fk.
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In the aboveweused the properties that vec(xyT ) = y⊗xwhen x and y are vectors, (A⊗B)T = AT ⊗BT
and (A⊗ B)(C ⊗D) = AC ⊗ BD. The conclusion is that π(Fk) is an rm× snmatrix that is zero except
at the kth block, which is equal to Fk. By summing over k and  we obtain
Fπ =
m∑
k=1
n∑
=1
π(Fk) =
m∑
k=1
n∑
=1
eke
T
 ⊗ Fk = [Fk] = M,
which is the desired result. 
6. Numerical computation of minimal index representations
Wearenowready todiscuss the implementationof analgorithm forproducing collectedNCpolyno-
mials. Here we provide only a conceptual view of the required operations. A concrete implementation
using Mathematica and NCAlgebra is available for download at [11].
Using Mathematica and NCAlgebra means that the basic facilities for manipulating symbolic NC
expressions are already implemented. After downloading NCAlgebra the following commands
In[1]:= << NC‘
In[2]:= << NCAlgebra‘
make NCAlgebra available within Mathematica. NCAlgebra enables the use of the operator ‘**’ as a
noncommutative product. In order to use ‘**’ we set the symbols a, b, and x to behave as noncommu-
tative symbols
In[3]:= SNC[a,b,c,d,x];
using SNCwhich is short for SetNonCommutative. The following command define the NC polynomial
In[4]:= p = a ** x ** c - 2 b ** x ** d + (a + b) ** x ** (c + d);
and store it in the Mathematica symbol p. A first algorithmic step is that of producing an expanded
representation. Even though NCAlgebra has an NCExpand command, which in this case produces the
expanded expression
In[5]:= NCExpand[p]
Out[5]= 2 a ** x ** c + a ** x ** d + b ** x ** c - b ** x ** d
what we are really after is the associated coefficient matrix F and the left and right factors which
appear in Theorem 1. We have implemented the command ExpandedRepresentation which does
exactly that and is available with the package NCLinearCollect. This command uses Mathematica’s
pattern matching capabilities to isolate and sort the left and right terms and from there construct the
coefficient matrix. The following commands
In[6]:= << NCLinearCollect‘
In[7]:= {lb, rb, F, var} = ExpandedRepresentation[p, x];
load the required package and invokes ExpandedRepresentation to produces the left and right lists
of coefficients as well as the coefficient matrix F . Note that arguments to ExpandedRepresentation
are the NC polynomial and the variable or list of variables in which the NC polynomial is linear on,
in this case, the polynomial p and the variable x. It is possible to pass more than one variable at a
time by using Mathematica’s lists. The output of ExpandedRepresentation is composed of lb, rb
which are list of monomials multiplying on the left and right and the coefficient matrix F (l, r and F in
Theorems 1, 2 and 3). In this case the output is
In[8]:= lb
Out[8]= {a, b}
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In[9]:= rb
Out[9]= {c, d}
In[10]:= Normal[F]
Out[10]= {{2,1},{1,-1}}
Note thatwe usedMathematica’s command Normal because F is stored as a sparsematrix for efficient
handling of large polynomials. For the reader not familiarwithMathematica, single braces delimit lists
and double braces delimit matrices.
Having obtained the coefficient matrix F one has to factor it in full rank factors. The most com-
monly used factorization in numerical analysis to perform this task is the QR-Factorization, due to its
improved accuracy and numerical stability resulting from the use of orthogonal transformation. The
main trouble with the QR-Factorization is that it almost always produce factors with irrational entries
even if the matrix being factored only has integer or rational coefficients. For example, in this simple
2 × 2 example we have
In[11]:= {q,r} = QRDecomposition[F];
In[12]:= q
Out[12]= {{2/Sqrt[5], 1/Sqrt[5]}, {1/Sqrt[5], -(2/Sqrt[5])}
In[13]:= r
Out[13]= {{Sqrt[5], 1/Sqrt[5]}, {0, 3/Sqrt[5]}}
On the other hand, a standard LU-Decomposition, which performs only row-pivoting, does produce
factors with only rational entries given an integer or rational matrix as input, but it may have trouble
with low-rank matrices. For this reason we have implemented a custom version of LU-Decomposition
with complete pivoting as described in [3, §3.4.8]. The computations are performedwith arbitrary pre-
cision (exact arithmetic) as provided by Mathematica. The commands
In[14]:= {factors, rowPermutation, columnPermutation, rank} =
LUDecompositionWithCompletePivoting[F];
In[15]:= {l, u} = LUMatrices[factors];
In[16]:= l
Out[16]= {{1, 0}, {1/2, 1}}
In[17]:= l
Out[17]= {{2, 1}, {0, -(3/2)}}
compute the associated low-rank LU factors. Such factorization is the one used by the command
RepresentationToSylvester to produce minimal Sylvester realizations. For example
In[18]:= {l, r, var} = RepresentationToSylvester[lb, rb, F, var];
In[19]:= l
Out[19]= {a + b / 2, b}
In[20]:= r
Out[20]= {2 c + d, -3 d / 2}
In[21]:= var
Out[21]= x
produces a structured representation of a symbolic Sylvester mapping. The lists l and r contain, re-
spectively, the left and right factors that multiply the variable var. The command SylvesterToPoly
uses this representation to reconstruct a NC polynomial with minimal representation.
In[22]:= SylvesterToPoly[l, r, var]
Out[22]= (a + b / 2) ** x ** (2 c + d) - (3 / 2) b ** x ** d
The next example illustrates collecting a polynomial matrix on a matrix variable. The command
syntax is the same as before. We start by creating our polynomial matrix.
M.C. de Oliveira / Linear Algebra and its Applications 437 (2012) 1734–1748 1747
In[27]:= SNC[a,b,c,d,e,x11,x12,x21,x22];
In[28]:= f = MatMult[{{a ** e + b, c}, {-(a ** e + b), b}},
{{x11, x12}, {x21, x22}},
{{(2 c - d), -d}, {b, c + d}}];
In[29]:= var = {{x11, x12}, {x21, x22}};
Note that we do that by using MatMult to multiply and expand the factors which will eventually be
recomputed by RepresentationToSylvester. Before looking at the factored output, let us take a
look at the expanded representation.
In[30]:= {lb, rb, F, var} = ExpandedRepresentation[f, var];
In[31]:= ColumnForm[lb]
Out[31]= b
c
a ** e
In[32]:= ColumnForm[rb]
Out[32]= b
c
d
In[33]:= Map[MatrixForm, Normal[F]]
Out[33]= {0 0 0 0 0 0 , 0 0 0 0 0 0 }
0 0 0 0 0 0 0 0 0 0 0 0
2 -2 0 0 2 -2 0 2 2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
-1 1 0 0 -1 1 0 -1 -1 0 0 0
-1 1 0 0 -1 1 0 -1 -1 0 0 0
1 -1 0 0 1 -1 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 -1 0 0 1 -1 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
1 -1 0 0 1 -1 0 1 1 0 0 0
Note that the tensor F is now stored as a three-dimensional sparse array. Each matrix in entry k,  is
the coefficient matrix Fk.
After invoking RepresentationToSylvester we recover, in this case, the original factors that
were used to generate the polynomial matrix:
In[34]:= {l, r, var} = RepresentationToSylvester[lb, rb, F, var];
In[35]:= l
Out[35]= {{{b + a ** e, c}, {-b - a ** e, b}}}
In[36]:= r
Out[36]= {{{2 c - d, -d}, {b, c + d}}}
In[37]:= var
Out[37]= {{x11, x12}, {x21, x22}}
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