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Abstract
We study large deviation properties of probability distributions with
either a compact support or a fat tail by comparing them with q-deformed
exponential distributions. Our main result is a large deviation property
for probability distributions with a fat tail.
1 Introduction
The Law of Large Numbers (LLN) states that the arithmetic mean of i.i.d. vari-
ables X1, X2, · · · , Xn converges to the first moment EXk of the probability
distribution. The Large Deviation Principle (LDP) is the property that the
probability that the arithmetic mean has a deviating value is exponentially
small in the number of variables n. It is an important assumption for the the-
orem of Varadhan [1], which deals with the asymptotic evaluation of certain
integrals. See also [2, 3, 4, 5, 6, 7].
Varadhan’s theorem is a generalization of Laplace’s method of evaluating
integrals. As such it is highly relevant for the axiomatic formulation of statistical
mechanics. The standard reference in this direction is the book of Ellis [2]. A
more recent review is found in [7]. The breakdown of Varadhan’s theorem is
related with the occurrence of phase transitions in models of statistical physics.
It is due to the appearance of strong correlations between the variables Xk.
Another reason of failure of Varadhan’s theorem can be that the LDP is not
satisfied. This is the case for instance when the probability distribution of the
variables Xk has a fat tail. It is the latter situation which is considered in the
present work.
Mathematicians have studied large deviations in the context of probability
distributions with a fat tail starting with the works of Heyde [8, 9] and Nagaev
[10, 11]. See also [12, 13, 14, 15, 16, 17, 18, 19]. The present work starts from the
question whether a systematic use of so-called q-deformed exponential functions
can make a contribution to this area of research. The q-deformed exponential
functions, used in the present work, have been introduced [20] in the context
of non-extensive statistical physics [21]. See also [22, 23]. Our approach differs
∗On leave of absence from Chiba University.
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from that of [24] and of [25] who consider strong correlations in the context of
nonextensive statistical mechanics.
The strategy of the paper is to mimic the standard approach, replacing where
meaningful the exponential function by a deformed function. We therefore start
in the next section by reviewing some standard inequalities. Section 3 gives
the definition of q-deformed exponential and logarithmic functions. Section 4
deals with an application of the Markov inequality in the case of distributions
with a compact support. The treatment of distributions with a fat tail is more
difficult. Before discussing them in Section 6 we first study the q-exponential
distributions in Section 5. The final Section 7 contains a summary and an
evaluation of what has been obtained.
2 The standard inequality
The Markov inequality
Prob (X ≥ x) ≤ EX
x
, x > 0, (1)
valid for any random variable X assuming non-negative values, implies that for
any random variable X which assumes real values one has
Prob (X ≥ x) ≤ A(a)e−ax, a ≥ 0. (2)
This expression involves the moment generating function
A(a) = EeaX . (3)
Its existence is called Crame´r’s condition. For a sequence X1, X2, · · · , Xn of
i.i.d. variables there follows
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ An(a)e−nax. (4)
Introduce a rate function I(x) defined by
I(x) = sup
θ≥0
{θx− lnA(θ)} ≤ +∞. (5)
Note that we change notations from a to θ for compatibility with expressions
later on. The function I(x) is convex non-decreasing, with I(0) = 0 and
limx→+∞ I(x) = +∞ (we assume that A(a) is finite for some a > 0).
One obtains
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ e−nI(x). (6)
When I(x) is strictly positive then an outcome larger than x is a large deviation
and its probability decays exponentially fast in n.
2
3 Deformed logarithmic and exponential func-
tions
Fix q satisfying 0 < q < 2, q 6= 1. The q-deformed logarithm is defined by
[20, 23]
lnq(u) =
1
1− q
(
u1−q − 1) u > 0. (7)
In the limit q = 1 it reduces to the natural logarithm lnu. The inverse function
is the q-deformed exponential. It is defined on the whole of the real axis by
expq(u) = [1 + (1− q)u]1/(1−q)+ ≤ +∞. (8)
Here, [u]+ denotes the positive part of u. Note that expq(lnq(u)) = u holds for
all u > 0. However, lnq(expq(u)) may differ from u when expq(u) diverges or
vanishes.
For further use we mention that
expq(u) exp2−q(−u) =
(
[1 + (1− q)u]+
[1 + (1− q)u]+
)1/(1−q)
= 1, (9)
whenever 1 + (1− q)u > 0.
The following two properties are used later on.
Proposition 3.1 The function expq(x) is log-concave when q < 1 and log-
convex when q > 1.
Proof
Let f(x) = ln expq(x). Its first derivative equals
f ′(x) =
[
expq(x)
]q−1
=
1
[1 + (1− q)x]+
. (10)
This function is decreasing when q < 1 and increasing when q > 1.

Proposition 3.2 Let 0 < q < 1 and let q∗ = 2− q. Then one has for all a > 0
and b > 0 that
expq(a+ b) ≤ expq(a) expq(b) (11)
and
expq∗(−a− b) ≥ expq∗(−a) expq∗(−b). (12)
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The proof is straightforward. Note that equalities hold in the case q = q∗ =
1.
The q-deformed exponential distribution is defined on the positive axis and
has expq(−ax) as its tail distribution. Hence the probability density is
fq(x) = a
(
expq(−ax)
)q
, x ≥ 0,
= a [1− (1 − q)ax]q/(1−q)+ . (13)
When 0 < q < 1 then the distribution has a compact support, namely[
0,
1
a(1− q)
]
. (14)
On the other hand, when 1 < q < 2 then it has a fat tail
fq(x) ∼ 1
[(q − 1)ax]q/(q−1) . (15)
These two cases are rather different. Therefore we will treat them separately.
However, in order to avoid confusion we restrict in what follows the values of
the parameter q to the interval [0, 1] and use q∗ to denote values in the range
between 1 and 2. In fact, this convention has been followed already in the
previous proposition.
4 The case of a compact support
4.1 A deformed inequality
The Markov inequality implies the following analogue of (4).
Proposition 4.1 Let be given i.i.d. random variables X1, X2, · · · , Xn. One has
for all x and for all a > 0 for which (1− q)ax < 1
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ [expq(−ax)]nAn(a), (16)
with
A(a) = E expq∗(aX1). (17)
Proof
Because expq∗ is log-convex one has
ln expq∗
(
1
n
n∑
k=1
aXk
)
≤ 1
n
n∑
k=1
ln expq∗ (aXk) . (18)
This can be written as
I∑n
k=1
Xk≥nx
[
expq∗ (ax)
]n ≤
[
expq∗
(
1
n
n∑
k=1
aXk
)]n
4
≤
n∏
k=1
expq∗ (aXk) . (19)
Here, Ic denotes the indicator function which equals 1 when c is satisfied and
vanishes otherwise. Take the expectation. This gives
Prob
(
1
n
n∑
k=1
Xk ≥ x
)[
expq∗ (ax)
]n ≤ An(a). (20)
The latter can be written as (16).

We will see in an example later on that as a bound the above result is less
sharp than (4).
4.2 Legendre structure
Introduce now a parameter θ defined by
θ =
[
E expq∗(aX1)
]1−q
a. (21)
Lemma 4.2 θ is a strictly increasing function of a on the open interval of
a-values for which 0 < E expq∗(aX1) < +∞.
Proof
One calculates
dθ
da
=
[
E expq∗(aX1)
]1−q
+(1− q) [E expq∗(aX1)]−q E([expq∗(aX1)]q∗ X1) a
=
[
E expq∗(aX1)
]−q
E
[
expq∗(aX1)
]q∗
> 0. (22)

A consequence of this lemma is that the functional dependence θ(a) may be
inverted to a(θ). Hence we can define a function Φ(θ) by
Φ(θ) = lnq E expq∗(aX1). (23)
Note that a ↓ 0 implies θ = 0. Let
θ = sup
a>0
θ(a) ≤ +∞. (24)
Then Φ(θ) is defined for 0 < θ < θ.
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4.3 A Theorem
The Proposition 4.1 can now be reformulated as follows.
Theorem 4.3 Let be given i.i.d. random variables X1, X2, · · · , Xn. Fix q such
that 0 < q < 1 and let q∗ = 2− q. Assume that E expq∗(aX1) is finite for small
positive a. Then one has for all x that
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ [expq(−I(x))]n , (25)
with the rate function I(x) given by
I(x) = sup
0<θ<θ
{θx− Φ(θ)}. (26)
The function Φ(θ) is defined by (23). The range (0, θ) is defined by (24).
Proof
A short calculation shows that the r.h.s. of (16) can be written as[
expq(Φ(θ) − θx)
]n
. (27)
In this expression θ has an arbitrary value in (0, θ). The proof then follows by
taking the infimum over θ.

4.4 Example: the uniform distribution
Consider for instance a random variable X uniformly distributed on the interval
[0, 1]. A short calculation gives
A(a) ≡ E expq∗(aX)
=
1
qa
[{
expq∗(a)
}q − 1] . (28)
This yields
θ = aA1−q = a
[{expq∗(a)}q − 1
qa
]1−q
(29)
and
Φ(θ) = lnq A
=
1
1− q
[
θ
a
− 1
]
. (30)
A short calculation shows that the quantity Φ− θx is minimal when a = 0 or a
is a solution of
expq∗(a) = 1 +
a
1− a+ axq . (31)
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A series expansion for small values of a yields
Φ(a)− θx =
(
1
2
− x
)
a+O(a2). (32)
This shows that I(x) 6= 0 whenever x > 1/2. Hence, in this case (31) has a
useful solution. Note that a < 1/(1− q) is needed to keep expq∗(a) finite.
Take for instance q = 1/2. This gives A = 2/(2 − a), θ = a
√
A and Φ =
2(θ/a− 1). The minimum is obtained for a = 0 or a = 4(x− 1/2)/x. The latter
requires 1/2 < x < 1. One obtains
I(x) = 2− 4
√
x(1− x), 1
2
< x < 1 (33)
The final result is then
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ [4x(1 − x)]n , 1
2
≤ x ≤ 1. (34)
Note that this result can be written as
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ e−nI1(x), 1
2
≤ x ≤ 1 (35)
with
I1(x) = ln 2x+ ln 2(1− x). (36)
One can show numerically that the bound (34) is less sharp than the one ob-
tained by the standard inequality (q = 1). However, (34) has the advantage of
being expressed in a closed form. See the Figure 1.
5 The q∗-deformed exponential distribution
5.1 Definition
Fix q between 0 and 1, as before, and let q∗ = 2− q. Let
η(x) = expq∗(−x) x ≥ 0,
= 1 x ≤ 0. (37)
Let X be a random variable distributed according to the distribution f(x) given
by
f(x) ≡ d
dx
(1− η(x))
=
[
expq∗(−x)
]q∗
if x > 0,
= 0 if x < 0. (38)
Then one has
Prob (X ≥ x) = η(x). (39)
7
Figure 1: Upper bounds for the probability that X1 is larger than x given
the uniform distribution on the interval [0, 1]. From top to bottom the curves
correspond with q = 1/2 and q = 1 (standard case).
This distribution is a special case of the Lomax distribution [26] and hence of a
type-II Pareto distribution. Its first moment exists and is given by
EX =
1
q
. (40)
An important property of this distribution is the following. Note that in
the case of the exponential distribution (this is the q = 1-limit) it holds with
equality.
Proposition 5.1
η(a)η(b) ≤ η(a+ b), for all a > 0, b > 0. (41)
Proof
One can write
η(a)η(b) =
1
[1 + (1− q)a] 11−q
1
[1 + (1 − q)b] 11−q
8
=
1
[1 + (1− q)(a+ b) + (1− q)2ab] 11−q
≤ 1
[1 + (1− q)(a+ b)] 11−q
= η(a+ b). (42)

5.2 Sums of i.i.d. variables
The law of large numbers holds for the distribution (38). Hence one can expect
that some form of a large deviation principle should hold.
Consider a sequence of i.i.d. variables X1, X2, · · · , Xn, all distributed ac-
cording to f(x) given by (38) and introduce tail distributions ηn defined by
ηn(x) = Prob
(
1
n
n∑
k=1
Xk ≥ x
)
. (43)
These functions will be used later on in the formulation of a large deviation
estimate. They satisfy the inequalities
[η(x)]
n ≤ ηn(x) ≤ 1. (44)
The lower bound can be improved easily. Indeed, one has
Proposition 5.2 For all x > 0 is
1− [1− η(nx)]n ≤ ηn(x). (45)
This result is a special case of Proposition 6.2 found below.
It turns out to be very difficult to obtain a sharp upper bound, valid for
arbitrary values of n. Therefore we go immediately over to an asymptotic anal-
ysis.
5.3 Asymptotic analysis
For large values of x the functions ηn(x) satisfy the relation ηn(x) ∼ nη(nx).
This property is known to be equivalent with sub-exponentiality [27]. From
η(x) ∼
[
1
(1− q)x
]1/(1−q)
(46)
then follows that
nq/(1−q)ηn(x) ∼ η(x) as x→∞. (47)
This suggests that for large n and for x > EX1 = 1/q the expression
nq/(1−q)ηn(x) remains bounded when n tends to infinity. This turns out to be
correct, as discussed below.
From the lower bound (45) follows immediately that
lim inf
n→∞
nq/(1−q)ηn(x) ≥
[
1
(1− q)x
] 1
1−q
, x > 0. (48)
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Indeed, one has
nq/(1−q) (1− [1− η(nx)]n) ∼ n1+q/(1−q)η(nx)
∼ n1+q/(1−q)
[
1
(1 − q)nx
]1/(1−q)
=
[
1
(1− q)x
]1/(1−q)
.
In particular, this result implies that the standard Large Deviation Principle is
not satisfied. For the asymptotic upper bound we have to appeal on the math-
ematical analysis originally started by Heyde [8, 9] and Nagaev [10, 11]. The
q-exponential distribution belongs to the class of distributions they consider.
As a consequence, one has the following result.
Proposition 5.3 For all x > EX1 and for n tending to ∞ is
ηn(x) ∼ nη(n(x − EX1)) ∼ 1
n
q
1−q
[
1
x− EX1
] 1
1−q
. (49)
Proof
See for instance Theorem A in [17].

6 The case of a fat tail
6.1 The deformed inequality
The result of Proposition 4.1 is not valid for q > 1 because the proof uses
that expq∗ is log-convex. However, a slightly different result is obtained using
Proposition 3.2 instead of 3.1.
Proposition 6.1 Let be given positive i.i.d. random variables X1, X2, · · · , Xn.
One has for all x > 0 and for all a > 0
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ expq∗(−anx)An(a), (50)
with
A(a) = E expq(aX1). (51)
Proof
Because a > 0 and expq is an increasing function one has
I{
∑
n
k=1
Xk≥nx} expq (anx) ≤ expq
(
a
n∑
k=1
Xk
)
. (52)
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Now use Proposition 3.2 to obtain
I{
∑
n
k=1
Xk≥nx} expq (anx) ≤
n∏
k=1
expq (aXk) . (53)
Take the expectation. This gives, with the help of the i.i.d. property of the
random variables,
Prob
(
n∑
k=1
Xk ≥ nx
)
expq (anx) ≤
[
E expq (aX1)
]n
. (54)
This result can be written as (50).

We will use this result only for n = 1. The factor An(a) in the r.h.s. of (50)
diverges exponentially fast and prohibits sharp estimates in the limit of large n.
6.2 Sums of i.i.d. variables
The lower bound (45) is a special case of the following easy lower bound.
Proposition 6.2 Let be given i.i.d. random variables X,X1, X2, · · · , Xn, all
following the same probability distribution f(x). Let F (x) denote the corre-
sponding tail distribution. Then one has
1− [1− F (nx)]n ≤ Prob
(
1
n
n∑
k=1
Xk ≥ x
)
. (55)
Proof
One has
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
=
∫
dx1 f(x1) · · ·
∫
dxn f(xn)I{
∑
xk≥nx}
= n
∫
dx1 f(x1)
∫ x1
dx2 f(x2)
· · ·
∫ x1
dxn f(xn)I{
∑
xk≥nx}.
To see this note that one may assume that one of the variables, say x1, is larger
than the others. Next use that it is sufficient that x1 is larger than nx to obtain
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≥ n
∫
nx
dx1 f(x1)
∫ x1
dx2 f(x2) · · ·
∫ x1
dxn f(xn)
= n
∫
nx
dx1 f(x1)
[
1− F (x1)
]n−1
= 1− [1− F (nx)]n. (56)

The Proposition 6.1 is used to obtain an upper bound.
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Proposition 6.3 Let be given i.i.d. random variables X,X1, X2, · · · , Xn. Fix
q such that 0 < q < 1 and let q∗ = 2− q. Let A(a) = E expq(aX). Assume A(a)
is finite for all a > 0. If x > 1a lnq(A(a)) then
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ ηn(y). (57)
with
y = aA1−q
∗
x− lnq∗ A. (58)
Proof
Note that the condition
x >
1
a
lnq(A(a)) (59)
implies that y defined by (58) is positive. It also implies that x > EX1. To see
this use the concavity of the function lnq.
Consider the probability distribution
g(y) = aA(a)
[
expq∗(−ay)
]q∗
, y > y0,
= 0 otherwise, (60)
with y0 given by ay0 = lnq(A(a)). Let Y be a random variable with pdf g(y).
Then one has
Prob (Y ≥ x) = A(a) expq∗(−ax). (61)
The Proposition 6.1 then shows that
Prob (X ≥ x) ≤ Prob (Y ≥ x) . (62)
This implies that
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ Prob
(
1
n
n∑
k=1
Yk ≥ x
)
, (63)
where the Yk are i.i.d. with pdf g(y). Now write
Prob
(
1
n
n∑
k=1
Yk ≥ x
)
=
∫ ∞
y0
dy1 g(y1) · · ·
∫ ∞
y0
dyn g(yn) I{
∑
n
k=1
yk≥nx}.
(64)
Introduce new integration variables
xk = − lnq∗ A expq∗(−ayk). (65)
This gives
Prob
(
1
n
n∑
k=1
Yk ≥ x
)
=
∫ ∞
y=y0
dx1
[
A(a) expq∗(−ay1)
]q∗ · · ·
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∫ ∞
y=y0
dxn
[
A(a) expq∗(−ayn)
]q∗
I{
∑
n
k=1 yk≥nx}
=
∫ ∞
0
dx1
[
expq∗(−x1)
]q∗ · · · ∫ ∞
0
dxn
× [expq∗(−xn)]q∗ I{∑nk=1 lnq∗ (η(xk)/A)≤−nax}.
(66)
Hence the inequality reduces to
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤
(
n∏
k=1
∫ 0
+∞
dη(xk)
)
I{
∑
n
k=1
lnq∗ (η(xk)/A)≤−nax}.
(67)
Note that
n∑
k=1
lnq∗(η(xk)/A) ≤ −nax
↔
n∑
k=1
1
1− q∗
[
(η(xk)/A)
1−q∗ − 1
]
≤ −nax
↔
n∑
k=1
(η(xk)/A)
1−q∗ ≥ n[1 + (1− q)ax]
↔
n∑
k=1
(η(xk))
1−q∗ ≥ nA1−q∗ [1 + (1− q)ax]
↔
n∑
k=1
[1 + (1− q)xk]+ ≥ nA1−q
∗
[1 + (1− q)ax]. (68)
The xk are positive integration variables. Therefore the condition becomes
n+ (1− q)
n∑
k=1
xk ≥ nA1−q
∗
[1 + (1− q)ax]
↔
n∑
k=1
xk ≥ n
1− q
[
A1−q
∗
[1 + (1− q)ax]− 1
]
↔
n∑
k=1
xk ≥ ny (69)
with y given by (58). (67) can now be written as (57).

6.3 A Large Deviation Result
The above result can now be combined with the known asymptotics of the
function ηn(x) as found in Proposition 5.3. This yields
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ ηn(y) (70)
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with y = aA1−q
∗
x− lnq∗ A and
ηn(y) ∼ nη
(
n
(
y − 1
q
))
. (71)
Introduce now a parameter θ defined by
θ =
a
A1−q(a)
. (72)
It takes values in the range (0, θ) with
θ = lim
a→∞
a
A1−q(a)
≤ ∞. (73)
Lemma 6.4 θ is an increasing function of a.
Proof
Note that
d
da
expq(aX) =
[
expq(aX)
]q
=
1
(1− q)a
{
expq(aX)−
[
expq(aX)
]q}
(74)
so that
dA
da
=
d
da
E expq(aX)
=
1
(1− q)a
{
A(a)− E [expq(aX)]q} . (75)
This is used in the following calculation
dθ
da
=
θ
a
[
1− (1− q) a
A(a)
d
da
]
=
θ
aA(a)
E
[
expq(aX1)
]q
, (76)
which is a positive quantity.

This allows us to define a function Φ(θ) by
Φ(θ) = lnq∗(A(a)). (77)
We use it to write
nη
(
n
(
y − 1
q
))
∼ 1
n
q
1−q
1[
(1 − q)
(
aA1−q∗(a)x− lnq∗(A)− 1q
)] 1
1−q
=
1
n
q
1−q
1[
(1 − q)
(
θx − Φ(θ)− 1q
)] 1
1−q
14
∼ n expq∗(n[
1
q
+Φ(θ) − θx]). (78)
The parameter θ can still be chosen freely. Hence we can optimize the asymp-
totic bound by taking the infimum over θ > 0. The results obtained so far can
be summarized in the following theorem.
Theorem 6.5 Let be given i.i.d. random variables X1, X2, · · · , Xn. Fix q such
that 0 < q < 1 and let q∗ = 2 − q. Let A(a) = E expq(aX). Assume A(a) is
finite for all a > 0. Introduce a parameter θ, a constant θ and a function Φ(θ)
in the way described above. Introduce a rate function I(x) by
I(x) = sup
θ
{θx− Φ(θ) : 0 < θ < θ}. (79)
There exist functions ξn(x) such that
Prob
(
1
n
n∑
k=1
Xk ≥ x
)
≤ ξn(x) (80)
with the property that
ξn(x) ∼ n expq∗(
n
q
− nI(x)). (81)
6.4 Example
The Student’s t-distribution is given by
f(x) =
1√
νpi
Γ(ν+12 )
Γ(ν2 )
(
1 +
x2
ν
)−(ν+1)/2
. (82)
Its variance diverges when ν ≤ 2.The q-moment generating function A(a) =
E expq(aX) converges when q < 1− 1/ν.
Take for instance ν = 3. The probability distribution is
f(x) =
2
pi
√
3
1
(1 + 13x
2)2
. (83)
The tail distribution is
F (x) ≡
∫ ∞
x
dy f(y)
=
2
pi
√
3
∫ ∞
x
dy
1
(1 + 13y
2)2
=
1
2
− 1
pi
arctan
x√
3
−
√
3
pi
x
3 + x2
. (84)
The lower bound behaves for large n as
1− [1− F (nx)]n ∼ nF (nx) ∼ 2√3
pin2x3
. (85)
Comparison of the latter with (49) suggests to take q = 2/3 when evaluating
the upper bound. This is indeed the limiting value for the existence of the
15
Figure 2: Lower bound (full line) and asymptotic upper bounds as a function of
x for the tail distribution of the sum of 5 i.i.d. variables distributed according
to student t with ν = 3. The vertical axis shows the logarithm of the bounds.
The parameters of the upper bounds are q = 0.6 and q = 0.65, respectively. In
both cases is a = 5.
deformed generating function A(a). We therefore plot in Fig. 2 upper bounds
for different values of q slightly less than q = 2/3. In addition, instead of
numerically minimizing over θ to obtain the rate function I(x), upper bounds
for a fixed value of θ, or equivalently of a, are plotted. These are given by
n expq∗
(
n
q
+
n
1− q −
n
1− q
1 + (1− q)ax
A(a)1−q
)
. (86)
7 Summary and Discussion
Our starting point is an application of the Markov inequality to variables of the
form expq(aX), where expq is the q-deformed exponential function and a > 0 is a
free parameter. We use this to obtain an upper bound for sums of i.i.d. variables.
In the case of a probability distribution with a compact support this leads to an
elegant formalism which however is less powerful than the standard treatment.
In the case of probability distributions with a fat tail we proceed by comparison
with the q∗-deformed exponential distribution with q∗ = 2 − q and 0 < q < 1.
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Large deviation estimates for the latter distribution are obtained from results
found in the literature. Our main result is Theorem 6.5. It uses the analogy
between the q-deformed and the standard exponential function to formulate a
large deviation principle for distributions with a fat tail.
Is it worthwhile to introduce q-deformed exponential functions in the theory
of large deviations? We know that there is no fundamental reason for their us-
age. The Le´vy distributions are the appropriate tools for studying distributions
with a fat tail. However, they are rather complicated. The main advantage of
the q∗-deformed exponential distribution is therefore its simplicity. The possi-
bility of proceeding by analogy with the conventional approach is a plus point.
We interpret the standard theory of large deviations as a comparison of ar-
bitrary distributions with the exponential distribution. Theorem 6.5 is based
on a comparison of fat-tailed distributions with the q∗-deformed exponential
distribution.
The present work is a first attempt to use q-deformed exponential functions
in the context of large deviation theory. The main theorem is probably not
optimal. The two examples serve as an illustration and fall short of showing the
full potential of the present approach. Further work is therefore needed.
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