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Abstract
Probabilistic inference in the hybrid domain, i.e. inference
over discrete-continuous domains, requires tackling two well
known #P-hard problems 1) weighted model counting (WMC)
over discrete variables and 2) integration over continuous
variables. For both of these problems inference techniques
have been developed separately in order to manage their
#P-hardness, such as knowledge compilation for WMC and
Monte Carlo (MC) methods for (approximate) integration in
the continuous domain. Weighted model integration (WMI),
the extension of WMC to the hybrid domain, has been
proposed as a formalism to study probabilistic inference
over discrete and continuous variables alike. Recently de-
veloped WMI solvers have focused on exploiting structure
in WMI problems, for which they rely on symbolic integra-
tion to find the primitive of an integrand, i.e. to perform anti-
differentiation. To combine these advances with state-of-the-
art Monte Carlo integration techniques, we introduce Monte
Carlo anti-differentiation (MCAD), which computes MC ap-
proximations of anti-derivatives. In our empirical evaluation
we substitute the exact symbolic integration backend in an ex-
isting WMI solver with an MCAD backend. Our experiments
show that that equipping existing WMI solvers with MCAD
yields a fast yet reliable approximate inference scheme.
1 Introduction
At the heart of probabilistic AI lies the problem of per-
forming probabilistic inference, which is a #P-hard prob-
lem. For discrete random variables, the reduction to weighted
model counting (WMC) (Darwiche 2009) has emerged as
the go-to technique to manage the hardness of probabilis-
tic inference by exploiting structure, such as determinism
and context-specific independence (Chavira and Darwiche
2008). Weighted Model Integration (WMI) (Belle, Passerini,
and Van den Broeck 2015) extends the WMC task from the
discrete domain to the continuous domain by allowing for
continuous random variables.
Example 1. Consider the example of a WMI problem in
Figure 1. The problem has two continuous random variables
(x and y) and three Boolean random variables which produce
the different feasible regions (the red region and the two blue
regions). The regions themselves are given by constraints on
the continuous variables. Moreover, for each feasible region
Figure 1: Example of a WMI problem.
a weight function is given. Outside of the regions the weight
is zero. WMI tackles the problem of computing the integral
over the feasible regions.
Recently, it has been shown (Kolb et al. 2018; Kolb, Zuid-
berg Dos Martires, and De Raedt 2019; Zeng and Van den
Broeck 2019) that, just as for WMC, exploiting structure in
highly structured WMI problems is possible and can in prac-
tice lead to exponential-to-polynomial speed-ups in inference
time. In contrast to WMC, however, WMI exhibits one major
complication: integrating out continuous random variables
when performing probabilistic inference. WMI solvers ca-
pable of exploiting structure in WMI problems, such as the
F-XSDD family of algorithms (Kolb, Zuidberg Dos Martires,
and De Raedt 2019), rely on symbolic probabilistic inference,
i.e. performing integrals symbolically. Symbolic integration
is the problem of performing anti-differentiation (finding the
indefinite integral also called the primitive).
Computing integrals (definite as well as indefinite) is a
computationally hard problem, in the case of integrating
polynomials, for example, #P-hard (Valiant 1979), i.e. the
number of functions calls necessary to compute an integral
grows exponentially as the dimensionality increases. This
dependency of the complexity class on the dimensionality
of a problem is also referred to as curse of dimensionality1.
A popular technique, capable of circumventing the curse of
dimensionality for definite integrals, is Monte Carlo (MC)
integration.
This brings us to the crux of this paper. On the one hand,
we would like to exploit structure present in WMI prob-
lems, for which we need to be able to calculate indefinite
integrals. On the other hand, we want to circumvent the
curse of dimensionality of integration by using MC tech-
niques. Unfortunately, vanilla MC integration is not capable
of calculating indefinite integrals. Therefore, we introduce
the concept of Monte Carlo anti-differentiation (MCAD) in
order to approximately compute the anti-derivative of an
integrand with a Monte Carlo estimate.
For the empirical evaluation we integrated MCAD into
the existing F-XSDD family of WMI solvers where we use
MCAD as a drop-in replacement for the exact symbolic in-
tegration backend. Experimentally, we show that approxi-
mating the anti-derivative with a Monte Carlo estimate, in-
stead of computing symbolic indefinite integrals, allows for
efficiently solving highly-structured WMI problems in high-
dimensional domains — yielding a practical WMI solver.
2 Preliminaries
2.1 Weighted Model Integration
WMI is the extension of WMC from propositional logic for-
mulas to so-called satisfiability modulo theory (SMT) formu-
las. An SMT formula is a first-order formula with respect to a
decidable background theory. Following (Morettin, Passerini,
and Sebastiani 2017), we define SMT(LRA) formulas, i.e.
SMT formulas that use linear real arithmetics as background
theories :
Definition 1. (SMT(LRA)) Let b be a set of M Boolean and
x a set of N real variables. An atomic formula is an expression
of the form
∑
i ci · xi./c, where the xi ∈ x and ci, c ∈ Q, and
./∈{=,,,≥,≤, >, <}. We then define SMT(LRA) theories as
Boolean combinations (by means of the standard Boolean
operators {¬,∧,∨,→,↔}) of Boolean variables bi ∈ b and
of atomic formulas over x.
Following Equation 5 in (Kolb, Zuidberg Dos Martires,
and De Raedt 2019), we define weighted model integration
in function of an indicator function over an SMT(LRA)
formula.
Definition 2. (WMI) Given a set b of M Boolean variables,
x of N real variables, a weight function w : BM × RN → R≥0,
and a support φ, in the form of an SMT formula, over b and
x, the weighted model integral is given by:
WMI(φ,w|x,b) = ∑b ∫ ~φ(x,b)w(x,b)dx (1)
where we use the Iverson bracket notation in ~φ(x,b) to
denote the indicator function of φ(x,b).
In (Kolb, Zuidberg Dos Martires, and De Raedt 2019,
Equation 8), the authors further manipulate the expression
1The term curse of dimensionality was originally coined in (Bell-
man 1957) in the context of dynamic programming but has since
also been applied to the problem of integration.
for computing the weighted model integral into a summation
of weighted model integrals where the weight function does
not dependent on b anymore:∑
b
∫
~φ(x,b)w(x,b)dx =
∑
i
∑
b
∫
~φbi (x)ωi(x)dx︸                    ︷︷                    ︸
Cvol(φi,ωi |x,b)
(2)
Solving a WMI problem over an SMT(LRA) formula can
hence be reduced to a two step procedure: 1) rewriting the
problem into a sum over tuples 〈φi, ωi〉 of disjoint convex
polytopes and weight functions, and 2) integrating every
weight ωi over the corresponding support φi. The WMI is
obtained by summing up the results obtained in the second
step. The first step of this procedure was coined λ-SMT (Kolb,
Zuidberg Dos Martires, and De Raedt 2019, Defintion 6). The
λ-SMT problem lies at the heart of all WMI solvers. Efficient
WMI solvers are characterized by efficiently solving the λ-
SMT problem by exploiting redundancies in the SMT(LRA)
formula, thereby avoiding the computation of superfluous
integrals. Solving the λ-SMT problem and the integration step
are the two #P-hard problems that characterize probabilistic
inference in the hybrid domain.
2.2 Exact Integration Techniques for WMI
Techniques to compute integrals can be split into two cat-
egories 1) symbolic integration and 2) numerical integra-
tion. Symbolic integration is the problem of finding the anti-
derivative, or indefinite integral, used to compute exact def-
inite integrals, whereas numerical integration is a family
of algorithms for calculating definite integrals. Numerical
integration algorithms are either exact, e.g. (Bu¨eler, Enge,
and Fukuda 2000; De Loera et al. 2004), or approximate,
e.g. (Metropolis et al. 1953; Duane et al. 1987). In the re-
mainder of this subsection we give an overview of algorithms
used so far in the WMI literature and discuss their advantages
and shortcomings2.
Fourier-Motzkin Elimination What Gaussian elimina-
tion is to systems of strict linear equalities, is Fourier-Motzkin
elimination (Imbert 1990) to systems of linear inequalities.
First and foremost Fourier-Motzkin elimination is a method
to solve a system of linear inequalities but does also underlie a
number of symbolic integration algorithms (Sanner, Delgado,
and de Barros 2011; Gehr, Misailovic, and Vechev 2016;
Kolb et al. 2018) (even though this not being mentioned
explicitly). As an underlying component of symbolic inte-
gration methods, the Fourier-Motkin elimination has also
found its way into WMI solvers (Kolb et al. 2018; Zuidberg
Dos Martires, Dries, and De Raedt 2019; Kolb, Zuidberg
Dos Martires, and De Raedt 2019).
Decomposition into Simplices An other strategy for exact
integration of polynomials over convex polytopes is decom-
posing a polytope into (signed) simplices and adding up the
(signed) volumes of the simplices. VINCI (Bu¨eler, Enge, and
Fukuda 2000) and LattE Integrale (De Loera et al. 2004;
2013) are realization of such decomposition algorithms. Even
2We limit the discussion to approaches that handle general WMI
problems over SMT(LRA) formulas, in contrast to (Belle, Van den
Broeck, and Passerini 2016) and (Zeng and Van den Broeck 2019).
though LattE Integrale is technically a symbolic algo-
rithm, we consider it a numeric integration algorithm as it
can only produce definite integrals. LattE Integrale has
been used in WMI solvers of (Belle, Passerini, and Van den
Broeck 2015; Belle, Van den Broeck, and Passerini 2015;
Morettin, Passerini, and Sebastiani 2017; 2019).
2.3 MCMC Volume Estimation of Convex Bodies
Monte Carlo integration is a popular technique to escape the
curse of dimensionality for computing integrals or to approx-
imate integrals for which no analytic solution is available and
which hence cannot be computed symbolically. The simplest
MC strategy is naive rejection sampling. Even though rejec-
tion sampling is straightforward to implement, it hardly cir-
cumvents the curse of dimensionality: for high-dimensional
spaces the rejection rate is prohibitively high.
To repair this problem, a plethora of sophisticated sam-
pling algorithms have been developed over the years, e.g.
Metropolis-Hastings (Metropolis et al. 1953) or Hamilton
Monte Carlo (Duane et al. 1987). However, most of these
advanced sampling techniques are not designed to handle
constrained spaces and it is not straightforward to apply
these techniques to constrained spaces —exceptions ex-
ist (Betancourt 2011; Afshar, Sanner, and Webers 2016). A
different road is to specifically design MC algorithms for
constrained spaces. One such algorithm is VolEsti, which
is presented in (Emiris and Fisikopoulos 2014; Cousins
and Vempala 2016)3. VolEsti is a Markov Chain Monte
Carlo algorithm, in the family of hit-and-run samplers (Si-
monovits 2003), which is able of sampling from convex re-
gions in high-dimensional spaces. Unlike (Betancourt 2011;
Afshar, Sanner, and Webers 2016), VolEsti is additionally
capable of estimating the volume of the convex region, from
which samples are drawn, up to a user-defined threshold by
recursively constructing co-centric balls of diminishing radii,
a technique introduced in (Dyer, Frieze, and Kannan 1991).
The complexity of VolEsti is stated in the following theo-
rem (cf. (Kannan, Lova´sz, and Simonovits 1997, Theorem
2.1)):
Theorem 1. Given an N−dimensional convex body K, the
precision parameter , and the upper bound on the probabil-
ity of error η, there is a (randomized) algorithm that returns
a real number ξ such that
(1 − )ξ < vol(K) < (1 + )ξ (3)
with probability at least 1 − η. The algorithm takes
O
(
N5
2
(ln3 1

)(ln 1
η
)(ln5 N)
)
= O∗(N5) (4)
oracle calls.
3 Monte Carlo Anti-Differentiation
3.1 Monte Carlo WMI
The first step towards Monte Carlo anti-differentiation is to
formally write down an MC approximation of the volume
3An efficient C++ implementation is available at https://github.
com/GeomScale/volume approximation.
computation in Equation 2, i.e. an MC estimate of the defi-
nite integral. Such an approximation was first given for WMI
in (Zuidberg Dos Martires, Dries, and De Raedt 2019), where
the authors assumed that the weight function ω is a prob-
ability density function defined over RN and proposed an
algorithm that samples values directly from the probability
density. However, while sampling, constraints were not taken
into account, which boils down to performing rejection sam-
pling.
We give now the expression for the MC estimate of the
weighted model integral when samples are drawn uniformly
from points within convex polytopes. This might look like a
step into the wrong direction at first. However, formulating
the MC approximation of the weighted model integral in
terms of uniform samples allows us to deploy the hit-and-
run sampler of VolEsti (cf. Section 2.3) to perform MC
integration in high-dimensional spaces, thereby avoiding pro-
hibitively high sample rejection rates.
Theorem 2. (MC approximation of WMI) Let φ be an
SMT(LRA) theory, ω a weight function over the continu-
ous variables x. Then the volume computation vol(φ,w|x,b)
can be approximated by the following Monte Carlo estimate:
vol(φ, ω|x,b) ≈
∑
b
vφb
Nb
Nb∑
i=1
~φb(xi)ω(xi), 1Nb (5)
Nb is the number of samples uniformly drawn from the convex
polytope induced by the linear constraints in ~φ(xi,b) and
vφb denotes its volume.
Proof. The proof is trivial and follows directly from the defi-
nition of Monte Carlo integration (cf. (Weinzierl 2000)). 
Theorem 3. (Error on MC estimate) Let I =∫
~φb(xi)ω(xi)dx and Nb→∞. The MC estimate of I
lies with probability 1√
2pi
∫ 
− exp(− t
2
2 )dt within[
I −  σ(~φ
b(xi)ω(xi))√
Nb
, I + 
σ(~φb(xi)ω(xi))√
Nb
]
(6)
where σ denotes the standard deviation and Nb is the number
of samples (cf. (Weinzierl 2000)).
3.2 An Example
Before formally introducing Monte Carlo anti-differentiation
we first discuss MCAD in an example.
Example 2. Consider the convex polytope given in Figure 2
on the left and the weight function ω(y) depicted in Figure 2
on the right. We would like to compute the anti-derivative of
the weight function with respect to y, which means that we
need to integrate out y taking into consideration the bounds
imposed on y (y≥1 and x≥y (blue)). The problem is that the-
ses bounds do not induce a convex polytope but only a region
in R2 and we are not able to deploy the sampling algorithm
introduced in Section 2.3. To fix this, we take also into con-
sideration the domain of the WMI problem on the x variable
— (x≥1) and (x≤4) (in dashed red). These four inequalities
combined do now induce a convex polytope (shaded in blue).
With the convex poltyope at hand, we can now sample
uniformly points from it. We then weight each sample with
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Figure 2: On the left is given a convex polytope (shaded in
blue) constrained by the inequalities (y≥1), (x≥y) (blue), and
(x≥1), (x≤4) (dotted red). On the right the weight function
ω(y) = (y − 2)2 is shown.
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Figure 3: The left plot shows samples drawn uniformly from
within the convex polytope delimited by the constraintsy y≥1,
x≥y and x≤4. The histogram in the upper right shows the
projection of the samples onto the x-axis and binned into 18
bins of equal width. In the lower right is shown the piecewise
constant function that approximates the anti-derivative of
y over the weight function ω(y) constrained by the convex
polytope. The anti-derivative is denoted by Ψ(x). Ψ(x) is
obtained by weighting the samples with the weight function
ω(y) = (y−2)2 and estimating the density through a histogram.
The plot does also show in red the (exact) symbolic integral:∫ x
1 (y − 2)2dy = x3 − 2x2 + 4x − 7/3.
the weight produced by the weight function ω(y) = (y − 2)2.
The Monte Carlo approximation of the anti-derivative is then
obtained by estimating the density of the weighted samples.
In Figure 3 we performed the density estimation using a
histogram (bottom right).
Note that while we used a 1histogram, i.e. a piecewise con-
stant function, to estimate the density for the anti-derivative
in Figure 3, this can be replaced with any density estimator,
which we will discuss in the next subsection.
3.3 MCAD
We are now going to generalize Example 2 such that it fits
the general setting of WMI over SMT(LRA) formulas.
Theorem 4. Given is the N-dimensional convex poltyope
K(x), which is defined by M inequalities over the variables x.
The Monte Carlo estimate Ψ˜ of the anti-derivative Ψ of the
weight function ω(xI) with respect to the set of integration
variables xI⊂x, constrained by the convex polytope K(x) is
given by:
Ψˆ = ~∧M∗j φ j(xF , xC)Ξ
({
xiC ,
vol(KCD)×ω(xiI)
N
}N
i=1
)
(7)
xF⊂x, with xF∩xI=∅, are free variables that do not ap-
pear together with variables in xI in any of the SMT(LRA)
atoms. xC⊂x, with xF∩xI=∅, are variables that are coupled
to the variables in xI by appearing together in at least one
SMT(LRA) atom. Ξ is a density estimator that estimates the
density of the N samples xiC weighted by ω(x
i
I), where the
samples are drawn from the sub-polytope over the variables
xC∪xI induced by the polytope K(x).
Proof. We start by writing the expression of the anti-derivate
Ψ and expressing the polynomials K(x) as function of the M
SMT(LRA) atoms.
Ψ =
∫
K(x)ω(xI)dxI (8)
=
∫
~∧Mi=1φi(x)ω(x∗)dxI (9)
Now we separate the SMT(LRA) atoms by grouping together
the MD atoms depending on xI (indexed by i) and the M∗
atoms not depending on xI (index by j)
Ψ =
∫
~∧M∗j φ j(xF , xC)~∧M
D
i φi(xC , xI)ω(xI)dxI (10)
= ~∧M∗j φ j(xF , xC)︸               ︷︷               ︸
C~φFC
∫
~∧MDi φi(xC , xI)ω(xI)dxI (11)
The Iverson brackets we would like to integrate over do not
necessarily form a convex polytope, which would allow us to
use the MCMC samples introduced in Section 2.2. In order to
obtain a convex polytope, we first explicitly write the lower
and upper bounds on the variables in xC , φL(xC) and φU(xU)
respectively, and push them inside the integral.
Ψ =~φFC~φL(xC)~φU(xC)
∫
~∧MDi φi(xC , xI)ω(xI)dxI
(12)
=~φFC
∫
~φL(xC)~φU(xC)~∧MDi φi(xC , xI)︸                                        ︷︷                                        ︸
CKCD(xC ,xI )
ω(xI)dxI
(13)
Performing the integral results in a density dependent on the
variables in xC:
Ψ = ~φFC
∫
KCD(xC , xI)ω(xI)dxI︸                       ︷︷                       ︸
Cρ(xC )
(14)
We estimate the density by using N samples drawn from
KCD(xC , xD) which are weighted according to vol(K
CD)×ω(xI )
N :
ρˆ(xC) = Ξ
({
xiC ,
vol(KCD)×ω(xiI)
N
}N
i=1
)
(15)
where vol(KCD) is the volume of the polytope KCD and Ξ a
density estimator. The weights for the samples are obtained
from the Monte Carlo estimate, cf. Equation 5. xiC and x
i
I
denote the i-th sample. 
Note that in the proof above we assumed that the upper and
lower bounds on the variables in xC were readily available. If
this is not the case, they can be obtained by means of linear
programming. Note also that adding the pushing the bounds
on the variables xC in Equation 13 is reflected in Example 2
when adding the bounds on x (in dashed red in Figure 3) to
the bounds on y. Furthermore, xF=∅ in Example 2.
3.4 Histograms as Density Estimator
The perhaps simplest approach to estimate the density that
produced a set of data points is by means of (multidimen-
sional) histograms, i.e. by piecewise constant functions. In
order to estimate the density in Equation 15 we first need
to obtain the domain on which we would like to estimate
ρ(xC). For each of the variables in xC we take its lower and
upper bound. The so obtained hyperrectangle HRρ defines
the bounds of the multivariate histogram. The hyperrectangle
is then partitioned into a predefined number of bins Mb of
volume vb (vb depends on Mb and the volume of HRρ). The
estimate of the density for the i-th bin denoted by bi , with
1≤i≤Mb is given by:
ρˆH(xC ∈ bi) = vol(K
CD)
vbN
N∑
j
(
1x jC∈bi × ω(x
j
I)
)
∀i : 1≤i≤Mb
(16)
where N is the number of samples which we use to estimate
the density.
Even though using histograms as density estimators is
straight forward they are not well suited for estimating high
dimensional data. If we want to preserve the bin resolution,
the number of bins we need to partition our space into grows
exponentially with the number variables present in the set xC .
A possible solution would be to represent the estimate the den-
sity ρ(xC) by a lower dimensional representation instead of a
piecewise constant function encoded through exponentially
many bins, such as kernel density methods (Rosenblatt 1956;
Parzen 1962), density estimation trees (Ram and Gray 2011),
or hybrid sum-product-networks (Molina et al. 2018).
Error Bounds We are now interested in the error that orig-
inates from approximating a function by a piecewise constant
function. Therefore, we assume that the true density ρ(xC) is
the (midpoint) interpolant of the histogram ρˆH (we are not
interested in the error introduced by the Monte Carlo approx-
imation of ρ, this error is described in Theorem 3). We first
state a proposition, which we need to carry out the proof for
the bounds on the error.
Proposition 1. Let U ⊂ Rn be open, f : U → R be differen-
tiable, and the segment [a,b] joining a to b be contained in
U. Then there exists c ∈ [a,b] such that
| f (b) − f (a)| ≤
(
sup
c∈[a,b]
∣∣∣∇ f (c)∣∣∣) · |b − a| (17)
| · | denotes the L1 norm.
Proof. Follows trivially from the mean value theorem for mul-
tivariate functions, see for example (Hubbard and Hubbard
2002, Theorem 1.9.1).
Proposition 2. Let bi ⊂ Rn be the set of points in the i-th bin
of the histogram ρˆH , f : bi → R be a polynomial function, db
be the L1 distance of the midpoint to one of the vertices of a
bin. The error  on the approximation of f by ρˆH is bounded
by:
 ≤ db max
x∈bi
|∇ f (x)| (18)
Proof. The error on the histogram with regards to to the
actual value of the polynomial f for a given point x∗ ∈ bi is:
(x∗) = | f (x) − ρˆH(x)| (19)
We notice now that for every x ∈ bi ρˆH(x) = f (xmp), where
xmp is the midpoint of the i-th bin. This gives us:
(x∗) = | f (x∗) − f (xmp)| (20)
(x∗) ≤
(
sup
x∈[x∗,xmp]
∣∣∣∇ f (x)∣∣∣) · |x∗ − xmp| using Proposition 2
(21)
The upper bounds for the error on the bin is the maximum
value of (x∗), i.e.  = maxx∗ (x∗). We then obtain:
 ≤ max
x∗
[
max
x∈[x∗,xmp]
(∣∣∣∇ f (x)∣∣∣) · |x∗ − xmp|] (22)
Where we also used the fact that for polynomials we can
replace the supremum with a maximum.
Realizing that the maximal distance between the midpoint
and any other point is the distance between the midpoint xmp
and a corner point xcp of the hypercube finishes the proof:
 ≤ max
x∗
[
max
x∈[x∗,xmp]
(∣∣∣∇ f (x)∣∣∣)] · |xcp − xmp|︸      ︷︷      ︸
=db
(23)
≤ db max
x∈bi
(∣∣∣∇ f (x)∣∣∣) (24)
To conclude this subsection, the density estimation intro-
duces an additional error on the Monte Carlo anti-derivative
(besides the errors on the Monte Carlo approximation itself
(Equation 6) and the error on the volume estimation (Equa-
tion 3).
4 F-XSDD(Mcad)
Replacing the exact symbolic integration back-end with a
Monte Carlo estimate gives the F-XSDD(Mcad) algorithm.
Structurally, the F-XSDD(Mcad) follows the F-XSDD al-
gorithm proposed in (Kolb, Zuidberg Dos Martires, and
De Raedt 2019), and also shown in Algorithm 1. The
sole difference to the original F-XSDD algorithm is that
in the F-XSDD(Mcad) algorithm the exact symbolic anti-
differentiation is substituted by a Monte Carlo approximation,
whose computation is given in Equation 4.
Crucial hyperparameters of F-XSDD(Mcad) are the bin
resolution of the histograms, which we use for the density
estimation, and the number of samples used for the Monte
Carlo integration. A further choice to be made is the method
to be used to perform the volume computation of convex
Algorithm 1 Factorized Integration
1: world-weight ω
2: procedure vol(XSDD D, vars x)
3: if x = ∅ then
4: return ~D
5: else if D is terminal then
6: return
∫
~D
∏
x∈x ωx(x)dx
7: else if D =
∨
c Dc then
8: return
∑
c vol(Dc, x)
9: else if D = D1 ∧ D2 then
10: xs = x ∩ vars(D1) ∩ vars(D2)
11: x∗1, x
∗
2 = vars(D1) \ xs, vars(D2) \ xs
12: r1 = vol(D1, x∗1 ∩ x)
13: r2 = vol(D2, x∗2 ∩ x)
14: return
∫
r1 · r2 ·∏x∈xs ωx(x)dxs
15: end if
16: end procedure
polytopes, i.e. whether to perform this volume computation
exactly or approximately.
In future work we would also like to perform a theoretical
analysis of the F-XSDD(Mcad) algorithm where we analyze
the error propagation when evaluating a underlying arith-
metic circuit. Such an analysis would follow ideas presented
in (Shah et al. 2019).
5 Experimental Evaluation
The experimental study of F-XSDD(Mcad) presented in
this section answers the following questions. Q1 Can F-
XSDD(Mcad) exploit structure in highly-structured WMI
problems and does F-XSDD(Mcad) produce reliable MC
approximations? Q2 How does F-XSDD(Mcad) compare to
naive rejection sampling and XSDD(Sampling)? Q3 How
does F-XSDD(Mcad) handle integrations in higher dimen-
sional spaces?
In order to answer Q1 we compare F-XSDD to the BR
algorithm of (Kolb et al. 2018) on the XOR(N) benchmark
(Figure 4a) — N denotes the variable problem size. The
XOR(N) benchmark is a highly structured synthetic prob-
lem, which most state-of-the-art solvers struggle with (Kolb,
Zuidberg Dos Martires, and De Raedt 2019) and unless the
BR algorithm is deployed, they exhibit an exponential de-
pendency of the run time on the problem size. Besides the
comparison on the XOR(N) benchmark we compare also the
F-XSDD and BR algorithms on a variation of the XOR(N)
benchmark. Instead of having a constant weight function of
one in the XOR(N) benchmark, we use now a weight function
w =
∏
i x2i where the xi are the continuous variables present
in the benchmark. We refer to this variation as XOR(x2i ,N)
In Figure 4 we see that the run time of F-XSDD does not
exhibit the exponential growth of the run time with increas-
ing problem size. This shows that F-XSDD is, just as BR,
capable of exploiting the structure present by performing
MC approximations of indefinite integrals. Furthermore, we
observe that the run time increases more rapidly for the BR
algorithm than for F-XSDD in both plots (being more promi-
nent in Figure 4b). This is because symbolic integration of the
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Figure 4: Plotted are the run time, the root mean squared
error (RMSE), and the relative RMSE (RRMSE) against the
problem size N. F-XSDD used 50000 samples per integration
and used for the volume computation of convex polytopes
the symbolic inference engine of PSI (Gehr, Misailovic, and
Vechev 2016). Run times, RMSE, and RRMSE were obtained
over 10 runs.
symbolic inference engine in the BR algorithm starts slowing
down the run time for larger problem sizes. Analyzing the
the root mean squared error (RMSE) and the relative RMSE
(RRMSE) we see that the solutions produced by F-XSDD
are meaningful approximations.
To answer Q2 we compare, on the one hand, F-XSDD to
naive rejection sampling, which means that we sample uni-
formly from the problem domain (which is a hyperrectangle)
and reject the samples that do not satisfy the SMT(LRA)
constraints of the problem. On the other hand, we compare to
XSDD(Sampling), an XSDD based algorithm, which collects
all convex polytopes separately, finds bounding hypercubes
for these and performs rejection sampling in these hyper-
cubes. The comparisons are made for the XOR(N) bench-
mark and the Mutex(N) benchmark, cf. (Kolb et al. 2018).
In the plots (Figure 5), we observe the drawback of col-
lecting convex polytopes: the number of integrations be-
comes prohibitively high and hurts the run time of the
XSDD(Sampling) algorithm. For the XOR(N) benchmark,
an additional factor plays into the run time: the number of
convex polytopes to be collected grows exponential with the
problem size. We also see that for the naive rejection sam-
pling approach the relative RMSE grows drastically for large
problem sizes, which means that too many samples are being
rejected. F-XSDD does not suffer from the drawbacks in run
time of the XSDD(Sampling) algorithm nor from the sharp
drop in accuracy of the naive rejection sampler.
We tackle Q3 by investigating a variation of the Dual
benchmark (Kolb, Zuidberg Dos Martires, and De Raedt
2019), which aims to show the benefit of factorized solv-
ing. We dub this variation M-ual (M-ual(x2i ,N,M)), which is
specified as follows:
φ =
∨N
i=1
[∑M
k=1(xik≤0)
]
∧∧Ni=1 [(∑Mk=1,k,i xik≤0) ∨ ¬(∑Mk=1,k,i xik≤0)]
with domain
∧M
k=1
∧N
i=1(−1≤xik≤1) and w=
∏N
i=1
∏M
k=1,k,i x
2
ik.
It is easy to see that by increasing N and M simultaneously a
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Figure 5: F-XSDD used 50000 samples per integration and
used for the volume computation of convex polytopes the
symbolic inference engine of PSI. XSDD(Sampling) and
naive rejetion sampling use 1.5× 106 samples per integration.
Run times, RMSE, and RRMSE were obtained over 10 runs.
high-dimensional problem is created. For instance the prob-
lem M-ual(x2i , 10, 10) is 100-dimensional.
As for the experiment itself we compared variation of
the F-XSDD(Mcad) algorithm where we used different algo-
rithms to compute the volume of the polytopes over which
integrations are performed (cf. Equation. For completeness
we also included the naive rejection sampling algorithm in
the comparison.
In Figure 6a we see that for comparable run times the rejec-
tion sampling algorithm’s accuracy breaks down for higher
dimensional spaces — the space is ∼30-40 dimensional but
the F-XSDD algorithms perform integrations merely in 2-
dimensions due to the factorizability of the problem. In the
run times, we see that for such low dimensional spaces
of integration the exact methods (FXSDD(MCAD(PSI))
and FXSDD(MCAD(LattE)) outperform the approximate
method (FXSDD(MCAD(VolEsti)). (Here we refer to to
the computation of the volume of the polytopes as exact
and approximate, and not to the integration itself.) We
observe the opposite effect when tackling higher dimen-
sional problems (Figure 6b, where the exact algorithms
time out for M = 6 (FXSDD(MCAD(PSI)) and M = 11
FXSDD(MCAD(LattE)). The naive rejection sampling algo-
rithm timed out at M = 9 and exhibited a considerably higher
relative standard deviation, when compared to the F-XSDD
algorithms.
6 Conclusions and Future Work
We developed the concept of Monte Carlo anti-differentiation,
and proposed a method for performing an MC approxima-
tion of an indefinite integral. Based on Monte Carlo anti-
differentiation we enriched the F-XSDD family of algorithms
with F-XSDD(Mcad). F-XSDD(Mcad) is based on a hit-and-
run sampler, which is used to approximate the anti-derivative.
As such, F-XSDD(Mcad) is the first inference algorithm
for WMI that performs Monte Carlo integration while ex-
ploiting structure present in WMI problems, and avoiding
prohibitively high sample rejection rates. Even though the
sample rejection rate is zero, the integration algorithm could
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Figure 6: F-XSDD used 50000 samples per integration and
used for the volume computation of convex polytopes PSI,
LattE or the Volesti (indicated in the legend). The naive rejec-
tion sampling algorithm used 6× 106 samples per integration
for M-ual(x2i ,N,2) and 10
7 samples for M-ual(x2i ,10,M). Note
that contrary to the previous plots, we give now the stan-
dard deviation (STD) and the relative STD (RSTD) instead
of the RMSE and RRMSR. Run times, STD, and RSTD
were obtained over 10 runs. Missing data points for all but
F-XSDD(MCAD(VolEsti)) algorithm are due to time outs.
still be improved by, instead of drawing samples uniformly,
drawing them from the integrand directly. Deploying more
sophisticated MC algorithms might lead to lower variance in
the approximation of the integrals. Similarly, it would also
be interesting to investigate approximate integration methods
for WMI other than MC integration that circumvent the curse
of dimensionality, such as sparse grids (Bungartz and Griebel
2004) and Bayesian quadrature (Briol et al. 2015).
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