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We study the uniqueness of limit cycles (periodic solutions that are isolated in the set of
periodic solutions) in the scalar ODE x′ =∑mk=1 ak sinik (t) cos jk (t)xnk in terms of {ik}, { jk},{nk}. Our main result characterizes, under some additional hypotheses, the exponents {ik},
{ jk}, {nk}, such that for any choice of a1, . . . ,am ∈ R the equation has at most one limit
cycle. The obtained results have direct application to rigid planar vector ﬁelds, thus, planar
systems of the form x′ = y + xR(x, y), y′ = −x + yR(x, y), where R(x, y) =∑mk=1 akxik y jk .
Concretely, when the set {ik + jk: k = 1, . . . ,m} has at least three elements (or exactly one)
and another technical condition is satisﬁed, we characterize the exponents {ik}, { jk} such
that the origin of the rigid system is a center for any choice of a1, . . . ,am ∈ R and also
when there are no limit cycles surrounding the origin for any choice of a1, . . . ,am ∈ R.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this work we are going to deal with scalar differential equations of the form
x′ =
n∑
k=0
pk(t)x
k, (1.1)
where t ∈ R. Concretely, we are going to focus in the case in which p1, . . . , pn are trigonometric polynomials with real
coeﬃcients. Although this assumption may seem very restrictive, we are mainly interested in applying the obtained results
to real planar polynomial rigid systems. This type of vector ﬁelds, when changing to polar coordinates, is brought into a
scalar differential equation of the form (1.1).
Motivated by the previous consideration, we deﬁne a periodic solution of Eq. (1.1) as a solution u that is deﬁned in the
interval [0,2π ] and satisﬁes u(0) = u(2π). A periodic solution is called a limit cycle if it is isolated in the set of periodic
solutions. Observe that the analyticity of the solutions with respect to the initial conditions implies that a periodic solution
of Eq. (1.1) is not a limit cycle if and only if there exists a neighborhood of it where all the solutions are also periodic.
The previous non-autonomous equation has been widely studied in the literature. One of the main problems concerning
it was stated by C. Pugh and it involves ﬁnding an upper bound for the number of limit cycles of Eq. (1.1) depending only
on the degree n. For n = 1, (1.1) is a linear equation, consequently having at most one limit cycle, and for n = 2 it is a
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degrees of p2 and p3, the equation
x′ = p2(t)x2 + p3(t)x3
may have any number of limit cycles. Therefore, in order to bound the number of limit cycles of Eq. (1.1) some further
constraints have to be imposed. The additional condition that Lins Neto proposed is that the degree of pk is at most l. Thus,
the upper bound for the number of limit cycles will depend on both n and l.
Several works have studied the previous problem. Some bounds for Eq. (1.1) have been obtained for ﬁxed n and the
additional condition that some function depending on pk does not change sign (see for instance [1,3,13,14,22,23]). In this
work we want to follow the line of Lins Neto and the conditions that will appear will depend only on the degrees of pk
and n. Because of that we will replace the condition of a function not changing sign by the more restrictive (but depending
only on the powers of sin(t), and cos(t)) that the function consists of only one trigonometric monomial of even degree in
both sin(t) and cos(t).
Now, let us rewrite (1.1) as
x′ =
m∑
k=1
ak sin
ik (t) cos jk (t)xnk , (1.2)
where ak ∈ R and ik, jk,nk ∈ Z+ = {0,1, . . .}.
Let i = (i1, . . . , im), j = ( j1, . . . , jm), and n = (n1, . . . ,nm). For ﬁxed i, j, n, we deﬁne the Hilbert number Hijn of (1.2)
(H when no confusion is possible) as the maximum over ak ∈ R of the number of limit cycles of (1.2).
As we have already said and we will explain in more detail below, we are mainly interested in Eq. (1.2) that come from
planar vector ﬁelds. When this holds, the relationship nk = ik + jk + 1 arises. For this reason, in the present paper we will
mainly study Eq. (1.2) with this supplementary hypothesis. Observe that when nk = ik + jk + 1 arises, it follows that nk  1
for every k. Consequently, u(t) ≡ 0 is always a periodic solution. Therefore, Hijn = 0 when u(t) ≡ 0 is not a limit cycle for all
coeﬃcients ak , i.e., for every ak all the solutions deﬁned in [0,2π ] are periodic. Also in this case, Hijn = 1 when there exists
at least one equation with u(t) ≡ 0 as its only limit cycle, and for any other equation, every solution deﬁned in [0,2π ] is
periodic or u(t) ≡ 0 is the only limit cycle.
The aim of our work is giving necessary and suﬃcient conditions in order that H = 0, H = 1, and H 2 for Eq. (1.2).
We state in the following our main result, that applies to Eq. (1.2) in the general case.
Theorem A. Consider Eq. (1.2) when the set {nk} has at least three elements, and the following two conditions are satisﬁed:
(i) nk = ik + jk + 1 for every 1 km.
(ii) If there exist k1,k3 such that nk1 = nk3 ik1 , jk3 are odd, ik3 , jk1 are even, then there exists k2 such that nk2 = nk1 ,nk3 and ik2 or
jk2 are even.
Then, the following statements hold:
(1) Hijn = 0 if and only if every ik or every jk is odd.
(2) Hijn = 1 if and only if there exists k0 such that ik0 and jk0 are even and every ik, k = k0 , or every jk, k = k0 , is odd.
Note that statement (2) can be stated as follows: Hijn = 1 if and only if (1.2) can be written as
x′ = ak0 sinik0 (t) cos jk0 (t)xnk0 +
m∑
k=1,k =k0
ak sin
ik (t) cos jk (t)xnk ,
where ik0 , jk0 are even, and the Hilbert number of
x′ =
m∑
k=1,k =k0
ak sin
ik (t) cos jk (t)xnk
is zero.
Observe that in the previous main theorem we have only studied the general case, i.e. the case in which the set {nk} has,
at least, three elements. The remaining cases are also studied in this work. Concretely, if the set {nk} has only one element,
the same result stated above holds (see Theorem 2.8), while if {nk} has exactly two elements this is no more true as it is
shown in Theorem 3.3.
As we have already said, the general motivation of the foregoing results is the second part of Hilbert’s 16th problem,
see [17], which consists in, given n ∈ Z+ , obtaining a uniform upper bound for the number of limit cycles (periodic orbits
isolated in the set of periodic orbits) of planar systems of the form{
x′ = P (x, y),
y′ = Q (x, y), (1.3)
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Since it has not been solved even for n = 2, the usual approach is to obtain bounds for the number of limit cycles for
speciﬁc families of planar systems (see, e.g. [12] or [18]).
The present work was motivated by the speciﬁc family of rigid planar systems (see for instance [5,15,16]) having a
center-focus linear part, i.e.,{
x′ = y + xR(x, y),
y′ = −x+ yR(x, y), (1.4)
where
R(x, y) =
m∑
k=1
akx
ik y jk ,
with ak ∈ R and ik, jk ∈ Z+ .
After a change to polar coordinates, system (1.4) is transformed into Eq. (1.1) with nk = ik + jk + 1. Moreover, limit cycles
of (1.4) are in correspondence with positive limit cycles of (1.1).
As a direct consequence of Theorem A we obtain the following result:
Theorem B. Assume that system (1.4) has the set {ik + jk} with at least three elements and such that if ik1 + jk1 = ik3 + jk3 , ik1 , jk3 are
odd and ik3 , jk2 are even, then there exists k2 with ik2 + jk2 = ik1 + jk1 , ik3 + jk3 , and ik2 or jk2 even. Then, the following statements
hold:
(1) The origin of the system is a center (there exists a punctured neighborhood such that every orbit contained in it is periodic) for any
choice of a1, . . . ,am ∈ R if and only if every ik is odd or every jk is odd.
(2) System (1.4) has no limit cycles surrounding the origin for any choice of a1, . . . ,am ∈ R if and only if there exists at most one k0
such that ik0 and jk0 are even, and every ik, k = k0 , or every jk, k = k0 , is odd.
Another consequence for rigid systems, now derived from Theorem 3.1, is that if
R(x, y) = a1xi11 y j11 + a2xi22 y j22 , a1,a2 ∈ R, i1, i2, j1, j2 ∈ Z+,
i1 + j1 > 0 and i2 + j2 > 0, then system (1.4) has at most one limit cycle. (If i1 + j1 = 0 or i2 + j2 = 0, then (1.4) can be
reduced to a Riccati equation and then the same result holds.)
The structure of the paper is as follows: Section 2 presents some preliminary results and studies the case in which the
set {nk} for Eq. (1.2) has only one element, and the case in which nk = 1 for some k. Section 3 is the most extensive part
of the work and deals with the cases in which nk > 1, {nk} has two or three elements and m  4. Finally, in Section 4 we
study the general case and the main result is restated (as Theorem 4.3) and proved.
For the sake of readability, the computations of the Lyapunov constants that we need are consigned to Appendix A.
2. Preliminaries
Let us write Eq. (1.2) as
x′ =
m∑
k=1
ak Ak(t)x
nk , (2.5)
where Ak(t) = sinik (t) cos jk (t), ik, jk,nk ∈ Z+ . From now on, we assume that nk  1.
To simplify the form of the expressions, we shall write:
S = {sini(t) cos j(t): i odd, j even}, E = {sini(t) cos j(t): i, j even},
C = {sini(t) cos j(t): i even, j odd}, O = {sini(t) cos j(t): i, j odd}.
A ﬁrst important remark is that if Ak(t) ∈ S (resp. C), then, after the change of variables s = π/2− t , Ak(s) ∈ C (resp. S),
while if Ak(t) ∈ E (resp. O), then Ak(s) ∈ E (resp. O). Consequently, all the results henceforth also hold if one interchanges
S and C .
Since u(t) ≡ 0 is always a solution of Eq. (2.5), uniqueness of solutions implies that if v is a non-trivial solution of (2.5),
then v(t) > 0 for every t , or v(t) < 0 for every t . Let us recall that, since u(t) ≡ 0 is always a periodic solution of (2.5) and
we have analyticity of the solution with respect to the initial condition x, then for any ﬁxed t0 ∈ R, (2.5) has no limit cycles
if and only if every solution deﬁned in [t0, t0 +2π ] is periodic. Note that there always exist solutions deﬁned in [t0, t0 +2π ]
different from u(t) ≡ 0.
We prove now a ﬁrst result that gives a suﬃcient condition in order that Eq. (2.5) has no limit cycles.
M.J. Álvarez et al. / J. Math. Anal. Appl. 360 (2009) 168–189 171Proposition 2.1. If Ak ∈ S ∪ O (resp. Ak ∈ C ∪ O) for every 1 km, then (2.5) has no limit cycles.
Proof. Suppose that Ak ∈ S ∪ O for every k. Then the function Ak(t) is odd for every 1 km.
Take u a solution of Eq. (2.5) deﬁned in [−π,π ]. Since (2.5) is invariant under the symmetry (t, x) → (−t, x), then
u(−t) is also a solution of (2.5). Due to the fact that these two solutions coincide at t = 0, it follows that u(t) = u(−t). In
particular, u(π) = u(−π) and u is periodic. 
In the following result, we prove now a suﬃcient condition for Eq. (2.5) to have u(t) ≡ 0 as its unique limit cycle.
Proposition 2.2. Assume that there exists k0 ∈ {1, . . . ,m} such that Ak0 ∈ E and if ak0 = 0 then (2.5) has no limit cycles. Then u(t) ≡ 0
is the only limit cycle of (2.5) for every ak0 = 0.
Proof. Assume that the hypotheses of the statement of the proposition hold and that there is a positive periodic solution u
of Eq. (2.5). By the change of variables s = −t it is not restrictive to assume that ak0 > 0. Denote by v the solution of (2.5)
for ak0 = 0 and initial condition v(0) = u(0). Since ak0 Ak0  0, u′(t) v ′(t), this inequality being strict for t = kπ/2, k ∈ Z.
Therefore, u(t) > v(t) > 0, t > 0. In particular, v is deﬁned in [0,2π ], so u(2π) > v(2π) = v(0) = u(0), in contradiction with
u periodic.
The change of variable y = −x proves that there are no negative periodic solutions. 
Remark 2.3. The hypothesis of Proposition 2.2 is satisﬁed if there exists k0 ∈ {1, . . . ,m} such that Ak0 ∈ E and Ak ∈ S ∪ O
(Ak ∈ C ∪ O) for every k = k0.
The next result is a straightforward application to Eq. (2.5) of the results in [5, Theorems 2.4, 2.8, Corollaries 2.6, 2.11].
Proposition 2.4. (See [5].) Suppose that m = 3, n1 = n2 = n3 , A1 ∈ S and either
(i) A2 ∈ C ∪ O, A3 ∈ C ,
or
(ii) A2 ∈ C , A3 ∈ O.
Then u(t) ≡ 0 is the only limit cycle of Eq. (2.5)Moreover, for every positive solution u deﬁned in [0,2π ],
sign
(
u(2π) − u(0))= sign((n3 − n1)a1a3), when (i) holds, and (2.6)
sign
(
u(2π) − u(0))= sign((n1 − n3)a1a2a3), when (ii) holds. (2.7)
Remark 2.5. The above result is also true interchanging S and C .
In the following result, we give a suﬃcient condition for Eq. (2.5) to have a positive limit cycle.
Proposition 2.6. Suppose that m = 2, n1,n2 > 1, and A1, A2 ∈ E . Then for every a∗2 > 0 (resp. a∗2 < 0) there exists a∗1 < 0 (resp.
a∗1 > 0) such that (2.5) has at least one positive limit cycle for every a1 ∈ (a∗1,0) (resp. a1 ∈ (0,a∗1)).
Proof. Firstly, there is no restriction assuming that n1 < n2. Moreover, by the change of variable y = xn1−1, it is not restric-
tive to assume n1 = 2. Note that n2 > 2 after the change, though it may not be an integer.
Let u(t, x,a1,a2) denote the value at t of the solution of Eq. (2.5) determined by the initial condition u(0, x,a1,a2) = x.
Fixed a∗2 > 0. Since a∗2A2(t) 0, the function t → u(t, x,0,a∗2) is increasing for any x > 0, strictly at t = kπ/2, k ∈ Z. Then,
u(2π, x,0,a∗2) > x, whenever u(2π, x,0,a∗2) is deﬁned.
Now, take x0 > 0 such that u(2π, x0,0,a∗2) is deﬁned, and choose a∗1 < 0 small enough such that u(2π, x0,a1,a∗2) > x0
for every a1 ∈ (a∗1,0). Differentiating twice in (2.5) with respect to x and evaluating at x = 0, one obtains ux(t,0,a1,a∗2) ≡ 1
and
uxx
(
2π,0,a1,a
∗
2
)= 2
2π∫
0
a1A1(t)u
2
x
(
t,0,a1,a
∗
2
)
dt < 0.
Therefore, if a∗1 < a1 < 0, then u(2π, x,a1,a∗2) < x for every x > 0 in a neighborhood of 0. By continuity, there exists x∗ ∈
(0, x0) such that u(2π, x∗,a1,a∗2) = x∗ . Finally, u(2π, x∗,a1,a∗2) is a positive limit cycle, since otherwise every solution
deﬁned in [0,2π ] would be periodic, in contradiction with u(2π, x,a1,a∗) < x for every x > 0 in a neighborhood of 0. 2
172 M.J. Álvarez et al. / J. Math. Anal. Appl. 360 (2009) 168–189As a consequence of Theorem 3 of [13], one has the following result.
Proposition 2.7. (See [13].) Let A, B be 2π -periodic functions, and suppose that A ∈ E or B ∈ E . Then, the equation
x′ = A(t)xn1 + B(t)xn2 , 1 < n1 = n2 (2.8)
has at most three limit cycles. Moreover, there is at most one positive limit cycle.
We return now to the original problem of determining Hijn for the family (2.5). In the following result we prove the
easiest case, i.e., when all the nk are the same.
Theorem 2.8. Consider Eq. (2.5) and suppose that there exists n ∈ N = {1,2, . . .} such that nk = n for every k = 1, . . . ,m. Then (2.5)
has no non-null limit cycles. Moreover
(1) H = 0 if and only if Ak /∈ E for every 1 km.
(2) Otherwise, H = 1.
Proof. In this case, the solutions of Eq. (2.5) can be obtained by direct integration. Since any solution u of (2.5) deﬁned in
[0,2π ] satisﬁes
ln
(
u(2π)
u(0)
)
=
2π∫
0
u′(t)
u(t)
dt =
m∑
k=1
2π∫
0
ak Ak(t)dt, for n = 1,
u1−n(2π) − u1−n(0)
1− n =
2π∫
0
u′(t)
un(t)
dt =
m∑
k=1
2π∫
0
ak Ak(t)dt, for n > 1, (2.9)
then u is periodic if and only if the right-hand side of (2.9) is zero. Since this does not depend on the initial condition, all
solutions deﬁned in [0,2π ] are simultaneously periodic or u(t) ≡ 0 is the only periodic solution.
Therefore, if there exists k0 ∈ {1,2, . . . ,m} such that Ak0 ∈ E , then choosing ak0 = 0 and ak = 0 for every k = k0, the
right-hand side of (2.9) is different from zero, and then (2.5) has no periodic solutions different from u(t) ≡ 0. If Ak /∈ E for
every k, then Ak(t) or Ak(t−π/2) are odd, and the right-hand side of (2.9) is equal to zero. Thus, every solution of Eq. (2.5)
deﬁned in [0,2π ] is periodic. 
Remark 2.9. The hypothesis of Proposition 2.2 is satisﬁed if there exist n,k0 such that Ak0 ∈ E , Ak /∈ E , and nk = n, for every
k = k0, since by Theorem 2.8, (2.5) has no limit cycles when ak0 = 0.
Also, when nk = ik + jk + 1 for every k and nk = 1 for certain k, a simple characterization of H = 1 can be obtained.
Theorem 2.10. Suppose that nk = ik + jk + 1 for every k, and that there exists k0 ∈ {1, . . . ,m} such that nk0 = 1. Then
(1) H = 1 if and only if Eq. (2.5) has no limit cycles for ak0 = 0.
(2) Otherwise, H 2.
Remark 2.11. Firstly, nk = 1 implies ik = jk = 0, then there is at most one k0 such that nk0 = 1.
Then statement (1) can be rewritten as: H = 1 if and only if H = 0 for Eq. (2.5) with ak0 = 0.
When nk > 1, 1 km, Theorems 4.1 and 4.3 characterize H = 0. Consequently, when there exists k0 ∈ {1, . . . ,m} such
that nk0 = 1, H = 1 will also be characterized.
Proof. Let u(t, x,a1, . . . ,am) be the solution of Eq. (2.5) determined by the initial condition u(t,0,a1, . . . ,am) = x. By the
remark above, it is not restrictive to assume that n1 = 1 and nk > 1, 1 < km. Then
ux(2π,0,a1, . . . ,am) = exp(2πa1) = 1, whenever a1 = 0,
where ux denotes the derivative with respect to x. Thus, u(t) ≡ 0 is a limit cycle of (2.5). Therefore H 1.
By Proposition 2.2, if Eq. (2.5) has no limit cycles for a1 = 0, then H = 1.
If there exist a1 = 0, a2, . . . ,am such that (2.5) has a limit cycle, then either u(t, x,0,a2, . . . ,am) > x or
u(t, x,0,a2, . . . ,am) < x for every x > 0 small enough. Assume the former. Fix x1 such that u(t, x1,0,a2, . . . ,am) > x1,
and take a1 < 0 small enough such that u(t, x1,a1,a2, . . . ,am) > x1. Since
ux(2π,0,a1, . . . ,am) = exp(2πa1) < 1,
by continuity there exists x∗ > 0 such that u(2π, x∗) = x∗ . Therefore, H 2. 
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In this section, we characterize H = 0,1 when m = 2,3,4, and nk = ik + jk + 1 > 1. After Propositions 2.1, 2.2, and 2.4,
that give suﬃcient conditions for Eq. (2.5) to have H = 0,1, we need to prove that H 2 whenever (2.5) does not satisfy
the above-mentioned suﬃcient conditions. Note that this is related to obtaining lower bounds for the Hilbert numbers, as
in [2,13,20,24], but, while in those papers the aim was to obtain equations with as many limit cycles as possible, we need
to prove that there exist coeﬃcients a1, . . . ,am such that (2.5) has at least two limit cycles. In order to accomplish that, we
shall only need to obtain an additional limit cycle by a Hopf bifurcation of the zero solution.
We will split the study of the equation into three subsections, corresponding to the cases m = 2,3,4, respectively.
3.1. Case m = 2
When n1 = n2, Theorem 2.8 determines totally the Hilbert numbers of (2.5). Thus we only consider the case n1 = n2.
Now, (2.5) can be written as
x′ = a1A1(t)xn1 + a2A2(t)xn2 . (3.10)
In the following result we determine its Hilbert numbers.
Theorem 3.1. Consider (3.10) with n1,n2 > 1, n1 = n2 . Then
(1) H = 0 if and only if either A1, A2 ∈ S ∪ O or A1, A2 ∈ C ∪ O.
(2) H = 2 if and only if A1, A2 ∈ E and n1,n2 have different parity.
(3) H = 3 if and only if A1, A2 ∈ E and n1,n2 have the same parity.
(4) Otherwise H = 1.
Proof. By Proposition 2.1, if A1, A2 ∈ S ∪ O or A1, A2 ∈ C ∪ O, then H = 0.
Suppose that A1, A2 ∈ E , then Propositions 2.6 and 2.7 imply that 2 H  3. Also by Proposition 2.6 one knows that
(3.10) has at least one positive limit cycle for some a1, a2 such that a1a2 < 0. If a1a2  0, then (3.10) has no positive limit
cycles, since every solution is increasing or decreasing.
In order to distinguish between statements (2) and (3) we make the change in the dependent variable y = −x.
Suppose that n1 and n2 have different parity, and that (3.10) has one positive limit cycle, so that a1a2 < 0. Then one ﬁnds
that, after the change y = −x, a1a2 > 0, and then (3.10) has no negative periodic solution. By Proposition 2.7, (3.10) has at
most two limit cycles.
If n1 and n2 have the same parity, applying Proposition 2.6 to (3.10) and to the same equation after the change y = −x,
one obtains at least three limit cycles. Again by Proposition 2.7, H = 3.
Finally, for any other possibility for A1 and A2, Propositions 2.2 and 2.4 imply H = 1. 
3.2. Case m = 3
When n1 = n2 = n3, Theorem 2.8 totally determines the Hilbert numbers of (2.5). Thus we only consider the cases in
which the set {n1,n2,n3} has two or three elements.
We shall need some results from Appendix A. If u(t, x,a1,a2,a3) is the solution of (2.5) determined by the initial condi-
tion u(0, x,a1,a2,a3) = x, then
u(t, x,a1,a2,a3) =
∑
n∈N
υn(t,a1,a2,a3)x
n, (3.11)
for some functions υn(t,a1,a2,a3). By Proposition A.1, there exist analytic functions Kak11 a
k2
2 a
k3
3
(t) such that
υn(t,a1,a2,a3) =
∑
nk1k2k3=n
ak11 a
k2
2 a
k3
3 Kak11 a
k2
2 a
k3
3
(t), (3.12)
where k1,k2,k3 ∈ Z+ , and
nk1k2k3 = k1n1 + k2n2 + k3n3 − (k1 + k2 + k3 − 1). (3.13)
In particular, for k1 = k2 = k3 = 0, we have υ1(t,a1, . . . ,am) = K1(t) ≡ 1. So every solution of (2.5) deﬁned in [0,2π ] is
periodic if and only if υn(2π,a1, . . . ,am) = 0 for every n > 1.
In the literature, the ﬁrst υn(2π,a1, . . . ,am) different from zero is known as Lyapunov constant. We shall compute the
Lyapunov constants in order to obtain a Hopf bifurcation of the zero solution. For simplicity, when it leads to no confusion,
we shall write υn(t) instead of υn(t,a1, . . . ,am).
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(i) υn(2π,b1,a2,a3) = 0 for every 1 < n < n∗ and every b1 ∈ R.
(ii) υn∗ (2π, c1,a2,a3) < 0 < υn∗ (2π,d1,a2,a3) for every c1 < a1 < d1 .
(iii) u(t) ≡ 0 is a limit cycle of (2.5) for a1,a2,a3 .
Then there exists a¯1 ∈ R such that Eq. (2.5) has a positive limit cycle for a¯1,a2,a3 .
The same result holds replacing c1 < a1 < d1 by c1 > a1 > d1 . The result is also valid if we replace the role of a1 by a2 or a3 .
Proof. By (iii), there exists x1 > 0 such that u(2π, x1,a1,a2,a3) = x1. Suppose that u(2π, x1,a1,a2,a3) < x1, the other
case being analogous. By continuity, we can take d1 > a1 such that u(2π, x1,d1,a2,a3) < x1. By (i) and (ii), there exists
0 < x0 < x1 such that u(2π, x0,d1,a2,a3) > x0. Again by continuity, there exists x0 < x2 < x1 such that
u(2π, x2,d1,a2,a3) = x2.
Finally, take a¯1 = d1. Since u(2π, x0, a¯1,a2,a3) > x0, u(t, x2, a¯1,a2,a3) is a limit cycle. 
In order to simplify the notation, we shall write
ID1D2...Dk (t) =
t∫
0
D1(t1)
t1∫
0
D2(t2) . . .
tk−1∫
0
Dk(tk)dtk . . . dt2 dt1,
where each Di is one of the functions A1, A2, or A3.
3.2.1. Three monomials with two different degrees in x
In this section we consider Eq. (2.5) when m = 3, n1 = n2 = n3, and n1,n3 > 1. Note that if n1 = i1 + j1 + 1 = i2 + j2 + 1,
then (i1 − i2)( j1 − j2) 0. In the following, we state and prove a characterization theorem for equations of the type
x′ = (a1A1(t) + a2A2(t))xn1 + a3A3(t)xn3 , with (i1 − i2)( j1 − j2) 0, n1,n3 > 1. (3.14)
Theorem 3.3. Consider Eq. (3.14) with n1 = n3 . Then
(1) H = 0 if and only if A1, A2, A3 ∈ S ∪ O or A1, A2, A3 ∈ C ∪ O.
(2) H = 1 if and only if one of the following statements holds:
(a) There exists a unique k such that Ak ∈ E , and (3.14) has no limit cycles for ak = 0.
(b) H = 0, Ak /∈ E for any 1 k 3, and neither A1, A2 ∈ C , A3 ∈ S , nor A1, A2 ∈ S , A3 ∈ C .
Proof. By Proposition 2.1, if A1, A2, A3 ∈ S ∪ O or A1, A2, A3 ∈ C ∪ O, then H = 0, and by Propositions 2.2 and 2.4, if (2)(a)
or (2)(b) holds, then H = 1.
We shall prove that in any other case H 2. We divide those remaining cases into ﬁve subcases:
(a2) A1 or A2 ∈ E , and A3 ∈ E .
(b2) There exist distinct integers 1 k1,k2  2 such that Ak1 ∈ E , and either Ak2 ∈ S , A3 ∈ C , or Ak2 ∈ C , A3 ∈ S .
(c2) A1, A2 ∈ E , A3 ∈ O.
(d2) A1, A2 ∈ E , and either A3 ∈ C or A3 ∈ S .
(e2) A1, A2 ∈ C , A3 ∈ S , or A1, A2 ∈ S , A3 ∈ C .
In (a2) we shall also obtain that H = 2 if n1 and n3 have different parity, and H = 3 if n1 and n3 have the same parity.
Proof of (a2). Suppose that A1, A3 ∈ E . After the proof, it will be easy to check that the result holds if we exchange A1
and A2.
By Proposition 2.6, H  2, and by Proposition 2.7, H  3. Moreover, in the case that three limit cycles exist, one is
positive, one is negative, and the other is the zero solution. Therefore, it is suﬃcient to prove that if n1 and n3 have
different parity there cannot coexist both a positive and a negative limit cycle, while if n1 and n3 have the same parity
there are coeﬃcients a1,a2,a3 for which (3.14) has three limit cycles.
If n1 and n3 have the same parity, and a2 = 0, then by Theorem 3.1 there exist a1,a3 such that Eq. (3.14) has three limit
cycles.
Suppose now that n1 and n3 have different parity. Deﬁne
μ = a1 I A1(2π) + a2 I A2(2π).
Let us prove that if μa3 > 0 then Eq. (3.14) has no positive periodic solutions. Suppose that μ,a3 > 0 (the other case is
analogous). Let u be a positive solution of the equation, deﬁned in [0,2π ], and v the solution of (3.14) with a3 = 0 and
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Since u is an uppersolution of (3.14) for a3 = 0, u(2π) > v(2π) > v(0) = u(0), and therefore u is not periodic.
If μa3 < 0, the change of variables y = −x transforms negative solutions into positive ones, and for the new equation
μa3 > 0. Therefore, (3.14) has no negative periodic solutions. 
In what follows and in order to shorten, we shall denote υn(t,a1,a2,a3) as υn(t).
Proof of (b2). Suppose that A1 ∈ E , A2 ∈ S , A3 ∈ C , the rest of the cases being analogous.
By Theorem 2.8, Eq. (3.14) has no limit cycles for a1 = a2 = 0 or for a1 = a3 = 0. Hence, the terms in υn(2π) depending
only on a2 or depending only on a3 are zero, i.e.,
Kak2
(2π) = Kak3(2π) = 0, k ∈ N.
Since A1 ∈ E , I A1 (2π) > 0.
Therefore, the ﬁrst n > 1 such that υn(2π) may be different from zero must be such an nk1k2k3 with k1  1. If a1 = 0,
by (A.34), the ﬁrst non-null Lyapunov constant with n > 1 is υn1 (2π) = a1 I A1 (2π) = 0.
Fix a2,a3 = 0. Since Proposition 2.4 implies u(t) ≡ 0 is a limit cycle of Eq. (3.14) for a1 = 0 and a2,a3 = 0, applying
Lemma 3.2 with n∗ = n1 and a1 = 0, there exists a¯1 such that Eq. (3.14) has a positive limit cycle for a¯1,a2,a3. 
Proof of (c2). Suppose that A1, A2 ∈ E , and A3 ∈ O.
If a1 = a2 = 0, then Eq. (3.14) has no limit cycles. In consequence, the terms in υn(2π) depending only on a3 are equal
to zero, i.e.,
Kak3
(2π) = 0, k ∈ N.
The ﬁrst n > 1 such that υn(2π) may be different from zero is n = n1. By (3.12),
υn1(2π) = a1Ka1(2π) + a2Ka2(2π).
And using the expression given by (A.34),
Ka1(2π) = I A1(2π) > 0, Ka2(2π) = I A2(2π) > 0.
To obtain the existence of a positive limit cycle, we apply now Lemma 3.2. Let a2,a3 = 0,
a1 = −a2 I A2(2π)
I A1(2π)
,
and n∗ = n1. Then hypotheses (i) and (ii) of Lemma 3.2 hold. Thus, we only have to prove that u(t) ≡ 0 is a limit cycle of
Eq. (3.14) for the chosen a1,a2,a3. Concretely, we shall prove that υn1+n3−1(2π) is different from zero for these values of
coeﬃcients.
Arguing as in the proof of Theorem 2.8, one obtains that Eq. (3.14) has no limit cycles when
a1 = −a2 I A2(2π)
I A1(2π)
, a3 = 0.
Hence, any term in the computation of υn(2π) not containing a3 can be ignored. Due to the fact that Kak3
(t) = 0 for every
k > 0, the solutions to take into account of (3.13) for n = n1 + n3 − 1 are k1 = 1, k2 = 0, k3 = 1 and k1 = 0, k2 = 1, k3 = 1.
Since I A3 (2π) = 0, by (A.39), it holds
υn1+n3−1(2π) = (n1 − n3)
(
a1a3 I A1A3(2π) + a2a3 I A2A3(2π)
)
= (n1 − n3)a3
2π∫
0
(
a1A1(t) + a2A2(t)
)
I A3(t)dt.
Deﬁne f (t) = a1A1(t) + a2A2(t). Since A3(t) is positive in [0,π/2], and A3(t − kπ/2) is odd for every k ∈ Z, one has
that I A3 (t)  0, it is strictly increasing in (0,π/2), and that I A3 (t − kπ/2) is even for every k ∈ Z. As A1(t − kπ/2) and
A2(t − kπ/2) are even for every k ∈ Z, one has that f (t − kπ/2) is even for every k ∈ Z,
0 =
2π∫
f (t)dt = 4
π/2∫
f (t)dt,0 0
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υn1+n3−1(2π) = 4(n1 − n3)a3
π/2∫
0
f (t)I A3(t)dt.
We shall prove that f (t) has a single zero in (0,π/2). Then, as I A3 (t) is positive and strictly increasing and the integral
of f (t) over (0,π/2) is null, one has υn1+n3−1(2π) = 0.
Indeed,
f (t) = sini1(t) cos j2(t)(a1 cos j1− j2(t) + a2 sini2−i1(t)),
so that f (t) = 0, t ∈ (0,π/2), if and only if a1 cos j1− j2 (t) + a2 sini2−i1 (t) = 0. Now,(
a1 cos
j1− j2(t) + a2 sini2−i1(t)
)′ = a1( j2 − j1) cos j1− j2−1(t) sin(t) + a2(i2 − i1) sini2−i1−1(t) cos(t).
Given that (i1 − i2)( j1 − j2) 0, and that
a1 = −a2 I A2(2π)
I A1(2π)
,
one obtains that (a1 cos j1− j2 (t) + a2 sini2−i1 (t))′ has constant sign in (0,π/2). Therefore f (t) has at most one zero
in (0,π/2). Note that there is at least one zero, since
∫ π/2
0 f (t)dt = 0. 
Proof of (d2). Let A1, A2 ∈ E , and A3 ∈ C .
As above, υn(2π) = 0 for 1 < n < n1. By (A.34),
υn1(2π) = a1 I A1(2π) + a2 I A2(2π).
We shall apply Lemma 3.2 with a2 = 0 small enough, a3 = 0,
a1 = −a2 I A2(2π)
I A1(2π)
,
and n∗ = n1. Then hypotheses (i) and (ii) are trivially satisﬁed. Hence, we must prove that u(t) ≡ 0 is a limit cycle of
Eq. (3.14) for the previous a1,a2,a3.
To this end, we shall verify that υn1+2n3−2(2π) = 0 (one can check that υn1+n3−1(2π) = 0). If k1,k2,k3 are solutions of
k1n1 + k2n1 + k3n3 − (k1 + k2 + k3 − 1) = n1 + 2n3 − 2,
then there exist the following possibilities:
(1) k1 + k2 = 0; then Kak33 (2π) = 0 for every k3, since A3 ∈ C .
(2) k1 = 1, k2 = 0, k3 = 2, or k1 = 0, k2 = 1, k3 = 2.
(3) k1 + k2  2; then ak11 ak22 ak33 Kak11 ak22 ak33 (2π) contains the factor a
2
2.
Therefore,
υn1+2n3−2(2π) = a1a23Ka1a23(2π) + a2a
2
3Ka2a23
(2π) + O (a22),
where O (a22) denote terms containing a
2
2.
Since I A3 (2π) = 0, Ia1 A1+a2 A2 (2π) = υn1 (2π) = 0, and by expression (A.44), we obtain
υn1+2n3−2(2π) = (n1 − 1)(n1 − n3)a1a23 I A3A3A1(2π) + (n1 − 1)(n1 − n3)a2a23 I A3A3A2(2π) + O
(
a22
)
.
Given that a1 = −a2 I A2 (2π)/I A1 (2π), to conclude that u(t) ≡ 0 is a limit cycle of Eq. (3.14), we shall prove that
I A3A3A1(2π)I A2(2π) − I A3A3A2(2π)I A1(2π) = 0. (3.15)
To begin with, 2I A3 A3 (2π) = I2A3 (2π). Since I A3 (2π) = 0, we have that
I A3A3A1(2π) = −
2π∫
0
A3(t)I A3(t)I A1(t)dt = I A1A3A3(2π),
and, analogously, I A3 A3 A2 (2π) = I A2 A3 A3 (2π). Deﬁne
f (t) = I A2(2π)A1(t) − I A1(2π)A2(t),
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2π∫
0
f (t)I2A3(t)dt = 0.
Since f (t − kπ/2) and I2A3 (t − kπ/2) are even for every k ∈ Z, one has that
2π∫
0
f (t)I2A3(t)dt = 4
π/2∫
0
f (t)I2A3(t)dt.
As in the previous case,
∫ π/2
0 f (t)dt = 0 and f has a single zero in (0,π/2). Since I2A3 (t) is strictly increasing in (0,π/2),∫ π/2
0 f (t)I
2
A3
(t)dt = 0, what ends the proof of (d2). 
Proof of (e2). Suppose that A1, A2 ∈ S , and A3 ∈ C .
In this case, υn(2π) = 0, 1 < n < n1 + n3 − 1. By (A.39),
υn1+n3−1(2π) = a1a3(n1 − n3)I A1A3(2π) + a2a3(n1 − n3)I A2A3(2π). (3.16)
One has that I A1 A3 (2π) > 0, since I A3 (t), A1(t) are positive in (0,π) and negative in (π,2π). Analogously, I A2 A3 (2π) > 0.
To apply Lemma 3.2, let n∗ = n1 + n3 − 1, a2,a3 = 0, and
a1 = −a2 I A2A3(2π)
I A1A3(2π)
.
It is easy to verify that hypotheses (i) and (ii) of Lemma 3.2 hold. We only need to further verify that u(t) ≡ 0 is a limit
cycle of Eq. (3.14) for a2 suﬃciently small. In particular, we shall verify that υn1+3n3−3(2π) = 0.
Since Kak3
(2π) = 0, k > 0, from expression (A.47) one obtains that
υn1+3n3−3(2π) = (1− n1)(n1 − n3)(n1 + n3 − 2)a1a33 I A3A3A3A1(2π)
+ (1− n1)(n1 − n3)(n1 + n3 − 2)a2a33 I A3A3A3A2(2π) + O
(
a22
)
.
As the coeﬃcient (1− n1)(n1 − n3)(n1 + n3 − 2) is different from zero, it is suﬃcient to prove that
I A2A3(2π)I A3A3A3A1(2π) − I A1A3(2π)I A3A3A3A2(2π) = 0.
Since
I A3A3A3A j (2π) = −I A j A3A3A3(2π), j = 1,2,
I A3A3A3(t) =
1
3
I A3(t)I A3A3(t),
we must prove that
2π∫
0
(
I A2A3(2π)A1(t)I A3(t) − I A1A3(2π)A2(t)I A3(t)
)
I A3A3(t)dt = 0.
Let f (t) = I A2 A3 (2π)A1(t)I A3 (t) − I A1 A3 (2π)A2(t)I A3 (t). Since f (t − kπ/2) and I A3 A3 (t − kπ/2) are even for every k ∈ Z, it
holds that
2π∫
0
f (t)I A3A3(t)dt = 4
π/2∫
0
f (t)I A3A3(t)dt.
Assume that i1  i2 and j1  j2, the other case being analogous. Due to the fact that I A j A3 (2π) = −I A3 A j (2π), j = 1,2,
then one may write f (t) as
f (t) = −sin2i+1(t) cos2 j(t)(I A3A2(2π) cos2k1(t) + I A3A1(2π) sin2k2(t))I A3(t),
for some i, j,k1,k2  0. Proceeding as in previous cases, one obtains that f (t) has at most one zero in (0,π/2).
Since
π/2∫
f (t)dt = 1
4
2π∫
f (t)dt = 0,0 0
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π/2∫
0
f (t)I A3A3(t)dt = 0,
proving that u(t) ≡ 0 is a limit cycle of Eq. (3.14) for the chosen parameters. This concludes the proof for case (e2). 
So, we have proved that when either one of (a2), . . . , (e2) holds, then H 2. 
3.2.2. Three monomials of different degrees in x
In this section we study Eq. (2.5) when m = 3 and the degrees n1,n2,n3 are different. With these hypotheses, Eq. (2.5)
can be written as
x′ = a1A1(t)xn1 + a2A2(t)xn2 + a3A3(t)xn3 , (3.17)
where Ak(t) = sinik (t) cos jk (t) for some ik, jk ∈ Z+ . We shall assume that n1,n2,n3 > 1, and that the following two hypothe-
ses are satisﬁed:
(i) One of the following conditions holds: Either
nk = ik + jk + 1, k = 1,2,3, (3.18)
or
nk2 = nk1 + nk3 − 1, whenever Ak1 ∈ S, Ak2 ∈ E, Ak3 ∈ C. (3.19)
(ii) If Ak1 ∈ S and Ak2 ∈ C , then Ak3 /∈ O.
The main result of this section is the following.
Theorem 3.4. Consider (3.17) satisfying (i) and (ii). Then
(1) H = 0 if and only if A1, A2, A3 ∈ S ∪ O or A1, A2, A3 ∈ C ∪ O.
(2) H = 1 if and only if there exist k1,k2,k3 ∈ {1,2,3} such that Ak3 ∈ E and either Ak1 , Ak2 ∈ S ∪ O or Ak1 , Ak2 ∈ C ∪ O.
Proof. Firstly, by Proposition 2.1, if A1, A2, A3 ∈ S ∪ O or A1, A2, A3 ∈ C ∪ O, then H = 0. By Proposition 2.2 (Remark 2.3),
if there exist k1,k2,k3 ∈ {1,2,3} such that Ak3 ∈ E and either Ak1 , Ak2 ∈ S ∪ O, or Ak1 , Ak2 ∈ C ∪ O, then H = 1.
We shall prove that, in any other case, H 2. We divide these remaining cases into:
(a3) Ak1 , Ak2 ∈ E .
(b3) Ak1 , Ak2 ∈ C , Ak3 ∈ S , or Ak1 , Ak2 ∈ S , Ak3 ∈ C .
(c3) Ak1 ∈ S , Ak2 ∈ E , Ak3 ∈ C .
Note that Proposition 2.6 implies that, in (a3), H 2. Now, we shall prove the rest of the cases.
Proof of (b3). Suppose that A1, A2 ∈ S , A3 ∈ C , and n1 < n2, being the remaining cases analogous.
If a3 = 0, then (3.17) has no limit cycles and every term in the computation of υn(2π) that does not include a3 is null
when it is evaluated at 2π . Thus,
K
ai1a
j
2
(2π) = 0, i + j  1.
Since Kk3a3 (2π) = 0, υn(2π) = 0, 1 < n < n1 + n3 − 1. By (A.39),
υn1+n3−1(2π) = (n1 − n3)a1a3 I A1A3(2π).
As was proven in Theorem 3.3, case (e2), I A1 A3 (2π) > 0. By Proposition 2.4, u(t) ≡ 0 is a limit cycle of (3.17) for a1 = 0,
a2,a3 = 0. Applying Lemma 3.2 to n∗ = n1 + n3 − 1, a1 = 0, a2,a3 = 0, there exist a¯1,a2,a3 such that (3.17) has at least one
positive limit cycle. 
Proof of (c3). Suppose that A1 ∈ S , A2 ∈ E , A3 ∈ C . We shall further divide this case into three subcases, depending on
whether n2 is less than, greater than, or equal to n1 + n3 − 1.
Case n2 < n1 + n3 − 1. Since (3.17) has no limit cycles for a2 = a3 = 0, then Kai1 (2π) = 0 for every i ∈ N. The same is the
case when a1 = a2 = 0, and then Kai3 (2π) = 0 for every i ∈ N. Thus, υn(2π) = 0, 1 < n < n2. Moreover
υn2(2π) = a2 I A2(2π).
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a2 = 0, implies the existence of a1, a¯2,a3 such that (3.17) has at least one positive limit cycle.
Case n2 > n1 + n3 − 1. A similar proof follows, now considering that υn(2π) = 0, 1 < n < n1 + n3 − 1,
υn1+n3−1(2π) = a1a3(n3 − n1)I A3A1(2π),
I A3 A1 (2π) = 0, and that u(t) ≡ 0 is a limit cycle for a1 = 0, a2 = 0, since υn2 (2π) = a2 I A2 (2π) = 0.
Case n2 = n1 + n3 − 1. Note that this case does not arise if (3.19) holds and consequently we assume (3.18).
We can write
A1(t) = sin2p1+1(t) cos2q1(t), A2(t) = sin2p2(t) cos2q2(t),
A3(t) = sin2p3(t) cos2q3+1(t),
where pk,qk  0, k = 1,2,3. By (3.18), we have
2p2 + 2q2 = 2p1 + 2p3 + 2q1 + 2q3 + 2.
Then p2 − p1 − p3 − 1 0 or q2 − q1 − q3  0. One may assume the former, since otherwise it will hold after the change of
variable s = π/2− t , and swapping the roles of A1, A3 and p, q.
One has υn(2π) = 0 for 1 < n < n2, and
υn2(2π) = a2 I A2(2π) + a1a3(n3 − n1)I A3A1(2π).
As in the proof of case (e2) of Theorem 3.3, I A3 A1 (2π) = −I A1 A3 (2π) < 0. Deﬁne
a1 = −a2 I A2(2π)
a3(n3 − n1)I A3A1(2π)
.
If we show that u(t) ≡ 0 is a limit cycle for a1 and certain a2,a3 = 0 small enough, then the proof is concluded applying
Lemma 3.2.
In particular, we shall prove that υ3n1+n3−3(2π) = υ2n1+n2−2(2π) = 0 for a1 and certain a2,a3 small enough. Firstly,
since n2 > n1,n3,
υ3n1+n3−3(2π) = a31a3Ka31a3(2π) + a
2
1a2Ka21a2
(2π) + · · · (3.20)
where the dots denote other terms ak11 a
k2
2 a
k3
3 Kak11 a
k2
2 a
k3
3
(2π) such that
k1n1 + k2n2 + k3n3 − (k1 + k2 + k3 − 1) = 3n1 + n3 − 3.
Since n2 = n1 + n3 − 1, one has
n1(k1 + k2 − 3) + n3(k2 + k3 − 1) = k1 + 2k2 + k3 − 4.
There exist the following possibilities for k1,k2,k3:
(1) k2 = k3 = 0; then the corresponding term is ak11 Kak11 (2π) = 0.
(2) k2 + k3 = 1; then the corresponding terms are the two appearing explicitly in (3.20).
(3) k2 +k3  2; the corresponding terms can be ignored by choosing a2 = δb2, a3 = δb3, for ﬁxed b2,b3 and δ small enough.
Now, we compute the terms in (3.20). By (A.47) (note that I A1 (2π) = 0), and (A.44),
Ka31a3
(2π) = (n3 − 1)(n1 − n3)(n1 + n3 − 2)I A1A1A1A3(2π),
Ka21a2
(2π) = (n2 − 1)(n2 − n1)I A1A1A2(2π).
From n2 = n1 + n3 − 1, we obtain
υ3n1+n3−3(2π) = a21a2(n3 − 1)(n1 + n3 − 2)
M
IA3A1(2π)
+ · · · ,
where
M = I A3A1(2π)I A1A1A2(2π) + I A2(2π)I A1A1A1A3(2π).
Now, let us prove that M = 0. Since I A1 (2π) = 0,
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2π∫
0
A1(t)I A1(t)I A2(t)dt =
2π∫
0
A2(t)I A1A1(t)dt,
I A1A1A1A3(2π) = −
2π∫
0
A1(t)I A1(t)I A1A3(t)dt =
2π∫
0
A1(t)I A3(t)I A1A1(t)dt.
Therefore, taking into account that I A1 A3 (2π) = −I A3 A1 (2π), one has that M = 0 if and only if
−
2π∫
0
I A1A1(t)
(
I A1A3(2π)A2(t) − I A2(2π)A1(t)I A3(t)
)
dt = 0. (3.21)
We now prove a preliminary result concerning the function I A1 A1 (t).
Lemma 3.5. The function I A1 A1 (t) can be written as
I A1A1(t) = α + H(t) + S(t),
where α ∈ R, H(t−π/2+kπ) is odd, and S(t−kπ/2) is even for every k ∈ Z. Moreover, S is positive and decreasing for t ∈ [0,π/2].
Proof. Since A1(t) = sin2p1+1(t) cos2q1 (t), one has that
I A1(t) =
p1∑
k=0
(−1)k
2k + 2q1 + 1
(
p1
k
)
−
p1∑
k=0
(−1)k
2k + 2q1 + 1
(
p1
k
)
cos2k+2q1+1(t).
Deﬁne
L =
p1∑
k=0
(−1)k
2k + 2q1 + 1
(
p1
k
)
,
C(t) =
p1∑
k=0
(−1)k
2k + 2q1 + 1
(
p1
k
)
cos2k+2q1+1(t).
Since I A1 (t) is increasing in [0,π/2] (A1 is positive in that interval), C(t) is decreasing. Moreover, C(t) is positive because
C(π/2) = 0.
Consequently,
I A1A1(t) =
I2A1
2
= L
2 − 2LC(t) + C2(t)
2
.
If α = L2/2, H(t) = −LC(t) and S(t) = C2(t)/2, one obtains the decomposition given in the statement of the lemma. To
prove that S(t) is decreasing in [0,π/2], observe that S ′(t) = C(t)C ′(t) 0, for all t ∈ [0,π/2]. 
Let f (t) = I A1 A3 (2π)A2(t)− I A2 (2π)A1(t)I A3 (t). Applying former lemma, expression (3.21) can then be divided into three
terms:
α
2π∫
0
f (t)dt,
2π∫
0
H(t) f (t)dt,
2π∫
0
S(t) f (t)dt.
The ﬁrst term is null trivially. The second is also null because the functions A2(t − kπ/2) and A1(t − kπ/2)I A3 (t − kπ/2)
are even for every k ∈ Z, and H(t − π/2 + kπ) is odd for every k ∈ Z. Then, f (t − π/2 + kπ)H(t − π/2 + kπ) is odd for
every k ∈ Z, and its integral over [0,2π ] is null.
For the third term, by symmetry, it is suﬃcient to study the integral between 0 and π/2. Recall that in this interval the
function S(t) is decreasing and positive. To prove that this third term is different from zero it is suﬃcient to prove that the
function f (t) has a single zero in the interval (0,π/2), since S(t) is positive and decreasing in (0,π/2).
Lemma 3.6. Assume that p2 − p1 − p3 − 1 = −(q2 − q1 − q3) = r  0. Then f (t) has at most one zero in (0,π/2).
Proof. Since A3(t) = sin2p3 (t) cos2q3+1(t), observe that I A3 (t) can be written as
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q3∑
k=0
(−1)k
2p3 + 2k + 1
(
q3
k
)
sin2p3+2k+1(t)
= sin2p3+1(t)
q3∑
k=0
(−1)k
2p3 + 2k + 1
(
q3
k
)
sin2k(t)
(
sin2(t) + cos2(t))q3−k
= sin2p3+1(t)
q3∑
k=0
Ck sin
2k(t) cos2q3−2k(t),
where
Ck =
k∑
l=0
(−1)l
2p3 + 2l + 1
(
q3
l
)(
q3 − l
k − l
)
=
(
q3
k
) k∑
l=0
(−1)l
2p3 + 2l + 1
(
k
l
)
=
(
q3
k
) 1∫
0
t2p3
(
1− t2)k dt > 0.
Then the derivative of
f (t)
A1(t) sin
2p3+1(t) cos2q3(t)
= I A1A3(2π)
sin2r(t)
cos2r(t)
− I A2(2π)
j3∑
k=0
Ck
sin2k(t)
cos2k(t)
is negative in (0,π/2). Therefore it has at most one zero in (0,π/2), and so has f . 
With the previous lemma we prove that υ3n1+n3−3(2π) = 0 and consequently u(t) ≡ 0 is a limit cycle for the chosen a1
and a2,a3 small enough. Applying now Lemma 3.2 we conclude that H 2. 
So we have proved that if (a3), (b3), or (c3) holds, then H 2. 
3.3. Some equations with four monomials
For the study of Eq. (2.5) with arbitrary m, we will need the following result about a family with m = 4 and H 2.
Proposition 3.7. Consider the differential equation
x′ = (a1A1(t) + a2A2(t))xn1 + a3A3(t)xn3 + a4A4(t)xn4 , (3.22)
where n3 < n4 , n1 = n3,n4 , A1 ∈ S , A2 ∈ C , A3, A4 ∈ O. Then there exist a1,a2,a3,a4 such that (3.22) has at least one positive limit
cycle.
Proof. Suppose that a3 = 0. Then Eq. (3.22) satisﬁes Proposition 2.4, and thus
sign
(
u(2π) − u(0))= sign((n1 − n4)a1a2a4).
If additionally a2 = 0 then (3.22) has no limit cycles. Then Kai1ak4 (2π) = 0 for any i + k  1. Analogously, Ka j2ak4 (2π) = 0
for any j + k 1, and K
ai1a
j
2
(2π) = 0 for any i + j  1. Thus, the ﬁrst non-null Kai1ak2ak4 (2π) is Ka1a2a4 (2π) and it appears in
υ2n1+n4−2(2π). We shall now show that υ2n1+n4−2(2π) is different from zero when a3 = 0. By (A.49) with a = a1, b = a2,
and c = a4,
υ2n1+n4−2(2π) = a1a2a4(n4 − 1)(n4 − n1)I A4A1A2(2π) + a1a2a4(n4 − 1)(n4 − n1)I A4A2A1(2π)
= a1a2a4(n4 − 1)(n4 − n1)I,
where I = ∫ 2π0 A4(t)I A2 (t)I A1 (t)dt . Let us verify that this integral is negative. Firstly, I A1 (t) is positive, increasing in [0,π ],
decreasing in [π,2π ], both strictly for t = kπ/2, and I A1 (t−kπ) is even for every k ∈ Z. I A2 (t) is positive in [0,π ], negative
in [π,2π ], I A2 (t − π/2 + kπ) is even, and I A2 (t − kπ) is odd for every k ∈ Z. Therefore, A4(t)I A2 (t)I A1 (t) is positive in[0,π/2], negative in [π/2,π ], A4(t − kπ)I A2 (t − kπ)I A1 (t − kπ) is even for every k ∈ Z, and
−A4(π − t)I A2(π − t)I A1(π − t) > A4(t)I A2(t)I A1(t), t ∈ (0,π/2).
Consequently,
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0
A4(t)I A2(t)I A1(t)dt =
π/2∫
0
A4(t)I A2(t)I A1(t)dt +
π/2∫
0
A4(π − t)I A2(π − t)I A1(π − t)dt < 0.
By symmetry, I < 0.
To conclude the proof, set x0 > 0, a1,a2,a4 = 0, and take a3 = 0 small enough so that the sign of u(2π, x0,a1,a2,a3,a4)−
x0 is the same as the sign of u(2π, x0,a1,a2,0,a4) − x0. Repeating arguments above, since n3 < n4, the ﬁrst non-null
Lyapunov constant of Eq. (3.22) is
υ2n1+n3−2(2π) = 0,
and its sign depends on the sign of a3. Choosing the sign of a3 conveniently, one obtains that u(2π, x,a1,a2,a3,a4)− x and
u(2π, x0,a1,a2,a3,a4) − x0 have different signs for 0 < x < x0 small enough, and hence, by continuity, there exists x∗ > 0
such that
u(2π, x∗,a1,a2,a3,a4) − x∗ = 0.
Therefore, (3.22) has at least one positive limit cycle. 
4. General problem
In this section we are going to study the general problem, i.e., the case in which Eq. (1.2) has more than three monomials.
Let m 4, ﬁx i1, . . . , im, j1, . . . , jm,n1, . . . ,nm ∈ Z+ and consider the family of differential equations,
x′ =
m∑
k=1
ak sin
ik (t) cos jk (t)xnk , a1, . . . ,am ∈ R. (4.23)
Applying the results presented in the previous sections, we shall obtain conditions on {ik}, { jk}, {nk}, ensuring the existence
or non-existence of coeﬃcients a1, . . . ,am such that (4.23) has at most one limit cycle, the solution u(t) ≡ 0.
We divide the study into two cases, according to the number of elements of the set {nk}.
4.1. Two different degrees
When the set {nk} has two elements, we characterize H = 0, and establish suﬃcient conditions for H = 1 and for H 2
when (4.23) satisﬁes one of the following conditions
nk = ik + jk + 1, (4.24)
nki > 1, (ik1 − ik2)( jk1 − jk2) 1, whenever nk1 = nk2 . (4.25)
Theorem 4.1. Consider (4.23) satisfying either condition (4.24) or (4.25), and suppose that m  4 and the set {nk} consists of two
elements. Then the following statements hold:
(1) H = 0 if and only if Ak ∈ S ∪ O for every 1 km, or Ak ∈ C ∪ O for every 1 km.
(2) Suppose that Ak1 ∈ E for some k1 . Then H = 1 if and only if (4.23) has no limit cycles for ak1 = 0.
(3) Suppose that Ak /∈ E for every k and that H = 0. If there exist distinct k1,k2,k3 ∈ N such that nk1 = nk2 = nk3 , Ak1 , Ak2 ∈ C , and
Ak3 ∈ S , then H 2. The same result holds interchanging S and C .
Remark 4.2. This theorem does not cover all the possibilities for Eq. (4.23). The remaining case is when Ak /∈ E for any k,
and neither (1) nor (3) holds. For example, for m = 4, n1 = n2, n3 = n4, Theorem 4.1 does not cover the case A1, A3 ∈ S ,
A2, A4 ∈ C .
Proof. By Theorem 2.10, one may assume that nk > 1 for all k. Theorem 3.3, case (e2), implies (3). Let us prove the remain-
ing cases.
(1) Suppose that Ak ∈ S ∪ O (Ak ∈ C ∪ O) for every k. By Proposition 2.1, (4.23) has no limit cycles for every a1, . . . ,am ∈ R.
Conversely, suppose that H = 0. One may assume that Ak /∈ E for every k, since otherwise H > 0. If Ak ∈ O for every k,
then (1) follows. Therefore, one may assume that there exists Ak1 ∈ S ∪ C . Suppose that Ak1 ∈ S , and ﬁx Ak2 such that
nk1 = nk2 . By Theorem 3.3, one has that Ak1 , Ak2 , Ak ∈ S ∪ O for any Ak = Ak1 , Ak2 .
(2) Suppose that Ak1 ∈ E for some k1, and (4.23) has no limit cycles for ak1 = 0. Applying Proposition 2.2, it follows that
H = 1.
Conversely, suppose that Ak1 ∈ E and u(t) ≡ 0 is a limit cycle of (4.23) for ak1 = 0, and certain ak , k = k1. Then there
are two possibilities: There exists k2 = k1 such that Ak ∈ E or Ak /∈ E for any k = k1.2
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nk1 = nk2 , let k3 = k1,k2 be such that nk3 = nk1 . Theorem 3.3, cases (c2) and (d2), implies that H 2.
Finally, suppose that Ak /∈ E for every k = k1. Denote n+ the maximum of the two elements of {nk}. Then (4.23) has
no limit cycles when ak = 0 for every k such that k = k1 or nk = n+ . Moreover, Kak (2π) = 0 for every k = k1. In
consequence, the ﬁrst non-null υn(2π) is
υnk1 (2π) = ak1 Kak1 (2π) = 0, for every ak1 = 0.
Since, by assumption, u(t) ≡ 0 is a limit cycle of (4.23) for ak1 = 0, then by Lemma 3.2 we shall obtain that there
exists a¯k1 such that (4.23) has one positive limit cycle. Then H 2.
In any case, the contradiction implies that u(t) ≡ 0 is not a limit cycle for ak1 = 0. Therefore, (4.23) has no limit cycles
for ak1 = 0. 
4.2. More than two different degrees
When the set {nk} has at least three elements, we state and prove the main result of the paper, that characterizes H = 0
and H = 1 for Eq. (4.23) when the following two hypotheses are satisﬁed:
(i) One of the following conditions holds: Either
nk = ik + jk + 1, 1 km, or
nk > 1 and nk2 = nk1 + nk3 − 1, whenever Ak1 ∈ S, Ak2 ∈ E, Ak3 ∈ C.
(ii) If there exist k1,k2 such that nk1 = nk2 , Ak1 ∈ S , and Ak2 ∈ C , then there exists k3 such that nk3 = nk1 ,nk2 , and Ak3 /∈ O.
Theorem 4.3. Consider (4.23) when the set {nk} has at least three elements, and (i) and (ii) hold. Then
(1) H = 0 if and only if Ak ∈ S ∪ O for every 1 km or Ak ∈ C ∪ O for every 1 km.
(2) H = 1 if and only if there exists k0 such that Ak0 ∈ E , and either Ak ∈ S ∪ O for every k = k0 or Ak ∈ C ∪ O for every k = k0 .
Proof. By Theorem 3.4, one may assume that m 4, and by Theorem 2.10, one may assume that nk > 1.
(1) By Proposition 2.1, if Ak ∈ S ∪ O (Ak ∈ C ∪ O) for every k, then H = 0.
Conversely, suppose that H = 0. As in the proof of Theorem 4.1, by setting all the coeﬃcients except three appropriately
chosen to zero and applying Theorems 3.3 and 3.4, one has that all Ak ∈ S ∪ O (or all Ak ∈ C ∪ O).
(2) Suppose that there exists k0 such that Ak0 ∈ E and Ak ∈ S ∪ O for every k = k0, or Ak ∈ C ∪ O for every k = k0. Then
Proposition 2.2 implies H = 1.
Conversely, suppose that H = 1. We shall prove that there exists 1  k0 m such that Ak0 ∈ E , and either Ak ∈ S ∪ O
for every k = k0 or Ak ∈ C ∪ O for every k = k0.
Firstly, note that by Proposition 2.6, if there exist k1,k2 such that Ak1 , Ak2 ∈ E and nk1 = nk2 , then H  2, and, by
Theorem 3.3, if there exist two indices k1,k2 such that Ak1 , Ak2 ∈ E and nk1 = nk2 , then H 2. Therefore, one can assume
that there exists at most one index k0 such that Ak0 ∈ E .
Now, let us prove that there exists such a k0.
Suppose on the contrary, that Ak /∈ E for any k. Firstly, if Ak ∈ S ∪ O for every k or Ak ∈ C ∪ O for every k, then H = 0.
From this, there exist k1,k2 such that Ak1 ∈ S and Ak2 ∈ C . If nk1 = nk2 , then by hypothesis, we may choose k3 such that
nk3 = nk1 ,nk2 , and Ak3 /∈ O ∪ E . Then, by Theorem 3.4, H 2. To conclude, assume that nk1 = nk2 . By the arguments above,
we may suppose that Ak ∈ O for any k such that nk = nk1 . Since {nk} has at least three elements, there exist k3,k4 such
that nk1 ,nk3 ,nk4 are all different. Applying Proposition 3.7 to (4.23) with ak = 0 for k = k1,k2,k3,k4, one obtains H 2, in
contradiction with H = 1. From this we obtain the existence of k0 such that Ak0 ∈ E .
Therefore, there exists exactly one k0 such that Ak0 ∈ E . Moreover, we may assume that there exists k1 such that either
Ak1 ∈ S or Ak1 ∈ C (if Ak ∈ O for every k = k0, the proof concludes). Suppose that Ak0 ∈ E and Ak1 ∈ S .
Assume now nk0 = nk1 . For any ﬁxed k2 = k0,k1, applying Theorem 3.3 if nk2 ∈ {nk0 ,nk1 } or Theorem 3.4 if nk2 /∈ {nk0 ,nk1 }
to (4.23) with ak = 0 for any k = k0,k1,k2, one obtains Ak2 ∈ S ∪ O.
Suppose that nk0 = nk1 . For any ﬁxed k2 = k0,k1, if nk0 = nk2 then Theorem 3.3 implies that Ak2 ∈ S ∪ O. If nk0 = nk2 , we
shall prove that Ak2 /∈ C , and hence Ak2 ∈ S ∪ O. Suppose that Ak2 ∈ C , and let k3 be such that nk3 = nk0 . Consider
x′ = (ak0 Ak0(t) + ak1 Ak1(t) + ak2 Ak2(t))xnk0 + ak3 Ak3(t)xnk3 . (4.26)
Theorem 3.3 implies that u(t) ≡ 0 is a limit cycle of (4.26) for ak0 = 0, ak1 ,ak2 ,ak3 = 0. Since the ﬁrst υn(2π) = 0, n > 1, is
υnk0 (2π) = ak0Kak0 (2π) = 0, for every ak0 = 0,
by Lemma 3.2, there exists a¯k0 such that (4.23) has at least one positive limit cycle. Therefore, H 2, in contradiction with
H = 1. 
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of equations of the type (1.2).
For example, when
x′ =
n∑
k=1
pk(t)x
k,
where pk(t) are homogeneous trigonometric polynomials, is written in the form (1.2), it satisﬁes condition (4.25).
Therefore, the present results could be applied to study other families of planar vector ﬁelds that can be transformed
into equations of the form (1.2) (see, for instance, [6–8,11,19,20]).
Appendix A. Computation of the Lyapunov constants
The Lyapunov constants were introduced by Lyapunov [21] in order to solve the classical center-focus problem for planar
systems. In Eq. (1.1), these quantities are usually obtained for families with low degrees in x, and are computed consecutively
(see [4] for instance). In contrast, Proposition A.1 below will allow us to obtain the Lyapunov constants in terms of the
degrees in x.
In this appendix we shall compute the Lyapunov constants that we need in the different proofs of the paper. See [9,10]
for a more general computation using the theory of combinatorics on words.
Consider the family of differential equations
x′ = aA(t)xna + bB(t)xnb + cC(t)xnc , a,b, c ∈ R, (A.27)
where A, B,C are analytical functions, and na,nb,nc > 1.
Denote by u(t,ρ) the solution determined by the initial condition u(0,ρ) = ρ . One may write
u(t,ρ) = υ1(t)ρ + υ2(t)ρ2 + · · · , (A.28)
for some functions υ1,υ2, . . . such that υ1(0) = 1, υk(0) = 0 for every k > 1.
Since u(t,ρ) satisﬁes (A.27), substituting (A.28) into (A.27), one obtains
υ ′1(t)ρ + υ ′2(t)ρ2 + · · · =
(
υ1(t)ρ + υ2(t)ρ2 + · · ·
)′
= aA(t)(υ1(t)ρ + υ2(t)ρ2 + · · ·)na + bB(t)(υ1(t)ρ + υ2(t)ρ2 + · · ·)nb
+ cC(t)(υ1(t)ρ + υ2(t)ρ2 + · · ·)nc . (A.29)
The functions υm are sums of terms depending on a,b, c. Thus, one can write:
υm(t) =
∑
aib jckKaib jck,m(t),
where Kaib jck,m(t) depends only on A, B , C , and na , nb , nc .
Proposition A.1. For any i, j,k,
Kaib jck,m(t) ≡ 0, for every m = ina + jnb + knc − (i + j + k − 1).
Proof. We proceed by induction on i + j + k.
Set i0 + j0 + k0 = 0 (thus, i0 = j0 = k0 = 0). By (A.29), υ ′m(t) is equal to zero or to a sum of factors multiplied by a,
b, or c. Since υm(0) = 0, for m > 1, integrating over [0,2π ], one obtains that υm(t) is either equal to zero or to a sum of
factors multiplied by a, b, or c. In any case, Ka0b0c0,m(t) = 0 for m > 1.
Set i0, j0,k0  0 such that i0 + j0 + k0 = s0 > 0. We shall prove that
Kai0b j0 ck0 ,m(t) = 0, for everym = i0na + j0nb + k0nc − (i0 + j0 + k0 − 1).
By the hypothesis of induction,
u(t,ρ) =
∑
i+ j+k<s0
aib jckKaib jck,mijk (t)ρ
mijk +
∑
m
∑
i+ j+ks0
aib jckKaib jck,m(t)ρ
m, (A.30)
where mijk = ina + jnb + knc − (i + j + k − 1).
We will take the coeﬃcients of ai0bi0ci0 on the right-hand side of (A.29). We shall argue for the ﬁrst summand on the
right-hand side of (A.29), the argument being analogous for the other two. The factor ai0b j0ck0 appears in aA(t)u(t,ρ)na if
and only if the factor ai0−1b j0ck0 appears in u(t,ρ)na . Therefore, it is suﬃcient to consider the ﬁrst summation in (A.30).
Thus,
u(t,ρ)na =
∑
∑
α =n
na!∏
αp !
∏
p1
(
aipb jp ckp Kaip b jp ckp ,mip jpkp
(t)ρmip jpkp
)αp + · · · ,p a
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mip jpkp = ipna + jpnb + kpnc − (ip + jp + kp − 1).
Therefore the factor ai0−1b j0ck0 appears in u(t,ρ)na if and only if∑
αpip = i0 − 1,
∑
αp jp = j0,
∑
αpkp = k0,
the exponent of ρ in this case being∑
αpmip jpkp = (i0 − 1)na + j0nb + k0nc − (i0 − 1+ j0 + k0 − na) =mi0 j0k0 .
Taking the coeﬃcients of ρmi0 j0k0 on both sides of (A.29), one obtains that Kai0bi0 ci0 ,m(t) = 0 for every m =mi0 j0k0 . 
Henceforth, we shall obtain Kaib jck,mijk (t) for some small i, j,k ∈ Z+ . In order to simplify the notation, deﬁne
ID1D2...Dk (t) =
t∫
0
D1(t1)
t1∫
0
D2(t2) . . .
tk−1∫
0
Dk(tk)dtk . . . dt2 dt1,
where each Di is one of the functions A, B , or C .
For brevity, we shall write
Kaib jck (t) = Kaib jck,mijk (t).
By Proposition A.1, it holds that
u(t,ρ) =
∑
m
(∑
i, j,k
aib jckKaib jck,m(t)
)
ρm
=
∑
i, j,k
aib jckKaib jck (t)ρ
mijk . (A.31)
Therefore,
υm(t) =
∑
mijk=m
aib jckKaib jck (t). (A.32)
Substituting (A.31) into (A.29), one obtains(
ρ + aKa(t)ρna + · · ·
)′ = aA(t)(ρ + aKa(t)ρna + · · ·)na + bB(t)(ρ + aKa(t)ρna + · · ·)nb
+ cC(t)(ρ + aKa(t)ρna + · · ·)nc . (A.33)
A.1. Terms involving only one coeﬃcient
We shall compute the terms Ka , Ka2 , and Ka3 , but the computations are also valid replacing a with b or c.
Taking the coeﬃcients of a on both sides of (A.33),
K ′a(t) = A(t).
Note that Proposition A.1 implies that the power of ρ on both sides is ρna , so that the expression has been simpliﬁed.
Therefore,
Ka(t) = I A(t). (A.34)
One solution of
ina + jnb + knc − (i + j + k − 1) = na
is i = 1, j = 0, k = 0, and any other solution satisﬁes i = 0, and
jnb + knc − ( j + k − 1) = na.
By (A.32),
υna (t) = aKa(t) + O (b, c). (A.35)
186 M.J. Álvarez et al. / J. Math. Anal. Appl. 360 (2009) 168–189Note that if na < nb,nc then υna (t) = aKa(t). If nb < na < nc then
υna (t) = aKa(t) + O
(
b2
)
.
Finally, if nb,nc < na then
υna (t) = aKa(t) + O
(
b2,bc, c2
)
.
Now, take the coeﬃcients of a2 on both sides of (A.33). On the right-hand side, this coeﬃcient appears only in the ﬁrst
summand, being the coeﬃcient of a in (ρ + aKa(t)ρna + · · ·)na , and thus in (ρ + aKa(t)ρna )na . Integrating with respect to t ,
Ka2(t) =
t∫
0
A(s)naKa(s)ds = na
2
I2A(t). (A.36)
The coeﬃcients of a3ρ3na−2 in (A.33) lead to
Ka3(t) =
t∫
0
A(s)
(
na(na − 1)
2
K 2a (s) + naKa2(s)
)
ds
= na(2na − 1)
2
t∫
0
A(s)I2A(s)ds
= na(2na − 1)
6
I3A(t). (A.37)
A.2. Computation of Kab(t)
The coeﬃcients of abρna+nb−1 on both sides of (A.33) deﬁne the equation
K ′ab(t) = A(t)naKb(t) + B(t)nbKa(t).
Therefore
Kab(t) = na I AB(t) + nb IB A(t). (A.38)
Since
I AB(t) + I B A(t) = I A(t)I B(t),
one has
Kab(t) = na I A(t)I B(t) + (nb − na)I B A(t). (A.39)
A.3. Computation of Kab2 (t)
The term Kab2 (t) is determined by the coeﬃcients of ab
2ρna+2nb−2 in (A.33). Thus,
Kab2(t) =
t∫
0
A(s)
(
naKb2(s) +
na(na − 1)
2
K 2b (s)
)
ds
+
t∫
0
B(s)
(
nb(nb − 1)Ka(s)Kb(s) + nbKab(s)
)
ds. (A.40)
Let us compute Kab2 (2π) so that the single triple integral will be I BB A(2π).
Replacing Kb(s) and Kb2 (s) by their values, the ﬁrst integral in (A.40) evaluated at 2π contains the term
2π∫
0
A(t)I2B(t)dt = I2B(2π)I A(2π) − 2
2π∫
0
B(t)I A(t)I B(t)dt
= I2B(2π)I A(2π) − 2I B(2π)I B A(2π) + 2I BB A(2π). (A.41)
Applying (A.34) and (A.39) to compute the second integral of the right-hand side of (A.40), and splitting it into two terms,
one obtains
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0
B(t)I A(t)I B(t)dt = I B(2π)I B A(2π) − I BB A(2π), (A.42)
I B AB(2π) =
2π∫
0
B(t)I A(t)I B(t)dt − I BB A(2π) = I B(2π)I B A(2π) − 2I BB A(2π). (A.43)
Therefore,
Kab2(2π) =
nanb + na(na − 1)
2
I2B(2π)I A(2π) +
(
nb(nb − 1) − na(na − 1)
)
I B(2π)I B A(2π)
+ (na − 1)(na − nb)I BB A(2π). (A.44)
A.4. Computation of Kab3 (t)
Proceeding as above,
Kab3(2π) =
2π∫
0
A(t)naKb3(t)dt +
2π∫
0
A(t)na(na − 1)Kb(t)Kb2(t)dt +
2π∫
0
A(t)
na(na − 1)(na − 2)
6
K 3b (t)dt
+
2π∫
0
B(t)nb(nb − 1)Ka(t)Kb2(t)dt +
2π∫
0
Bnb(nb − 1)Kb(t)Kab(t)dt
+
2π∫
0
B(t)
nb(nb − 1)(nb − 2)
2
Ka(t)K
2
b (t)dt +
2π∫
0
B(t)nbKab2(t)dt. (A.45)
Replacing Ka(t), Kb(t), Kb2 (t), Kab(t), Kab2 (t) by their values, one obtains
Kab3(2π) = c1
2π∫
0
A(t)I3B(t)dt + c2
2π∫
0
A(t)I B(t)I
2
B(t)dt + c3
2π∫
0
A(t)I3B(t)dt + c4
2π∫
0
B(t)I A(t)I
2
B(t)dt
+ c5
2π∫
0
B(t)I A(t)I
2
B(t)dt + c6
2π∫
0
B(t)I B A(t)I B(t)dt + c7
2π∫
0
B(t)I A(t)I
2
B(t)dt + c8
2π∫
0
B(t)I2B(t)I A(t)dt
+ c9
2π∫
0
B(t)I B(t)I B A(t)dt + c10 I BBB A(2π), (A.46)
where
c1 = nanb(2nb − 1)
6
, c2 = na(na − 1)nb
2
, c3 = na(na − 1)(na − 2)
6
,
c4 = nb(nb − 1)nb
2
, c5 = nb(nb − 1)na, c6 = nb(nb − 1)(nb − na),
c7 = nb(nb − 1)(nb − 2)
2
, c8 = nb nanb + na(na − 1)2 ,
c9 = nb
(
nb(nb − 1) − na(na − 1)
)
, c10 = nb(na − 1)(na − nb).
If
I1 =
2π∫
0
B(t)I B(t)I B A(t)dt,
I2 =
2π∫
B(t)I A(t)I
2
B(t)dt,0
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2π∫
0
A(t)I3B(t)dt,
then (A.46) can be written as
Kab3(2π) = (c1 + c2 + c3)I3 + (c4 + c5 + c7 + c8)I2 + (c6 + c9)I1 + c10 I BBB A(2π).
Each integral I j can be computed in terms of I BBB A(2π) and products of integrals:
I1 = I B(2π)I BB A(2π) − I BBB A(2π),
I2 = I2B(2π)I B A(2π) − 2I1
= I2B(2π)I B A(2π) − 2I B(2π)I BB A(2π) + 2I BBB A(2π),
I3 = I3B(2π)I A(2π) − 3I2
= I3B(2π)I A(2π) − 3I2B(2π)I B A(2π) + 6I B(2π)I BB A(2π) − 6I BBB A(2π).
If I B(2π) = 0, from (A.46) one obtains
Kab3(2π) = (na − 1)(nb − na)(na + nb − 2)I BBB A(2π). (A.47)
A.5. Computation of Kabc(t)
Taking the coeﬃcients of abc in (A.33),
K ′abc(t) = A(t)
(
naKbc(t) + na(na − 1)Kb(t)Kc(t)
)+ B(t)(nbKac(t) + nb(nb − 1)Ka(t)Kc(t))
+ C(t)(ncKab(t) + nc(nc − 1)Ka(t)Kb(t)). (A.48)
Integrating over [0,2π ] and replacing the terms, one obtains
Kabc(2π) = na(na − 1)
2π∫
0
A(t)I B(t)IC (t)dt + nb(nb − 1)
2π∫
0
B(t)I A(t)IC (t)dt
+ nc(nc − 1)
2π∫
0
C(t)I A(t)I B(t)dt + nanb I ABC (2π) + nanc I AC B(2π)
+ nanb IB AC (2π) + nbnc IBC A(2π) + nanc IC AB(2π) + nbnc IC B A(2π).
The above integrals can be written as
2π∫
0
A(t)I B(t)IC (t)dt = IC (2π)I AB(2π) − IC AB(2π),
and analogously with the second and third integrals. Also,
I ABC (2π) = I A(2π)I BC (2π) −
2π∫
0
B(t)I A(t)IC (t)dt
= I A(2π)I BC (2π) − IC (2π)I B A(2π) + IC B A(2π).
Proceeding in a similar way with the integrals I AC B(2π), I B AC (2π), I BC A(2π), IC AB(2π), and IC B A(2π), one obtains
Kabc(2π) = (nc − na)(nc + na − nb − 1)IC AB(2π) + (nc − nb)(nc + nb − na − 1)IC B A(2π)
+ (na(na − 1) − nb(nb − 1))IC (2π)I AB(2π) + (na(na − 1) − nc(nc − 1))I B(2π)I AC (2π)
+ (nc(nc − 1) − nb(nb − 1))I A(2π)IC B(2π). (A.49)
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