This paper introduces an adaptive heuristic-based evolutionary algorithm for the Satisfiability problem (SAT). The algorithm uses information about the best solutions found in the recent past in order to dynamically adapt the search strategy. Extensive experiments on standard benchmark problems are performed in order to asses the effectiveness of the algorithm. The results of the experiments indicate that this technique is rather successful: it improves on previous approaches based on evolutionary computation and it is competitive with the best heuristic algorithms for SAT.
INTRODUCTION
The satisfiability problem is a well-known NP-hard problem with relevant practical applications (cf., e.g. [3] ). Given a boolean formula, one has to find an instantiation of its variables that makes the formula true. Recall that a boolean formula is a conjunction of clauses, where a clause is a disjunction of literals; a literal is a boolean variable or its negations and a boolean variable is a variable which can assume only the values true, false. When all the clauses have the same number K of literals the problem is also called K-SAT. The SAT problem has been extensively studied and *This work has been done while the author was visiting LIACS.
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5; 9]).
The aim of this paper is to show how the integration of a local search meta-heuristic into a simple evolutionary algorithm yields a rather powerful hybrid evolutionary algorithm for solving hard SAT problems. In our method a simple (1+1) steady-state evolutionary algorithm with preservative selection strategy is used to explore the search space, while a local search procedure is used for the exploitation of the search space. Moreover, a metaheuristic similar to the one employed in TABU search [6] is used for adapting the value of the mutation rate during the execution, for prohibiting the exploration/exploitation of specific regions of the search space, and for re-starting the execution from a new search point when the search strategy does not show any progress in the recent past. Extensive experiments conducted on benchmark instances from the literature support the effectiveness of this approach.
EVOLUTIONARY LOCAL SEARCH
Tile idea of integrating evolutionary algorithms with local search techniques has been beneficial for the development of successful evolutionary algorithms for solving hard combinatorial optimization problems (e.g., [8; 9; 10 D. In a previous work [9] we have introduced a simple local search based genetic algorithm for 3-SAT. Here we consider the restriction of that algorithm to a population consisting of just one chromosome (thus crossover is not used). We call the resulting evolutionary algorithm EvoSAP. In the next section we show how EvoSAP can be improved by incorporating an adaptive diversification mechmfism based on TABU search. 
PROCEDURE

END END
In EvoSAP a single chromosome is used, which produces an offspring by first applying mutation and next local search. The best chromosome between the parent and the offspring is selected for the next generation. The process is repeated until the termination condition is satisfied, that is, when either a solution is found or a specified maximum number of chromosomes have been generated. Let us describe the main features of EvoSAP.
Representation. A chromosome is a bit string of length equal to the number of variables describing an instantiation of the variables of the considered SAT problem, where the value of the i-th gene of the chromosome describes the assignment for the i-th variable (with respect to a fixed ordering of the variables).
Fitness function. The fitness function counts the number of clauses that are satisfied by the instantiation described by the chromosome. Clearly, a chromosome is better than another one if it has higher fitness. is computed as the number of clauses that become satisfied after the flip minus the number of clauses that become unsatisfied. If the gain is not negative then the flip is accepted, otherwise it is rejected. Note that we accept also flips that yield no improvement gain = 0, that is we allow side steps.
The inner loop is repeated until the last scan produces no improvement.
ADDING ADAPTIVITY
In this section we describe how EvoSAP can be improved by incorporating an adaptive diversification mechanism based on TABU search. Observe that at each generation EvoSAP produces a local optimum. Suppose the Flip Heuristic directs the search towards similar (that is having small Hamming distance) local optima having equal fitness function values. Then we can try to escape from these local optima by prohibiting the flipping of some genes and by adapting the probability of mutation of the genes that are allowed to be modified. We use the information contained in T for adapting the search strategy during the execution as follows. Each time T is full, the mutation rate is recomputed, the flipping of frozen genes is prohibited, and possibly the execution is restarted from a new random search point. Let us describe how these three actions are performed. The mutation rate is set to 1 . n_frozen/n, thus 0 < mut_prob < 0.5. Frozen genes are not allowed to be flipped neither by the mutation operator nor by the Flip Heuristic. The rationale behind these two actions is the following. If table T becomes full it means that the search strategy has found for k times best chromosomes with equal fitness. A gene which is not frozen has the same value in all these chromosomes. This indicates that the search directs often to local optima containing the values of the not frozen genes. Therefore in the next iteration we allow to flip only not frozen genes in order to reach search points fax enough from the attraction basin of those local optima. The mutation rate is chosen in such a way that the lower the number of not frozen genes is, the higher the probability will be to flip 1 them. Tile term ~ is used to keep the mutation rate smaller or equal than 0.5. Finally the information in the table T is used for possibly restarting the search. The chromosomes in T are grouped into equivalence classes, each class containing equal chromosomes. If the nnlnber of equivalent classes is very small, that is less or equal than two, it means that the last k best chromosomes found so far are of just one or two forms, indicating that the search is strongly biased towards those chromosomes. Then it seems worth to re-start the search from a new randomly generated chromosome. The overall Adaptive evolutionary algorithm for the SAtisflability Problem, called ASAP, is summarized in pseudo-code below. Adaptive mutation is the mutation operator which allows to mutate only not frozen genes. Analogously, the adaptive Flip Heuristic allows only the flipping of non-frozen genes.
The mutation rate is initially equal to 0.5. The termination condition in ASAP is equal to the one of EvoSAP, that is, either the optimum is found or the maximum number of chromosomes have been generated. 
RESULTS OF EXPERIMENTS
In order to evaluate the performance of our algorithm we conduct extensive simulations on benchmark instances from the literature, and compare the results to those reported in previous work based on evolutionary computation as well as to the most etfective local search algorithms for SAT.
Comparison with Evolutionary AIgorithms
We will consider three evolutionary algorithms for SAT, here called FlipGA [9] , RFGA [7] and SAW [1] . FlipGA is a heuristic based genetic algorithm combining a simple GA with the Flip Heuristic. RFGA uses an adaptive refining function to discriminate between chromosomes that satisfy the same number of clauses and a heuristic mutation operator. The SAW algorithm is a (1,A*) (A* is the best A found in a suitable number of test experiments) evolutionary strategy using the SAW-ing (stepwise adaptation of weights) mechanism for adapting the fitness function according to the behavior of the algorithm in the previous steps. We test ASAP on the same instances (test suites 1, 2) used in [1; 7; 9] , which are 3-SAT instances generated using the generator developed by Allen van Gelder. index is based on the number of flips performed during the execution of the local search (both accepted and not accepted flips are counted) and is an estimation of the cost of the local search step in terms of fitness evaluations. If the local search performs n_:flips flips (including accepted and not accepted flips), one can estimate a cost of K • n_flips/n_vars fitness evaluations (cf. [9] ), where n_vars is the number of variables in the instance and K is the clause length. This applies only to K-SAT instances which are randomly generated. The results of the experiments axe given in Tables 1, 2 , where n and m denote the number of variables and of clauses, respectively. All the algorithms are run 50 times on each problem instance, and the average of the results is reported. Moreover, the termination conditions for all algorithms is satisfied either if a solution is found or if a maximum of 300000 chromosomes have been generated. The results show that ASAP has a very good performance, with SR equal to 1 in all instances, and smaller AFES than FlipGA in all but one instance (instance 2) where it has AFES slightly bigger than FlipGA. 
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Comparison with Local Search Algorithms
We consider two local search techniques, GRASP [11] and GSAT [12] , which are amongst the best local search algorithms for SAT. GRASP (Greedy Randomized Search Procedure) is a general search technique: a potential solution is constructed according to a suitable greedy heuristic, and improved by a local search procedure. These two steps are repeated until either an optimal solution is found or a maximum number of iterations has been reached. In (the extended version of) [11] four GRASP algorithms for SAT are introduced. GSAT is a greedy heuristic: one starts from a randomly generated candidate solution and iteratively tries We compare these two algorithms with ASAP on a subset of the DIMACS instances reported in the extended version of [11] . All the considered instances are satisfiable. These instances for SAT stem from different sources and are grouped into families.
-
The aim family contains artificially generated 3-SAT instances and are constructed to have exactly one solution. The number of variables is 50, 100 and 200 and the ratio n_clanses/n_vars is 2.0, 3.4 and 6.0. In total there axe 36 instances.
Family par instances arise from a problem in learning the parity function. These are 5 instances with a varying number of variables and clauses.
The 16 Jnh instances are randomly generated and have a varying clause length. -Instances i± arise from the "boolean function synthesis" problem; they have a number of variables ranging from 66 to 1728 and number of clauses ranging from few hundreds up to over 20 thousands. This family counts 41 instances. Execution time is the performance measure used in the DI-MACS Challenge to evaluate local search algorithms. Our code was written in C and ran on Intel Pentium II (Memory: 64 Mb ram, Clock: 350 MHz, Linux version: Red Hat 5.2). In order to compare ASAP with GRASP and GSAT, we report in Table 11 the results of the DIMACS Challenge machine benchmark on the Pentium II and on the SGI Challenge, the machine used in the experiments with GRASP and GSAT reported in (the extended version of) [11] . The results indicate that the Pcntium II is approximately 1.5 times faster than the SGI Challenge. The results of the experiments are given in Tables 4-10 . Again, n and m denote the number of variables and of clauses, respectively. All the algorithms are run 10 times on each instance. In the tables containing the results of ASAP we give the average number of iterations, of restarts, of accepted flips, and the average time (in seconds) together with the standard deviation. In the Tables comparing ASAP with GRASP and GSAT we give the average time of ASAP (run on Pentium II), and report the results contained in (the extended version of) [11] (run on SGI Challenge), where an entry labeled '-' means that the result for that instance has not been given in [11] . All algorithms were always able to find the solution on every instance, except on the instances relative to the entries labeled 'NF' (not found) where ASAP was not able to find a solution. The results of the tables comparing ASAP with GRASP and GSAT show that ASAP is competitive with these two algorithms, except on the instance aim-100-2_0-yesl and on those of the class parl6-c, where ASAP is not able to find any solution within 300000 chromosome evaluations. On the other instances, we can summarize the results as follows. The performance of ASAP on the class aim is rather satisfactory, finding the solution in much shorter time than GRASP on some instances, like aim-200-6_0-yesl. On the class par8 ASAP outperforms GSAT and has performance comparable to the one of GRASP. However, on the class parl6 ASAP is not able to find any solution. On the class Jn.h GSAT outperforms GRASP as well as ASAP, with ASAP and GRASP giving comparable results. Finally, on class ii ASAP outperforms GRASP and GSAT on instances ii8 and £i16 (except iil6el where GSAT is faster), while GSAT outperforms GRASP and ASAP on instances ii32, being ASAP on the average faster than GRASP.
DISCUSSION
It is interesting to analyze the role of the adaptation mechanism in ASAP. For lack of space, we do not report the results obtained by EvoSAT on the considered benchmark instances, but we briefly compare them with those obtained by ASAP. On instances of the Test Suites 1,2 the performance of EvoSAP is similar to the one of ASAP. However, on the DIMACS instances EvoSAP has a worse performance than ASAP. For example, on the instance jnh212 EvoSAP has a success rate of 0.9, it takes 10855 iterations (on the average) to find a solution, and over 1.2 millions (on the average) of accepted flips. As illustrated in the tables on the DIMACS experiments, the restart mechanism of ASAP is not used in some experiments (e.g., on the classes aim-100-6_0 and ii8). However, in other experiments, the mechanism is more effective. For example, on the instance jnh212 the performance of ASAP without the restart mechanism becomes poor: ASAP is able to find a solution only in five of the ten runs. Thus the results indicate that the adaptation mechanism of ASAP improves the performance of the evolutionary algorithm.
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In conclusion, on the tested benchmarks ASAP has a rather satisfactory performance, indicating that hybridization of evolutionary algorithms with meta-heuristics based on local search provides a powerful tool for solving hard satisfiability problems.
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