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Abstract 
A method Is described Ibr determining whether a positive delinite completion of a 
given partial Hermitian matrix exists and, it" so, for finding the determinant maximizing 
positive definite completion. No assumption is made about the arrangement of the 
specified entries. The method employs iterative application to a modified problem of an 
explicit formula for the maximum determinant in case there is only one symmetrically 
placed pair of unspecified entries. A robust and last algorflhm based upon this approach 
is shown to have global convergence to the necessarily unique solution. © 1999 
Elsevier Science Inc. All rights reserved. 
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1. Introduction 
A partial matrix is a rectangular array in which certain entries are 
specified, while the remaining entries are unspecified and free to be chosen 
from an indicated set, such as the real or complex numbers. A choice of 
values for the unspecified entries results in a completion of the partial ma- 
trix, and a matrix completion problem asks whether there is a completion 
with some desired properties. See Ref. [8] for a survey of matrix completion 
problems. 
We suppose throughout that A = [aij] is a n × n partial Hermitian matrix, all 
of whose diagonal entries are specified and positive. Our interest lay in deciding 
if A has positive definite completions, and, if so, in finding the unique [6] de- 
terminant maximizing positive definite completion of A. For simplicity, we 
focus upon the case in which the data in A are real, but the complex case is not 
fundamentally different. Since we ~!eveloped these ideas, other sequential al- 
gorithmic approaches to the general positive definite completion problem, such 
as those based upon semidefinite programming, have emerged, but our purpose 
here i.~ ~imply to describe a conceptually simple and rapidly convetg~ ap- 
proach, rather than making definitive comparisons. 
Determinant maximizing completion problems arise J n a wide variety of 
ways, such as entropy methods in statistics [12,3], system~ engineering [5,11], 
and the theory of determinant inequalities [9], for example. 
Similar completion problems arise in the determination of molecular con- 
formations given uncertain interatomic distances. The cor, pletion problem for 
distance matrices has recently been addressed in Ref. [1]. 
A graph G is chor&d provided there are no induced cycles of length greater 
than three. In the event hat the undirected graph of the specified entries of A is 
chordal [6], the positive definite completion problem has an especially nice 
solution: the obvious necessary condition (that the fully specified principal 
submatrices be positive definite) is also sufficient. Furthermore, the determi- 
nant maximizing positive definite completion may be found in various direct 
~,,ys [2]. In the general case no direct solution is available. For this reason, we 
give an iterative approach to the completion and maximum determinant 
problems in the general (noncnordal) case. It is t~nown [7], that det(Z) is strictly 
demii~c n-mtl~kx~, luus, det(Z) has only one local log concave on the positive " "' " '  
maximum among positive definite completions of A and this is the global 
maximum. 
The following characterization of the maximum determinant completion 
(see Ref. [6]) is fundamental to our approach. 
Theorem 1. Let A be a partial Hermitian matrix all of whose diagonal entries are 
specified, and suppose that A has a positive definite completion. Then, among all 
positive definite completions, there is a unique one with maximum determinant. 
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The majority of work in the above algorithm lies in solving Eq. (2). A simple 
updating scheme, combi~acd with the iteration, reduces this substantially, 
leaving no more than O(n 4) effort in each pass of the algorithm. (See the Ap- 
pendix A for details of this important feature.) 
Theorem 2. Let A be a partial Hermitian matrix and suppose that Xo is a 
positive definite completion of A. Then the sequence {XJ } of matrices generated 
by MAX DET converges to the unique global determ&ant maximizing 
completion of A. 
Proof. The iterates {Xj} lie in the compact set of positive semidefinite 
completions of a partial matrix A, whose diagonal is fixed. Along each 
coordinate direction the unique maximum is given by Eq. (2). Therefore the 
conditions for the cyclic Coordinate ascent algorith~,-a to converge to a positive 
definite matrix that maximizes the determinant among the positive definite 
completions, (see Ref. [10]) are satisfie~l. By Theorem 1 the unique global 
determinant maximizing completion of A is obtained. I--I 
In order to apply Theorem 2 a positive definite completion X0 of A is 
needed. Lemma 1 contains the key idea for not only finding a positive definite 
completion if one exists, but also then finding the positive definite completion 
that maximizes the determinant. 
Lemma I. Suppose that the partial Ih, rmitum omtrix A ha.; a positire definite 
comph'tion a~ld that .4 is its maxhmtm determinant positive definite contpletion. 
For each ~ > O, h't A(~:) = A -~ c! amt ,~l(e) he the ma.vimttm ~h, term#umt posith'e 
definite completion ~" A(e). Then A(~) is a conthn,ms function of ~. 
Proof. Let M > 0 be the determinant of ,~], i.e. the maximum determinant 
among positive definite completions of A. Without loss of generality we 
demonstrate continuity at e = O. Let {el}-~ O. The positive semidefinite 
matrices with trace no more than a constant form a compact set. Consider a 
subsequence of {/i(~i)} and let Y be its limit. Since, for ~ >0,  
det ,4 (c ) />det (A+d)>M,  we have detY>tM. But Y is a (positive 
definite) completion of A, so that det Y<~M. By the uniqueness of the 
determinant maximizing completion and since det Y = M, we have Y = ,4. 
Thus, every convergent subsequence has limit ,4 and continuity at ~ = 0 
follows. I-1 
To find a positive definite completion of A using the ideas in Lemma !, we 
describe an iterative process that is a shifted MAX DET algorithm and denote 
it by SMAX DET. Begin with an arbitrary completion A0 of A. Assuming A0 is 
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indefirite add ¢0I to A0 so that A0 + ,01 is positive definite; e.g. an *0 greater 
than -m(Ao), in which m(A) is the minimum eigenvalue of A, will do. 
Then apply MAX DET to the matrix A(c0) = A + c0I to obtain A(~0), the 
global maximum determinant completion of the shifted matrix A (c0) g:Jar- 
anteed by Theoiem 2. Let m = m(A(~0)) be the minimum eigenvalue of A(~0). If 
m > ~0 then A(c0)- e01 is a positive definite completion of A. Otherwise, let 
cl = c0 - 0.9m, for example, so that A(¢~) is positive definite. Now apply MAX 
DET to A(El) to obtain A(¢I) and continue the process, shifting down toward 
the original af[ine set. 
Theorem 3. Suppose A has a positive definite completion. Then the algorithm 
SMAX DET converges in a finite number of shifts to a positive &finite 
completion of A. 
Proof. Let mi-  m(,4(ei)) be the minimum eigenvalue of ,4(ci). If, for some i, 
mi > El, then A(c;) - ell is a positive definite completion of A, which is found in 
a finite number of steps, as claimed. To show that this necessarily occurs, 
assume that the algorithm generates a decreasing sequence of positive numbers 
e~. If the limit of {ei } is zero, then by Lemma 1, the sequence {/i(ei) } converges 
to the global maximum determinant completion A of A. In this event, by 
continuity, the eigenvalues of A(c;) converge to the eigenvalues of A. Since the 
minimum eigenvalue of A is positive, there is an integer i so that {el} is less 
than the minimum eigenvalue of A(~,), so that we are actually in the case 
discussed initially. 
Suppose the limit of {~;} is a posittve number ~, and let ,,i(~) be the deter- 
minant maximizing ,,~mpletion of A + ~I. By Lemma 1 and Theorem 2, 
,~(¢i) ---' A(~). But, again, the minimum eigenvalue of ,4(~) must be positive. 
Call it 6. Then, for some k > 0, the minimum eigenvalue of ,~(c,) is at least, say, 
6/2 for all i > k, by continuity of the eigenvalues. Also, ~, - ~ < 3/4 for suf- 
ficiently large i. Thus SMAX DET would have produced a shift less than ~, a 
contradiction that shows that the last case also cannot occur. I--1 
Remark. The latter two cases discussed in the proof of Theorem 3 (a zero limit 
and a positive limit ; : r  {ei}) reflect how SMAX DET may detect situations in 
which there is no positive definite completion. If there are no positive definite 
completions, but there is a positive semidefinite completion, then the sequence 
{~i} has a limit 0 and the sequence {/i(ei)} has a limit ~i which is a positive 
semidefinite completion with determinant 0. The limit of { e;} is positive if and 
only if there are no positive semidefinite completions, i.e. the closed cone of 
positive semidefinite matrices and the affine space of completions of A do not 
intersect. A larger (positive) limit indicates a larger separation of these two 
convex sets. 
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3. Summary of numerical experiments ,~ 
We outline a greedy version of SMAX DET, called GSMD. Only the basic 
ideas are given, and the details of the code are left to the reader. The difficult 
numerical cases are those in which A has no positive definite completion (or 
one near the boundary of the cone of positive definite matrices) and hence 
parameters must be carefully selected to detect such situations. We use the 
ideas in the Appendix A to compute the inverse when MAX DET is applied. 
® Let A0 be a completion of A. 
® If A0 > 0 apply MAX DET. 
® Else shift to a positive completion as in the comments prior to Theorem 3. 
® Apply only two sweeps of MAX DET to approximate the maximal determi- 
nant completion. 
® Compute the shift down as in the comments prior to Theorem 3. 
® After a finite number of shifts, locate the p~,sitive definite completion, and 
then apply MAX DET until convergence. 
Properties of GSMD: 
1. For a partial symmetric A having a maximum determinant completion with 
condition number no more than i05 we found GSMD to be robust and fast. 
2. The remaining cases: (1) there exist oniy positive definite completions near 
the boundary of the cone; (2) only a positive semidefinite completion exists; 
and (3) no positive semidefinite completion exists, were rapidly detected by 
GSMD. 
The test partial matrices were selected to be nonchordal with random 
numbers in the specified positions. We considered MAX DET to have con- 
verged when the maximal elementwise difference in two successive sweeps 
through the unspecified entries was less than i.0 × 10 --~. 
In Table 1 the average values are reported for five matrices of size 10, 20, 30, 
40, 50, 100, and 200, respectively. We report under ~'Pos. Def. Time" the cpu 
time in seconds required to find an initial starting point with a positive definite 
completion in the shifted affine set. The number of shifts is the finite number of 
shifts applied in Theorem 3 to obtain a positive definite completion. Max Det 
Table 1 
Time for nonchordal positive definite and max determinant completion 
Size Pos. def. time # shifts Max det. time 
10 0.022 2.2 0.038 
20 0.152 2.4 0.39 
30 0.722 2.4 1.73 
40 3.42 4.0 5.35 
50 9.07 4.6 13.3 
100 217.1 5.2 338.29 
200 5550.2 6.4 7831.09 
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Time is the cpu time in seconds required to find the maximum determinant 
completion after having obtained a positive definite completion. 





2 x 1 
1 0 x . 
9 
This matrix was contrived to allow us to lest our methods in the difficult case 
where a small perturbation of tile a ffine subsp~ce can changc the ~ituatiun from 
one of tangency to one of the subspace intersecting the interior of the cone on 
one hand, or to a situation in which the cone and affine space fail to intersect at 
all. 
If a2,. > ( >~ )4, there is a positive (semi) definite completion, and none if 
a22 < 4. We report the results of GSMD for a22 = 3.99, 4, 4.01. 
The unspecified entries were selected by a random number in [0,1000] to 
obtain the initial values. In case of only a psd completion or no pd or psd 
completion GSMD in exact numerical calculation wili produce completions in 
which the minimum eigenvalue will approach zero. However, in these cases due 
to rounding error, we may encounter negative igenvalues of small modulus. 
For a22 - 3.99, the central block D in Eq. (l) became ill conditioned as the 
algorithm progressed. After nine shifts the condition value of D was greater 
than 1.0 x 10 ~, while the rninimum eigenvalue of the psd completion was 
1.4 x 10 -8. After another ~wo shifts the minimum eigenvalue of the completion 
was reported as -7.2 x 10 ~'~, while the distance between the current affine 
subspace and the original one was 0.02. The algorithm reported that no pos- 
itive semidefinite completion existed. 
The case of a = 4.0 was similar. After 10 shifts the minimal eigenvalue of the 
completion was 1.4 x 10 -I° and the condition number of D was 8.0 x 10 I°. 
After two more shifts, the minimal eigenvalue was --6.6 x 10 ~ and the sep- 
aration of the affine space from the original was 1.6 x 10 TM. The algorithm 
reported that only singular psd completions existed. Finally for a = 4.01 we 
find a positive definite completion after only two shifts, and the maximal de- 
terminant completion was obtained after thirty iterations of MAX DET. 
Our algorithm is a simple fast method to find the maximal determinant 
completion if one exists. One may start very far away fi'om the solution and 
quickly find a solution in all cases that one exists. In case the condition number 
of the solution is very large, then the analysis is more difficult and the per- 
formance of the algorithm is slower than the w'~ll conditioned case. 
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Appendix A 
We describe here an updating scheme to obtain the inverses needed for each 
step of MAX DET. Note that the matrix D c M,_ 2(C) to be inverted in Eq. ~2) 
differs from the previous center matrix by at most the interchange of two 
columns and two rows resulting from the permutations. Suppose D is obtained 
from the previous center matrix Dt by the replacement of rows r and s. Then 
D = D, + ae; r. + e,.a r + be~+ e,b t, 
where a and h are cornputed from the difference of the rows being interchanged 
and e,. and e, are the standard unit vectors. If the inverse of D~ is known then 
the inverse of D may be calculated via the Sherman-Morr ison formula. By 
considering D-  D~ and equating the elements on both sides (note that all el- 
ements except those in the r and s rows and columns are zero) it is c~,,,y to 
obtain the following equations. Since the diagonal is fixed, and therefore no 
element on the diagonal is ever permuted to the (1. n) position, we may assume 
(wlog) that r < s. For row r we obtain 
(D-  DI),., ~ 2a,. (D .... l)l),.a ...... aa. if/, / r and k 7/i: s. 
(D-Dr),., =a, +h,.. 
For row ~, we Mve 
(D-DI),, =2h,, (D---Dr),, .... &. 
(D-D I ) , , .=a ,+b, . .  
il' k ¢ r and k ¢ s. 
Hence the vectors a and h are easy to compute and bv symmetry a,. h,. may be 
picked in any manner to satisfy the third equation Fer r and s. The case when 
only one row and column are changed in D is even ea~ ier to compute and is left 
to the reader. In applying the Sherman -Morrison formula if one is careful to 
take explicit advantage of the coordinate vectors in the ,:alculations, the up- 
,)2 
dated inverse for one rank one perturbation can be calculated in 4(n - "~ + 1 
flops. Hence we will calculate the inverse of the first center matrix which re-. 
quires O(n -~) work and thereafter apply the low rank perturbation formula. 
Since the number of unspecified entries is less than n-', one pass ofthe algorithm 
through all the unspecified entries requires no more than O( ,  4) work. 
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