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In this article, the problem of stability of non-linear controlled systems 
is discussed by the application of Liapunov’s second method. Certain 
stability criteria based on the method proposed by A. I. Lur’e and some 
other simplified criteria of stability are given. 
I. INTRODUCTION 
Let us consider the system of equations of direct control 
(k = 1,2, *a*, n) 
where 
(l-1) 
Here bka, h,, and js are all real constants. The dot indicates differentiation 
with respect to time. We assume that 
(i) all the roots & (p = 1, *a*, n) of the characteristic equation 
1 b,, - AS,, ( = 0 h ave negative real parts, and X, # ;\j for i f j, (a,, is the 
Kronecker &symbol), 
(ii) the function f satisfies all the conditions guaranteeing the existence 
and uniqueness of every solution of system (1.1) for the given initial condi- 
tions and furthermore uf(u) > 0 for u # 0 andf(0) = 0, and 
(iii) the origin 7, = 0 = ?a = *a. = 7% is the only point of equilibrium. 
System (1.1) appears in the works of Letov [l], Lur’e [2], Ma&in [3], and 
various other Russian authors. In all these works, the method of constructing 
Liapunov functions can be considered as an extension of the method of 
A. M. Liapunov for the linear system 
7jk = 2 bkarl, (k = 1, 2, **., ?z). 
a=1 
(1.2) 
Liapunov proved the following: 
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THEOREM. I f  the real parts of the roots of the characteristic equation 
I bk, - 6c, I = 0 are negative and if, in the equation 
F is any given symmetric, positive-dejinite quadratic form, then there exists a 
unique, positive-dejkite quadratic form Q, satisfying (1.3). 
Let us write 
Q = 2 2 cijq?i7j (cij = cji), 
Then the matrices of the symmetric quadratic forms Q and f’ are related 
according to the following equation 
B’C + CB = - A (1.4) 
where B, C, and A are respectively the matrices of the coefficients b,, 
(k, 01 = 1, 2, *me, n) and the coefficients of the quadratic forms Q and F 
(B’ is the transpose of B). It is well known [4] that (1.4) has a unique solution 
given by 
+O” C= 
i 
Y’(T) AY(T) dT, (1.5) 
0 
where Y(t) (Y(0) = I) is the fundamental matrix of the system (1.2) and 
Y’(t) is its transpose. Since Q = 7’ CT, where 7’ is the row matrix (71, *a*, 74 
and 7 is its transpose, we have 
Q = J+m 7’Y’(~) AY(T) TdT 
0 
from (1.5). Let us set Ye = y, then 
Formula (1.6) gives the quadratic form Q(T~, rlz, *se, 74 in terms of the 
quadratic form F(r),, 72, **- , 7,). The integral on the right-hand side of (1.6) 
has been evaluated by Bedel’baev [5]. We give, here, a simple example which 
will illustrate the use of formula (1.6) in determining Q from F. 
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EXAMPLE. Consider the system 
II = h,x, 
12 = h,z,. 
Let 
Clearly, 
and then from (1.6) we have 
I 
i-m 
Q(% z2> = 
0 ( 
2 wle 2A1r + 2a12efA~‘“~)“zlz, + u22z~e2”2’) dT 
It is interesting to note here, that Lur’e took a:, ulu2, and ai for the quan- 
. . 
titles all, ura, and us2, respectively. It is easy to see that in this case F(zr, z2) 
is sign-positive, but this choice of the constants uij (i, j = 1,2) permits us to 
use the above form for F even when A,, A, and z,, xa are complex conjugates. 
Obviously, a,, ua will also be complex conjugates. If we take 
51 = 5 (%z$ U12 = 2 %, %,, 
uz2 = 2 'W, 
S=l .S=l s=1 
we get the form used by Spaski [6]. 
II, CONSTRUCTION OF LIAPUNOV FUNCTIONS USING LUR'E'S TECHNIQUE 
In this and the following sections we shall retain Lur’e’s notations and 
premises unless otherwise stated. 
A. Direct Control (First Method) 
We write the system (1.1) in the canonical form 
2, = &zp +f(u) (P = 1, 2, -**> 4, (2.1) 
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where u = zpn=l yPzP and AP (p = 1,2, se*, a) are the roots of the equation: 
D(X) = / b,, - &,A / = 0. 
We find &by differentiating with respect to time the expression a = &=r y,x,. 
By making use of (2.1) we have 
ct = 5 &z, - Yf(U), 
p=1 
where 
y = - 2 j,h, = - $ ys and 8, = $Yv 
SF1 s=1 
The quantities y, (p = 1, 2, **a, n), appearing in (2.1), are determined by the 
relations 
where the polynomial H,(h) is the determinant ) b,, - &,A 1, in which the 
Kth column is replaced by the quantities h, (s = 1, 2, *em, n). 
We observe first that, for the origin ai = za = *a* = z, = 0 to be the 
only point of equilibrium of the system (2.1), fulfilment of the following 
condition is necessary as well as suflicient [6]: 
p + F + . . . + x 3 0. 
1 2 n (2.2) 
Let us consider the function 
as a Liapunov function for the system (2.1). It is easy to see, as in [2], that 
I order to obtain the stability criterion, we add and subtract in r the quan- 
: y 
STABILITY 
We then have 
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We set 
(2.3) 
Reasoning in exactly the same way as in [2], we arrive at the following 
THEOREM. If there exists a solution for the unknowns a,, a%, a**, a, of 
Eq. (2.3), in which a,, ..a, a, (corresponding to the real roots A,, *a., A,) are 
real while the pairs a,,,, a,+2, se., a,-,, a,, (corresponding to the complex con- 
jugate roots h+l, &+2, -, Ll, h,) are complex conjugate numbers, then the 
trivial solution of (2.1) is stable in the large under the assumptions made in 
Section I. 
Let us assume, that the equations in (2.3) admit of a solution. Then, by 
dividing each of the equations by Ap and adding, we get 
Noting that 
18, = &Yp and I = 
p=1 
we obtain from (2.4) 
Since ETCl a,/h, is real [2], we obtain the condition that 
which coincides with the condition (2.2). It is interesting to note that the 
6 
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solvability of Eq. (2.3) does not require that r should be strictly positive. In 
fact, for r = 0, we have xi=, yP/XP > 0 from (2.5) and 
from (2.3). 
As an example, we take a system of two equations. The stability conditions 
can be written as in [5]: 
r2=r +B-,>O 
II2 = ~fi”- 2rf, + B, + 2~ d;fJ > 0 (2.6) 
where 
E=&l, % = 2 (S,, + YJ A$, fl = 4 + A,, and f2 = h,h,. 
p=1 
It is easy to see that 
B-1 = (yl + ~2) + y + p = - y + $ 
1 2 12 
and 
4 = - c; + hi) + (4 + X2) + A$,] - P[(l + (A, + h,)], 
where 
p =,j1(~$22 - hl,h,) +j2@2bll - 4b21) = hY2 + &Yl. 
Substituting the values of B-, and B, in (2.6), the criteria of stability reduce to 
P 
P = x,x, 3 0, i.e., P>O 
lP = - P(1 + A, + A,)- '(h,h, + A, + A,) $- 2E &x&F 3 0. (2.7) 
From the conditions (2.7) it follows immediately that the trivial solution is 
stable in the large for all r > 0, P > 0, provided that 1 + X1 + X, < 0 and 
h,h, + X, + h, < 0. We note that the conditions r > 0, P > 0 represent 
the necessary and sufficient conditions of stability for system (2.1) (n = 2) 
with f(u) = mu, 0 < m < CQ. 
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Let us now consider the case when 1+ A1 + ha < 0 and &ha + A1 + AZ > 0. 
From l7a 2 0, we observe that when P = 0, r must also be equal to zero. 
For P > 0, it can be shown that the region of stability in the (I, P) plane will 
be given by r 2 0 and r < kP, where k is some positive constant. According 
to Lur’e, the trivial solution is stable in the large if [7] 
Now, if the straight line T = - P/(h, + X,) lies in the region r 2 0 and 
r < kP, then the region of stability is the whole positive quadrant of the 
(r, P) plane, i.e., r > 0, P > 0. 
The straight line r = P/(X, + A,) d oes lie in the region Y > 0, I < kP, if 
- P(1 + A, + A,) + P A,& + A, + A, + 2E li 
w2 
4 + A* 
- ___ P2 >, 0. 
4 + A2 
(2.8) 
Since P > 0 the condition (2.8) after an easy calculation reduces to 
(h, A,)” - v2 > _ 2 - v2 
- (4 + A,) A, + A, (taking E = + 1). (2.9) 
Obviously, the condition (2.9) is satisfied if (h, + h2)2 > h,h,. 
A similar analysis can be carried out in the cases 1 + h, + h, > 0, 
h,h, + h, + h, < 0, and 1 + h, + h, > 0, /\rh, + h, + X2 > 0. It will be 
found, that the region of stabilities in the two cases will be of the forms 
P 2 0, r > k’P and P > 0, r > 0, k,P < r < k,P respectively (k’, kl, and 
k, are positive numbers). We give a few numerical examples. 
EXAMPLE 1. Let h, + ha = - 2, X,h, = 10. It is easy to see that the 
conditions of stability according to (2.7) are given by 
Y/P < 0.86 (approx.), P > 0, (P = 0, r = 0). (2.10) 
According to Lur’e, the region of stability is 
Thus the regions given by (2.10) and (2.11) overlap (note, that (2.9) is satis- 
fied). Hence, in this case the conditions of stability are 
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EXAMPLE 2. Let A, + A, = - 8, h,h, = 1. The region of stability 
according to (2.7) is 
0.072 < $ < 13.93, r > 0, P > 0, (r = 0, P = 0) (2.12) 
and those by Lur’e and Rosenvasser [7] are 
p z 0, r > 2P and r 3 0, r < 8 P respectively. (2.13) 
The region (2.12) overlaps with the regions given in (2.13). Hence, again 
the stability conditions are 
B. Direct Control (Second Method) 
In order to obtain Eq. (2.3), we added and subtracted the quantity 
in the expression for v. Let us now add and subtract the quantity c$ (u) only. 
The equations corresponding to (2.3) are 
-2a,$ au ___ + & + yp = 0 
a=1 4A + A, 
(p = 1,2, -a*, n). (2.14) 
Snmming up these relations from p = 1 to p = 1z we have 
Since 
one of the necessary conditions of solvability of equations (2.14) is 
% (BP + YP) < 0. 
p=l 
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Another such condition can be obtained by dividing each of the equations 
in (2.14) by h, and then adding up all the resulting equations. If we do this, 
we obtain 
whence, it follows that 
In the case of a system of two equations the conditions of stability are 
2 (rs, + y,) < 0, 
p=1 
B-, > 0, Bl > O.! (2.15) 
Writing the conditions in terms of the parameters Y and P, we have 
r(l + Al + X2) + p > 0, 
P > h,h,Y, 
and 
- 7[($ + A”,) + (A, + X,) + Q] - P[l + 4 + hl > 0. 
The application of these conditions to Example 1 gives Y < & P as the region 
of stability. Note that this region is contained in that given by (2.10) and does 
not overlap with the region (2.11). 
C. Indirect Control 
We write the equations of the indirect control system in the canonical 
form [5] 
.q? = +p +m, (p = 1, 2, a*‘) n) 
Here, Y  is a constant greater than or equal to zero and does not depend on the 
other parameters of the system. This is in contrast to the direct control system 
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where r depends upon the system parameters. We take for a V-function the 
expression 
where 
Then, for the system of quadratic equations associated with the problem of 
stability, we have 
We write in full the system of equations (2.16) for the case n = 2. 
+ 
‘2’2a, ‘2)u2 
A, + A, 
- /I1 - 2 gr (‘l+zl + ‘2’al) = 0 
(2.17) 
(1) 2 (2) 2 ‘l’2a, ‘%, 
-p+++ h+X + 
(5y2 1 2 
_ p2 - 2 +p2 + (2)a2) = 0. 
2 2 1 2 
Let the roots A,, A, be real. We set (~)a~ = 0, j # S. Then the quadratic 
equations (2.17) assume the simple form 
'1) 2 
----/31-2+‘1)a,=0 
A; 
(2,& 
1 - p2 - 2 fi’“‘u2 = 0. 
x2 
For real values of %I and %z2, we must have 
t% r+po and if2 
1 
r++o. 
2 
Thus, for real A, and A,, the trivial solution z1 = z2 = 0 = u is asymptotic- 
ally stable in the large if 
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We note that the above inequalities were deduced earlier by Ko- 
marnitskaia [8] using Malkin’s method [3]. 
D. Remarks 
In the literature there is another method, proposed by Malkin [3], for 
establishing the stability of controlled systems. This method is much simpler 
to apply as compared to A. I. Lur’e’s method in which it becomes very 
tedious to establish the criteria for the solvability of systems of quadratic 
equations when the number of equations is not small. However, the region 
of stability in the space of parameters is narrower than that found by the 
application of Lur’e’s method and the constant r has to be strictly greater 
than zero, and in addition, when applied to direct control systems, may fail 
to establish the stability criteria. On the other hand, it is suitable for indirect 
control systems. 
Let us consider a system of two equations (direct control) 
2, = +, -t./.(u) 
4 = &A? +f(u>, 
where u = yrzr + yss, and $ < 0 (p = 1, 2). Following Malkin, we take 
F’ = !z (4~: + 242~2 + B,,zi) + ~;f(4 du 
and write 
v = - &A& + 242w2 + 424 - f(u) 
ff(4MBn + 4, + 81) + m%, + & + A)1 
where zf=, & Aq+izj is a given symmetric, positive-definite quadratic 
form. As in [3] the stability criterion is 
B,, + B,, + Is, & + 4, + A 
2 2 
> 0. (2.18) 
The matrix equation 
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expresses the relations between the coefficients of the two quadratic forms. Let 
It is easy to see that the condition (2.18) reduces to 
Y>:(~-&)2+q~-+)z. (2.19) 
Pl 
From this it easily follows [9] that 
r I=- - (n + Y2) if & > 0 and B2 l=- 0. 
But by definition Y = - (rr + ya) and hence the condition (2.19) cannot be 
satisfied. 
Lastly we remark that the matrix A should be chosen in such a way so as to 
satisfy Sylvester’s inequalities 
%l a12 I** alk 
a21 as2 **- a2k > o . . * . (k = 1, 2, ‘**) n). . . . . 
. . . . 
akl ak2 "' akk 
This requirement rules out the choice of the Hurwitz matrix [5] for A. In 
fact, if we take the coefficients of the Hurwitz matrix (note that it is not 
symmetric) to form the quadratic form it may not be positive definite. For 
example, if we let Xi = - ?$, X, = - 3, the quadratic form 
is not positive definite. 
III. A METHOD OF CONSTRUCTING THE LIAPUNOV FUNCTION 
IN THE CASE OF REAL ROOTS 
We consider again the system of equations (2.1) of direct control. 
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where 
U= 2 ypz,, with A, < 0 (p = 1, 2, ‘**, n). 
p=1 
As in Section II we have 
where /3p = hpyp (p = 1, 2, **a, n). Eliminating .zr from the above equations 
we have 
3, = Q, +f(u> (p = 2, 3, ***, n). 
Substituting in the above the values of flp (p = 1, 2, a**, n) we obtain 
6 = AlO + 2 yp(hp - A,)%, - Y.(U) 
p=2 
(3.1) 
We take 
as a Liapunov function for the system (3.1). The total time derivative of V in 
view of system (3.1) can be written as 
v = - Yf”(U) + h,uf(u) - 2 y&4, - A,) &X,2. 
p=2 
Let r > 0 and yp(hp - h,) < 0 for (p = 2, 3, ***, n). In view of assumptions 
made in Section I, it is clear that both V and - v are positive-definite and 
hence the origin zi = 0 = x2, *es = z, is stable in the large (f(u) is usually 
taken so that it satisfies j’~mf(u)do = + w). If h, is the smallest root then, 
from yp(hp - h,) < 0, it follows that stability holds if rp < 0 for p = 2, 3, 
. . . , n. 
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As an example, we consider the case of a system of two equations. Elimi- 
nating xi we have as in (3.1) 
6 = h,a + y&l2 - A,) z2 - rf(u) 
k, = Xgn + f(u). 
The stability holds if r 3 0, (ha - h&a < 0, or - (Xar + P) < 0 [since 
(A, - h&a = - (h,r + P)]. Alternatively, eliminating z2 the stability 
criteria are r > 0 and (hi - X&r < 0. Thus the stability of the trivial 
solution holds if r > 0 and either P > - h,r or P > - h,r. For r = 0, the 
only condition is that P > 0. For r > 0, the trivial solution is asymptotically 
stable in the large if P/r > min (- h,, - ha). In the case of one zero root, 
say ha = 0, the sufficient conditions of stability are r >, 0, P > 0. We note 
here that this result (for X, = 0) has been already obtained by Spasskii [9] 
by another method. We further note that the method given in this section 
can be applied to the cases where at least one root is different from zero. 
IV. SIMPLIFIED CRITERIA OF STABILITY 
Let us consider the system (1 .l) 
where 
(4.2) 
under the assumptions made in Section I. Differentiating (4.2) with respect to 
t and making use of (4.1) we write 
where 
qs = $hJkr and r = -$j,h,. 
k=l 5=1 
1. We take the following Liapunov function for the system (4.1): 
t’ = Q + s;fb, do. 
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Its derivative 3 in view of system (4.1) and the equation (4.3) can be written as 
p = - F +fW [2 (2 2cs&k + 9s) ] - d”(u). 
s=l k=l 
Here, F and Q are positive-definite, symmetric, quadratic forms as introduced 
in Section I. We add and subtract the quantity uf(a) in the expression for t’. 
We then have 
3 = - F $-f(u) [2 (2 
s=l k=l 
hch~c + qs +A) G] - d(u) - cP(4. 
We set 
k+qs+js=o (s = 1, 2, es*, n). (4.4) 
k=l 
This is done in order to make I’ negative-definitive. From (1.5) we find the 
coefficients cu (i, j = 1, 2, **a, n) in terms of the coefficients aij (i, j = 1, 2, 
e-e, 8) and substitute the values in (4.4). The equations (4.4) can be used to 
determine n of the unknowns aij in terms of the rest of them. For the stability 
criteria we then require that aij should be chosen so as to satisfy Sylvester’s 
inequalities 
I %I a12 *** %k 
a21 az2 *-* a25 
. . . . >o for . . . . (k = 1, 2, -a-, n) (4.5) 
. . . . 
akl ak2 *a* akk 
Multiplying each of the equations in (4.4) by h, and summing the resulting 
equations we obtain 
$2 h,(qs +jJ = - 2 2 dds < 0. 
s=1 s-1 k=l 
This shows that for the choice of cij in accordance with the equations (4.4) 
we must have 
2 Us +iJ -=c 0. s=l (4.6) 
We have thus proved the following: 
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THEOREM. The trivial solution of (4.1) is asymptotically stable in the large 
under the assumptions made in Section I, if the parameters of the system are 
chosen in accordance with the inequalities (4.5) and (4.6), (r > 0). 
Let us illustrate the above method for n = 2. In order to make calculations 
a bit easier we let aI2 = uar = 0. The equation (1.3) written in full, in the 
case under consideration gives 
2~~1~~~ + 2c12bl = - all 
cd12 + Cl2622 + Cl2hl + c22621 = 0 
%d~~~ + 2cd,, = - az2. (4.7) 
Solving (4.7) for err, cr2, and ca2 we have 
where 
cl1 = $ H[allU&2 - W721 + %,I + a22%11 
cl2 = +~(ad1~~~2 + a22W21) 
c22 = i Wa22(M22 - h2b21) + allG2 + a22%l, (4.8) 
H = - (bll + b22) (W22 - h,b,l). 
The quantities err, cr2, and c22 can also be found by using (1.4) as in [5]. We 
put these values in 
2& + 2c12h2 + (ql +id = 0 
2c2&l + 2c12hl + (q2 -t-j,) = 0 
and after some calculations we find 
I 
(j2 + 42) Wil - h2Wd 
all = - (.& + ql) P&lb22 - h2621 + 6% - h1h1b21l I -- 
4, - (4, + h,,) h,h, + h&,2 
! 
(.A + sd (h26i2 - hA2h2) 
a22 = - (32 + 4 MW22 - 612621 + G2) - k&L1 1 h&, - (hl + h22) 4 + W$ -. 
Thus the stability criteria are a,, > 0, a22 > 0, xi=, h,(q, + j,) < 0, 
b,, + b,, < 0, and 6r1b2, - b,,b,, > 0. As a particular case we work out the 
example given in [5]. For this we let 
h, = 0, b,, = - 8, b,, = - 1, b,, = (a/8) T, b,, = - T (T = T,/T,9) 
h, = r = T,, jl = a/S, j2=-1 
q1 = - (a/S) (0 + T), qz = T - (a/6). 
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Putting these values in (4.9) we find 
a 
e(a,/S) T[T - (a/S) - l] + [a/S - (a/S) (0 + T)] [BT + (a/S) T + P] 
11 = 
T, 
and 
a 22 = 
(a/S) (- 1 + 0 + T) + T[l - T + (#9j. 
T, 
The stability criteria are aI1 > 0, a22 > 0, T,(T - (a/S) 
0 + T > 0 and BT + (a/S) T > 0. 
Since T, > 0, the stability criteria reduce to 
L’@/S) T[T - (a/S) - l] + (a/S) (1 - 8 - T) [BT + (a/S) 7 
(u/S) (0 + T - 1) + T[l + @/S> - T] > 0, 
- 1) < 0, 
a] > 0, 
e+T>o, e + (U/S) > 0 and T - (a/S) - 1 < 0. 
2. We remark here that by taking V in the form 
the addition and subtraction of the term uf(u) in v is essential in order to 
find the criteria of stability. In fact, if we let j1 = 0 = j2 in all, a22 and (4.6) 
and consider the above example, the criteria of stability reduce to 
- t9 (a/S) T[T - (a/S)] > (a/S) (0 + T) [BT $- (a/S) T + e2], (4.10) 
(a/s) (e t- q > T[T - (ap)], 
I’ - (a/S) < 0, e+T>O and T[B + (ml > 0. 
For 0 < 0, it is easy to see that the inequalities (4.10) and T - (a/S) < 0 
are incompatible. 
For V we could just as well take 
v = 2. 
For this choice of V the inequality (4.6) becomes x,“=l h, j, < 0, i.e., r > 0. 
We illustrate this method of constructing Liapunov functions by a simple 
example. 
EXAMPLE. Consider the system of two equations 
2, = +, + f(u) (P = 172) 
where (T = ylzl + y2z2 and A,, A, < 0. 
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It is easy to see [5] that 
a11 a22 C a12 11=--2h C 12 = -h,+ 
and CPA = - - . 
1 2h, 
Substituting these values of cll, c12, and c22 in 
2c,, + 2c,, + y1 = 0 
and 
2c22 + 2c,2 + y2 = 0 
and solving the resulting equations for a,, and us2 we find 
a11 = Al ( 2a12 
2a12 
Yl - h,+ 1 9 a22 = A2 ( ~2 - xl + x2 ) - 
The coefficients a,,, a12, and a22 are chosen so as to satisfy the inequalities 
a,, > 0, allal - ai > 0, i.e., 
4 ( 
2a12 
Yl - h, 1 > 0 
and 
u2 ( %2 2a12 Yl - Al + A2 H y2 - A, + A, 1 - ai > 0. 
The last inequality can be simplified to 
- (A1 - h2)2 ai - ‘“%“;-; ;,I U12 + X,h,y,y, > 0. 
Pl + x2j2 
(4.11) 
1 2 
For (4.11) to be true for real aI2 we must have 
v4* (n + ~2)’ + 4hlh2y1y2 
(4 - h2j2 > 0 
1 2 (Al + Ad2 ’ 
or 
@2(Yl + Y2)” + YlYBGh - x2jz 2 0. (4.12) 
An elementary calculation shows that the inequality (4.12) can be written as 
p > 0, r > (Al-+pA2)* 
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