ABSTRACT How to efficiently collect sensory data for supporting energy-efficient operation of buildings has become a great challenge, especially for large-scale networks in buildings. In this paper, a spatiotemporal compression-based optimized clustering scheme is proposed for energy-efficient environmental data collection in buildings. In the scheme, first, according to the establishment of a cluster, an adaptive dynamic cluster head selection method for prolonging the lifetime of sensory nodes in buildings is developed. Meanwhile, to further reduce energy consumption, we construct the dynamic optimal quantity of the cluster heads solution method to achieve minimum energy consumption. Moreover, the spatio-temporal correlations of sensory data are explored in the data sampling and transmission processes, which can decrease the amount of data transmission and further extend the lifetime of the entire data collection network. The proposed scheme provides sensing data with high quality for environmental quality management in buildings and supports energy-efficient building operation. Finally, the simulation results show that the proposed scheme obtains obvious advantages in energy consumption compared with other related schemes, and the lifetime of the proposed scheme is also longer than others when it maintains high reconstruction precision.
I. INTRODUCTION
Energy consumption is a focus among global issues, and how to efficiently reduce energy consumption has naturally become an open problem. Buildings are a major source of energy consumption, consuming approximately 40% of global resources [1] , and more than 75% of electricity resources are consumed by systems such as heating, ventilation and air conditioning [2] . Therefore, the construction of smart buildings [3] , [4] with intelligent monitoring and decisions becomes an effective method to improve the energy consumption performance of building systems and thus significantly improve global energy efficiency. According to predictions, 50 billion devices will be deployed in smart buildings by 2020 [5] , and an enormous number of sensing devices will produce vast quantities of data, which will cause great pressure for data collection and processing.
In general, the smart control of heating, ventilation and air conditioning systems is based on the collection and mining of environmental sensing data in buildings. Accompanying the deployment of sensing devices, the network building, data sampling, data transmission, data collection and data processing modes will also affect the energy efficiency of smart buildings.
Wireless sensor networks (WSNs) containing many sensory nodes and one or a few sink nodes are always deployed in monitoring areas for acquisition of data, such as on light, temperature, and humidity, which is an approach suitable for sensing and collecting the environmental data in buildings.
However, the limited energy of sensory nodes is no longer capable of collecting the large amount of data necessary, and supplementing the energy for sensory nodes may be impossible or difficult due to the harsh deployment environment. Thus, energy saving has become a research focus of WSNs. The centralized management advantage of cluster head nodes is always applied to the WSN and can reduce energy consumption in data transmission. Meanwhile, the data compression mechanism is also studied for reducing the amount of data transmission. Currently, there are several clustering-based spatio-temporal compression schemes proposed to provide efficient data collection, such as those in [6] - [9] . Although these works achieve great performance improvement in data collection, they do not investigate the specific cluster head selection method that can significantly reduce energy consumption.
To support energy-efficient building management and motivated by the existing problems of current data collection schemes for environmental data, this paper proposes an energy-efficient data collection scheme for environmental quality management in buildings. The main contributions are summarized as follows.
First, we establish the number of clusters based on the quantity of sensory nodes in buildings and obtain the uniform distribution of sensory nodes in the whole network. Then, a dynamic adaptive cluster head selection method for prolonging the lifetime of the sensory nodes is developed. Moreover, to further reduce energy consumption, we formulate an optimal quantity of cluster heads solution method. The sensing network can obtain minimum energy consumption by dynamically computing the optimal quantity of cluster heads. In addition, the spatio-temporal correlations of sensory data are explored in the data sampling and transmission processes, which can decrease the amount of data transmission and further extend the lifetime of the whole data collection network. The developed energy-efficient data collection scheme provides sensing data with high quality for environmental quality management in buildings and supports effective energy management in buildings. Finally, simulation results verify that the proposed scheme achieves great performance advantages in terms of reducing energy consumption and improving the network lifetime with high recovery accuracy.
The remainder of this paper is organized as follows. In Section II, the related works are presented. In Section III, the network model is constructed. In Section IV, the proposed scheme is described in detail. In Section V, in comparison with previous schemes, the advantages of the proposed scheme are presented via related simulation results. Finally, conclusions are drawn in Section VI.
II. RELATED WORK
As the key infrastructure of environmental quality management in buildings and the energy Internet [10] , [11] , WSNs play an important role in supporting energy-efficient management in buildings. Meanwhile, with the rapid growth of sensing data in buildings, the energy-efficient WSNs for data collection attract great attention for their advantages in green communications. In the following section, related works on developing energy-efficient WSNs are briefly presented.
A low energy adaptive clustering hierarchy (LEACH) scheme was presented by Heinzelman et al. [12] from a simple cluster head selection perspective, in which sensory nodes are randomly selected as cluster heads in a cyclic manner. Under this pattern, the energy load in the WSN can be assigned to each sensory node. Thus, the lifetime of the WSN can be prolonged significantly. Although the LEACH scheme was proposed a long time ago, some ideas and methods, such as the cyclic manner for selecting cluster heads and clustering for reducing the load on cluster heads, are worth studying and improving.
From the clustering and layering perspectives, several research schemes were proposed for improving energy consumption. Xu et al. [13] proposed a joint clustering and routing protocol for reliable and efficient data collection, in which dynamic clustering is considered, which can provide an energy-efficient solution. Aiming at meeting the energy efficient requirements, Dong et al. [14] investigated a scheme named reliability and multipath encounter routing. This scheme can acquire the expected results through simulation confirmation. A three layer network was constructed in [15] ; in this work, each layer selects its own cluster heads with the aim of reducing the distance between the sink node and the cluster heads. Pooja and Singh [16] studied a new clustering method in which the cluster is chosen based on the residual energy and the distance from the sink node. This method improves the energy efficiency of the WSN. A combined metrics clustering algorithm was constructed by Khamiss et al. [17] . This algorithm adopts a centralized clustering formation, and the WSN is divided into energy balanced clusters according to minimum energy clustering.
After completion of the clustering and layering processes, many cluster head selection algorithms were proposed to improve network performance. Jia et al. [18] developed a dynamic cluster head selection method, which optimizes the selection of cluster heads according to parameters such as distance and network size. To obtain the optimal cluster head, a naive Bayes classifier was used to optimize the cluster head selection [19] . Jain et al. [20] proposed a novel cluster head selection scheme, in which the residual energy and quantity of neighbor nodes are included. The sensory node with the maximum residual energy will be selected as the cluster head in the next round to forward the data to the sink node [21] .
To further reduce the energy consumption of WSNs, some optimization schemes were formulated. A new dynamic adaptive data aggregation algorithm was established in [22] to reduce the number of data transmissions. Considering the large energy consumption in the cluster head, Salim et al. [23] proposed an intra-balanced LEACH (IB-LEACH) protocol to reduce the energy gap between the sensory nodes and cluster heads. In this scheme, an aggregator is selected to help the cluster head handle the inner data to reduce the workload of the cluster head. The novel scheme in [24] utilized cross VOLUME 6, 2018 layer techniques to prolong the lifetime of the WSN. A dualhop layer network was constructed by Lee et al. [25] . In this scheme, to reduce the energy consumption of the network, the sensory nodes transmit readings to sink node directly if the distance to the sink node is shorter than that to the cluster head. Yu and Baek [26] presented an energy-efficient scheme by compressing the collected data; this scheme obtains the expected effect in terms of network lifetime. Zhou et al. [27] proposed a spatial compression scheme to improve the lifetime of WSNs. This scheme compresses the sensory data in the phase of data communication according to the spatial correlation, which improves the lifetime of WSNs.
According to the service requirements of big data scenario, Chen et al. developed fog computing assisted compressive data collection scheme [28] and efficient privacy preserving data collection scheme [29] . These two schemes can reduce the communication energy consumption of data collection significantly by effectively utilizing the computation capabilities of local devices. They also can protect the data privacy against eavesdropper and active attackers.
The above-mentioned schemes obtain great performance gains, especially in energy savings. However, the uniform distribution of sensory nodes in each cluster is not taken into account. Meanwhile, after WSN clustering, the fixed quantity of cluster heads cannot minimize the energy consumption of the network. In addition, in the data transmission process, the exploration of spatio-temporal correlations on sensing data, which can be used to significantly reduce the communication energy consumption, is not effectively integrated with cluster head selection methods.
III. NETWORK MODEL
In this section, a specific network model to collect the environmental data in buildings is defined, and the data service for environmental quality management of buildings is provided. The entire network consists of N sensory nodes, several cluster heads and one sink node. The sensory nodes are deployed to sample the environmental data from buildings, the cluster heads are responsible for collecting and processing data from their own cluster, and the sink node is used to collect data from the whole network and reconstruct the original data to satisfy the application requirements of environmental quality management. The whole network architecture and data processing are shown in Fig. 1 , and the specific explanation is given as follows.
In the first layer, the observed area of the buildings is divided into several clusters based on the quantity of deployed sensory nodes in the whole network. Each cluster can be dynamically divided into multiple sub-clusters since the cluster heads are dynamically changed in every cluster. After the adaptive clustering operation, the whole network is implemented in a cyclic manner. Each cluster selects a cluster head from the sensory nodes using the corresponding selection algorithm. The optimal quantity of the cluster heads can be obtained by the constructed solution method. In the second layer, we assume that there are n sensory nodes in cluster I, and the original data size of each sensory node is M. Sensory node samples the environmental readings from a temporal compression perspective and then transmits the compressive sampling data to its cluster head.
In the third layer, when the cluster head receives sampling (temporally compressed) data from its inner sensory nodes, it will further process the received data from a spatial compression perspective to explore the spatial correlation. Meanwhile, the size of spatial dimension can be compressed from n to t. Finally, the spatio-temporally compressed data will be sent to the sink node.
In the fourth layer, the sink node will perform the spatio-temporal reconstruction operations on the received data to obtain the approximate original data. The accurate data recovery can support the environmental quality management effectively and further achieve energy-efficient management in buildings.
Subsequently, we assume that the location of a sensory node cannot be changed once determined. The initial energy of every sensory node is the same. The sensory nodes will die if the energy is exhausted. The communication mode among different nodes adopts single hop broadcasting, and only the cluster head can communicate with the sink node. The specific definitions of energy consumption are given as follow.
1) The energy model of transmitting data: If d > d threshold , then the energy consumption of the transmission can be shown as:
If d ≤ d threshold , then the energy consumption of the transmission can be shown as:
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2) The reception energy consumption us:
where E T represents the energy consumption of data transmission. E R represents the energy consumption of data receiving. The amount of data is L. E TX is the energy consumption of transmitting data per bit, E RX is equal to E fs , which is the energy consumption per bit in the free space model, and E mp is the energy consumption per bit in the multipath model. E DA is the energy consumption of data fusion. The symbol d denotes the distance among nodes, and d threshold denotes the distance threshold.
IV. SPATIO-TEMPORAL COMPRESSION-BASED OPTIMIZED CLUSTERING SCHEME FOR DATA COLLECTION
In this section, we construct a spatio-temporal compressionbased optimized clustering scheme for improving the lifetime and energy consumption of environmental data collection in buildings. The whole scheme is composed of the following three parts: 1) establishment of cluster and quantity of cluster heads; 2) data sampling and compressive processing; and 3) reconstructing data for environmental quality management in buildings.
A. ESTABLISHMENT OF CLUSTER AND QUANTITY OF CLUSTER HEADS
We assume that an WSN with N sensory nodes is deployed to monitor the environmental parameters in buildings. To construct the network architecture as defined in Fig. 1 , first, based on the quantity of deployed sensory nodes in the entire WSN, we can establish the quantity of clusters by the following formula:
where N k is the quantity of clusters, and N is the quantity of nodes.
Based on the result of formula (4), Fig. 2 shows a random distribution of 100 sensory nodes in a 100m*100m monitoring area.
Similarly, based on the result of formula (4), Fig. 3 shows a random distribution of 200 sensory nodes in a 100m*100m monitoring area.
Combining these two figures, it is clear that the number of clusters increases with the growth of the number of sensory nodes and that formula (4) maintains the number of sensory nodes in each cluster at a reasonable level.
Sensory node i, i ∈ {1, 2, 3, 4...N } generates a random value α ∈ [0, 1] and compares it with the threshold T(i). If α is less than T(i), then this sensory node will be selected as the cluster head. Thereunto, the threshold T(i) is defined with the following equation [13] :
where p represents the ratio of the number of cluster heads to the number of sensory nodes in a cluster. C consists of the sensory nodes that have not become the cluster head in round 1/p. r is the quantity of rounds. Generally, p is a given fixed value in the clustering process, which means that the quantity of cluster heads is fixed.
In the proposed network model, the quantity of sensory nodes decreases with the depletion of energy. The fixed quantity of cluster heads cannot satisfy the requirement of minimizing energy consumption. Therefore, we must adaptively determine the quantity of cluster heads according to the quantity of alive nodes and other factors. We can obtain VOLUME 6, 2018 the optimal quantity of cluster heads in each cluster based on the formulated energy consumption model.
We assume that there are a alive sensory nodes in one cluster over the region of W ×W m 2 . If there are k sub-clusters in one cluster, then each sub-cluster has a/k sensory nodes on average. Every cluster head will consume energy for receiving and compressing sensory data. Therefore, in our network scenario, the energy consumption in the cluster head node is:
where L represents the amount of sensory data, and d toSink denotes the distance from the cluster head to the sink node. The energy consumption of each non-cluster head is:
where d toCH denotes the distance from the sensory node to the cluster head. Each cluster covers an approximate area of W 2 /k, and this area is an arbitrarily shaped region with a ρ (u, v) node distribution. The expected squared distance from the sensory node to the cluster head is given by:
We assume that this area is a circle with radius R = W / √ π k , and ρ (s, σ ) is constant for given s and σ ; then, equation (8) can be simplified into:
If the whole cluster region has a uniform density of sensory nodes, then ρ = 1/ W 2 /k , and:
Therefore, we can obtain:
After that, the energy consumption in a sub-cluster is:
The total energy consumption of the cluster is:
The optimum quantity of clusters is found by solving the derivative of E TE with respect to k and setting this derivative to zero. Finally, the optimal quantity of cluster heads is obtained by calculating the following equation.
Consequently, formula (5) can be rewritten as:
Subsequently, if a sensory node is selected as a cluster head, it will broadcast the message to the whole cluster. According to formulas (1)-(2), the energy E B consumed by the cluster head in sending the selected message is as follows.
where E TX represents the energy consumption for transmitting one bit, CM represents the control packet length, E fs and E mp are the same as in formulas (1)- (2), and E broad represents the broadcasting distance. The energy consumption of a sensory node for receiving the broadcasting information from the cluster head can be shown as:
B. DATA SAMPLING AND COMPRESSIVE PROCESSING
After the establishment of the cluster and quantity of cluster heads, the whole network begins to sample, transmit, process and collect sensory data. We suppose that there are n nodes belonging to cluster I. The sensory node i ∈ {1, 2, ..., n} belongs to cluster I, which observes temporal sensory data for M time slots. The original sensory data can be shown as:
Then, the sensory node i samples its data by measurement matrix ∈ R m×M (m M ), which can be shown as:
where matrix consists of m rows selected randomly from an M × M identity matrix. Finally, sensory node i transmits its sampling data y I ,i to the cluster head I. In this process, the energy consumption of transmitting sampling data to the cluster head node can be shown as:
where E TX represents energy consumption per bit, L I ,i represents the size of the sampling data, E fs and E mp are the same as in formulas (1)- (2), and d k,i represents the distance from sensory node i to cluster head node I. The energy consumption of cluster head node I in receiving the sampling data from sensory node i can be shown as:
where E RX represents energy consumption per bit, L I ,i represents the sampling data, and E DA represents the energy consumption of data fusion. After cluster head node I receives all sampling data from its inner nodes, these temporal sampling data can be arranged into the following matrix: 
Symbol y I ,j represents the j-th sampling data from all inner nodes of cluster head I. y I ,j is defined as follows:
Since spatial correlation exists among the sensory data for the observation of the same event, cluster head I can further compress the received sampling data by exploring the spatial correlation. The specific compressive processing is given as follows:
First, we assume that y I ,j can be represented as y I ,j = · θ I ,j for a given sparsifying basis (or dictionary) ∈ R n×n and column vector θ I ,j ∈ R n , where can be defined as discrete cosine transform (DCT) basis, wavelet transform basis, Fourier transform basis etc., and the vector θ I ,j is the coefficient vector.
Next, the sampling data y I ,j is compressible by employing measurement matrix ∈ R t×n .
where matrix is a Gaussian matrix with independent zero mean entries, z I ∈ R t×m .
Finally, cluster head node I transmits the spatio-temporal compression data z I to the sink node. The energy consumption of cluster head I can be shown as:
where E TX represents the energy consumption per bit, L I represents the spatio-temporal compression data, E fs and E mp are the same as in formulas (1)- (2), and d broad represents the broadcasting distance.
C. RECONSTRUCTING DATA FOR ENVIRONMENTAL QUALITY MANAGEMENT
The received data in sink node can be organized with equation (25) . The objective is to reconstruct the original data x I accurately for effective application to environmental quality management. First, we can reconstruct θ I ,j by the given z I , and . The reconstruction operation can be regarded as solving the following l 0 minimization problem.
This optimization problem can be solved by many compressed sensing (CS) recovery algorithms, such as matching pursuit algorithms. We employ CoSaMP algorithm [30] for its advantage on recovery performance. After determining θ I ,j , the reconstructed data can be calculated as:
We can obtainỹ I ,i according toỹ I ,j . Subsequently, we can reconstructθ I ,i by using , I ,i and the recoveredỹ I ,i .
Finally, we can obtain the result as follows:
wherex I ,i denotes the approximate value of original data x I ,i . The efficient data collection and accurate data recovery can provide valuable information and effective support for a building smart control system to improve environmental quality and reduce building energy consumption.
V. PERFORMANCE ANALYSIS
This section provides performance analysis to show the advantages of the proposed scheme. In our simulation scenario, 100 nodes are randomly deployed in a 100m*100m area to observe the environmental building data. The position of the sink node is (50, 50), which means that it is at the center of the monitoring area. According to formula (4), the whole network can be divided into 4 clusters. Meanwhile, we assume that the network will work for approximately 300 rounds. The simulation parameters are shown in Table 1 .
In the data reconstruction process, the value of sparsifying bases and I ,i are selected from DCT basis. Meanwhile, the compression ratio (spatio-temporal) and reconstruction error of sensory data at the sink node are respectively defined as:
Energy consumption is considered to be one of the most important performance metrics that can reflect the efficiency VOLUME 6, 2018 and state of network operations, so energy consumption is taken as a core metric to evaluate the performance advantage of the proposed scheme. Two other schemes [21] , [27] are chosen for comparison with the proposed scheme in this paper. The 'EE-scheme' represents the scheme developed in [21] , 'SCL' indicates the scheme proposed in [27] , and 'SCOC' represents the scheme proposed in this paper. Fig. 4 shows the total energy consumption of three schemes in 300 rounds. As observed in Fig. 4 , the energy consumption of the EE-scheme is obviously much greater than those of the other two schemes at the same round. The descending speed of energy in our scheme is the slowest. The curve of the EE-scheme is a relatively straight line that indicates rapid energy loss of the sensory nodes. The trend for SCL is slightly slower than that for the EE-scheme; energy consumption slows down only when the total energy of the network approaches exhaustion. There is a slow decline in the residual energy of the proposed scheme. From the view of network structure, dynamic clustering of the network monitoring area reduces the communication distance between the sensory node and the cluster head. Meanwhile, the optimization of the cluster heads gives the network great adaptability. Data sampling and compressive processing also greatly reduce the amount of data transmission. All these factors result in the minimum energy consumption at each round among the three schemes.
However, only comparing the metric of energy consumption cannot adequately prove that the performance of the proposed scheme is superior to those of the other two schemes. Therefore, other metrics are provided to show the advantages of the proposed scheme.
Lifetime relates to the validity of the whole network, which is an important performance metric in WSNs. In general, there are three lifetime parameters given in an WSN as follows: death of the first sensory node (DFN), death of half of the sensory nodes (DHN) and death of the last sensory node (DLN). Generally, if more than 80% of the nodes die in an WSN, the sensory readings observed by sensory nodes have no practical value. Thus, the following three parameters can be used to evaluate the lifetime of an WSN: death of the first sensory node (DFN), death of half of the sensory nodes (DHN) and death of 80% of the sensory nodes (DEN). These parameters can comprehensively evaluate the lifetime of an WSN. 5 shows that the DFN of our proposed scheme is the latest of the three schemes. After the first node death, the quantity of alive nodes in all three schemes decreases rapidly, but to different degree. Obviously, the decrease degree of the proposed scheme is lower than those of the other two schemes. Combining Figs. 4 and 5, we can determine that the energy consumption is consistent with the network lifetime for the three schemes. A decrease of energy consumption in each round indicates that the network can consume less energy to achieve the same transmission task, and it implies a longer lifetime. Thus, we can conclude that the energy efficiency of our proposed scheme is superior to those of the other two schemes.
To evaluate the network lifetime more intuitively and comprehensively, a column chart with the three parameters is used to show the lifetime of the data collection network. Fig. 6 displays the rounds corresponding to DFN, DHN and DEN for the three schemes. The rounds corresponding to DFN, DHN and DEN are 66, 696 and 113 in the EE-scheme; 78, 125 and 140 in the SCL scheme; and 142, 199 and 230 in SCOC, respectively. Thus, we can derive that the round number in SCOC is 115% higher than that in the EE-scheme and 82% higher than that in SCL for DFN. The round number in SCOC is 107% higher than that in the EE-scheme and 60% higher than that in SCL for DHN. The round number in SCOC is 103% higher than that in the EE-scheme and 64% higher than that in SCL for DEN. Obviously, the network will obtain a higher performance gain when it has more alive nodes. Therefore, from Fig. 6 , we can conclude that the performance of SCOC is far superior to those of the other two schemes. In other words, the proposed scheme can significantly prolong the lifetime of the data collection network.
In addition, for the sake of showing the data recovery quality of the proposed scheme, 40 × 100 real temperature readings observed by random 40 sensors are selected for evaluation. Fig. 7 shows the approach degree between the original and recovered data when the compression ratio is 0.5 (i.e., the spatial and temporal compression ratios are 0.375 and 0.2, respectively). From this figure, we can clearly observe that most of the reconstructed data coincide with the original data, that part of the reconstructed data are tightly distributed around the original data, and that only a small amount of the reconstructed data has an obvious error. This result indicates that the proposed scheme not only extends the lifetime of the network but also achieves good approximation.
In order to display the recovery performance more comprehensively, Fig. 8 shows the data reconstruction error under different compression ratios. Observing from the Fig. 8 , it can be found that the reconstruction error increases with the rise of temporal and spatial compression ratios. When the spatial compression ratio is 0.375 and temporal compression ratio is 0.6 (i.e., compression ratio 0.75), we can find out that the reconstruction error is still low with the value 0.026656. In other words, our scheme can significantly reduce communication energy consumption with high recovery accuracy at the same time. From the quantitative perspective, the average recovery error of the proposed scheme can be controlled to below 3 × 10 −2 with considerable compression effect, this value of recovery error implies relatively no effect on application for environmental quality management.
VI. CONCLUSIONS AND FUTURE WORK
To support the energy-efficient operation in buildings, this paper proposed a spatio-temporal compression-based optimized clustering scheme for energy-efficient environmental data collection. The proposed scheme can prolong the network lifetime and reduce the energy consumption of data collection. It can also provide sensing data with high quality for environmental quality management in buildings and support energy-efficient operation of buildings. Finally, the simulation results further confirmed that the proposed scheme FIGURE 8. Reconstruction error with different compression ratios. VOLUME 6, 2018 achieved obvious advantages in terms of network lifetime and energy consumption compared with other schemes.
In future work, we will consider the construction of an energy-efficient communication and computing architecture for a smart control system in buildings [31] . Meanwhile, we will also attempt to develop an efficient energy management system in buildings from the perspectives of green energy scheduling [32] , [33] and big data analytics [34] . 
