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Abstract
A stochastic integral of Banach space valued deterministic functions with respect to Banach space valued
Le´vy processes is defined. There are no conditions on the Banach spaces or on the Le´vy processes. The
integral is defined analogously to the Pettis integral. The integrability of a function is characterized by
means of a radonifying property of an integral operator associated with the integrand. The integral is used
to prove a Le´vy–Itoˆ decomposition for Banach space valued Le´vy processes and to study existence and
uniqueness of solutions of stochastic Cauchy problems driven by Le´vy processes.
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1. Introduction
Le´vy processes are an extensively studied class of stochastic processes. They play an
important role in models of evolutionary phenomena perturbed by noise as for example in
financial mathematics. In many models the complexity of the dynamics under consideration is
often captured more effectively using stochastic processes with values in infinite dimensional
spaces; see for example Carmona and Teranchi [8] for models in financial mathematics. However,
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a central issue in the use of infinite dimensional spaces in stochastic analysis is a convenient
stochastic integral.
A real valued stochastic integral with respect to a real valued Wiener process can be defined
in the classical sense of K. Itoˆ. By augmenting only a small amount of operator theory this
approach can be easily generalized to integrands with values in Hilbert spaces and Hilbert space
valued Wiener processes, which is accomplished in Da Prato and Zabczyk [9]. Their approach
has been extended to Le´vy processes by Peszat and Zabczyk in [14]. For Banach spaces, even in
the case of Wiener processes, there seemed to be no general method for introducing a rigorously
defined stochastic integral without making special assumptions on the geometry of the Banach
space. But more recently, van Neerven and Weis introduced in [18] for deterministic Banach
space valued integrands a stochastic integral with respect to Wiener processes on Banach spaces
without any conditions on the underlying Banach space; see also [7,17]. The main point in their
construction is the case of a Banach space valued integrand and a scalar Wiener process, which
is then extended to Banach space valued Wiener processes. Together with Veraar they continued
this work in [19] for random integrands on UMD Banach spaces. But already the integral for
deterministic integrands turned out to be very helpful for dealing with evolution equations on
infinite dimensional spaces.
In this work we develop in the same spirit a stochastic integral for deterministic Banach
space valued integrands with respect to Le´vy processes on Banach spaces. This integral can
be interpreted as a stochastic version of a Pettis integral or of a weak integral. In the case of
a Wiener process a key feature in constructing the integral is the equivalent condition for the
existence of the integral in terms of γ -radonifying operators associated with the integrands. We
introduce an analogous definition of “martingale-radonifying” operators which turns out to be of
the same significance for the integration theory as the γ -radonifying operators in the Gaussian
case.
The usefulness of the integral is demonstrated by two important applications: a pathwise
decomposition of Le´vy processes on Banach spaces, the so-called Le´vy–Itoˆ decomposition, and
evolution equations driven by Le´vy processes.
For finite dimensional Le´vy processes the pathwise decomposition into its continuous and
jump parts is well known and often used. In this decomposition, the small jumps are represented
by an integral with respect to the compensated random Poisson measure. The definition of this
integral is based on the fact that for a finite dimensional Le´vy process the Le´vy measure ν satisfies∫
|β|61
min{1, |β|p}ν(dβ) <∞ (1.1)
for p = 2. But for infinite dimensional Le´vy processes this condition does not hold any longer
in general. Consequently, the decomposition cannot be derived by a direct generalization of the
integral to an integral in the Bochner sense.
There are few works in the literature concerning the pathwise decomposition in infinite
dimensions. Linde achieved in [11] the decomposition as a limit but this limit was not
associated with a possible integral definition. This shortcoming limits the utility of the pathwise
decomposition in comparison to the decomposition in finite dimensional spaces where properties
of the integral are often used. In [1] Albeverio and Ru¨diger filled this gap by introducing a new
integral, but not every Le´vy process or Banach space satisfies the necessary conditions for the
existence of the integral. The power of our construction of the integral lies in the fact that it gives
exactly the desired decomposition by means of a proper defined integral without any further
condition on the underlying Banach space or Le´vy process.
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A very nice review of the results mentioned above on the pathwise decomposition and some
additional results on the integration with respect to a Le´vy process in a Banach space can be
found in [4].
Among the simplest stochastic evolutionary equations – but nonetheless objects of extensive
study in the last few years – are equations of the form
dY (t) = AY (t)dt + FdX (t) for t > 0,
where A is a generator of a C0 semigroup on a linear space V and F : U → V is a linear
bounded operator on a linear space U . If the stochastic process X = (X (t) : t > 0) is a Wiener
process and U and V are Hilbert spaces then these equations are covered by a comprehensive
theory introduced in the monograph [9] by Da Prato and Zabczyk. For a Banach space V and a
Wiener process X with values in a Banach space U the work [18] gives a complete answer for
the existence of a solution to the equation. Our construction for an integral with respect to Le´vy
processes allows us to deal with such equations on Banach spaces U and V and a Le´vy process
X with values in U . We derive necessary and sufficient conditions for the existence of a solution
in terms of the semigroup generated by A. Furthermore, the pathwise decomposition by means
of our weak integral allows even that the operator F acts differently on the continuous and jump
parts of the Le´vy process.
2. Martingale valued measures
Let (Ω ,A, P) be a probability space with a filtration (Ft )t>0. In this work we will consider
mainly random variables on this probability space with values in a separable real Banach space
U . The dual space of U is denoted by U∗ and the dual pairing by 〈u, u∗〉 for u ∈ U and u∗ ∈ U∗.
The Borel σ -algebra is denoted by B(U ).
If (S,S) is a measurable space and µ a measure on S, then L p(S, µ) defines the Banach space
of all measurable, real valued functions f with∫
S
| f (s)|p µ(ds) <∞.
If V is another Banach space then we call a function f : S → V V -weakly L p(S, µ) if the
function s 7→ 〈 f (s), v∗〉 is in L p(S, µ) for all v∗ ∈ V ∗.
If S is a set and R a ring of subsets of S, then a martingale valued measure M on (S,R) is
a collection of real valued random variables (M(t, A) : t > 0, A ∈ R) on (Ω ,F , (Ft )t>0, P)
such that:
(a) M(0, A) = 0 a.s. and E[M(t, A)2] <∞ for all t > 0 and all A ∈ R;
(b) M(t,∅) = 0 a.s. and for any mutually disjoint sets A1, A2, . . . ∈ R with ⋃∞j=1 A j ∈ R one
has
M
(
t,
∞⋃
j=1
A j
)
=
∞∑
j=1
M(t, A j ) a.s. for all t > 0;
(c) for every A ∈ R, (M(t, A) : t > 0) is a martingale with respect to (Ft )t>0.
For a Banach space U and a closed set C of U let R be the ring of all A ∈ B(U ) with
A¯ ∩ C = ∅. A martingale valued measure on U with forbidden set C is a martingale valued
measure (M(t, A) : t > 0, A ∈ R) on (U \ C,R). We assume in the sequel that martingale
valued measures M also satisfy:
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(d) for any mutually disjoint sets A1, . . . , An ∈ R the random variables M(t1, A1), . . . ,M(tn,
An) are independent for all t1, . . . , tn ∈ R+;
(e) M(t, A)− M(s, A) is independent of Fs for all 0 6 s 6 t and all A ∈ R;
(f) there exists a σ -finite measure ρ on B(R+ × (U \ C)) for which
E[M(t, A)2] = ρ([0, t] × A) for all t > 0 and all A ∈ R.
We call ρ the square mean measure.
Due to (d) and (f), the a.s. convergence of the series in (b) is equivalent to convergence in
L2(Ω , P). Indeed, by dominated convergence the a.s. convergence yields L2-convergence and
the converse direction follows from [20, Thm. V.2.3]. Thus, in our setting the definition of
martingale valued measures corresponds to that of Walsh [21] (see also [3]).
Example 2.1. A real valued Wiener process (B(t) : t > 0) is an adapted stochastic process with
continuous paths starting in 0 and with independent, stationary increments B(t) − B(s) which
are normally distributed with expectation E[B(t)− B(s)] = 0 and variance Var(B(t)− B(s)) =
c |t − s| for a constant c > 0. If c = 1 we call B a standard real valued Wiener process.
An adapted stochastic process B := (B(t) : t > 0) with values in a separable Banach space
U is called a Wiener process if
(a) B(0) = 0 a.s.;
(b) B has independent increments;
(c) for any u∗ ∈ U∗ the stochastic process (〈B(t), u∗〉 : t > 0) is a real valued Wiener process;
(d) B has a.s. continuous paths.
Condition (c) yields by Pettis’s measurability theorem ([15, Thm. 1.1] or [20, Prop. I.1.10]) that
B has stationary increments. Moreover, there exists a covariance operator R : U∗ → U which
gives the covariance of two components 〈B(t), u∗〉 and 〈B(t), v∗〉 for u∗, v∗ ∈ U∗; see [20,
Thm. III.2.1] or [6]. Although Kolmogorov’s continuity theorem implies only by conditions (b)
and (c) that there exists a version of B with continuous paths we include condition (d) in our
definition to avoid the necessity of considering versions of B.
If B is a Wiener process with values in R, then M(t, A) := B(t)δ0(A) for A ∈ B(R) defines
a martingale valued measure M with empty forbidden set. The Dirac measure δ0 provides the
condition (b) on the σ -additivity in the definition of a random measure.
Example 2.2. An adapted, U valued process (L(t) : t > 0) is called a Le´vy process if
(a) L(0) = 0 a.s.;
(b) L has stationary, independent increments;
(c) L has ca`dla`g paths.
We call a set Λ ∈ B(U \ {0}) bounded from below if 0 6∈ Λ¯. For every Λ ∈ B(U \ {0}) bounded
from below and t > 0 we define
N (t,Λ) :=
∑
s∈[0,t]
1Λ(1L(s)),
where 1L(s) := L(s) − L(s−). Note, that because L has ca`dla`g paths there are only finitely
many jumps of size larger than a positive constant and thus only finitely many in the set Λ. Then
(N (t,Λ) : t > 0) defines a Poisson process on N0. Moreover, let ν(Λ) := E[N (1,Λ)] be the so-
called Le´vy measure. Then ν extends to a σ -finite measure on B(U \{0}), which is finite for every
set bounded from below. The so-called compensated Poisson random measure is defined by
N˜ (t,Λ) := N (t,Λ)− tν(Λ)
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for every Λ ∈ B(U \ {0}) bounded from below. Thus N˜ defines a martingale valued measure on
U with the forbidden set C = {0}. The square mean measure is given by
E[N˜ (t,Λ)2] = tν(Λ).
These properties of a Le´vy process may be established as in the finite dimensional case.
3. Integration of Banach space valued functions
In this section let U and V be arbitrary Banach spaces and assume V separable. Moreover, let
M denote a martingale valued measure on U with forbidden set ∅ or {0} ⊆ U and let R be the
ring of all sets A ∈ B(U ) with closure contained in the complement of the forbidden set. We fix
a set B ∈ B(U ) which should be bounded from below if the forbidden set is {0}.
We introduce in this section a stochastic integral for functions F : [0, T ] × B → V with
respect to the martingale valued measure M . If V is finite dimensional, that is V = Rd , then the
integral∫
[0,T ]×B
F(s, u)M(ds, du) (3.1)
can be defined in the standard way by step functions F and then by extension to functions F
which are square integrable relative to the square mean measure ρ of M by use of the Itoˆ isometry
E
∣∣∣∣∫[0,T ]×B F(s, u)M(ds, du)
∣∣∣∣2 = ∫[0,T ]×B |F(s, u)|2ρ(ds, du). (3.2)
This is carried out for finite dimensional U in [2] and can easily be generalized to the case of
infinite dimensional spaces U , as long as the range of the function F is finite dimensional. This
definition of the integral is used in the sequel without any further notice.
In general, if V is infinite dimensional, one may try to follow a similar approach to define the
integral (3.1) for a Bochner square integrable function F : [0, T ] × B → V ,∫
[0,T ]
‖F(t, u)‖2 ρ(dt, du) <∞.
For Hilbert spaces this approach is accomplished in [3]. However, it is well known that the strong
integral can be only defined in Banach spaces under certain geometric conditions.
Instead of the strong integral we consider a definition more similar to the Pettis integral in
Banach spaces, originally in a deterministic setting introduced in [15]. The stochastic analog for
martingale valued measures reads as follows.
Definition 3.1. A function F : [0, T ]× B → V is called stochastically integrable on [0, T ]× B
with respect to M if it is V -weakly L2([0, T ]×B, ρ) and there exists a V valued random variable
Y such that for all v∗ ∈ V ∗ we have
〈Y, v∗〉 =
∫
[0,T ]×B
〈F(t, u), v∗〉M(dt, du) a.s.
In this situation we write
Y =
∫
[0,T ]×B
F(t, u)M(dt, du).
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A similar idea is used by Rosin´ski in [16] to define a ‘weak random integral’ in a more abstract
setting. Some further properties of the integral and the class of integrable functions can be found
there. We consider our more specific situation as it seems more appropriate for our purposes.
In fact we will use the stochastic integral to study stochastic Cauchy problems and the Banach
space valued Le´vy–Itoˆ decomposition. Our terminology is closely related to that of [18].
One of the major achievements in the work of van Neerven and Weis [18] for Wiener processes
is the equivalent condition for the existence of the integral in terms of γ -radonifying operators
associated with the integrands. In the following we generalize this property of an operator and
we will also set this operator in relation to the existence of the integral. But further consideration
of this operator and its properties will be the subject of forthcoming work.
Definition 3.2. We call a linear continuous map R : L2([0, T ] × B, ρ) → V M-radonifying if
there exists an orthonormal basis ( fn) ⊆ L2([0, T ] × B, ρ) and a V valued random variable Y
such that
〈Y, v∗〉 =
∞∑
n=1
γn〈R fn, v∗〉 in L2(Ω , P) for all v∗ ∈ V ∗, (3.3)
where γn :=
∫
[0,T ]×B fn(t, u)M(dt, du).
Remark 3.3. (a) The definition of M-radonifying depends on the martingale valued measure M
but not on the choice of the orthonormal basis. Indeed, let (gn) ⊆ L2([0, T ] × B, ρ) be
another orthonormal basis. Then we have a.s.
∞∑
n=1
γn〈R fn, v∗〉 =
∞∑
n=1
∞∑
k=1
〈Rgk, v∗〉γn〈 fn, gk〉
=
∞∑
k=1
〈Rgk, v∗〉
∫
[0,T ]×B
∞∑
n=1
fn(t, u)〈 fn, gk〉M(dt, du)
=
∞∑
k=1
〈Rgk, v∗〉δk,
where δk =
∫
[0,T ]×B gk(t, u)M(dt, du).
(b) If M is a Wiener process, that is, M(t, A) = W (t)δ0(A) for a real valued Wiener process
(W (t) : t > 0) and the forbidden set is ∅, then M-radonifying is equivalent to γ -radonifying.
For, the sequence (γn)n∈N defines a sequence of independent, identically standard-normal
distributed random variables. In this case the convergence of the series in (3.3) is equivalent to
the fact that the operator R is γ -radonifying; see [18]. The stochastic integral of Definition 3.1
with B = U then coincides with the stochastic integral of [18] of F(·, 0) with respect to
W . The latter integral is the key construction of [18], which is there subsequently extended
to an integral with respect to a Banach space valued Wiener process. The same approach
could be taken in our setting to extend to a Banach space valued Wiener process with the
aid of its Cameron–Martin space and Hilbert space valued martingale valued measures (as
defined in [3]). Instead, we will simply use the stochastic integral of [18] whenever we want
to integrate with respect to a Banach space valued Wiener process.
(c) The family of random variables γn , n ∈ N, is orthonormal in L2(Ω , P), as follows from the
Itoˆ isometry (3.2) and the polarization formula.
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Lemma 3.4. For a V -weakly L2([0, T ] × B, ρ) function F : [0, T ] × B → V we define
〈IF f, v∗〉 =
∫
[0,T ]×B
〈F(t, u), v∗〉 f (t, u)ρ(dt, du), f ∈ L2([0, T ] × B, ρ)
for all v∗ ∈ V ∗. In this way we obtain a bounded linear operator IF : L2([0, T ] × B, ρ)→ V .
Proof. We begin to show that IF f ∈ V ∗∗ for which we use that
G : V ∗→ L2([0, T ] × B, ρ), G(v∗) = 〈F(·, ·), v∗〉
is closed. Indeed, if v∗n → v∗ in V ∗ and 〈F(·, ·), v∗n〉 → g in L2([0, T ] × B, ρ) then there exists
a subsequence such that
g(t, u) = lim
k→∞〈F(t, u), v
∗
nk 〉 = 〈F(t, u), v∗〉 for ρ-a.e. (t, u) ∈ [0, T ] × B.
Hence, the operator G is closed and the closed graph theorem implies∣∣〈IF f, v∗〉∣∣ = 〈G(v∗), f 〉L2(ρ) 6 ∥∥G(v∗)∥∥L2(ρ) ‖ f ‖L2(ρ) 6 c ∥∥v∗∥∥ ‖ f ‖L2(ρ) (3.4)
for a constant c > 0.
We proceed to establish that IF f is actually in V . Because F is strongly measurable by
Pettis’s measurability theorem [15, Theorem 1.1], the map (t, u) 7→ ‖F(t, u)‖ is measurable.
We define
An := {(t, u) ∈ [0, T ] × B : ‖F(t, u)‖ 6 n}.
Let f ∈ (L1 ∩ L2)([0, T ] × B, ρ) be such that its essential support is contained in An for
some n ∈ N. Then for v∗k ∈ V ∗ we have∣∣〈F(t, u), v∗k 〉 f (t, u)∣∣ 6 ‖F(t, u)‖ ∥∥v∗k∥∥ | f (t, u)| 6 n | f (t, u)| sup
k∈N
∥∥v∗k∥∥
and thus the dominated convergence theorem can be applied to conclude 〈IF f, v∗k 〉 → 0 for
v∗k → 0 weakly∗. A corollary [12, Cor. 2.7.10] to the Krein–Smulyan theorem yields that
IF f ∈ V as V is separable.
Next for arbitrary f ∈ L2([0, T ]×B, ρ) there exists a sequence ( fn)n∈N in (L1∩L2)([0, T ]×
B, ρ) such that hn := fn1An → f in L2([0, T ] × B, ρ) and IF hn ∈ V for all n ∈ N. Because
(3.4) implies
‖IF (hn − f )‖V ∗∗ = sup‖v∗‖61
∣∣〈IF (hn − f ), v∗〉∣∣ 6 c ‖hn − f ‖L2(ρ) ,
it follows that IF hn → IF f in V ∗∗ and hence IF f ∈ V since V is closed in V ∗∗. Boundedness
of IF follows from (3.4). 
Remark 3.5. Note that inequality (3.4) gives the estimate
E
∣∣∣∣∫[0,T ]×B〈F(t, u), v∗〉M(dt, du)
∣∣∣∣2 = ∫[0,T ]×B〈F(t, u), v∗〉2ρ(dt, du)
= ∥∥〈F(·, ·), v∗〉∥∥2L2(ρ)
= sup
‖ f ‖L2(ρ)=1
(∫
[0,T ]×B
〈F(t, u), v∗〉 f (t, u)ρ(dt, du)
)2
6 c2
∥∥v∗∥∥2 .
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By means of the operator IF introduced in Lemma 3.4 we find an equivalent condition
guaranteeing the stochastic integrability of a function.
Theorem 3.6. Let F : [0, T ] × B → V be a V -weakly L2[(0, T ] × B, ρ) function. Then the
following are equivalent:
(a) F is stochastically integrable on [0, T ] × B with respect to M.
(b) IF is M-radonifying.
In this situation we have〈∫
[0,T ]×B
F(t, u)M(dt, du), v∗
〉
=
∞∑
n=1
γn〈IF fn, v∗〉 for every v∗ ∈ V ∗,
and an arbitrary orthonormal basis ( fn) ⊆ L2([0, T ] × B, ρ), where the γn are as in
Definition 3.2.
Proof. By Itoˆ’s isometry we obtain
N∑
n=1
γn〈IF fn, v∗〉 =
N∑
n=1
∫
[0,T ]×B
fn(t, u)M(dt, du)
×
∫
[0,T ]×B
〈F(s, v), v∗〉 fn(s, v)ρ(ds, dv)
=
∫
[0,T ]×B
N∑
n=1
〈〈F, v∗〉, fn〉L2(ρ) fn(t, u)M(dt, du)
→
∫
[0,T ]×B
〈F(t, u), v∗〉M(dt, du) in L2(Ω , P) for N →∞.
(b)⇒ (a): In this case the assumption yields
N∑
n=1
γn〈IF fn, v∗〉 → 〈Y, v∗〉 in L2(Ω , P)
for a V valued random variable Y . Consequently, the function F is stochastically integrable.
(a)⇒ (b): There exists a V valued random variable Y such that
〈Y, v∗〉 =
∫
[0,T ]×B
〈F(t, u), v∗〉M(dt, du)
for every v∗ ∈ V ∗ and therefore
〈Y, v∗〉 =
∞∑
n=1
γn〈v∗, IF fn〉 in L2(Ω , P),
which completes the proof. 
In Section 4 the next lemma will be useful in addition to Theorem 3.6.
Lemma 3.7. Let F : [0, T ]× B → V be a V -weakly L2([0, T ]× B, ρ) function and ( fn) be an
orthonormal basis of L2([0, T ] × B, ρ). If a V valued random variable Y exists such that
〈Y, v∗〉 =
∞∑
n=1
γn〈IF fn, v∗〉 in L2(Ω , P)
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for all v∗ in a sequentially weak* dense subspace of V ∗, then IF is M-radonifying and
Y =
∫
[0,T ]×B
F(t, u)M(dt, du) a.s.
Proof. The proof follows [18]. Let v∗ ∈ V ∗ and let (v∗m) be a sequence in V ∗ such that
v∗m converges weakly* to v∗ and 〈Y, v∗m〉 =
∑∞
n=1 γn〈IF fn, v∗m〉 a.s. for all m. The adjoint
operator I ∗F : V ∗ → L2([0, T ] × B, ρ) is continuous with respect to the weak* topologies,
so I ∗Fv∗m → I ∗Fv∗ weakly* and hence weakly in L2([0, T ] × B, ρ). Then there exist convex
combinations w∗m of v∗k with k > m such that ‖I ∗Fw∗m − I ∗Fv∗‖L2(ρ)→ 0 and w∗m → v∗ weakly*
in V ∗ as m →∞. Consequently, 〈Y, w∗m〉 → 〈Y, v∗〉 a.s. and
E
∣∣∣∣∣〈Y, w∗m〉 − ∞∑
n=1
γn〈IF fn, v∗〉
∣∣∣∣∣
2
= E
∣∣∣∣∣ ∞∑
n=1
γn〈IF fn, w∗m − v∗〉
∣∣∣∣∣
2
=
∞∑
n=1
〈IF fn, w∗m − v∗〉2
=
∞∑
n=1
〈 fn, I ∗F (w∗m − v∗)〉2 = ‖I ∗F (w∗m − v∗)‖2L2(ρ)→ 0.
For a subsequence we obtain 〈Y, w∗m`〉 →
∑∞
n=1 γn〈IF fn, v∗〉 a.s., so that 〈Y, v∗〉 =∑∞
n=1 γn〈IF fn, v∗〉 a.s. Thus IF is M-radonifying. 
4. Cauchy problem
In this section we apply our previous results to a stochastic Cauchy problem with respect to
a martingale valued measure M . In order to avoid technicalities we assume that the square mean
measure ρ is time-homogeneous, i.e. ρ(ds, du) = dsν(du) for a measure ν. We consider
dY (t) = AY (t)dt +
∫
B
G(u)M(dt, du), t ∈ [0, T ],
Y (0) = y0,
(4.1)
where A is the generator of a C0-semigroup (T (t))t>0 on V and G : B → V a function which
is V -weakly in L2([0, T ] × B, ρ). Here we interpret G also as a function on [0, T ] × B which
is constant in the first variable. The initial condition y0 is assumed to be an element of V . The
function G models the influence of the noise depending on its size. We use the set B in order to
include martingale valued measures which have a nonempty forbidden set; see the next section.
The paths of a solution turn out to have some regularity property.
Definition 4.1. A V valued process (X (t) : t > 0) is called weakly Bochner regular if for every
sequence (Hn)n∈N of functions Hn ∈ C([0, T ], V ∗) we have
sup
s∈[0,T ]
‖Hn(s)‖V ∗ → 0⇒
∫ T
0
∣∣〈X (s), Hnk (s)〉∣∣ ds → 0 a.s. for k →∞,
for a subsequence {Hnk }k∈N ⊆ {Hn}n∈N.
Note that if X has a.s. Bochner integrable paths on [0, T ] the process X is also weakly Bochner
regular.
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Definition 4.2. A V valued process (Y (t, y0))t∈[0,T ] is called a weak solution of (4.1) on [0, T ]
if it is weakly progressively measurable and weakly Bochner regular and for every v∗ ∈ D(A∗)
and t ∈ [0, T ] we have, almost surely,
〈Y (t, y0), v∗〉 = 〈y0, v∗〉 +
∫ t
0
〈Y (s, y0), A∗v∗〉 ds +
∫
[0,t]×B
〈G(u), v∗〉M(ds, du). (4.2)
Note that the condition on G yields the existence of the latter integral with respect to M .
Theorem 4.3. The following are equivalent:
(a) there exists a weak solution (Y (t, y0))t∈[0,T ] of (4.1) on [0, T ];
(b) the function (s, u) 7→ T (s)G(u) is stochastically integrable on [0, T ]× B with respect to M.
In this situation, the solution is represented by
Y (t, y0) = T (t)y0 +
∫
[0,t]×B
T (t − s)G(u)M(ds, du) for t ∈ [0, T ]
almost surely.
Proof. Due to the linearity of Eq. (4.1) we may assume y0 = 0 and we write Y (t) := Y (t, 0).
(a)⇒ (b): We begin to establish for f ∈ C1([0, T ]) the integration by parts formula∫ t
0
f ′(s)
∫
[0,s]×B
〈G(u), v∗〉M(dr, du) ds
= f (t)
∫
[0,t]×B
〈G(u), v∗〉M(dr, du)−
∫
[0,t]×B
〈G(u), f (s)v∗〉M(ds, du). (4.3)
For a simple function of the form G = g ⊗ 1C with C ∈ B(U ) ∩ B and g ∈ V we obtain∫ t
0
∫
[0,s]×B
〈G(u), f ′(s)v∗〉M(dr, du) ds
=
∫ t
0
〈g, f ′(s)v∗〉
∫
[0,s]×C
M(dr, du) ds
= M(t,C)〈g, f (t)v∗〉 −
∫
[0,t]×C
〈g, f (s)v∗〉M(ds, du)
= f (t)
∫
[0,t]×B
〈G(u), v∗〉M(dr, du)−
∫
[0,t]×B
〈G(u), f (s)v∗〉M(ds, du),
where we applied in the second to last line the integration by parts formula for Lebesgue–Stieltjes
integrals. This result can be generalized to an arbitrary V -weakly L2([0, T ] × B, ρ) function G
by approximation with simple functions. Next we can follow the lines in [18] and show that for
all v∗ ∈ D(A∗) we have, almost surely,
〈Y (t), v∗〉 =
∫
[0,t]×B
〈T (t − s)G(u), v∗〉M(ds, du). (4.4)
For that, let f ∈ C1([0, T ]) and v∗ ∈ D(A∗) and observe that integration by parts and Eq. (4.3)
yield ∫ t
0
f ′(s)〈Y (s), v∗〉 ds
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=
∫ t
0
f ′(s)
(∫ s
0
〈Y (r), A∗v∗〉dr
)
ds +
∫ t
0
f ′(s)
∫
[0,s]×B
〈G(u), v∗〉M(dr, du) ds
= f (t)
∫ t
0
〈Y (s), A∗v∗〉 ds −
∫ t
0
f (s)〈Y (s), A∗v∗〉 ds
+ f (t)
∫
[0,t]×B
〈G(u), v∗〉M(dr, du)−
∫
[0,t]×B
〈G(u), f (s)v∗〉M(ds, du).
By multiplying (4.2) with f (t) and putting F = f ⊗ v∗ we therefore obtain
〈Y (t), F(t)〉 =
∫ t
0
〈Y (s), F ′(s)+ A∗F(s)〉ds +
∫
[0,t]×B
〈G(u), F(s)〉M(ds, du). (4.5)
We can find a sequence Fn ∈ span{ f ⊗w∗ : f ∈ C1([0, t]), w∗ ∈ D(A∗)} such that Fn converges
to F := T ∗(t − ·)v∗ in C1([0, t], V ∗) ∩ C([0, t],D(A∗)). The weak Bochner regularity implies
that ∫ t
0
∣∣〈Y (s), F ′nk (s)+ A∗Fnk (s)〉∣∣ ds → 0 a.s. for k →∞, (4.6)
for some subsequence. For the second integral in (4.5) we have, for Hn := Fn − F ,
E
∣∣∣∣∫[0,t]×B〈G(u), Hn(s)〉M(ds, du)
∣∣∣∣2
=
∫
[0,t]×B
〈G(u), Hn(0)+
∫ s
0
H ′n(r)dr〉2ρ(ds, du)
6 2
∫
[0,t]×B
〈G(u), Hn(0)〉2ρ(ds, du)+ 2t
∫ t
0
∫
[r,t]×B
〈G(u), H ′n(r)〉2ρ(ds, du)dr
6 2c2 ‖Hn(0)‖2 + 2c2t
∫ t
0
∥∥H ′n(r)∥∥2 dr
→ 0 for n→∞, (4.7)
where we used in the last inequality the estimate in Remark 3.5. Together (4.6) and (4.7) imply
that (4.5) holds true for F , which results in equality (4.4). As in the proof of Theorem 3.6
it follows from (4.4) that 〈Y (t), v∗〉 = ∑∞n=1 γn〈v∗, IF fn〉 for all v∗ ∈ D(A∗), where
F(s, u) = T (t−s)G(u). Since D(A∗) is weak* sequentially dense in V ∗, Lemma 3.7 establishes
assertion (b).
(b)⇒ (a) As the function (s, u) 7→ T (t − s)G(u) is stochastically integrable we can define
Y (t) :=
∫
[0,t]×B
T (t − s)G(u)M(ds, du)
for all t ∈ [0, T ]. We start to verify that Y is weakly Bochner regular. For Hn ∈ C([0, T ], V ∗)
we have by Remark 3.5
E
(∫ T
0
|〈Y (t), Hn(t)〉| dt
)2
= E
(∫ T
0
∣∣∣∣∫[0,t]×B〈T (t − r)G(u), Hn(t)〉M(dr, du)
∣∣∣∣ dt)2
6 T
∫ T
0
∫
[0,t]×B
〈T (t − r)G(u), Hn(t)〉2ρ(dr, du)dt
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= T
∫ T
0
∫
[0,t]×B
〈T (r)G(u), Hn(t)〉2drν(du)dt
6 T
∫ T
0
c2 ‖Hn(t)‖2 dt,
which proves that Y is weakly Bochner regular.
By Fubini’s theorem we obtain∫ t
0
〈Y (s), A∗v∗〉ds =
∫ t
0
∫
[0,s]×B
〈T (s − v)G(u), A∗v∗〉M(dv, du)ds
=
∫
[0,t]×B
∫ t
v
〈T (s − v)G(u), A∗v∗〉 ds M(dv, du)
=
∫
[0,t]×B
〈G(u), T ∗(t − v)v∗ − v∗〉M(dv, du)
= 〈Y (t), v∗〉 −
∫
[0,t]×B
〈G(u), v∗〉M(dv, du).
The application of Fubini’s theorem is justified because∫ t
0
∫
[0,s]×B
(〈T (s − r)G(u), A∗v∗〉)2 drν(du) ds <∞. (4.8)
A proof of Fubini’s theorem for the special case of Poisson random measures can be found in
Theorem 5 in [3] which can be generalized easily to the case of martingale valued measures.
Finally, there is for each C ∈ B(U ) a modification of the martingale (M(t,C) : t > 0) with
ca`dla`g paths and thus, each of these martingales is measurable. Consequently, for each v∗ ∈ V ∗
the stochastic process (〈Y (t), v∗〉 : t > 0) is measurable and, thus, also progressively measurable
because it is also adapted; see [13]. 
5. Integration relative to Le´vy processes
By means of the stochastic integration with respect to martingale valued measures we can
define a stochastic integral for Banach space valued functions with respect to Le´vy processes in
Banach spaces. Such an integral for Wiener processes is contained in [18]. Therefore we will
focus on integration with respect to the ‘jumps’ of the Le´vy process and then combine the two
integrals in Section 7 after establishing a Le´vy–Itoˆ decomposition in Section 6.
Let (L(t) : t > 0) be a Le´vy process with values in a separable Banach space U and define
N (t,Λ) :=
∑
s∈[0,t]
1Λ(1L(s))
for every Λ ∈ B(U \ {0}) bounded from below. With the Le´vy measure ν(Λ) := E[N (1,Λ)] the
compensated Poisson random measure is defined by
N˜ (t,Λ) := N (t,Λ)− tν(Λ).
This defines a martingale valued measure on U with the forbidden set C = {0} and
E[N˜ (t,Λ)2] = tν(Λ); see Example 2.2. To keep our notation from the previous sections we
define ρ(dt, du) := dtν(du).
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Remark 5.1. Formally, a Le´vy measure on a Banach space is defined in the following way [11,
Section 5.4]. A symmetric, σ -finite measure µ on B(U \ {0}) is called a Le´vy measure if the
function
ϕ : U∗→ R, ϕ(u∗) = exp
(∫
U\{0}
(cos(〈u, u∗〉)− 1)µ(du)
)
is the characteristic function of a measure on B(U ). An arbitrary σ -finite measure µ is called a
Le´vy measure if µ+ µ¯ with µ¯(Λ) := µ(−Λ) is a Le´vy measure.
In contrast to the finite dimensional case, the condition∫
U\{0}
min{1, ‖u‖2}µ(du) <∞
is in general neither necessary nor sufficient for a σ -finite measure µ on B(U \ {0}) to be a Le´vy
measure; see [5,10]. To be precise, if and only if U is of cotype 2, this integral is finite for every
Le´vy measure.
For the measure ν defined above for a Le´vy process it can be proved that ν is a Le´vy measure
according to the above definition.
The integration with respect to N is defined as the Poisson integral∫
[0,T ]×B
F(t, u) N (dt, du) :=
∑
06s6T
F(s,1L(s))1B(1L(s))
for every measurable function F : [0, T ] × U → V and set B ∈ B(U ) bounded from below.
This integral is finite because the Le´vy process has ca`dla`g paths.
We proceed with the integration with respect to N˜ . For a function F : [0, T ] × B → V
with B ∈ B(U ) which is stochastically integrable with respect to N˜ we have introduced in
Definition 3.1 the integral∫
[0,T ]×B
F(t, u) N˜ (dt, du).
Note that only on sets B bounded from below is the Poisson random measure N˜ finite and, thus,
only in this case is the integral well defined according to our Definition 3.1. In a moment we
will extend the integration domain. For a Pettis integrable integrand, the stochastic integral with
respect to N˜ can be expressed using the Poisson integral.
Proposition 5.2. If B is a set in B(U ) bounded from below then every function F : [0, T ]×B →
V which is Pettis integrable with respect to ρ is stochastically integrable with respect to N˜ and
we have∫
[0,T ]×B
F(t, u) N˜ (dt, du) =
∫
[0,T ]×B
F(t, u) N (dt, du)−
∫
[0,T ]×B
F(t, u)dtν(du),
where the integrals on the right hand side are a Poisson and a Pettis integral, respectively.
Proof. Define Y to be the right hand side, which exists a.s. As both integrals commute with
functionals in V ∗, we obtain by [2, p.206]
〈Y, v∗〉 =
〈∫
[0,T ]×B
F(t, u)N (dt, du), v∗
〉
−
〈∫
[0,T ]×B
F(t, u)dtν(du), v∗
〉
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=
∫
[0,T ]×B
〈F(t, u), v∗〉 N (dt, du)−
∫
[0,T ]×B
〈F(t, u), v∗〉dtν(du)
=
∫
[0,T ]×B
〈F(t, u), v∗〉 N˜ (dt, du).
Therefore, F is stochastically integrable on [0, T ] × B and the required equality holds. 
For the pathwise decomposition and also for dealing with differential equations, we need the
stochastic integration on the set
D := {u ∈ U : 0 < ‖u‖ < 1},
which is not bounded from below. We extend the integral as follows. Let ( fn) be an orthonormal
basis of L2([0, T ] × D, ρ). As in the proof of [2, Thm. 2.4.11] one can verify that for
γn,k :=
∫
[0,T ]×Dk
fn(t, u) N˜ (dt, du)
and Dk := {u ∈ U : 1k 6 ‖u‖ < 1}, the sequence (γn,k)k∈N converges in L2(Ω , P) for k →∞.
We denote the limit by
γn :=
∫
[0,T ]×D
fn(t, u) N˜ (dt, du) := lim
k→∞
∫
[0,T ]×Dk
fn(t, u) N˜ (dt, du) in L2(Ω , P).
More generally, for every function f ∈ L2([0, T ] × D, ρ) we define∫
[0,T ]×D
f (t, u) N˜ (dt, du) := lim
k→∞
∫
[0,T ]×Dk
f (t, u) N˜ (dt, du) in L2(Ω , P). (5.1)
Now, because the integral with respect to N˜ on D is well defined for every real function
f ∈ L2([0, T ] × D, ρ) Definition 3.1 reads as before when replacing the set B by D. The
same applies to Definition 3.2 and also to the definition of the operator IF in Lemma 3.4.
Summarizing, for a V -weakly L2([0, T ] × D, ρ) function F : [0, T ] × D → V the operator
IF is N˜ -radonifying for the set D if there exists an orthonormal basis ( fn) ⊆ L2([0, T ] × D, ρ)
and a V valued random variable Y such that
〈Y, v∗〉 =
∞∑
n=1
γn〈IF fn, v∗〉 in L2(Ω , P) for all v∗ ∈ V ∗, (5.2)
where γn :=
∫
[0,T ]×D fn(t, u) N˜ (dt, du).
Furthermore, Theorem 3.6 may be formulated analogously for the set D. Indeed, as for every
function f ∈ L2([0, T ] × D, ρ) we have
E
∣∣∣∣∫[0,T ]×D f (t, u) N˜ (dt, du)
∣∣∣∣2 = limk→∞ E
∣∣∣∣∫[0,T ]×Dk f (t, u)N˜ (dt, du)
∣∣∣∣2
=
∫
[0,T ]×D
| f (t, u)|2 ρ(dt, du),
and it follows also here that
N∑
n=1
γn〈v∗, IF fn〉 =
∫
[0,T ]×D
N∑
n=1
〈〈F, v∗〉, fn〉L2(ρ) fn(t, u)N˜ (dt, du)
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→
∫
[0,T ]×D
〈F(t, u), v∗〉N˜ (dt, du) for N →∞ in L2(Ω , P).
Hence, the proof can be completed as in Theorem 3.6. In addition, a stochastically integrable
function F : [0, T ] × D→ V satisfies〈∫
[0,T ]×D
F(t, u) N˜ (dt, du), v∗
〉
=
∫
[0,T ]×D
〈F(t, u), v∗, 〉N˜ (t, du)
= lim
k→∞
∫
[0,T ]×Dk
〈F(t, u), v∗〉 N˜ (t, du) in L2(Ω , P).
6. Le´vy–Itoˆ decomposition
In this section we apply our previous results to obtain a pathwise decomposition of the Le´vy
process. For this purpose, let V = U . We are led to consider the stochastic integrability of the
function IdD : D → U , IdD(u) = u. If the function IdD is stochastically integrable we define
for simplicity∫
D
u N˜ (t, du) :=
∫
[0,T ]×D
uN˜ (dt, du)
and use analogous notation for the Poisson integral with respect to N . The condition that IdD is
U -weakly in L2([0, T ] × D, ρ) is satisfied according to Proposition 5.4.5 in Linde [11], which
asserts
sup
‖u∗‖61
∫
D
〈u, u∗〉2ν(du) <∞. (6.1)
Moreover, we even have stochastic integrability of IdD .
Proposition 6.1. The function IdD is stochastically integrable with respect to N˜ .
Proof. We follow here arguments in [10]. Let t > 0 be fixed. The Poisson integral
Jn(t) :=
∫
Dn
uN (t, du) =
∑
s∈[0,t]
1L(s)1Dn (1L(s))
for Dn = {u ∈ U : 1n 6 ‖u‖ < 1} is a random variable with the compound Poisson distribution
PJn(t)(Λ) = e−tν(Dn)
∞∑
k=0
tk
k!ν
∗k(Λ ∩ Dn) for all Λ ∈ B(U ).
By Proposition 5.2 the random variables
In(t) :=
∫
Dn
uN˜ (t, du) =
∫
Dn
uN (t, du)− t
∫
Dn
uν(du)
are well defined for all n ∈ N and have the distributions
PIn(t) = PJn(t) ∗ δxn with xn := −t
∫
Dn
uν(du)
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and the characteristic functions
ϕIn(t)(u
∗) = E
[
ei〈In(t),u∗〉
]
= exp
(
t
∫
Dn
K (u, u∗)ν(du)
)
for u∗ ∈ U∗,
where K (u, u∗) := exp (i〈u, u∗〉) − 1 − i〈u, u∗〉 [11, Rem. below Thm. 5.3.11]. By [11, Cor.
5.4.6] the sequence {PIn(t) : n ∈ N} is tight and because the characteristic functions ϕIn(t)(u∗)
are convergent for every u∗ ∈ U∗ by [11, Proof of Thm. 5.4.8] it follows by [11, Prop. 1.8.2]
that the laws of In(t) converge weakly to a probability measure on U . Since In(t) equals the
sum of the mutually independent random variables
∫
Dn\Dn−1 u N (t, du)− t
∫
Dn\Dn−1 uν(du) the
Itoˆ–Nisio Theorem [20, Thm. V.2.3] implies that In(t) converges a.s. to a random variable I (t).
Consequently, we have for all u∗ ∈ U∗
〈In(t), u∗〉 → 〈I (t), u∗〉 a.s.
But on the other hand, we have
〈In(t), u∗〉 =
∫
Dn
〈u, u∗〉 N˜ (t, du)→
∫
D
〈u, u∗〉 N˜ (t, du) in L2(Ω , P),
due to (6.1). Therefore, we obtain
〈I (t), u∗〉 =
∫
D
〈u, u∗〉 N˜ (t, du) a.s. for all u∗ ∈ U∗,
which shows the stochastic integrability of IdD . 
A Le´vy process L = (L(t) : t > 0) is said to have jumps bounded by a constant c > 0 if
sup
t>0
‖1L(t)‖ 6 c.
A Le´vy process L with bounded jumps is called centered if E[L(t)] = 0 for all t > 0.
Proposition 6.2. If L := (L(t) : t > 0) is a centered Le´vy process with jumps bounded by 1
then there is a version (I (t) : t > 0) of∫
[0,T ]×D
u N˜ (ds, du)
which has the following properties:
(a) I := (I (t) : t > 0) is a Le´vy process.
(b) B(t) := L(t)− I (t) defines a Wiener process B := (B(t) : t > 0) on U.
(c) I and B are independent.
Proof. Let us first fix u∗ ∈ U∗ with ‖u∗‖ = 1. As Lu∗(t) := 〈L(t), u∗〉 defines a Le´vy process
the Le´vy–Itoˆ decomposition for finite dimensional processes [2, Thm. 2.4.16] yields
Lu∗(t) = au∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×(−1,0)∪(0,1)
β N˜u∗(ds, dβ)
+
∫
[0,t]×(−∞,−1]∪[1,∞)
βNu∗(ds, dβ),
where au∗ ∈ R, σ 2u∗ ∈ R+, Bu∗ is a standard real valued Wiener process and Nu∗ is a Poisson
random measure and N˜u∗ its compensated Poisson random measure.
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For C ∈ B(R \ {0}) one obtains
Nu∗(t,C) = ∑
06s6t
1C (1Lu∗(s))
= ∑
06s6t
1C (〈1L(s), u∗〉)
= ∑
06s6t
1(u∗)−1(C)(1L(s))
= N (t, (u∗)−1(C)),
which allows us to conclude that
Lu∗(t) = αu∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×(−1,0)∪(0,1)
β N˜u∗(ds, dβ)
+
∫
[0,t]×(−∞,−1]∪[1,∞)
β Nu∗(ds, dβ)
= αu∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×Du∗
〈u, u∗〉 N˜ (ds, du)
+
∫
[0,t]×Dcu∗\{0}
〈u, u∗〉N (ds, du)
with Du∗ := {u ∈ U : 0 < |〈u, u∗〉| < 1}. Because Dcu∗ \ {0} ⊆ Dc and the support of N (s, ·) is
in D for all s > 0 we have also supp N˜ (s, ·) ⊆ D and
Lu∗(t) = αu∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×Du∗
〈u, u∗〉N˜ (ds, du)
= αu∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×D
〈u, u∗〉N˜ (ds, du)+
∫
[0,t]×Du∗\D
〈u, u∗〉 N˜ (ds, du)
= αu∗ t + σ 2u∗Bu∗(t)+
∫
[0,t]×D
〈u, u∗〉 N˜ (ds, du).
The constant αu∗ can be calculated from the scalar decomposition in the following way:
αu∗ = −E
[∫
|β|>1
β Nu∗(1, dβ)
]
= −E
[∫
Dcu∗\{0}
〈u, u∗〉 N (1, du)
]
= 0,
which yields
Lu∗(t) = σ 2u∗Bu∗(t)+
∫
[0,t]×D
〈u, u∗〉N˜ (ds, du).
The same representation follows for arbitrary u∗ ∈ U∗ by means of considering u∗/ ‖u∗‖.
Consequently, we obtain for all u∗ ∈ U∗,
〈B(t), u∗〉 = 〈L(t)− I (t), u∗〉 = σ 2u∗Bu∗(t),
where (Bu∗(t) : t > 0) is a real valued Wiener process. Hence B is a Gaussian process.
By applying the two-dimensional Le´vy–Itoˆ decomposition to ((〈L(t), u∗〉, 〈L(t), v∗〉) :
t > 0) we obtain that Bu∗ is the first component of a two-dimensional Gaussian process
((Bu∗(t), Bv∗(t)) : t > 0) with independent increments. In particular, for all u∗, v∗ ∈ U∗ and all
0 6 s 6 t the random variables 〈B(s), u∗〉 and 〈B(t) − B(s), v∗〉 are independent. Therefore,
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the σ -algebras generated by {〈B(s), u∗〉 : u∗ ∈ U∗} and {〈B(t) − B(s), u∗〉 : u∗ ∈ U∗} are
independent for all 0 6 s 6 t , which yields the independence of the increments of B as these
σ -algebras coincide with the σ -algebras generated by B(s) and B(t) − B(s), respectively. Now
we can choose a continuous version of B, which has thus been identified as a Wiener process
with values in U .
In the same way one verifies that I is a stochastic process with independent, stationary
increments. Because the process L has ca`dla`g paths and B has continuous paths, I has also a
version with ca`dla`g paths which is therefore a Le´vy process.
Applying the decomposition for the two-dimensional Le´vy process ((〈L(t), u∗〉, 〈L(t), v∗〉) :
t > 0) for some u∗, v∗ ∈ U∗ yields that 〈I, u∗〉 and 〈L − I, v∗〉 and therefore I and L − I are
independent. 
In the sequel we will choose the version of
∫
[0,T ]×D uN˜ (t, du) which has ca`dla`g paths.
Theorem 6.3. For every Le´vy process (L(t) : t > 0) there exist a constant b ∈ U and a Wiener
process B := (B(t) : t > 0) with values in U such that
L(t) = bt + B(t)+
∫
D
u N˜ (t, du)+
∫
‖u‖>1
uN (t, du) for all t > 0 a.s.,
where the first integral is the stochastic integral with respect to N˜ .
Moreover, the Wiener process B and (N (t) : t > 0) are independent.
Proof. We define the random variable
Y (t) :=
∫
[0,t]×{u: ‖u‖>1}
u N (ds, du) for t > 0.
Then
Z(t) := L(t)− Y (t)− E[L(t)− Y (t)] = L(t)− Y (t)− t E[L(1)− Y (1)] for t > 0
defines a centered Le´vy process (Z(t) : t > 0) with jumps bounded by 1.
As the compensated Poisson random measure of Z coincides with N˜ on the set D,
Proposition 6.2 implies that
B(t) := Z(t)−
∫
[0,t]×D
uN˜ (ds, du)
defines a Wiener process (B(t) : t > 0) with values in U .
The independence of B and N can be proved as in the proof of Proposition 6.2 by the
analogous result for finite dimensional Le´vy processes and by using the fact that in separable
Banach spaces the Borel σ -algebra coincides with the cylindrical σ -algebra. 
7. Cauchy problem driven by a Le´vy process
For analyzing stochastic differential equations driven by Le´vy processes with values in a
separable Banach space U , the pathwise decomposition of Theorem 6.3 allows us to consider
random perturbations which differ in the continuous and jump parts of the Le´vy process. Thus
we assume for a given Le´vy process L = (L(t) : t > 0) the decomposition
L(t) = bt + B(t)+
∫
D
u N˜ (t, du)+
∫
‖u‖>1
u N (t, du),
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where b is a constant in U , (B(t) : t > 0) is a Wiener process with values in U and (N (t) : t > 0)
is the associated Poisson process with the compensated Poisson random measure N˜ . The measure
ρ denotes as before the mean square measure of N˜ .
We consider stochastic differential equations on a separable Banach space V driven by the
Le´vy process L = (L(t) : t > 0) of the following form for t ∈ [0, T ]:
dY (t) = AY (t)dt + FdB(t)+
∫
D
G(u) N˜ (dt, du)+
∫
‖u‖>1
H(u)N (dt, du)
Y (0) = y0.
(7.1)
Here A is the generator of a C0 semigroup (T (t))t>0 on V and F : U → V is a linear bounded
operator and the initial condition y0 is in V . The function G : U → V is assumed to be V -weakly
in L2([0, T ] × D, ρ) and H : U → V is assumed to be Borel measurable. Both functions are
interpreted as before as functions on [0, T ] × B which are constant in the first variable.
Definition 7.1. A V valued process (Y (t, y0))t∈[0,T ] is called a weak solution of (7.1) on [0, T ]
if it is weakly progressively measurable and weakly Bochner regular and for every v∗ ∈ D(A∗)
and t ∈ [0, T ] we have, almost surely,
〈Y (t, y0), v∗〉 = 〈y0, v∗〉 +
∫ t
0
〈Y (s, y0), A∗v∗〉 ds + 〈F B(t), v∗〉
+
∫
[0,t]×D
〈G(u), v∗〉 N˜ (ds, du)+
∫
[0,t]×{u: ‖u‖>1}
〈H(u), v∗〉 N (ds, du). (7.2)
In the following theorem we derive a representation of the solution of (7.1). The Gaussian part
of the Le´vy process L gives rise to a stochastic integral with respect to the Banach space valued
Wiener process (B(t) : t > 0). This integral is to be understood in the sense of van Neerven and
Weis in [18] to which we refer here.
Theorem 7.2. The following are equivalent:
(a) there exists a weak solution (Y (t, y0))t∈[0,T ] of (7.1) on [0, T ];
(b) the function t 7→ T (t)F is stochastically integrable with respect to B and the function
(t, u) 7→ T (t)G(u) is stochastically integrable on [0, T ] × D with respect to N˜ .
In this situation, the solution is represented by
Y (t, y0) = T (t)y0 +
∫ t
0
T (t − s)F B(ds)
+
∫
[0,t]×D
T (t − s)G(u) N˜ (ds, du)+
∫
[0,t]×{u: ‖u‖>1}
T (t − s)H(u) N (ds, du)
almost surely for all t ∈ [0, T ].
Proof. By linearity we may assume y0 = 0.
(a)⇒ (b): The integration by parts formula (4.3) can be extended to the set D and therefore
may be applied to N˜ . Hence∫ t
0
f ′(s)
∫
[0,s]×D
〈G(u), v∗〉 N˜ (dr, du)ds
= f (t)
∫
[0,t]×D
〈G(u), v∗〉N˜ (dr, du)−
∫
[0,t]×D
〈G(u), f (s)v∗〉 N˜ (ds, du),
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and we can read off a similar formula from [18] for B∫ t
0
f ′(s)〈F B(s), v∗〉 ds = f (t)〈F B(t), v∗〉 −
∫ t
0
〈F B(ds), f (s)v∗〉
for f ∈ C1([0, T ],R). Similarly, for the Poisson integral we obtain for H : U → V Borel
measurable that∫ t
0
f ′(s)
∫
[0,s]×{u:‖u‖>1}
〈H(u), v∗〉N (dr, du) ds
=
∫ t
0
f ′(s)
∑
06r6t
〈H(1L(r)), v∗〉1{u: ‖u‖>1}(1L(r))1[0,s](r)ds
=
∑
06r6t
1{u:‖u‖>1}(1L(r))
∫ t
r
〈H(1L(r)), f ′(s)v∗〉 ds
=
∑
06r6t
1{u:‖u‖>1}(1L(r))(〈H(1L(r)), f (t)v∗〉 − 〈H(1L(r)), f (r)v∗〉)
= f (t)
∫
[0,t]×{u:‖u‖>1}
〈H(u), v∗〉 N (dr, du)
−
∫
[0,t]×{u:‖u‖>1}
〈H(u), f (s)v∗〉 N (ds, du).
Thus we can proceed as in the proof of Theorem 4.3 to obtain
〈Y (t), v∗〉 =
∫ t
0
〈T (t − s)F B(ds), v∗〉 +
∫
[0,t]×D
〈T (t − s)G(u), v∗〉 N˜ (ds, du)
+
∫
[0,t]×{u: ‖u‖>1}
〈T (t − s)H(u), v∗〉 N (ds, du) (7.3)
for all v∗ ∈ D(A∗). The first integral defines by
Z : V ∗→ L2(Ω , P), Z(v∗) :=
∫ t
0
〈T (t − s)F B(ds), v∗〉
a cylindrical random variable which induces a symmetric cylindrical measure. The first integral
is independent of the other integral terms in (7.3) by Theorem 6.3 and therefore it follows from
Proposition 3.4 in [20, Ch. VI] that this cylindrical measure can be extended to a Radon measure
on B(U ). Consequently, the cylindrical random variable Z is induced by a random variable
Y : Ω → V (see [20, Thm. VI.3.1]) which yields that s 7→ T (t− s)F is stochastically integrable
with respect to the Wiener process B. Eq. (7.3) implies that s 7→ T (t − s)G(u) is stochastically
integrable with respect to N˜ .
(b) ⇒ (a) The argument in the proof of Theorem 4.3 can be generalized to this situation.

Example 7.3. Heat equation with Le´vy noise. Let d ∈ N and letO be a nonempty bounded open
subset of Rd . Consider the heat equation on O with Dirichlet boundary conditions,
dy(t, x) = 1u(t, x)dt + σ(x)dL(t), (t, x) ∈ [0,∞)×O,
y(t, x) = 0, (t, x) ∈ [0,∞)× ∂O,
y(0, x) = y0(x), x ∈ O,
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where σ, y0:O → R are given, and where (L(t) : t > 0) is a Le´vy process in R. Let
p > 2, take V = L p(O), and assume σ, y0 ∈ L p(O). The Laplace operator 1 with Dirichlet
boundary conditions generates a strongly continuous semigroup (T (t))t>0 on V with generator
A, which has domain W 1,p0 (O) [22, Section 5.10]. More generally, we can consider a Le´vy
process L = (L i )i∈N in U = `2, where `2 denotes the space of square summable real sequences.
Let σi ∈ L p(O), i ∈ N, and consider
dy(t, x) = 1u(t, x)dt +
∞∑
i=1
αiσi (x)dL i (t), (t, x) ∈ [0,∞)×O, (7.4)
with Dirichlet boundary conditions and initial condition y0 ∈ L p(O). Here αi ∈ R are such that
(αi‖σi‖L p )i∈N ∈ `2.
Consider the Le´vy–Itoˆ decomposition of L as in Theorem 6.3. The maps F,G, H : U → V
defined by F(u) = G(u) = H(u) = ∑i αi uiσi for u = (ui )i∈N ∈ `2 are Borel and (7.4) leads
to
dY (t) = (AY (t)+ b)dt + FdB(t)+
∫
D
G(u)N˜ (dt, du)+
∫
‖u‖>1
H(u) N (dt, du). (7.5)
Due to [18, Theorem 4.7] the function T (·)F(·) is stochastically integrable with respect to B.
If we assume that G is Bochner integrable with respect to ν on D, then (t, u) 7→ T (t)G(u) is
stochastically integrable with respect to N˜ . Indeed, for m > n and Dm,n := [0, T ] × (Dn \ Dm)
Proposition 5.2 yields that
E
∥∥∥∥∥
∫
Dm,n
T (s)G(u) N˜ (ds, du)
∥∥∥∥∥
2
6 2E
∥∥∥∥∥
∫
Dm,n
T (s)G(u)N (ds, du)
∥∥∥∥∥
2
+ 2
∥∥∥∥∥
∫
Dm,n
T (s)G(u)ρ(ds, du)
∥∥∥∥∥
2
6 2E
(∫
Dm,n
‖T (s)G(u)‖N (ds, du)
)2
+ 2
(∫
Dm,n
‖T (s)G(u)‖ρ(ds, du)
)2
6 2E
(
‖T (s)G(u)‖ N˜ (ds, du)−
∫
Dm,n
‖T (s)G(u)‖ρ(ds, du)
)2
+ 2
(∫
Dm,n
‖T (s)G(u)‖ρ(ds, du)
)2
6 4M
∫
Dm,n
‖G(u)‖2ρ(ds, du)+ 6M
(∫
Dm,n
‖G(u)‖ρ(ds, du)
)2
,
where M = sups∈[0,T ] ‖T (s)‖2. Hence
Y (t) := lim
n→∞
∫
[0,t]×Dn
T (s)G(u) N˜ (ds, du)
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exists in the Bochner space L2(Ω , V ), since
∫
D ‖u‖2ν(du) <∞ by [5]. Then by (5.1),∫
[0,t]×D
〈T (s)G(u), v∗〉 N˜ (ds, du) = 〈Y (t), v∗〉 a.s.
It follows from Theorem 7.2 that there exists a weak solution of (7.5) and therefore of (7.4).
A typical choice of σi would be an orthonormal basis in L2(O) consisting of eigenfunctions of
1. If d 6 2 or p 6 2d/(d − 2), then the Sobolev embedding theorem yields that W 1,20 (O) is
contained in L p(O) and
‖w‖L p 6 C‖w‖W 1,2 for all w ∈ W 1,20 (O),
for some constant C . If −λi are the corresponding eigenvalues, then
‖σi‖L p 6 C‖σi‖W 1,2 = C
(∫
O
σ 2i +∇σi · ∇σi dx
)1/2
C
√
1+ λi .
According to Weyl’s theorem,
lim
n→∞
1
n
λ
d/2
n =
(4pi)d/2Γ ( d2 + 1)
|O| ,
from which an appropriate choice of αi can be computed.
Acknowledgements
The authors would like to thank D. Applebaum for his assistance in improving the article.
Special thanks go to the referee for an extremely careful reading.
O. van Gaans acknowledges financial support by a “Vidi subsidie” (639.032.510) of the
Netherlands Organisation for Scientific Research (NWO).
References
[1] S. Albeverio, B. Ru¨diger, The Le´vy–Itoˆ decomposition theorem on separable Banach spaces, Stoch. Anal. Appl. 23
(2) (2005) 217–253.
[2] D. Applebaum, Le´vy Processes and Stochastic Calculus, Cambridge University Press, Cambridge, 2004.
[3] D. Applebaum, Martingale-valued measures, Ornstein–Uhlenbeck processes with jumps and operator self-
decomposability in Hilbert space, in: Se´minaire de Probabilite´s 39, in: Lecture Notes in Mathematics, vol. 1874,
Springer-Verlag, Berlin, 2006, pp. 171–196.
[4] D. Applebaum, Le´vy processes and stochastic integrals in Banach spaces, Probab. Math. Statist. 27 (2007) 75–88.
[5] A.P. Araujo, E. Gine´, The Central Limit Theorem for Real and Banach Valued Random Variables, John Wiley &
Sons, Chichester, 1980.
[6] V.I. Bogachev, Gaussian Measures, American Mathematical Society, Providence, RI, 1998.
[7] Z. Brzezniak, J.M.A.M. van Neerven, Stochastic convolution in separable Banach spaces and the stochastic linear
Cauchy problem, Stud. Math. 143 (1) (2000) 43–74.
[8] R.A. Carmona, M.R. Teranchi, Interest Rate Models: An Infinite Dimensional Stochastic Analysis Approach,
Springer-Verlag, Berlin, 2006.
[9] G. Da Prato, J. Zabczyk, Stochastic Equations in Infinite Dimensions, Cambridge University Press, 1992.
[10] E. Dettweiler, Banach space valued processes with independent increments and stochastic integration,
in: Probability in Banach Spaces IV (Oberwolfach 1982), in: Lecture Notes in Mathematics, vol. 990, Springer-
Verlag, Berlin, 1983, pp. 54–83.
[11] W. Linde, Infinitely Divisible and Stable Measures on Banach Spaces, BSB B. G. Teubner Verlagsgesellschaft,
Leipzig, 1983.
[12] R.E. Megginson, An Introduction to Banach Space Theory, in: GTM, vol. 183, Springer-Verlag, New York, 1998.
1974 M. Riedle, O. van Gaans / Stochastic Processes and their Applications 119 (2009) 1952–1974
[13] P.A. Meyer, Probability and Potentials, Blaisdell Publishing Company, Waltham, 1966.
[14] S. Peszat, J. Zabczyk, Stochastic Partial Differential Equations with Le´vy Noise, Cambridge University Press,
Cambridge, 2007.
[15] B.J. Pettis, On integration in vector spaces, Trans. Amer. Math. Soc. 44 (1938) 277–304.
[16] J. Rosin´ski, Bilinear random integrals, Diss. Math. 259 (1987) 5–71.
[17] J. Rosin´ski, Z. Suchanecki, On the space of vector-valued functions integrable with respect to the white noise,
Colloq. Math. 43 (1980) 183–201.
[18] J.M.A.M. van Neerven, L. Weis, Stochastic integration of functions with values in a Banach space, Studia Math.
166 (2) (2005) 131–170.
[19] J.M.A.M. van Neerven, M.C. Veraar, L. Weis, Stochastic integration in UMD Banach spaces, Ann. Probab. 35 (4)
(2007) 1438–1478.
[20] N.N. Vakhania, V.I. Tarieladze, S.A. Chobanyan, Probability Distributions in Banach Spaces, D. Reidel Publishing
Company, Dordrecht, 1987.
[21] J.B. Walsh, An introduction to stochastic partial differential equations, in: E´cole d’e´te´ de probabilite´s de St. Flour
XIV-1984, in: Lecture Notes in Mathematics, vol. 1180, Springer-Verlag, Berlin, 1986, pp. 266–439.
[22] E. Zeidler, Applied Functional Analysis, Applications to Mathematical Physics, Springer-Verlag, New York, 1995.
