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(57) ABSTRACT 
A network may include a plurality of nodes forming a first 
layer and a sub-set of the plurality of nodes forming a second 
layer. The first layer may follow a first routing objective in 
routing traffic, and the second layer may develop constraints 
based on the first routing objective and follow a second rout-
ing objective within the developed constraints in routing traf-
fic. In another network, the second layer may follow a second 
routing objective in routing traffic, and the first layer may 
develop constraints based on the second routing objective and 
follow a first routing objective within the developed con-
straints in routing traffic. 
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According to an example embodiment, a method may 
include developing constraints on a first routing objective 
based on a second routing objective. Traffic may be routed, by 
a plurality of nodes forming a first network layer, according to 
the first routing objective and the developed constraints. Traf-
fic may be routed, by a sub-set of the plurality of nodes 
forming a second network layer, according to the second 
routing objective. 
According to an example embodiment, a method may 
Example embodiments are related to systems and/or meth-
ods for network routing, and for example, to systems and/or 
methods for improving routing performance of native and 
overlay layers of a network. 
2. Background 
Overlay networks, i.e., overlay layers, have recently gained 
attention as a viable alternative to overcome functionality 
limitations (e.g., lack of quality of service (QoS), difficulty in 
geo-positioning, multicast support, etc.) of the Internet. The 
basic idea of overlay layers is to form a virtual network on top 
of the physical network so that overlay nodes may be custom-
ized to incorporate more complex functionality without 
modifying native routers. A conventional routing method for 
an overlay layer is designed to sense the characteristics of an 
underlying native network, i.e. native layer, and dynamically 
adapt the overlay layer's routing tables in a selfish manner to 
the characteristics of the underlying native network to offer 
enhanced routing performance to the overlay layer's traffic. 
10 include providing a plurality of nodes configured to form a 
first layer and a sub-set of the plurality of nodes configured to 
form second layer. The first layer may follow a first routing 
objective in routing traffic. The second layer may develop 
constraints based on the first routing objective and follow a 
15 second routing objective within the developed constraints in 
routing traffic. 
According to an example embodiment, a method may 
include providing a plurality of nodes configured to form a 
first layer and a sub-set of the plurality of nodes configured to 
20 form a second layer. The first layer may follow a first routing 
objective in routing traffic. The second layer may follow a 
second routing objective in routing traffic. The first layer may 
develop constraints based on the second routing objective and 
follow the first routing objective within the developed con-
However, in a resource constrained world, where the native 
layer performs traffic engineering (TE), the selfish behavior 
25 strain ts in routing traffic. 
of the overlay layer in making routing decisions may cause 
problems in a network, for example, poorer network perfor-
mance (e.g., higher delay, higher jitter, lower throughput), 
traffic route oscillations, increased routing cost, and resource 30 
starvation. Instability and sub-optimality is exacerbated if 
there is a conflict in objective between the overlay layer and 
the native layer. For example, a conflict may occur between 
conventional overlay routing aiming to minimize latency 
between the nodes of the overlay layer and conventional 35 
traffic engineering aiming to balance load in the underlying 
native layer. 
BRIEF DESCRIPTION OF THE DRAWINGS 
The above and/or other aspects and advantages will 
become more apparent and more readily appreciated from the 
following detailed description of example embodiments 
taken in conjunction with the accompanying drawings of 
which: 
FIG. 1 is an example topology of a system including a 
native layer and an overlay layer; 
FIG. 2 is flow chart illustrating a method for network 
routing in which an overlay layer is a leader according to an 
example embodiment; and 
SUMMARY 
Example embodiments may provide systems and/or meth-
ods in which an overlay layer or a native layer of a network 
uses a proactive routing strategy to better achieve routing 
goals. 
FIG. 3 is flow chart illustrating a method for network 
40 routing in which a native layer is a leader according to an 
example embodiment. 
According to an example embodiment, a network may 45 
include a plurality of nodes forming a first layer and a sub-set 
of the plurality of nodes forming a second layer. The first layer 
may follow a first routing objective in routing traffic. The 
second layer may develop constraints based on the first rout-
ing objective and follow a second routing objective within the 50 
developed constraints in routing traffic. 
According to an example embodiment, a network may 
include a plurality of nodes forming a first layer and a sub-set 
of the plurality of nodes forming a second layer. The first layer 
may follow a first routing objective in routing traffic. The 55 
second layer may follow a second routing objective in routing 
traffic. The first layer may develop constraints based on the 
second routing objective and follow the first routing objective 
within the developed constraints in routing traffic. 
According to an example embodiment, a method may 60 
include routing traffic, by a plurality of nodes forming a first 
network layer, according to a first routing objective. Con-
straints on a second routing objective based on the first rout-
ing objective may be developed. Traffic may be routed, by a 
sub-set of the plurality of nodes forming a second network 65 
layer, according to the second routing objective and the devel-
oped constraints. 
DETAILED DESCRIPTION OF EXAMPLE 
EMBODIMENTS 
Example embodiments will now be described more fully 
hereinafter with reference to the accompanying drawings. 
Embodiments may, however, be in many different forms and 
should not be construed as being limited to the example 
embodiments set forth herein. Rather, these example embodi-
ments are provided so that this disclosure will be thorough 
and complete, and will fully convey the scope to those skilled 
in the art. 
It will be understood that, although the terms first, second, 
third, etc. may be used herein to describe various elements, 
components, regions, layers and/or sections, these elements, 
components, regions, layers and/or sections should not be 
limited by these terms. These terms are only used to distin-
guish one element, component, region, layer or section from 
another element, component, region, layer or section. Thus, a 
first element, component, region, layer or section discussed 
below could be termed a second element, component, region, 
layer or section without departing from the teachings of the 
example embodiments. 
The terminology used herein is for the purpose of describ-
ing particular example embodiments only and is not intended 
to be limiting. As used herein, the singular forms "a," "an" and 
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"the" are intended to include the plural forms as well, unless 
the context clearly indicates otherwise. It will be further 
understood that the terms "comprises" and/or "comprising," 
when used in this specification, specify the presence of stated 
features, integers, steps, operations, elements, and/or compo-
nents, but do not preclude the presence or addition of one or 
more other features, integers, steps, operations, elements, 
and/or components. 
Unless otherwise defined, all terms (including technical 
and scientific terms) used herein have the same meaning as 
commonly understood by one of ordinary skill in the art to 
which example embodiments belong. It will be further under-
stood that terms, such as those defined in commonly used 
dictionaries, should be interpreted as having a meaning that is 
consistent with their meaning in the context of the relevant art 
and will not be interpreted in an idealized or overly formal 
sense unless expressly so defined herein. 
Reference will now be made to example embodiments, 
which are illustrated in the accompanying drawings, wherein 
like reference numerals refer to the like components through-
out. 
FIG. 1 is an example topology of a network including a 
native layer and an overlay layer. 
Referring to FIG. 1, a native layer may include each node 
of a plurality of nodes 10 in the network 100, and/or an 
overlay layer may include a sub-set of the plurality of nodes 
10 in the network 100, i.e., a sub-set of the plurality of nodes 
10 in the native layer. The native layer may employ traffic 
engineering in routing traffic, and/or the overlay layer may 
employ overlay routing in routing traffic. 
4 
traffic engineering may try to ensure that link utilization stays 
below the capacity limit and that link utilization on all links is 
kept lower. 
If the goal of traffic engineering is to minimize an overall 
cost of the network, a cost o( a) of an individual link a may be 
modeled using a piecewise-linear, increasing convex func-
tion. 
If the goal of traffic engineering is to minimize the maxi-
mum link utilization in the network, a utilization of an indi-
10 vidual link a is defined as the ratio between a cumulative load 
Xa in the link and a capacity Ca of the link. For example, a link 
may have a capacity limit which is the maximum amount of 
traffic a link may carry. 
Traffic engineering may be implemented by means of 
15 multi-protocol label switching (MPLS), where the traffic 
between two nodes is partitioned and transported over one or 
more pre-configured tunnels. Another way of implementing 
traffic engineering is by means of the open shortest path 
first/intermediate system to intermediate system (OSPF/ 
20 ISIS) protocol, where interior gateway protocol (IGP) link 
metrics are optimized to approximate a solution of multi-
protocol label switching traffic engineering (MPLS-TE). 
Because MPLS achieves a more optimal traffic engineering 
objective, MPLS is used as an example method when describ-
25 ing the interaction between conventional overlay routing and 
conventional traffic engineering below. 
The native layer may be modeled as a directed graph G=(V, 
E), where Vis the set of nodes in the native layer and Eis the 
set of directed links with finite capacity constraints in the 
30 native layer. The latency of each physical link, i.e., each 
native link, may be the sum of a propagation delay and a 
queuing delay for the native link. Queuing delay may be 
negligible in comparison to the propagation delay or queuing 
delay may be non-negligible in comparison to the propaga-
Traffic engineering is a crucial procedure in modern inter-
net service provider ISP networks to balance load and remove 
bottlenecks. Traffic engineering may use estimated traffic 
demand matrixes to derive sets of routes that achieve a spe-
cific load-balancing objective. For example, the estimated 
traffic demand matrix, e.g., a snapshot of the traffic demand, 
may be the amount of traffic that is expected to be put onto the 
network. The estimated traffic demand matrix may be what is 
used by traffic engineering to determine the amount of traffic 
that is expected to be put on the network. A traffic demand 
matrix may be the actual traffic that is on the network. For 
example, the traffic demand matrix may be the traffic that is 
being fed into the network by clients. The estimated traffic 
demand matrix may be effectively modeling the traffic 
expected to be fed into the network. The routing tables for 
each layer may be used to forward the traffic along specific 
links. For example, a routing table may tell overlay routing or 
traffic engineering where to send traffic for a certain destina-
tion. If a node gets traffic with destination m, the routing table 
may tell the device that the next hop towards the destination m 
would be node n. Accordingly, the node may forward the 
traffic for destination m to node n. With the traffic demand 
matrix and the current routing tables, overlay routing or traffic 
engineering may determine the load on a specific link. A 
frequency of re-engineering the routes may depend on an 
amplitude of change in the traffic demand matrix or a desired 
periodicity. Traffic engineering may have an objective to 
minimize an overall cost of the network or to minimize maxi-
mum link utilization in the network. The maximum link uti-
lization may be the utilization of the link in a network that is 
used the most, and/or minimizing the maximum utilization 
may have a goal of reducing the load on the link that has the 
highest utilization. For example, a cost may be associated 
with each unit of traffic that is carried over a link. The cost for 65 
35 tion delay. 
The overlay layer may be managed by a single operator and 
offer latency-optimized paths to actual end systems. How-
ever, an overlay layer may also be managed by multiple 
operators or built to offer other services. The overlay layer 
40 may maintain a routing table that is independent of the under-
lying network, i.e., the native layer, and/or deploy some form 
of dynamic overlay routing to adapt to changing conditions in 
the native layer. According to standard terminology well 
known in the art, an overlay link represents a direct route 
45 between two overlay nodes, which in turn includes of one or 
more native links, and an overlay path includes one or more 
overlay (e.g., virtual) links. An overlay path represents the 
end-to-end route taken by application traffic. 
The overlay layer may be modeled as a directed graph 
50 G'=(V', E'), with V' being the set of nodes and E' being the set 
of edges. The overlay layer may have mesh connectivity of 
overlay links between the overlay nodes. The overlay layer 
periodically monitors the state of the overlay links and the 
latency incurred by each of the overlay links. Based on col-
55 lected data, the overlay layer may perform some form oflink 
state routing to optimize the objective of the overlay layer. 
Conventional overlay routing for the overlay layer and 
conventional traffic engineering for the native layer operate 
solely on the results of the network monitoring process and 
60 are otherwise oblivious to the dynamics of the other layer. The 
independent operation of routing protocols in the two layers 
may cause misalignnient of objectives and misdirection of 
traffic demand matrix estimation. 
In an attempt to derive the shortest possible paths, conven-
tional overlay routing tends to reuse a shorter overlay link in 
multiple paths. Accordingly, the load on the native route 
escalates beyond an expected demand, thereby triggering 
each unit on a link may be set to increase as the link gets filled 
up. In attempting to minimize an overall cost of the network, 
US 8,565,117 B2 
5 
actions by traffic engineering. Similarly, in an effort to bal-
ance load, conventional traffic engineering may shift traffic to 
native routes that span under-utilized regions in the network, 
causing a stretch in the overlay link latency. Therefore, seri-
ous misaligmnent in objectives caused by the above factors 
leads to contention and associated route oscillations occur. 
Conventional traffic engineering used by ISPs relies on an 
estimate of the traffic demand matrix. The use of an overlay 
network, irrespective of the traffic engineering protocol or 
objective, may cause the estimated traffic demand matrix to 10 
not be reflective of the actual end-to-end source-destination 
demand. Accordingly, there is a certain amount of misdirec-
tion in the load-based optimization procedure of conventional 
traffic engineering. For example, if there is traffic on two 
overlay pathsA-B andA-B-C. The native layer cannot differ- 15 
entiate the traffic on the overlay link A-B based on the true 
destination. Therefore, the load distribution process becomes 
more rigid. 
The interaction between conventional overlay routing and 
conventional traffic engineering is non-cooperative and 20 
recurring. Each layer optimizes the routes to suit the local 
objective of the layer in succession. The duration between 
two iterations of traffic engineering may be referred to as a 
round. The number of overlay routing operations between 
two traffic engineering operations may vary based on a prob- 25 
ing frequency. 
In a network, any reconfiguration in one layer's routes 
leads to a change in the other layer's state (e.g., link load 
profile in the case of traffic engineering or link latency profile 
in the case of overlay routing). Accordingly, a network 30 
employing conventional overlay routing and conventional 
traffic engineering takes longer to stabilize in the presence of 
resource constraints. 
Depending on the traffic engineering objective, the routing 
performance of the native layer may be measured, for 35 
example, by native cost or maximum utilization. If a system, 
e.g., an ISP, chooses to minimize the overall cost incurred by 
the overall network, the routing performance of the native 
layer may be measured by native cost. Native cost NC is 
computed according to the following equation: 40 
(1) 
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a route flap. Route flaps may be a serious problem in case of 
transmission control protocol TCP, voice over internet proto-
col VoIP, and other traffic that relies on packet ordering and is 
sensitive to jitter. As a result, the end-to-end performance of 
the system is hurt. The route flaps may serve as an indication 
of instability in the system and/or as a performance metric. If 
route flaps are serving as a performance metric, the number of 
route flaps is computed as the sum of route changes observed 
in existing flows after a routing operation. 
During the multi-layer interaction of overlay routing and 
traffic engineering, there are operating points where the per-
formance of a particular layer has the best performance pos-
sible. If the performance of a layer is the best performance 
possible, the performance may be referred to as the best-case, 
or optimal, performance of the layer. Best-case performance 
may be computed as the minimum of the objective value 
attained in any of the rounds. The objective value is a value 
that characterizes the objective of the respective layer, e.g., 
maximum link utilization or average latency. However, a 
layer is usually unable to retain best-case performance, as the 
other layer annuls the best-case performance during routing 
operations. 
For a network employing conventional overlay routing and 
conventional traffic engineering, each traffic engineering pro-
cedure tends to increase the average end-to-end latency of 
existing overlay paths, while each overlay routing operation 
tends to increase the maximum utilization of the native layer. 
Accordingly, a clear conflict in objective between the two 
layers exists and gives sufficient reason for the instability of 
the network. Due to a probing frequency, a duration of sub-
optimality for conventional traffic engineering may be longer 
in comparison to that for conventional overlay routing. 
As noted above, the number of route flaps gives a numeri-
cal estimate of the instability in the network. A system 
employing conventional routing methods suffers from persis-
tent route flaps and may take longer to attain or may never 
attain a stable operating point. The number of route flaps 
observed during traffic engineering serves as an estimate of 
the instability prevalent in all native routes. 
The introduction of queuing delay may reduce the amount 
of variation caused in the maximum utilization value for a 
system employing the conventional routing methods. The 
reduction in the amount of variation caused in the maximum 
utilization value may be attributed to the closed loop feedback where a represents a link in the set of edges E and o is the 
sUlllillation of the piecewise integral of the cost increase func-
tion. If the objective of the system, e.g., an ISP, is to minimize 
the maximum link utilization observed in the overall network 
the routing performance of the native layer may be measured 
by maximum utilization. Maximum utilization maxa is com-
puted according to the following equation: 
45 inherent to queuing. For example, if overlay routing selects a 
lower delay link for multiple routes, the load on a selected link 
tends to increase, leading to an increase in queuing delay, and 
therefore a cessation of using the selected link and a reduction 




where a represents a link in the set of edges E, Xa is a cumu-
lative load in the link, and ca is a capacity of the link. 
The routing performance of the overlay layer may be mea-
sured by average latency. Average latency is defined as the 
average of the end-to-end latencies observed across all over-
lay paths with non-zero traffic demand. 
If a conflict in the objective between the overlay layer and 
the native layer exists, a system tends to become unstable, 
leading to frequent alterations in the routes taken by existing 
traffic. These changes in routes may happen to all flows at the 
end of traffic engineering, or just to overlay flows at the end of 
each overlay routing. Each such route change is referred to as 
50 the two layers may be less conflictive in a case where queuing 
delay is non-negligible in comparison to the propagation 
delay. However, more minor unrest in overlay routing in the 
presence of more substantial queuing delay may occur even in 
55 
the absence of traffic engineering. 
If the traffic engineering objective is to minimize the native 
cost and the queuing delay is non-negligible, the objective of 
traffic engineering and overlay routing may be in lesser con-
flict with each other. Therefore, the objective of minimizing 
native cost tends to keep the load on all links lower, thereby 
60 reducing queuing delay and consequentially the average 
latency of the overlay paths. On the other hand, overlay rout-
ing avoids overloading links, thereby reducing the native cost. 
Accordingly, the conflict between conventional traffic engi-
neering and conventional overlay routing is relatively less, yet 
65 still significant, in the case where the traffic engineering 
objective is to minimize native cost and the queuing delay in 
non-negligible. 
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A higher number of overlay nodes causes higher conflict. 
The higher conflict may be explained by inspecting a number 
of multi-hop overlay paths. Multi-hop overlay paths are 
defined as an overlay path which is not the same as the 
directed native route. A multi-hop overlay path may be the 
primary reason why the native layer traffic demand matrix 
estimation, e.g., the real traffic demand matrix estimation, is 
misdirected. For instance, if two nodes always communicate 
along the direct native route, the traffic engineering is able to 
load balance more easily. Accordingly, the higher the number 10 
of multi-hop overlay paths, the higher the conflict between 
traffic engineering and overlay routing. 
Regardless of the size of the native topology and the over-
lay topology, the occurrence of route flaps depends mainly on 
how conducive the overall network is to forming multi-hop 15 
overlay paths. 
Increasing total load in the network stresses traffic engi-
neering further and causes traffic engineering to pick routes 
that are far more widespread. Accordingly, the link latencies 
as seen by overlay routing are higher, giving overlay routing 20 
more reason to pick multi-hop overlay paths; thereby causing 
a higher variation in traffic engineering outcome. 
8 
Example embodiments may work around the above limi-
tations by profiling the multi-layer interaction, and/or allow 
the leader to proactively prepare for the follower's reaction 
(e.g., response). For example, preemptive strategies accord-
ing to example embodiments may represent a repeated game, 
where the players (e.g., a leader and a follower) have continu-
ous sequential interaction. Accordingly, a leader may capital-
ize on historical observations and gradually learn desired 
actions. 
Preemptive strategies according to example embodiments 
for each layer may be one of two types, friendly or hostile. In 
a friendly strategy, one layer may pick routes in such a manner 
that the performance of the one layer is improved without 
defeating the objective of the other layer. Alternatively, a 
hostile strategy may improve the performance of one layer 
primarily by defeating the objective of the other layer, and 
giving the other layer relatively minimal or no chance for 
recuperation. For example, a fundamental idea behind a hos-
tile strategy may be that the leader may cause irrecoverable 
problems for the follower in an effort to leave the follower no 
other viable options than the one preferred by the leader. 
Preemptive strategies according to example embodiments 
may achieve nearer to optimal performance, and/or converge 
Accordingly, as noted above the conflicting objectives of 
the native and overlay layers may cause undesired instability 
in a network. 25 within a few rounds of interaction. The strategies may be 
more simply and easily deployable, may not require any 
cooperation or interface between layers, and/or may work 
with relatively negligible information about each layer. 
Example embodiments may provide strategies that obtain 
the best possible performance for a particular layer of a net-
work including an overlay layer and a native layer by predict-
ing or counteracting the other layer's reaction, while steering 
the system towards a more stable state. A layer which makes 30 
a first unconventional route adjustment may be referred to as 
a leader and the layer which reacts to the first unconventional 
route adjustment may be referred to as a follower. The strat-
egies provided by example embodiments may be referred to 
Accordingly, the preemptive strategies may reduce instability 
(e.g., persistent route oscillations) generally observed in non-
cooperative interaction, without compromising on route opti-
mality. 
as preemptive strategies because the strategies allow one 35 
layer to more firmly assert performance without future dete-
rioration. For example, the leader may pick more optimal 
routes for which the follower has no other alternative or 
volition but to retain the same routes. 
For example, social optimum may be defined as the action-
reaction pair that produces the best outcome for both layers in 
a system. The social optimum is a parameter that may help to 
derive an estimate of the degree of non-cooperation (e.g., 
anarchy) in the system. In an ideal system, the social optimum 
would be the desired operating point for both layers. How-
If the leader is the overlay layer, preemptive strategies for 
overlay routing according to an example embodiment may 
have an objective to minimize an end-to-end latency of over-
lay paths. For example, if overlay applications are able to 
estimate the characteristics of the underlying native layer and 
are able to sufficiently predict the behavior of the native layer 
for a certain load distribution, overlay routing may minimize 
the end-to-end latency of overlay paths without any future 
deterioration. 
40 ever, lack of sufficient knowledge to exactly predict the other 
layer's response may make deriving the social optimum non-
trivial. For example, an overlay layer that spans only a frac-
tion of a native layer may only choose among the set of native 
routes the overlay layer is exposed to and is unaware of a 
45 potential shorter route with lower load. The social optimum 
may be inexistent in certain scenarios of conflicting objec-
tives. Accordingly, example embodiments may attempt to 
achieve the best possible performance for a particular layer, 
even at the expense of the other layer. 
Preemptive strategies according to example embodiments 
may target a particular layer, with the assumption that the 
other layer does not deviate from a general objective. Each 
layer may have a general notion of the other layer's objective. 
The strategies may apply certain heuristics to converge at a 
If the leader is the native layer, preemptive strategies for 
traffic engineering may have an objective to minimize a maxi- 50 
mum link utilization or to minimize an overall network cost. 
For example, ifthe native layer is aware of the selfish overlay 
layer and is able to sufficiently predict the behavior of the 
overlay layer for a certain network topology, traffic engineer-
ing may minimize the maximum link utilization or minimize 
the overall network cost without any future deterioration. 
55 nearer to optimal routing table within polynomial time. The 
preemptive strategies need not require any other information 
besides what is reported by basic network monitoring. The 
preemptive strategies may require no cooperation or interface 
between the two layers, and/or exercise sufficient control over 
However, predicting the behavior of a layer may not be a 
pragmatic solution. Overlay layers and native layers may 
maintain independent routing tables and have different net-
work span, thereby making the procurement of complete 
knowledge about the other layer's function unrealistic. The 
prediction process may attempt contrive a relationship 
between the latency objective of the overlay layer and the load 
balancing objective of the native layer; however, such a rela-
tion does not exist in reality. Determining the exact routes to 
be prescribed by each layer, even in the presence of complete 
information, may be a difficult problem. 
60 the follower indirectly. For example, each layer may be run by 
a different service provider and there may be no need for the 
two service providers to exchange information, even if each 
layer is run by a same service provider. The system may be 
self configuring and there may be no need for the layers to 
65 have an interface or to exchange information. Therefore, the 
strategies according to example embodiments may be more 
easily implemented in a realistic environment. 
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Preemptive strategies according to example embodiments 
in which an overlay layer is a leader are discussed below with 
reference to FIG. 2. 
10 
leeway in setting the maximum allowable load, and example 
embodiments are not limited thereto. 
A maximum allowable load on each unused overlay link a, 
i.e. an overlay link that transports no overlay traffic, may be 
set to a value of an available bandwidth on link a availbw( a) 
minus the minimum available bandwidth min(availbw), for 
example, as part of step (Sl). Therefore, overlay routing may 
ensure that the traffic engineering objective is still respected. 
Preemptive strategies according to example embodiments 
may help the overlay layer preemptively steer the multi-layer 
interaction towards a converging point, wherein the perfor-
mance of the overlay routing is almost as good as (or as good 
as) a case where there is no reprisal from the native layer 
traffic engineering. The preemptive strategies may make cer-
tain calculated routing decisions at the overlay layer to ensure 
that traffic engineering does not get triggered because net-
work monitoring has not sensed any changes or traffic engi-
neering cannot not find any alternatives besides the current 
routing table. 
A linear program (LP), in accordance with the above con-
lO straints, may be run to determine the overlay routes, for 
example, as part of step (S2). The linear program LP may 
minimize the sum of the latency of each overlay path, while 
ensuring that the load on each overlay link is within the 
15 allowable limit in accordance with the following equation: 
The preemptive strategies may be classified, based on their 
nature towards the native layer, as friendly or hostile. The 
friendly strategy may pick routes in such a manner that the 
traffic engineering objective is not altered much (or at all) 
and/ or the native layer still has a well-balanced load, while the 20 
hostile strategy may perform extra operations to achieve the 
overlay layer objective by defeating the traffic engineering 
objective. The preemptive strategies according to example 
embodiments may apply to both traffic engineering objec-
tives and to both levels of queuing delay described above. 25 




(x,y)EE' l-1 - '\' F('·'1 = 1 L.J (y,z) ' (y,z)EE' Q, 
latency(s, t) = I delay(x, y) x 
(x,y)EE' 
~ overlay_demanct:s, t) x 
(s,t)EV'xV' 
if y =s 
if y = t Vy, s, t E V' 
otherwise 
V (s, t) E V' XV' 
s L(x, y) V (x, y) E £' 
(3) 
wherein overlay_demand(s,t) is the traffic demand between 
nodes sand t, F(x,yt·') is the fraction of traffic between nodes 
sand tthat goes over overlay link (x,y), F (y,z) (s,t) is the fraction 
Referring to FIG. 2 constraints for overlay routing may be 
developed based on an objective of a native layer (Sl). Over-
lay routing may be performed based on an objective of an 
overlay layer within the developed constraints (S2). Traffic 
engineering may be performed based on the objective of the 30 
native layer (S3). Example embodiments disclosed in FIG. 2 
show step (Sl) before step (S2) and step (S2) before step (S3), 
however, example embodiments are not limited thereto and 
steps (Sl), (S2), and/or (S3) may be performed in another 
order. 
A friendly overlay strategy may make use of the funda-
mental idea that traffic engineering may see only the real 
traffic demand matrix and not the end-to-end overlay traffic 
demand matrix. Accordingly, if overlay routing determines 
the load distribution in the network after traffic engineering's 40 
load balancing operation and ensures that any future routing 
35 of traffic between the nodes sand t that goes over overlay link 
(y,z), L(x,y) is a maximum allowable load in the current round 
ofoverlay routing forthe overlay link (x,y), latency(s,t) is the 
end-to-end latency between nodes s and t, delay(x,y) is the 
at the overlay layer always contributes the same load to the 
real traffic demand matrix, traffic engineering may have no 
reason to be triggered. For example, the objective of the native 
layer may not be violated. 
Accordingly, overlay routing may adopt the following 
algorithm detailed below. 
The available bandwidth in each overlay link may be deter-
mined, e.g., using tools like Pathload which are well-known 
latencyofthelink(x,y) between the nodes xandy, V' is the set 
of nodes in the second layer including nodes s, t, x, y, and z, 
and E' is the set oflinks in the second layer including the links 
(x,y) and (y,z). 
Accordingly, overlay routing according to example 
embodiments may be able to reduce the average latency 
45 achieved without causing an increase in the maximum utili-
zation. The friendly overlay routing strategy described above 
may be referred to as a friendly load-constrained strategy. The 
above algorithm may be stabilized within one round and/or 
require data from only the previous round. 
in the art. The minimum of the available bandwidth in each 50 Overlay routing according to another example embodi-
ment may use a gradient projection strategy that shifts overlay 
paths from more highly used overlay links to less used overlay 
links, while accepting a minor loss in performance. The gra-
dient projection strategy may serve as a form ofload-balanc-
overlay link over all links may be referred to as a minimum 
available bandwidth min(availbw). For example, min 
(availbw) is the available bandwidth of the link that currently 
has the lowest available bandwidth. The available bandwidth 
on all links may be kept above the minimum available band-
width min(availbw), for example, as part of step (Sl). 
55 ing at the overlay layer so that traffic engineering will not 
react to the overlay routing. A gradient projection strategy is 
based on the assumption that the popularity (e.g., between-
ness) of certain nodes or links in an overlay network is much 
more than a few others. Therefore, an objective of the gradient 
A maximum allowable load on each overlay link used by 
overlay traffic may be set to the amount of overlay traffic on 
that link, for example, as part of step (Sl). The amount of 
overlay traffic on a link may be computed by a product of the 
overlay traffic demand matrix and the overlay routing table. 
For example, a product of the overlay traffic demand matrix 
and the overlay routing table may be computed by taking the 
traffic demand, e.g., source: A to destination: B, and comput-
ing which links this demand would use following the current 65 
overlay routing tables, e.g., A-C-B. However, the above com-
putation may be conservative because there may be more 
60 projection strategy may be to reduce this non-uniformity 
without causing a substantial increase in end-to-end latency. 
However, the overlay routing performance achieved by 
deploying the gradient projection strategy may be inferior to 
that achieved by the load-constrained LP strategy. 
A hostile overlay strategy may send dummy traffic on 
unused overlay links, i.e. overlay links that transport overlay 
traffic, with the motives of rendering traffic engineering inef-
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fective and/or shifting the concern of traffic engineering, for 
example as a part of (S2). By sending dummy traffic, the 
overlay layer may ensure that the objective of traffic engineer-
ing is stretched up to an extent where the objective of traffic 
engineering becomes ineffective and has no effect on existing 
overlay routes. Therefore, the overlay layer may have com-
plete freedom in picking routes and overloading certain links 
12 
lay routing may be performed based on the objective of the 
overlay layer (S30). Example embodiments disclosed in FIG. 
2 show step (SlO) before step (S20) and step (S20) before step 
(S30), however, example embodiments are not limited thereto 
and steps (SlO), (S20), and/or (S30) may be performed in 
another order. 
A friendly native strategy according to an example 
embodiment may adjust the MPLS-TE formulation in such a 
manner that during each load balancing effort, the traffic 
if traffic engineering is rendered ineffective. By sending 
dummy traffic, the overlay layer may shift concern of traffic 
engineering to the over-utilized native links and/or allow the 
other less loaded native routes to use the least possible 
resources. Therefore, a higher probability ofattaining shorter 
native routes for the overlay links may exist if the concern of 
traffic engineering is shifted. 
10 engineering following the friendly native strategy may take 
special care to keep the native routes at a same length as 
before, for example as a part of step (SlO). Accordingly, the 
overlay layer may not notice any changes in perceived overlay 
link latencies. The simple constraint on the native route length 
15 may keep overlay routing from being triggered, and/or may 
help retain a better load balance. 
Accordingly, sending dummy traffic may reduce deterio-
ration in overlay routing performance during future rounds. 
The strategy of sending dummy traffic may be counter-pro-
ductive with regards to overall system health. However, as 
long as the overlay links with durmny traffic do not intersect 
with overlay links with overlay traffic, the risk incurred forthe 20 
overlay network (e.g., in the form of queuing delay or packet 
loss) may be relatively minimal. Therefore, overlay routing 
may send dummy traffic only over links which are unused by 
any overlay route and/or non-overlapping with links under 
use, for example as a part of steps (Sl) and (S2). To ensure that 25 
overlay routing is sending durmny traffic only over links 
which are non-overlapping with links under use, an overlay 
network may need to use a tool such as the traceroute pro-
gram, which is well known in the art, between the endpoints 
of each overlay link. Overlay routing may send dummy traffic 30 
only over links which are non-overlapping in both the forward 
and reverse direction. 
If overlay routing sends dummy traffic over unused non-
overlapping links the traffic engineering objective may be 
completely violated, while achieving better performance for 35 
the overlay layer. The strategy of sending durmny traffic may 
be able to achieve better performance in fewer rounds, e.g., in 
a second round, with no knowledge of previous load distri-
bution. 
If the overlay layer is the leader, the friendly and hostile 40 
overlay routing strategies may attain close to optimal average 
latency values, and/or the stability of the overall system may 
be improved. The native and overlay routes may have no route 
flaps beyond a second round, thereby indicating that the sys-
tem may attain a steady state within a few rounds. 
The friendly overlay routing strategy may sacrifice some 
performance to reduce distortion of the traffic engineering 
objective, while the hostile overlay routing strategy may 
achieve the best possible performance for the leader at the 
expense of the follower's performance. 
Preemptive strategies according to example embodiments 
in which a native layer is a leader are discussed below with 
reference to FIG. 3. 
45 
50 
Accordingly, traffic engineering may adopt the algorithm 
detailed below. 
After each traffic engineering operation, the total hopcount 
H(s, t) of each native route (s, t) may be computed. The total 
hopcount H(s, t) of each native route (s, t) may be computed 
in accordance with the following equation: 
(4) 
wherein f(x,y) (s.t) is the fraction of traffic between nodes s and 
t that goes over native link (x, y). The fraction of traffic 
between nodes sand t that goes over native link (x, y) may be 
the output of the MPLS-TE's linear program LP formulation. 
Accordingly, the hopcount profile H may tend to approximate 
a latency profile of the overlay layer. 
The hopcount profile of the previous round may be used as 
input to compute a new set of native routes that are of almost 
the same length (or the same length). The linear program LP 
ofMPLS-TE, with an objective of minimizing the maximum 
utilization, may be augmented to enforce the constraint on the 
lengths of the new set of native routes, for example as a part of 
step (S20), in accordance with the following equation: 
min Maximwn util = max load(x, y) 





-1, if y =s 
- ~ fc~:;j = 1, if y = t Vy, s, t EE 
(y,z)EE 0, otherwise 
load(x, y) = I demand(s, t) x fc~;\ V (x, y) EE 
(s,t)EVxV 
~ s 1.02x H(s, t)pm V (s, t) EV XV 
(x,y)EE 
wherein f(x,y) (s,t) is the fraction of traffic between nodes s and Preemptive strategies according to example embodiments 
may help the native layer to preemptively steer the multi-layer 
interaction towards a more favorable converging point. Simi-
lar to the strategies discussed above for the overlay layer as 
the leader, preemptive traffic engineering strategies may be 
classified, based on their nature towards the follower, as 
friendly or hostile. The preemptive traffic engineering strat-
egies described below may apply to both objectives of traffic 
engineering and to both levels of queuing delay discussed 
above. 
55 t that goes over native link (x, y), load(x,y) is the load on the 
link (x,y), capacity(x,y) is a traffic capacity of link (x,y), 
demand(s,t) is a traffic demand between nodes sand t, H(s, t) 
is the total hopcount between nodes s and tin the native layer 
computed as ~(x,y)EE f(x,y) (s,t), H(s,t)prev is the hopcount of a 
Referring to FIG. 3 constraints for traffic engineering may 
60 traffic path between nodes sand tin the native layer computed 
in a previous iteration ofload balancing, Vis the set of nodes 
in the native layer including nodes s, t, x, y, and z, and Eis the 
set of links in the native layer including the links (x,y) and 
(y,z). 
be developed based on an objective of an overlay layer (SlO). 65 
Traffic engineering may be performed based on an objective 
The constraint on the lengths of the new set of native routes 
may be introduced to remove a need for overlay route change. 
of a native layer within the developed constraints (S20). Over- The upper bound of the hopcount may be multiplied by a 
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multiplier, e.g., about 1.02, to allow the native layer a bit more 
flexibility in adjusting routes, thereby allowing the system to 
be closer to the optimal load balancing. Although the hop-
count and not the actual latency value may be restricted, the 
approximation may reduce implementation complexity and/ 
or may be sufficient to achieve better performance. 
14 
mum link utilization observed at the end of traffic engineer-
ing, the latency on the specific link may be increased by the 
constant c ms. The above process may be repeated until an 
acceptable maximum link utilization value is obtained. 
The hostile load-based traffic engineering strategy may 
gradually learn which native links are more key to overlay 
networks and/or tend to dissuade usage of these key links. 
Accordingly, the native layer may be able to more rapidly 
decrement the number of multi-hop overlay paths and attain 
steady state within fewer rounds, e.g., within a first round. By 
indirectly increasing the latency, the native layer may avoid 
having to explicitly identify the overlay traffic in the native 
network. 
Therefore, the native layer may be able to achieve the best 
Accordingly, traffic engineering according to an example 
embodiment may learn the hopcounts used by each native 
route over the initial rounds and eventually obtain a hopcount 
profile that correlates relatively well with the overlay link 10 
latencies. Therefore, the linear program LP used by the traffic 
engineering may be able to balance the load and keep the 
overlay link latencies the same, thereby leading to steady 
state. Accordingly, better performance for both layers may be 
achieved. 
Traffic engineering according to another example embodi-
ment may use a load unbalancing strategy that tweaks the 
objective of traffic engineering, with an intent to attain sta-
bility indirectly. The goal of the load unbalancing strategy 
may be to skew the load balancing process in such a way that 20 
the skewing causes some links to achieve a link utilization in 
15 load balancing at the expense of the overlay layer, and also to 
rid the system of further route flaps. Therefore, the hostile 
load-based traffic engineering strategy may not be as counter-
productive as the hostile strategy proposed for the overlay 
layer. 
Accordingly, example embodiments may provide preemp-
tive routing strategies that obtain the best possible perfor-
mance for a particular layer of a network including an overlay 
layer and a native layer by predicting or counteracting the 
other layer's reaction, while steering the system towards a 
a desired, or alternatively, a predetermined range, e.g., arange 
of0.3 to 0.6, and verify ifthe achieved link utilization benefits 
system stability in the multi-layer scenario, for example as a 
part of step (SlO). The counter-intuitive load unbalancing 
strategy may obtain near-optimal traffic engineering perfor-
mance, which may cause the oscillations to converge in fewer 
rounds. However, the load unbalancing strategy may have 
inferior performance compared to the hopcount-constrained 
LP strategy. 
25 more stable state. The preemptive strategies may be simpler 
and easier to use, may not require any cooperation or interface 
between the layers, and/or may work with relatively negli-
gible information about each layer. 
Example embodiments are described above with reference 
Traffic engineering may adjust the network to an optimal 
load distribution for most (or all) traffic matrices. However, 
traffic engineering may not account for future alterations of 
the traffic demand matrix made by overlay routing. Therefore, 
30 to a native layer or an overlay layer developing constraints 
based on a routing objective of the other layer and routing 
traffic based on the developed constraints and a routing objec-
tive of the layer developing the constraints. However, 
example embodiments are not limited thereto. For example, 
a better strategy for retaining a good load balance may be to 
restrict changes caused by overlay routing. Changes caused 
35 the native layer may develop constraints based on a routing 
objective of the overlay layer and the overlay layer may 
develop constraints based on a routing objective of the native 
layer. Accordingly, a layer may deploy a preemptive strategy 
even if the other layer is deploying a preemptive strategy. 
by overlay routing may be restricted by restricting the relay of 
overlay traffic in certain parts of the network in an effort to 
keep the overlay layer from changing current routes, distrib-
uting load in such a manner that the overlay layer finds insuf-
ficient resources (or) higher queuing delay on heavily used 
overlay links, and/or manipulating the latency (or any other 
metric that is of interest to the overlay layer) of all traffic on 
certain native links in such a manner that the overlay layer is 
offered an incentive or discentive to maintain the same rout- 45 
ing table, for example as a part of step (20). 
40 Accordingly, both the native layer and the overlay layer may 
proactively consider a reaction of the other layer in routing 
traffic in the same network. 
The above strategies for restricting changes caused by 
overlaying routing may lead to a deterioration in overlay 
performance and/or may affect the experience of the end user. 
However, they have a difference in their motivation, the first 50 
two approaches may discriminate against overlay traffic (and 
thereby raises concerns of net neutrality), while the third 
approach may equally affect all traffic. 
Accordingly, the third approach of manipulating the 
latency (or any other metric that is of interest to the overlay) 55 
of all traffic on certain native links in such a manner that the 
overlay layer is offered an incentive or disincentive to main-
tain the same routing table may be implemented by a hostile 
load-based traffic engineering strategy according to an 
example embodiment in the manner described below. 60 
For example, the hostile load-based traffic engineering 
strategy may constantly monitor utilization on all native links. 
If the utilization is greaterthan or equal to a first amount, e.g., 
1, the latency on the specific link may be increased by 3 times 
a constant c ms. For example, the native layer may be capable 65 
of increasing the latency of certain links by any means known 
in the art. However, if the utilization is greater than the maxi-
Although example embodiments have been shown and 
described in this specification and figures, it would be appre-
ciated by those skilled in the art that changes may be made to 
the illustrated and/or described example embodiments with-
out departing from their principles and spirit. 
What is claimed: 
1. A method for routing a data packet, the method compris-
ing: 
determine, by a switching node, if a first network or a 
second network is a leader, the first network including a 
first plurality of switching nodes following a first routing 
objective, the second network including a second plu-
rality of switching nodes, the second plurality of switch-
ing nodes being a sub-set of the first plurality of switch-
ing nodes, the second plurality of switching nodes 
following a second routing objective, at least one of the 
first network and the second network is an overlay net-
work; and 
ifthe first network is the leader, 
determining, by the switching node, constraints based 
on the second routing objective, and 
routing, by the switching node, the data packet based on 
the first routing objective and the determined con-
straints of the second routing objective; 
if the second network is the leader, 
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determining, by the switching node, constraints based 
on the first routing objective, and 
routing, by the switching node, the data packet based on 
the second routing objective and the determined con-
straints of the first routing objective. 
2. The method of claim 1, wherein 
the first plurality of switching nodes follow the first routing 
objective within the determined constraints in routing 
traffic without exchanging information with the second 
plurality of switching nodes, and 10 
the second plurality of switching nodes follow the second 
routing objective in routing traffic without exchanging 
information with the first plurality of switching nodes. 
3. The method of claim 1, wherein the switching node 15 
determines the constraints by proactively considering a reac-
tion of the second plurality of switching nodes following the 
second routing objective in routing traffic to traffic routing at 
the first plurality of switching nodes. 
4. The method of claim 3, wherein 20 
the first routing objective is to at least one of balance load 
in one of the first network and the second network and 
minimize an overall cost of one of the first network and 
the second network, 
the second routing objective is to minimize end-to-end 25 
latency of traffic paths in the second plurality of switch-
ing nodes, and 
the first plurality of switching nodes follow the first routing 
objective within the determined constraints in routing 
traffic by balancing load in the first plurality of switching 30 
nodes while maintaining traffic paths in the first plurality 
of switching nodes at a same length such that latencies of 
links in the second plurality of switching nodes are not 
changed. 
5. The method of claim 4, wherein the switching node 35 
balances load in the first plurality of switching nodes while 
maintaining the traffic paths in the first plurality of switching 
nodes at the same length such that the latencies of the links in 
the second plurality of switching nodes are not changed in 
accordance with the following equation: 40 
min Maximwn util = max load(x, y) 
(x.y)cE capacity(x, y) 
subject to: 45 
~ 
(x,y)EE {
-1, if y=s 
-~.f(~::l= 1, ify=t Vy,s,tEE 
(y,z)EE 0, otherwise 
load(x, y) = I demand(s, t) x .f(~;\ V (x, y) EE 50 
(s,t)EVxV 
~ s 1.02xH(s, t)pm V (s, t) E Vx V 
(x,y)EE 
55 
wherein f(x,y) (s,t) is an amount of traffic between nodes sand 
tin the first plurality of switching nodes that goes over a 
link (x,y) between nodes x and yin the first plurality of 
switching nodes, load(x,y) is the load on the link (x,y), 60 
capacity(x,y) is the traffic capacity oflink (x,y), demand 
(s,t) is a traffic demand between nodes sand t, H(s,t) is 
the total hopcount between nodes s and t in the first 
plurality of switching nodes computed as ~(x,y)EEf(x,y) (s, 
t), H(s,t)prev is the hopcount of a traffic path between 65 
nodes s and t in the first plurality of switching nodes 
computed in a previous iteration ofload balancing, Vis 
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the set of nodes in the first plurality of switching nodes 
including nodes s, t, x, and y, and z, and E is the set of 
links in the first plurality of switching nodes including 
the links (x,y) and (y,z). 
6. The method of claim 3, wherein 
the first routing objective is to at least one of balance load 
in one of the first network and the second network and 
minimize an overall cost of one of the first network and 
the second network, 
the second routing objective is to minimize end-to-end 
latency of traffic paths in the second plurality of switch-
ing nodes, 
the first plurality of switching nodes follows the first rout-
ing objective within the determined constraints in rout-
ing traffic by balancing load in the first plurality of 
switching nodes while artificially increasing latency on 
links in the first plurality of switching nodes such that the 
second plurality of switching nodes does not use the 
links having the artificially increased latency in routing 
traffic in the second plurality of switching nodes, and the 
method further comprises, 
artificially increasing, by the switching node, the latency 
on the links in the first plurality of switching nodes by, 
(a) increasing latency on a link by a first amount if the 
load put on the link is greater than or equal to a 
capacity of the link, 
(b) increasing the latency on the link by a second amount 
if the link has a utilization that is higher than the 
maximum link utilization observed after a current 
round of routing traffic according to the first routing 
objective within the developed constraints by the first 
plurality of switching nodes, and 
(c) repeating steps (a) and (b) until the maximum link 
utilization in one of the first network and the second 
network is reduced to a utilization threshold. 
7. A switching node for routing a data packet, the node 
comprising: 
a processor configured to, 
receive the data packet, 
determine if a first network or a second network is a leader, 
the first network including a first plurality of switching 
nodes following a first routing objective, the second 
network including a second plurality of switching 
nodes, the second plurality of switching nodes being a 
sub-set of the first plurality of switching nodes, the sec-
ond plurality of switching nodes following a second 
routing objective, at least one of the first network and the 
second network being an overlay network; and 
ifthe first network is the leader, 
determine constraints based on the second routing 
objective, and 
route the data packet based on the first routing objective 
and the determined constraints of the second routing 
objective; 
if the second network is the leader, 
determining, by the switching node, constraints based 
on the first routing objective, and 
routing, by the switching node, the data packet based on 
the second routing objective and the determined con-
straints of the first routing objective. 
8. The switching node of claim 7, wherein 
the first plurality of switching nodes follow the first routing 
objective within the determined constraints in routing 
traffic without exchanging information with the second 
plurality of switching nodes, and 
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the second plurality of switching nodes follow the second 
routing objective in routing traffic without exchanging 
information with the first plurality of switching nodes. 
9. The switching node of claim 7, wherein the processor 
determines the constraints by proactively considering a reac-
tion of the second plurality of switching nodes following the 
second routing objective in routing traffic to traffic routing at 
the first plurality of switching nodes. 
10. The switching node of claim 9, wherein 
the first routing objective is to at least one of balance load 10 
in one of the first network and the second network and 
minimize an overall cost of one of the first network and 
the second network, 
the second routing objective is to minimize end-to-end 
latency of traffic paths in the second plurality of switch- 15 
ing nodes, and 
the first plurality of switching nodes follow the first routing 
objective within the determined constraints in routing 
traffic by balancing load in the first plurality of switching 
nodes while maintaining traffic paths in the first plurality 20 
of switching nodes at a same length such that latencies of 
links in the second plurality of switching nodes are not 
changed. 
11. The switching node of claim 10, wherein the processor 
balances load in the first plurality of switching nodes while 25 
maintaining the traffic paths in the first plurality of switching 
nodes at the same length such that the latencies of the links in 
the second plurality of switching nodes are not changed in 
accordance with the following equation: 
load(x, y) 




-1, if y=s 
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wherein fcx ) (s,t) is an amount of traffic between nodes sand 
tin the fi:st plurality of switching nodes that goes over a 
link (x,y) between nodes x and yin the first plurality of 
switching nodes, load(x,y) is the load on the link (x,y), 
capacity(x,y) is the traffic capacity oflink (x,y ), demand 
(s,t) is a traffic demand between nodes sand t, H(s,t) is 
the total hopcount between nodes s and t in the first 
plurality of switching nodes computed as ~(x,y)EEf(x,y) (s, 
t), H(s,t) rev is the hopcount of a traffic path between 
nodes s ~nd t in the first plurality of switching nodes 
computed in a previous iteration ofload balancing, Vis 
the set of nodes in the first plurality of switching nodes 
including nodes s, t, x, and y, and z, and E is the set of 
links in the first plurality of switching nodes including 
the links (x,y) and (y,z). 
12. The switching node of claim 9, wherein 
the first routing objective is to at least one of balance load 
in one of the first network and the second network and 
minimize an overall cost of one of the first network and 
the second network, 
the second routing objective is to minimize end-to-end 
latency of traffic paths in the second plurality of switch-
ing nodes, 
the first plurality of switching nodes follows the first rout-
ing objective within the determined constraints in rout-
ing traffic by balancing load in the first plurality of 
switching nodes while artificially increasing latency on 
links in the first plurality of switching nodes such that the 
second plurality of switching nodes does not use the 
links having the artificially increased latency in routing 
traffic in the second plurality of switching nodes, and 
the processor artificially increases the latency on the links 
in the first plurality of switching nodes by, 
(a) increasing latency on a link by a first amount if the 
load put on the link is greater than or equal to a 
capacity of the link, 
(b) increasing the latency on the link by a second amount 
if the link has a utilization that is higher than the 
maximum link utilization observed after a current 
round of routing traffic according to the first routing 
objective within the developed constraints by the first 
plurality of switching nodes, and 
(c) repeating steps (a) and (b) until the maximum link 
utilization in one of the first network and the second 
network is reduced to a utilization threshold. 
* * * * * 
