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1. Introduction
Consider the large, sparse and Hermitian system of linear equations
Az ≡

B E
E∗ C

x
y

=

f
g

≡ b, (1.1)
where B ∈ Cp×p and C ∈ Cq×q are Hermitian and indefinite, E ∈ Cp×q is such that the matrix A ∈ Cn×n, with n = p + q, is
nonsingular, and z = (x∗, y∗)∗ ∈ Cn and b = (f ∗, g∗)∗ ∈ Cn, with x, f ∈ Cp and y, g ∈ Cq, are the unknown and the given
right-hand side vectors, respectively. Note that the matrix A is Hermitian and indefinite. Here and in the sequel, (·)∗ is used
to denote the conjugate transpose of either a vector or a matrix. We call the system of linear equations (1.1) a generalized
saddle point problem; see [1,2].
Many practical problems arising from scientific computing and engineering applications may require the solution of
systems of linear equations of the form (1.1). For example, the mixed finite element discretization of the time-harmonic
Maxwell equations [3], the Lagrange-typemethods for constrained nonconvex optimization problems [4–6], the generalized
eigenvalue problems from stability analysis of dynamical systems or numerical simulations of circuit design, computational
fluid dynamics and structural mechanics [7–11], the nonlinear primal–dual methods for the Euler–Lagrange equations from
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total variation-based image restorations [12,13], the domain decomposition methods of the Helmholtz equations [14], and
so on.
To solve the system of linear equations (1.1) fast and accurately by Krylov subspace iteration methods, we often
use preconditioning matrices to equivalently transform (1.1) so that the resulting preconditioned matrices have desired
eigenvalue distributions, e.g., tightly clustered spectra or positive real spectra, etc.; see, for example, [15–19,2,20–23] and the
references therein. In order to construct such economic and high-quality preconditioners, it is necessary to know eigenvalue
bounds of the matrix A ∈ Cn×n.
When B ∈ Cp×p is Hermitian positive definite, C = 0 and E ∈ Cp×q is of full column rank, realistic eigenvalue intervals for
the Hermitian indefinitematrix A ∈ Cn×n were derived in [24]. In [15,25], this result was further extended to the case where
C ∈ Cq×q is Hermitian negative semidefinite. For more accurate estimates on eigenvalue bounds and their applications in
convergence analyses for preconditioned Krylov subspace methods, we refer to [26]. More recently, eigenvalue intervals for
the Hermitian indefinite matrix A were obtained in [27] for more general case where B is Hermitian positive definite, C is
Hermitian indefinite, and the Schur complement S = C − E∗B−1E is Hermitian indefinite, too. Note that this result is based
on eigenvalue bounds for S and the matrix E∗B−1E, though it does not require full-rank restriction on the matrix E. For the
case that B is Hermitian and positive definite on the kernel of E∗, C is Hermitian negative semidefinite, and E is of full column
rank, the authors of [28] provided alternative eigenvalue intervals for the Hermitian indefinite matrix A by making use of
the leftmost eigenvalue of the projected matrix Z∗AZ , where the columns of Z form an orthonormal basis for the null space
of E∗. The advantage of this result is that it avoids explicitly using eigenvalue information about the Schur complement S
and the matrix E∗B−1E. All these known results are essentially based on the restrictions that the (1, 1)-block matrix B is
either Hermitian positive definite or Hermitian positive definite on the kernel of the (2, 1)-block matrix E∗, which may be
violated by some saddle point problems from certain applications.
In this paper, we will further study eigenvalue bounds for the coefficient matrix A ∈ Cn×n of the linear system (1.1) in
a more general situation, i.e., both matrices B ∈ Cp×p and C ∈ Cq×q are Hermitian indefinite and possibly singular, but the
matrix A itself is required to be nonsingular. Our study generalizes all existing results mentioned above.
The organization of the paper is as follows. In Section 2, we present several necessary lemmas. In Section 3, we derive
eigenvalue bounds for the matrix A ∈ Cn×n with a nonsingular leading block, while in Section 4 we discuss eigenvalue
bounds for the matrix A ∈ Cn×n with a singular leading block. Finally, some concluding remarks are given in Section 5.
2. Basic lemmas
We first introduce somenecessary notations thatwill be used in the subsequent discussions. I denotes the identitymatrix.
For a Hermitian matrix W ∈ Cn×n, we represent by sp(W ) the set of all of its eigenvalues, and λmin(W ) and λmax(W ) its
leftmost and rightmost eigenvalues. For a general complex matrix G, we use null(G) and range(G) to denote its kernel and
range spaces, respectively.
In this section, we mainly demonstrate three lemmas; the first one characterizes sufficient and necessary conditions for
guaranteeing nonsingularity of a general block two-by-two matrix A ∈ Cn×n, and the other two present essential facts for
deriving eigenvalue bounds for the generalized saddle point matrix A ∈ Cn×n.
Lemma 2.1. For the block two-by-two matrix
A =

B E
F C

∈ Cn×n,
with B ∈ Cp×p, E ∈ Cp×q, F ∈ Cq×p and C ∈ Cq×q, the following statements hold true:
(a) if B is singular, then A is nonsingular if and only if
(a1) null(B) ∩ null(F) = {0},
(a2) null(C) ∩ null(E) = {0}, and
(a3) range

B
F

∩ range

E
C

= {0};
(b) if B is nonsingular, then A is nonsingular if and only if its Schur complement S = C − FB−1E is nonsingular.
Proof. Because (b) can be found in [29,30], we only need to demonstrate (a).
We first prove the necessity. Otherwise, if (a1) is not true, then there exists a nonzero vector x ∈ Cp such that
x ∈ null(B) ∩ null(F),
or equivalently,
Bx = 0 and Fx = 0.
Take
z =

x
0

≠ 0.
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Then we have Az = 0 and, hence, A is a singular matrix, which contradicts to the nonsingularity of the matrix A. If (a2) is not
true, then there exists a nonzero vector y ∈ Cq such that
y ∈ null(C) ∩ null(E),
or equivalently,
Cy = 0 and Ey = 0.
Take
z =

0
y

≠ 0.
Then we have Az = 0 and, hence, A is a singular matrix, which contradicts to the nonsingularity of the matrix A, too. And if
(a3) is not true, then there exists a nonzero vectorw ∈ Cn such that
w ∈ range

B
F

∩ range

E
C

.
It follows that there exist nonzero vectors x ∈ Cp and y ∈ Cq such that
w =

B
F

x and w =

E
C

(−y).
Take
z =

x
y

≠ 0.
Then we have Az = 0 and, hence, A is a singular matrix, which also contradicts to the nonsingularity of the matrix A.
Now, we prove the sufficiency. Suppose that there exist two vectors x ∈ Cp and y ∈ Cq such that
Bx+ Ey = 0,
Fx+ Cy = 0.
Then, it follows from (a3) that
B
F

x = 0 and

E
C

y = 0,
which are equivalent to
Bx = 0, Fx = 0
and
Ey = 0, Cy = 0.
These readily show that
x ∈ null(B) ∩ null(F) and y ∈ null(C) ∩ null(E).
Now, in accordance with (a1) and (a2) we obtain
x = 0 and y = 0.
This shows that the matrix A is nonsingular. 
The following result reveals relationships between eigenvalues of a nonsingular Hermitian matrix with its inverse, as
well as with its squared matrix.
Lemma 2.2. Let W ∈ Cn×n be a nonsingular Hermitian matrix, and ω,ω andΩ,Ω be positive constants satisfying ω ≤ Ω and
ω ≤ Ω .
(i) If sp(W ) ⊆ [−Ω, Ω] and sp(W−1) ⊆ [− 1
ω
, 1
ω
], then sp(W ) ⊆ [−Ω, −ω] ∪ [ω, Ω].
(ii) sp(W ) ⊆ [−Ω, −ω] ∪ [ω, Ω] if and only if sp(W−1) ⊆ [− 1
ω
, − 1
Ω
] ∪ [ 1
Ω
, 1
ω
].
(iii) If sp(W ) ⊆ [−Ω, −ω] ∪ [ω, Ω], then sp(W 2) ⊆ [ω, Ω], with
ω = min{ω2, ω2} and Ω = max{Ω2, Ω2}.
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The following result gives the smallest and the largest singular values of a block two-by-twounit lower-triangularmatrix;
parts of which were stated and demonstrated in earlier works such as [17,2,31].
Lemma 2.3. Let L ∈ Cn×n be a lower-triangular matrix of the form
L =

I 0
L21 I

,
where n = p+ q and L21 ∈ Cq×p has the nonzero singular values η1, η2, . . . , ηr , with r ≤ min{p, q} and η1 ≥ η2 ≥ · · · ≥ ηr .
Then the smallest and the largest eigenvalues of the matrices LL∗ and L∗L are φ(L) andΦ(L), respectively, i.e., it holds that
sp(LL∗) = sp(L∗L) ⊆ [φ(L), Φ(L)],
where
φ(L) = 1+ η1
2

η1 −

η21 + 4

,
Φ(L) = 1+ η1
2

η1 +

η21 + 4

.
Proof. As sp(L∗L) = sp(LL∗), we only need to verify the validity of the set inclusion relationship sp(LL∗) ⊆ [φ(L), Φ(L)].
Let L21 = VΣU∗ be the singular value decomposition of the matrix block L21 ∈ Cq×p, where U ∈ Cp×p and V ∈ Cq×q are
unitary matrices and
Σ =

Σ (r) 0
0 0

∈ Rq×p,
withΣ (r) = diag(η1, η2, . . . , ηr) ∈ Rr×r . Define
Q =

U 0
0 V

∈ Cn×n.
Then Q is a unitary matrix and
Q ∗LL∗Q =

I ΣT
Σ I +ΣΣT

≡ I + K , (2.1)
where
K =

0 ΣT
Σ ΣΣT

.
After straightforward computations we get
K =

0 0 Σ (r) 0
0 0 0 0
Σ (r) 0 Σ (r)
2
0
0 0 0 0
 .
Therefore, the eigenvalues of the matrix K ∈ Rn×n are zero with multiplicity n− 2r and those of the matrix
K (r) :=

0 Σ (r)
Σ (r) Σ (r)
2

.
Direct calculations reveal that the eigenvalues of K (r) ∈ R2r×2r are
η
(r)
j :=
ηj
2

ηj ±

η2j + 4

, j = 1, 2, . . . , r.
Now, by noticing from (2.1) that the matrices LL∗ and I + K are similar, we immediately see that the eigenvalues of the
matrix LL∗ are 1 with multiplicity n− 2r and
λj = 1+ ηj2

ηj ±

η2j + 4

, j = 1, 2, . . . , r.
Straightforward calculations and analyses show that the one-variable functions
f (t) = 1+ t
2

t ±

t2 + 4

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are monotone with respect to t for t > 0. It then follows that
min
1≤j≤r λj = 1+
η1
2

η1 −

η21 + 4

< 1
and
max
1≤j≤r
λj = 1+ η12

η1 +

η21 + 4

> 1.
Therefore, the result what we are proving holds true. 
3. Eigenvalue bounds for matrices Awith nonsingular (1, 1) blocks
The main aim of this section is to derive eigenvalue bounds for the generalized saddle point matrix A ∈ Cn×n when its
(1, 1) block B ∈ Cp×p is nonsingular. Note that for this case the Schur complement S = C − E∗B−1E of the matrix A is
nonsingular; see Lemma 2.1(b).
Because the coefficient matrix A ∈ Cn×n of the linear system (1.1) is Hermitian, its eigenvalues are all real. Moreover, we
can derive bounds about its negative and positive eigenvalues, respectively.
Theorem 3.1. Let the matrix A ∈ Cn×n given in the system of linear equations (1.1) be nonsingular and S = C − E∗B−1E be
its Schur complement. Assume that B ∈ Cp×p is Hermitian indefinite with sp(B) ⊆ [−∆, −δ] ∪ [δ, ∆], S ∈ Cq×q is Hermitian
indefinite with sp(S) ⊆ [−Γ , −γ ]∪ [γ , Γ ], and sp(E∗B−2E) ⊆ [0, Ψ ], where δ,∆, δ,∆, γ ,Γ , γ ,Γ andΨ are positive reals.
Then it holds that sp(A) ⊆ I− ∪ I+, where
I− =

−max{∆, Γ }Φ,− δγ φ
max{δ, γ }

,
I+ =

δγ φ
max{δ, γ } ,max{∆, Γ }Φ

,
with
φ = 1+
√
Ψ
2
√
Ψ −√Ψ + 4

,
Φ = 1+
√
Ψ
2
√
Ψ +√Ψ + 4

.
Proof. By factorizing the matrices A and A−1 into products of block lower-triangular, block diagonal and block upper-
triangular matrices, we obtain
A = LDL∗ and A−1 = L−∗D−1L−1,
where
L =

I 0
E∗B−1 I

and D =

B 0
0 S

.
Define
W = LL∗, M = L∗L
and, for any z ∈ Cn \ {0}, denote by
z˜ :=

x˜
y˜

= L∗z and zˆ :=

xˆ
yˆ

= L−1z,
with x˜, xˆ ∈ Cp and y˜, yˆ ∈ Cq. Then we have
z∗Az
z∗z
= z
∗LDL∗z
z∗z
= z˜
∗Dz˜
z˜∗L−1L−∗z˜
= z˜
∗Dz˜
z˜∗z˜
· z
∗Wz
z∗z
(3.1)
and
z∗A−1z
z∗z
= z
∗L−∗D−1L−1z
z∗z
= zˆ
∗D−1zˆ
zˆ∗L∗Lzˆ
= zˆ
∗D−1zˆ
zˆ∗zˆ
· zˆ
∗zˆ
zˆ∗Mzˆ
. (3.2)
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As sp(B) ∈ [−∆, ∆] and sp(S) ∈ [−Γ , Γ ], we know that the inequalities
−∆x˜∗x˜ ≤ x˜∗Bx˜ ≤ ∆x˜∗x˜
and
−Γ y˜∗y˜ ≤ y˜∗Sy˜ ≤ Γ y˜∗y˜
hold true. So, it follows that
−∆x˜
∗x˜+ Γ y˜∗y˜
z˜∗z˜
≤ x˜
∗Bx˜+ y˜∗Sy˜
z˜∗z˜
≤ ∆x˜
∗x˜+ Γ y˜∗y˜
z˜∗z˜
and, thereby,
min
z˜
z˜∗Dz˜
z˜∗z˜
≥ −max{∆, Γ } and max
z˜
z˜∗Dz˜
z˜∗z˜
≤ max{∆, Γ }.
Recalling thatW ∈ Cn×n is Hermitian and positive definite, based on (3.1) we can further obtain the estimates
min
z
z∗Az
z∗z
= min
z,z˜

z˜∗Dz˜
z˜∗z˜
· z
∗Wz
z∗z

≥ min
z˜
z˜∗Dz˜
z˜∗z˜
·max
z
z∗Wz
z∗z
≥ −max{∆, Γ }λmax(W )
and
max
z
z∗Az
z∗z
= max
z,z˜

z˜∗Dz˜
z˜∗z˜
· z
∗Wz
z∗z

≤ max
z˜
z˜∗Dz˜
z˜∗z˜
·max
z
z∗Wz
z∗z
≤ max{∆, Γ }λmax(W ).
This shows that
sp(A) ⊆ [−max{∆, Γ }λmax(W ), max{∆, Γ }λmax(W )]. (3.3)
According to the spectral intervals of the matrices B and S, by making use of Lemma 2.2(ii) we see that
sp(B−1) ⊆

−1
δ
, − 1
∆

∪

1
∆
,
1
δ

and
sp(S−1) ⊆

− 1
γ
, − 1
Γ

∪

1
Γ
,
1
γ

.
Hence,
−1
δ
xˆ∗xˆ ≤ xˆ∗B−1xˆ ≤ 1
δ
xˆ∗xˆ
and
− 1
γ
yˆ∗yˆ ≤ yˆ∗S−1yˆ ≤ 1
γ
yˆ∗yˆ
hold true. So, it follows that
−
1
δ
xˆ∗xˆ+ 1
γ
yˆ∗yˆ
zˆ∗zˆ
≤ xˆ
∗B−1xˆ+ yˆ∗S−1yˆ
zˆ∗zˆ
≤
1
δ
xˆ∗xˆ+ 1
γ
yˆ∗yˆ
zˆ∗zˆ
and, thereby,
min
zˆ
zˆ∗D−1zˆ
zˆ∗zˆ
≥ −max

1
δ
,
1
γ

and max
zˆ
zˆ∗D−1zˆ
zˆ∗zˆ
≤ max

1
δ
,
1
γ

.
Recalling thatM ∈ Cn×n is Hermitian and positive definite, based on (3.2) we can further obtain the estimates
min
z
z∗A−1z
z∗z
= min
zˆ

zˆ∗D−1zˆ
zˆ∗zˆ
· zˆ
∗zˆ
zˆ∗Mzˆ

≥ min
zˆ
zˆ∗D−1zˆ
zˆ∗zˆ
·max
zˆ
zˆ∗zˆ
zˆ∗Mzˆ
≥ −max

1
δ
,
1
γ

· 1
λmin(M)
and
max
z
z∗A−1z
z∗z
= max
zˆ

zˆ∗D−1zˆ
zˆ∗zˆ
· zˆ
∗zˆ
zˆ∗Mzˆ

≤ max
zˆ
zˆ∗D−1zˆ
zˆ∗zˆ
·max
zˆ
zˆ∗zˆ
zˆ∗Mzˆ
≤ max

1
δ
,
1
γ

· 1
λmin(M)
.
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This shows that
sp(A−1) ⊆

−max{δ, γ }
δγ λmin(M)
,
max{δ, γ }
δγ λmin(M)

. (3.4)
From the above analysis, based on (3.3) and (3.4), by making use of Lemma 2.2(i) we can immediately obtain the
expressions of eigenvalue intervals I− and I+ about the matrix A ∈ Cn×n as follows:
I− =

−max{∆, Γ }λmax(W ),−
δγ λmin(M)
max{δ, γ }

(3.5)
and
I+ =

δγ λmin(M)
max{δ, γ } ,max{∆, Γ }λmax(W )

. (3.6)
Moreover, from sp(E∗B−2E) ⊆ [0, Ψ ] we see that the largest singular value of the matrix E∗B−1 is √Ψ . Therefore, in
accordance with Lemma 2.3 we can obtain
λmax(W ) ≤ 1+
√
Ψ
2
√
Ψ +√Ψ + 4

(3.7)
and, as sp(M) = sp(W ),
λmin(M) ≥ 1+
√
Ψ
2
√
Ψ −√Ψ + 4

. (3.8)
Now, by substituting (3.7) and (3.8) into (3.5) and (3.6) we can straightforwardly obtain the eigenvalue intervals I− and I+
about the matrix A ∈ Cn×n. 
In particular, when the Schur complement S ∈ Cq×q is Hermitian definite, by slightly and technicallymodifying the proof
of Theorem 3.1 we can obtain the following result.
Theorem 3.2. Let the matrix A ∈ Cn×n given in the system of linear equations (1.1) be nonsingular and S = C − E∗B−1E be its
Schur complement. Assume that B ∈ Cp×p is Hermitian indefinite with sp(B) ⊆ [−∆, −δ] ∪ [δ, ∆] and sp(E∗B−2E) ⊆ [0, Ψ ],
where δ,∆, δ,∆ and Ψ are positive reals. Define
φ = 1+
√
Ψ
2
√
Ψ −√Ψ + 4

,
Φ = 1+
√
Ψ
2
√
Ψ +√Ψ + 4

,
and let γ ,Γ , γ and Γ be positive constants. Then it holds that sp(A) ⊆ I− ∪ I+, where
(i) for S ∈ Cq×q being Hermitian negative definite with sp(S) ⊆ [−Γ , −γ ],
I− =

−max{∆, Γ }Φ,− δγ φ
max{δ, γ }

,
I+ =

δφ,∆Φ
 ;
(ii) for S ∈ Cq×q being Hermitian positive definite with sp(S) ⊆ [γ , Γ ],
I− =
−∆Φ,−δφ ,
I+ =

δγ φ
max{δ, γ } ,max{∆, Γ }Φ

.
Remark 3.1. For the special case E = 0, the end-points of the intervals I− and I+ given in Theorems 3.1 and 3.2 are exactly
the extremes of negative and positive eigenvalues of the matrix A ∈ Cn×n, respectively. Hence, by the continuity of the
eigenvalues with respect to the elements of a matrix, we may assert that the estimated eigenvalue bounds in Theorems 3.1
and 3.2 are much sharp for the matrix A ∈ Cn×n when ∥E∥ ≪ 1. Here, ∥ · ∥ denotes a certain matrix norm.
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Remark 3.2. The inclusion intervals I− and I+, given in Theorems 3.1 and 3.2, for the eigenvalues of the matrix A ∈ Cn×n
are block-diagonally unitarily invariant. That is to say, for a block-diagonal unitary matrix
Q =

U 0
0 V

, with U ∈ Cp×p and V ∈ Cq×q,
the inclusion intervals I− and I+ for the eigenvalues of A and Q ∗AQ are exactly the same.
Remark 3.3. When the largest nonzero singular value, say, τmax, of the matrix E ∈ Cp×q is available, we can take
Ψ = τ
2
max
min{δ2, δ2}
.
In fact, in accordance with Lemma 2.2(iii) we have
sp(B2) ⊆ [min{δ2, δ2}, max{∆2, ∆2}].
Therefore, it holds that
λmax(E∗B−2E) ≤ τ
2
max
min{δ2, δ2}
.
Remark 3.4. The results in Theorems 3.1 and 3.2 are independent of the lower bound about the eigenvalues of the matrix
E∗B−2E. Hence, the eigenvalue bounds about the matrix A ∈ Cn×n given in these two theorems are also applicable to the
case that the matrix block E ∈ Cp×q is rank-deficient.
Remark 3.5. The eigenvalue intervals in Theorems 3.1 and 3.2 can be straightforwardly applied to estimate eigenvalue
bounds for the block-diagonally preconditioned matrix
A ≡ P−1A,
where
P =
B 0
0 S

∈ Cn×n (3.9)
is a block-diagonal matrix with Hermitian, positive-definite diagonal blocksB ∈ Cp×p andS ∈ Cq×q; see [15,25,16,17].
For notational convenience, in the following examples we denote by sp−(A) and sp+(A) the smallest intervals including
the negative and the positive eigenvalues of the matrix A ∈ Cn×n, respectively.
Example 3.1. Consider the system of linear equations (1.1), with p = 3, q = 2 and the coefficient matrix A ∈ R5×5 being
chosen as
B =

√
α 0 0
0 −β 0
0 0
1
ϵ
 , E = ϵ√ϵ 0 00 0
1 1

and C = ϵ

3 0
0 −1

,
where α, β and ϵ are given positive constants.
Because both B and C are symmetric indefinitematrices, the eigenvalue estimates established in [27, Theorem2.1] cannot
be straightforwardly applied to obtain bounds for the eigenvalues of the matrix A in Example 3.1. By exchanging the second
and fourth rows and columns of the matrix A, we obtain the matrix
A = B EET C

,
where
B =

√
α 0 0
0 3ϵ ϵ
√
ϵ
0 ϵ
√
ϵ
1
ϵ
 , E = ϵ√ϵ 0 00 0
0 1

and C = −β 0
0 −ϵ

.
Note that nowB is a symmetric positive definite matrix when ϵ < 3√3. As the matricesA and A are similar, it holds that
sp(A) = sp(A). Hence, we can use [27, Theorem 2.1] to obtain eigenvalue intervals for the matrix A through those of the
matrixA if ϵ < 3√3.
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Table 1
Spectral information and bounds for Example 3.1 from Theorem 3.1 and [27, Theorem 2.1], with ϵ = µ−2m , where IBNW− and IBNW+ represent eigenvalue
intervals given by Theorem 2.1 in [27].
(α, β) (2, 1) (2, 1) (1, 1) (3, 5)
(µ,m) (2, 1) (2, 3) (3, 2) (10, 2)
sp−(A) [−1.0000,−0.2537] [−1.0000,−1.5625E−2] [−1.0000,−1.2346E−2] [−2.2361,−1.0000E−4]
I− [−1.0452,−0.2429] [−1.0000,−1.5624E−2] [−1.0000,−1.2345E−2] [−2.2361,−1.0000E−4]
IBNW− [−1.0000,−0.2529] [−1.0000,−1.5625E−2] [−1.0000,−1.2346E−2] [−2.2361,−1.0000E−4]
sp+(A) [0.7452, 4.0085] [4.6875E−2, 64.0000] [3.7037E−2, 81.0000] [3.0000E−4, 1.0000E+3]
I+ [0.7139, 4.1807] [4.6873E−2, 64.0000] [3.7036E−2, 81.0000] [3.0000E−4, 1.0000E+3]
IBNW+ [0.7452, 4.0087] [4.6875E−2, 64.0000] [3.7037E−2, 81.0000] [3.0000E−4, 1.0000E+3]
Also, as B is symmetric indefinite on the kernel of ET , C is symmetric indefinite and E is rank-deficient, the eigenvalue
estimates derived in [28, Proposition 3.3] cannot be employed to obtain eigenvalue bounds for the matrix A, too.
However, Theorem 3.1 here can be straightforwardly used to compute eigenvalue bounds for thematrix A for all positive
constants α, β and ϵ, and the obtained extremes of both eigenvalue intervals I− and I+ are quite sharp; see Table 1.
Example 3.2. Consider the system of linear equations (1.1), with p = 3, q = 2 and the coefficient matrix A ∈ R5×5 being
chosen as
B =
√α 0 00 −β 0
0 0
√
α
 , E = ϵ√ϵ 0 01 0
0 1

and C = −ϵ3

1 0
0 0

,
where α, β and ϵ are given positive constants.
Because B is a symmetric indefinite matrix, the eigenvalue estimates established in [27, Theorem 2.1] cannot be
straightforwardly applied to obtain bounds for the eigenvalues of the matrix A in Example 3.2. By exchanging the second
and third rows and columns of the matrix A, we obtain the matrixA = B EET C

,
where
B = √αI, E = ϵ√ϵ 0 0 00 0 1

and C =
−β ϵ√ϵ 0ϵ√ϵ −ϵ3 0
0 0 0
 .
Note that nowB is a symmetric positive definite matrix. As the matricesA and A are similar, it holds that sp(A) = sp(A).
Hence, we can use [27, Theorem 2.1] to obtain eigenvalue intervals for the matrix A through those of the matrixA.
Note that B is symmetric positive definite on the kernel of ET , C is symmetric negative semidefinite, and E is of full column
rank, the eigenvalue estimates derived in [28, Proposition 3.3] can be employed to obtain eigenvalue bounds for the matrix
Awhen
√
α +β < 1, for α ≥ β,√
α/

β, for α ≤ β, (3.10)
which is exactly the common condition of (3.1) and γC <
√
α in [28, Proposition 3.3], where γC is the smallest positive root
of the cubic equation there,1 and
√
α is the leftmost eigenvalue of the matrix ZTBZ , with Z = (1, 0, 0)T being an orthogonal
basis of the kernel space of ET .
Of course, Theorem 3.1 here can also be used to successfully compute eigenvalue bounds for the matrix A for all positive
constants α, β and ϵ, and the obtained extremes of both eigenvalue intervals I− and I+ are quite sharp; see Table 2. Note
that in the last column of Table 2, Proposition 3.3 in [28] fails to produce eigenvalue bounds for thematrix A due to violation
of the condition (3.10).
From Examples 3.1 and 3.2 we observe that Theorem 3.1 can treat cases where Theorem 2.1 in [27] and Proposition 3.3
in [28] are not appropriate. Note that a permutation matrix that can symmetrically permute the matrix A ∈ Cn×n such
that its (1, 1) block is Hermitian positive definite or is, at least, Hermitian positive definite on the kernel of its (2, 1) block
is, in general, not easily obtainable for matrices from many practical applications. Even when the basic conditions in [27,
Theorem 2.1] or [28, Proposition 3.3] are satisfied, Theorem 3.1 may also produce reasonably sharp eigenvalue bounds for
the generalized saddle point matrix A ∈ Cn×n in certain situations.
1 The cubic equation is
ξ(t) := t3 − (√α −β − ϵ3)t2 − [max{α, β} +αβ + (√α −β + 1)ϵ3]t + (√α −αβ −max{α, β})ϵ3 = 0,
which satisfies ξ(0) > 0 and ξ(
√
α) < 0.
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Table 2
Spectral information and bounds for Example 3.2 from Theorem 3.1, [27, Theorem 2.1] and [28, Proposition 3.3], with ϵ = µ−2m , where IBNW− and IBNW+
represent eigenvalue intervals given by Theorem 2.1 in [27], while IGS− and IGS+ represent eigenvalue intervals given by Proposition 3.3 in [28].
(α, β) (1/4, 1/5) (1/4, 1/5) (1/9, 1/6) (2, 2/3)
(µ,m) (2, 2) (2, 3) (4, 2) (5, 2)
sp−(A) [−0.4478,−4.8781E−4] [−0.4472,−7.6293E−6] [−0.4082,−1.7881E−7] [−0.8165,−2.8963E−9]
I− [−0.4631,−4.7152E−4] [−0.4492,−7.5961E−6] [−0.4085,−1.7868E−7] [−0.8165,−2.8961E−9]
IBNW− [−0.4478,−4.8781E−4] [−0.4472,−7.6293E−6] [−0.4082,−1.7881E−7] [−0.8165,−2.8963E−9]
IGS− [−0.4478,−4.8781E−4] [−0.4472,−7.6293E−6] [−0.4082,−1.7881E−7] –
sp+(A) [3.0141E−4, 0.5005] [4.7151E−6, 0.5000] [8.6396E−8, 0.3333] [9.2056E−10, 1.4142]
I+ [2.9141E−4, 0.5178] [4.6947E−6, 0.5022] [8.6333E−8, 0.3336] [9.2048E−10, 1.4143]
IBNW+ [3.0111E−4, 0.5005] [4.7151E−6, 0.5000] [8.6396E−8, 0.3333] [9.2056E−10, 1.4142]
IGS+ [1.3598E−5, 0.5005] [2.1258E−7, 0.5000] [6.0213E−9, 0.3333] –
4. Eigenvalue bounds for matrices Awith singular (1, 1) blocks
In this section, we discuss eigenvalue bounds for the generalized saddle point matrix A ∈ Cn×n when its (1, 1) block
B ∈ Cp×p is singular. Recall that now A ∈ Cn×n is nonsingular if and only if the specialized variants of the conditions in
Lemma 2.1(a) are satisfied.
In this case, wemay let the columns of thematrices Nb and Rb form orthonormal bases of the kernel and the range spaces
of the matrix B, respectively. That is to say, it holds that BNb = 0. Now, construct a unitary matrix
U =

Rb Nb 0
0 0 I

∈ Cn×n.
By direct computations we have
U∗AU =
R∗bBRb 0 R∗bE
0 0 N∗b E
E∗Rb E∗Nb C

. (4.1)
Denote byB = R∗bBRb, E = (0, R∗bE)
and
C =  0 N∗b EE∗Nb C

.
Then identity (4.1) can be rewritten as
A := U∗AU = B EE∗ C

.
Note that sp(A) = sp(A), andB is Hermitian indefinite and nonsingular. Hence, we can make use of Theorem 3.1 or
Theorem 3.2 to estimate eigenvalue bounds for the matrix A ∈ Cn×n through those of the matrixA ∈ Cn×n.
Example 4.1. Consider the system of linear equations (1.1), with p = 3, q = 2 and the coefficient matrix A ∈ R5×5 being
chosen as
B =
√α 0 00 −β 0
0 0 0
 , E = ϵ√ϵ 0 01 0
0 1

and C = −ϵ3

1 0
0 0

,
where α, β and ϵ are given positive constants.
Because B is a symmetric indefinite and singular matrix, Theorem 3.1 cannot be straightforwardly applied to obtain
bounds for the eigenvalues of the matrix A. By orthogonal similarity transformation we obtain the matrix
A = B EET C

,
where
B = √α 0
0 −β

, E = 0 0 00 ϵ√ϵ 0

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Table 3
Spectral information and bounds for Example 4.1 from Theorem 3.1 and [28, Proposition 3.3], with ϵ = µ−2m , where IGS− and IGS+ represent eigenvalue
intervals given by Proposition 3.3 in [28].
(α, β) (1/4, 1/5) (1/4, 1/5) (1/9, 1/6) (2, 2/3)
(µ,m) (2, 2) (2, 3) (4, 2) (5, 2)
sp−(A) [−0.4478,−1.5625E−2] [−0.4472,−1.9531E−3] [−0.4082,−2.4415E−4] [−0.8165,−6.4000E−5]
I− [−0.4631,−1.5089E−2] [−0.4492,−1.9446E−3] [−0.4085,−2.4399E−4] [−0.8166,−6.3994E−5]
IGS− [−0.4478,−4.8781E−4] [−0.4472,−7.6293E−6] [−0.4082,−1.7881E−7] –
sp+(A) [3.0141E−4, 0.5000] [4.7151E−6, 0.5000] [8.6396E−8, 0.3333] [9.2056E−10, 1.4142]
I+ [2.9141E−4, 0.5178] [4.6947E−6, 0.5022] [8.6345E−8, 0.3353] [9.2048E−10, 1.4143]
IGS+ [1.3598E−5, 0.5005] [2.1258E−7, 0.5000] [6.0213E−9, 0.3333] –
and
C =
 0 0 ϵ
√
ϵ
0 −ϵ3 0
ϵ
√
ϵ 0 0
 .
Now the matrixB is symmetric indefinite and nonsingular. Hence, we can use Theorem 3.1 to obtain eigenvalue intervals
for the matrixA for all positive constants α, β and ϵ; see Table 3. Again, in this table we denote by sp−(A) and sp+(A) the
smallest intervals including the negative and the positive eigenvalues of the matrix A ∈ Cn×n, respectively.
Note that B is symmetric positive definite on the kernel of ET , C is symmetric negative semidefinite, and E is of full column
rank, the eigenvalue estimates derived in [28, Proposition 3.3] can be straightforwardly employed to obtain eigenvalue
bounds for the matrix Awhen
√
α +β < 1, for α ≥ β,√
α/

β, for α ≤ β, (4.2)
which is exactly the common condition of (3.1) and γC <
√
α in [28, Proposition 3.3], where γC is the smallest positive root
of the cubic equation there,2and
√
α is the leftmost eigenvalue of the matrix ZTBZ , with Z = (1, 0, 0)T being an orthogonal
basis of the kernel space of ET .
However, as the matrix B andB are symmetric indefinite, the eigenvalue estimates established in [27, Theorem 2.1]
cannot be directly applied to obtain bounds for the eigenvalues of the matrix A andA in Example 4.1.
From Example 4.1 we observe that Theorem 3.1 produces reasonably sharp eigenvalue bounds for the generalized saddle
point matrix A ∈ Cn×n in certain situations, and it can even treat cases where condition (4.2) of Proposition 3.3 in [28] is
violated.
5. Concluding remarks
Based on the eigenvalue relationship between anonsingularHermitianmatrix and its inverse, bymakinguse of thematrix
block-triangular factorization we have derived eigenvalue bounds for the generalized saddle point matrices of Hermitian
indefinite (1, 1) and (2, 2) blocks. This result, besides extending the existing ones in the literature, is practically useful only
when estimates on the eigenvalue bounds of the Schur complement are easily available.
We have noticed that the eigenvalue bounds for the matrix A ∈ Cn×n given in Theorem 3.1 require spectral knowledge
on the matrix E∗B−2E in addition to spectral information on the Schur complement S ∈ Cq×q. This seems a restrictive
requirement in actual applications. Moreover, it may be not easy to assess the indefiniteness of the Schur complement S
in practical situations, so ensuring nonsingularity of S in this case may be quite problematic. Note that in most cases only
spectral information on the matrix blocks B ∈ Cp×p, C ∈ Cq×q and E ∈ Cp×q is available. These are the main limitations of
our new result.
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2 The cubic equation is
ξ(t) := t3 − (√α −β − ϵ3)t2 − [max{α, β} +αβ + (√α −β + 1)ϵ3]t + (√α −αβ −max{α, β})ϵ3 = 0,
which satisfies ξ(0) > 0 and ξ(
√
α) < 0.
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