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1.1 Motivació del projecte 
Avui en dia vivim en l’era de la informació, el que comporta que cada dia es generin 
grans quantitats de dades. A més de la recopilació i emmagatzematge, una part 
important és el seu processament, anàlisis i classificació. Per dur a terme tot això s’ha 
de tenir un coneixement previ de les dades, ja que no tota la informació és útil o 
rellevant, i qualsevol tipus de tractament en aquesta implica una complexitat i costos 
que es poden reduir si prèviament es fa un estudi. 
En els últims anys s’han desenvolupat eines de codi lliure, que faciliten la feina a l’hora 
de tractar amb grans volums de dades. Aquestes fan ús de sistemes distribuïts i 
divideixen la informació per tal d’aplicar paral·lelisme, ja que és clau en el moment de 
treballar amb quantitats elevades de dades. Tanmateix, no deixa de ser un procés 
costós pel que fa a recursos, energia i temps, perquè el volum d’informació segueix 
sent massiu. Per tant, és interessant utilitzar alguna eina que permeti aconseguir uns 
resultats coherents amb un cost més reduït. 
És per això que es planteja la hipòtesi d’analitzar i tractar només un subconjunt del 
total de les dades. Existeix la possibilitat d’evitar haver de processar tota la informació 
per extreure conclusions, perquè els resultats obtinguts amb només una part de les 
dades pot ser prou satisfactori i correcte. Alhora també és un repte l’estudi i 
comparativa sobre algunes de les possibles maneres d’extreure aquestes dades. El fet 
d’escollir una mostra representativa implica que els resultats poden ser igual de bons 
que si s’escull tot el conjunt. 
Per exemple, es vol implementar una nova funcionalitat per la xarxa social Twitter, que 
suggereixi tweets interessants per l’usuari. Per fer-ho, es vol analitzar el seu historial 
de tweets enviats durant el darrer any, i així extreure les temàtiques que puguin ser del 
seu interès. Com que l’objectiu és generar els resultats actualitzats, de manera eficient 
i en temps real, fa que sigui inviable el processament de tots els tweets a causa de la 
gran quantitat d’aquests. Una possible solució seria processar només els tweets 
enviats en mesos parells. Així doncs, es realitzaria un mostreig i es podria observar 
que els resultats de les recomanacions obtingudes en aquest cas poden ser igual de 
bones que si s’hagués analitzat la totalitat dels tweets. 
Exemples com aquests es poden dur a terme gràcies a eines com Hadoop. És un 
framework molt potent quant al processament de grans volums de dades, i el fet de ser 
de codi lliure ha permès utilitzar-ho i modificar-ho per la realització d’aquest projecte 
sense cap restricció. 
1.2 Objectius 
L’objectiu d’aquest projecte final de carrera és estudiar la viabilitat d’aplicar mostreig 
en el processament d’arxius molt grans, per tal d’obtenir solucions més ràpidament i 
mantenint la qualitat. Serà necessari el plantejament i desenvolupament de diverses 
tècniques de mostreig per tal de poder fer un anàlisi i comparativa de resultats. La 
importància d’estudiar i conèixer com funciona l’eina de Hadoop serà un punt rellevant 
a tenir en compte, ja que permetrà dur a terme la implementació sobre les diferents 
estratègies dissenyades. Aquestes modificacions seran implementades en el codi font 
de Hadoop, per tant és necessari un estudi exhaustiu de l’eina per coneixer en quina 
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part del codi implementar els canvis. És important tenir en compte que aquestes 
modificacions siguin de caràcter opcional, és a dir, que si es desitja fer execucions 
sense necessitat d’aplicar mostreig no sigui necessari cap procés extra de compilació 
en l’eina. 
Finalment s’ha de posar en pràctica tot l’estudiat, de manera que mitjançant proves es 
faci un recull de resultats per plasmar-los en gràfics i taules pel seu anàlisi per extreure 
conclusions. S’ha d’arribar a veure l’optimització a l’hora d’aplicar les tècniques, quant 
de temps i recursos es poden estalviar intentant no alterar la qualitat dels resultats. 
Així doncs, els objectius del projecte són els següents: 
• Estudiar l’impacte i optimització d’aplicar sampling en arxius molt grans. 
• Dissenyar i plantejar diferents estratègies de mostreig. Cinc poden ser 
suficients. 
• Investigar, aprendre, entendre i fer ús de l’eina Hadoop per dur a terme els 
canvis en el codi font. 
• Realitzar un seguit de probes coherents i representatives de la conclusió a la 
qual es vol arribar. 
• Recollir totes les dades i resultats en gràfics i taules pel seu anàlisi posterior. 
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2. BIG DATA 
En els últims anys la tecnologia ha canviat radicalment, els dispositius electrònics, 
aplicacions, individus i organitzacions generen cada dia més d’informació. 
Normalment quan es parla de moltes dades es relaciona amb el món del Big Data, 
però Big Data no només fa referencia a quantitats elevades d’informació. Per descriure 
millor el que representa es parla de les tres V, que defineixen en detall els objectius 
que aquest sistema vol aconseguir. [1] 
Volum: un sistema Big Data és capaç d’emmagatzemar una gran quantitat de dades 
mitjançant infraestructures escalables i distribuïdes. En els sistemes 
d’emmagatzematge actuals comencen a aparèixer problemes de rendiment per culpa 
de la magnitud de dades. Big Data està pensat per treballar amb aquest nivell de 
volum. 
Velocitat: una de les característiques més importants és el temps de processament i 
resposta sobre aquest volum de dades, processant-los en temps molt reduïts i obtenint 
els resultats en uns temps reals. Avui en dia les fonts de dades poden generar molta 
informació a cada segon, obligant al sistema receptor a tenir la capacitat per 
emmagatzemar-la de forma molt ràpida. 
Varietat: les noves fonts de dades utilitzen nous i diferents tipus de format 
d’informació, coneguts com a dades no estructurades, que un sistema Big Data és 
capaç d’emmagatzemar i processar sense haver de realitzar cap procés estructural o 
d’indexació d’informació. 
Figura 1: Les 3 V del Big Data 
2.1 Big Data en el món actual 
Cada dia són més empreses les que es submergeixen en el futur de l’univers del Big 
Data. El repte consisteix en capturar, emmagatzemar, cercar, analitzar, compartir i 
donar valor a moltes dades. 
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Existeixen un gran nombre d’ empreses i aplicacions que utilitzen tecnologies Big Data 
com Hadoop junt amb el paradigma MapReduce en els seus clústers. Entre les més 
rellevants es poden citar: 
Empreses: 
Cloudera, Inc: una de les principals companyies que donen suport i formació en 
Hadoop. Tenen la seva pròpia distribució de Hadoop i un dels seus treballadors, 
TomWhite, ha escrit un els llibres de referència de Hadoop [2]. 
Facebook: utilitzen Hadoop [3] per emmagatzemar còpies de logs interns i fonts de 
dades de grans dimensions, així com de fons d’informes / anàlisi i aprenentatge 
automàtic. També han utilitzat el sub-projecte de Hadoop, Hive i han construït una 
implementació FUSE (Filesystem in Userspace) sobre HDFS. [4] 
Google: un dels pilars clau del desenvolupament de Hadoop. Junt amb IBM, porta a 
terme la iniciativa “University Inititative to Address Internet-Scale Computing 
Challenges” [5] que intenta millorar el coneixement dels estudiants sobre computació 
paral·lela per adaptar-se a models de programació i paradigmes com MapReduce. 
Twitter: utilitzen Hadoop i el paradigma MapReduce per emmagatzemar i processar 
tweets i fitxers de log. [6] 
Yahoo!: una de les empreses promotores de Hadoop, l’utilitzen en més de 40.000 
màquines per temes de cerca en web i sistemes auxiliars. [7] 
Aplicacions: 
Google Maps: ha utilitzat MapReduce per solucionar certs problemes com la 
localització de carreteres connectades a una intersecció donada, la renderització de 
capes de mapes o la cerca de punt d’interès més proper a una direcció localitzada o 
una localització donada, etc.[8] 
PageRank: el programa per excel·lència de posicionament web utilitza MapReduce 
(amb alguna lleugera modificació) per regenerar completament l’índex de Google de 
pàgines web i valorar qualsevol tipus de document de manera recursiva. [9] 
Machine Learning s’ha utilitzat MapReduce per implementar diferents tipus 
d’algorismes d’aprenentatge automàtic, demostrant acceleració lineal incrementant el 
nombre de processadors. Un exemple d’aquest tipus d’aplicacions és el framework de 
codi lliure Apache Mahout [10], que es recolza en Apache Hadoop. 
 
2.2 Tecnologies Big Data 
Cada vegada són més les dades que es volen analitzar, es vol saber i emmagatzemar 
tota mena d’informació, des d’imatges, vídeos, arxius de text, etc, això fa que 
apareguin nou tipus d’informació que necessitin d’eines innovadores pel seu 
processament i anàlisi. 
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2.2.1 Tipus d’informació 
Es pot fer una classificació dels tipus de dades segons la seva naturalesa i origen, per 
així entendre millor el perquè de l’evolució dels sistemes d’explotació de la informació 
cap a Big Data: 
Dades estructurades: informació ja processada, filtrada i amb un format estructurat. 
És el tipus de dades que més s’utilitzen (sobretot amb bases de dades relacionals). 
Dades semiestructurades: informació processada i amb un format definit però no 
estructurat. D’aquesta manera es pot tenir la informació definida amb una estructura 
variable. Dos exemples són les bases de dades basades en columnes, i els fitxers 
d’informació en un llenguatge d’etiquetes (HTML o XML). 
Dades no estructurades: informació sense processar i que pot tenir qualsevol 
estructura. Es pot trobar en qualsevol format: text, imatge, vídeo, codi, etc. Els 
directoris de logs d’aplicacions o la informació penjada en les xarxes socials són bons 
exemples de dades no estructurades. 
2.2.2 Arquitectura Big Data 
L’arquitectura de Big Data [11] està formada per les següents capes: recol·lecció de 
dades, emmagatzematge, processament i visualització. 
En la següent figura es pot observar el flux que tindria la informació en aquest tipus 
d’arquitectura.  
Figura 2. Arquitectura Big Data 
Recol·lecció de dades 
En aquesta etapa el sistema ha de connectar-se a les seves fonts i extreure la 
informació. Les eines de recol·lecció de dades poden dividir-se en dos grups: 
Batch: es connecten de manera periòdica a la font d’origen per obtenir noves dades. 
Generalment s’utilitzen per connectar-se a sistemes de fitxers o bases de dades, 
cercant canvis des de la darrera vegada que es van connectar. Una eina per migrar 
dades periòdicament d’una base de dades a una altra és un exemple de recol·lecció de 
dades per batch, també és el cas de Hadoop, que s’executa en batch. 
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Streaming o per transmissió a temps real: estan connectades de manera 
contínua a la font de dades, descarregant informació cada vegada que es 
transmet. S’acostuma a utilitzar per monitorització de sistemes de conjunts de 
sensors o per connectar-se a xarxes socials i descarregar informació en temps 
real. 
Emmagatzematge 
La capa d’emmagatzematge té, a grans trets, dos elements bàsics: el sistema de 
fitxers i la base de dades. Fins fa poc els sistemes de tractament d’informació se 
centraven principalment en les bases de dades, però com que en els sistemes Big 
Data es busca una major varietat possible, els sistemes de fitxers comencen a tenir 
més importància. 
Processament i anàlisi 
Una vegada es tenen les dades emmagatzemades, el següent pas en un sistema Big 
Data és explotar la informació per arribar als resultats desitjats. 
Les eines d’anàlisi i processament de la informació han evolucionat considerablement, 
especialment aquelles que treballen sobre dades no estructurades. La necessitat de 
crear noves aplicacions i que aquestes ja estiguin adaptades a sistemes 
d’emmagatzematge actuals ha promogut l’aparició de nous paradigmes. 
Visualització 
L’apartat de visualització és el que menys ha canviat respecte a les arquitectures més 
tradicionals. Els resultats a visualitzar del processament s’acostumen a consultar sobre 
les bases de dades relacionals o SQL, ja que són les que ofereixen un menor temps 
de resposta 
2.3 Paradigma MapReduce 
MapReduce és un model de programació que va ser introduït per Google l’any 2004 
[12]. El principal objectiu era millorar el processament de grans col·leccions de dades 
en sistemes distribuïts. El processat es pot realitzar sobre les dades 
emmagatzemades, ja sigui en un sistema d’arxius (no estructurat) o dins d’una base 
de dades (estructurada). 
Aquest model de programació permet processar les dades que estan allotjades en un 
clúster de forma paral·lela aprofitant el sistema de fitxers distribuït. 
El nom MapReduce ve donat per la combinació de dos processos separats (Map i 
Reduce) necessaris per a l’extracció de valors. La part Map funciona com extractor i 
assigna valors a determinades claus. La part Reduce realitza la funció d’acumulació i 
combina les claus obtingudes a partir de la sortida generada en la fase Map per crear 
un valor reduït (combinat) únic per cada clau. 
Aquestes dues fases procedeixen de la següent manera: 
Map: el mètode Map rep com entrada un parell (clau, valor) i la seva sortida és un o 
diversos parells (clau-i, valor-i).  
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Figura 3: Funció Map [13] 
El sistema s’encarrega de barrejar i ordenar resultats entremitjos en funció de les 
claus. 
Figura 4: Barreja i ordenació [13] 
Reduce: el mètode Reduce rep com entrada un parell (clau, llista de valors) obtinguts 
de la fase map i genera com a sortida un parell (clau, valor). 
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Figura 5: Funció Reduce [13] 
Figura 6: esquema general MapReduce [13] 
Un avantatge de MapReduce és que permet el processament distribuït de les 
operacions map i reduce. Les operacions map i reduce es poden realitzar en paral·lel, 
encara que en la pràctica aquest paral·lelisme es veu limitat per la font de dades i el 
número de CPUs. Una de les restriccions per la fase reduce és que totes les sortides 
de l’operació map que comparteixen la mateixa clau s’assignin a la mateixa operació 
reduce. 
Tot i que aquest procés pot semblar ineficient en comparació amb els algorismes 
seqüencials per tot l‘overhead que presenta, MapReduce permet dividir grans volums 
de dades per ser processats paral·lelament, el que fa que el possible overhead deixi 
de ser significatiu. 
Avui en dia un gran conjunt de servidors poden utilitzar MapReduce, un exemple és 
l’ordenació d’un terabyte de dades, que va realitzar Yahoo!, en 16.25 hores [14]. 
2.4 Hadoop  
Hadoop és un projecte de codi lliure [15], administrat per Apache Software Foundation, 
que implementa l’algorisme de MapReduce. S’utilitza com a base per desenvolupar 
aplicacions de processament paral·lel que segueixin el paradigma MapReduce, el qual 
permet treballar amb milers de nodes i petabytes de dades. 
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Originalment va ser desenvolupat i utilitzat per les grans empreses dominants de la 
Web, com Yahoo! i Facebook. Ara Hadoop també és utilitzat en finances, tecnologia, 
telecomunicacions, medis, entreteniment, govern, institucions d’investigació i altres 
mercats amb gran quantitat de dades. Gràcies a Hadoop, les empreses poden explorar 
dades complexes mitjançant l’anàlisi personalitzat i adaptat a les seves necessitats. 
Hadoop va ser dissenyat per analitzar de forma ràpida i fiable qualsevol tipus de 
dades. És molt útil quan es volen desenvolupar projectes que necessiten una gran 
escalabilitat. Al disposar de les dades de forma distribuïda, la cerca es pot realitzar 
molt ràpidament, ja que pot accedir a la informació de forma paral·lela, i no cal 
preocupar-se de fallades perquè disposa d’un sistema de seguretat de replicació de 
dades. 
El projecte Hadoop consta d’una sèrie de subprojectes que formen la seva 
funcionalitat, profunditzant en aspectes com el tractament, flux i importació de dades, 
la monitorització de treballs, etc. 
Figura 7: Ecosistema de Hadoop [16] 
 
2.4.1 Arquitectura 
L’arquitectura de Hadoop està formada per tres pilars fonamentals: 
Sistema de fitxers: Hadoop implementa una abstracció pròpia d’un sistema de fitxers 
distribuït anomenat HDFS (Hadoop Distributed File System). 
Hadoop MapReduce: el motor consta d’un planificador de treballs MapReduce, així 
com d’una sèrie de clients encarregats de portar-los a terme. 
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Hadoop Common: conjunt d’utilitats que faciliten la integració de subprojectes de 
Hadoop. 
Aquesta arquitectura es pot aplicar en una màquina en local o en sistemes distribuïts 
com seria un datacenter amb milers de màquines. Això és gràcies a què Hadoop 
permet executar-se de tres maneres diferents: 
Mode local / standalone: és l’opció per defecte, permet executar en mode no-
distribuït en un únic procés de Java. S’utilitza principalment en les fases de 
desenvolupament i depuració. 
Mode pseudo-distribuït: aquest mode és similar a l’anterior, ja que s’executa en una 
única màquina, però utilitza diferents processos Java per simular l’execució com si 
fossin diverses màquines. 
Mode distribuït: aquesta és la forma d’aprofitar tota la potència de Hadoop, ja que es 
maximitza el paral·lelisme de processos i s’utilitzen tots els recursos disponibles del 
clúster sobre el qual s’executa. 
2.4.2 Hadoop Distributed File System 
 
L’HDFS (Hadoop Distributed File System) és el sistema de fitxers distribuït i estructurat 
en blocs utilitzat en Hadoop. Cada fitxer es divideix en blocs de mida fixa i 
s’emmagatzemen en un clúster, d’una o més màquines, amb capacitat 
d’emmagatzematge d’informació. L’assignació dels blocs a cada màquina es realitza 
de forma aleatòria per un criteri “bloc a bloc”. Així, l’accés a un fitxer pot necessitar la 
cooperació de múltiples màquines, i d’aquesta forma se suporten mides molt més 
grans que un sistema de fitxers tradicional, pel fet que els fitxers poden ser més grans 
que la mida disponible d’un únic disc dur. 
Pel que al sistema de fitxers es refereix, es forma a partir d’un clúster de nodes 
d’informació (DataNodes), cada un dels quals intercanvia blocs de dades per la xarxa, 
utilitzant un protocol de comunicació específic del HDFS. Aquesta informació també és 
accessible per HTTP, deixant accés a tot el contingut des d’un navegador web. Els 
nodes d’informació es comuniquen, per balancejar la seva carrega, copiar fitxers i 
mantenir el nivell de replicació d’informació. La següent figura il·lustra en detall 
l’arquitectura. 
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Figura 8: Arquitectura HDFS 
Pel que respecta al sistema de fallades, el NameNode emmagatzema les 
modificacions del sistema de fitxers HDFS en un log allotjat en un fitxer natiu del 
sistema (EditLogs). Quan arrenca un NameNode després d’una caiguda, llegeix l’estat 
del HDFS d’un fitxer imatge (FSImage) i després aplica les modificacions a partir del 
fitxer EditLogs. A continuació, escriu el nou estat en el FSImage i arrenca les 
operacions normals. Atès que el NameNode fusiona la informació dels dos fitxers quan 
s’arrenca el daemon, el fitxer de modificacions pot arribar a créixer molt, el que 
provoca que en el següent reinici de NameNode trigui més temps a estar preparat a 
causa de la mida pendent del log. El SecondariNameNode fusiona periòdicament els 
fitxers FSImage i EditLogs i manté la mida del log de modificacions dins d’un rang 
adequat per no allargar molt el reinici. 
Una de les debilitats d’aquest sistema de fitxers és que el NameNode no està 
distribuït, sinó que s’executa en un únic servidor que constitueix un únic punt de fallada 
(SPOF). Això implica que si el NameNode cau, el sistema de fitxers sencer està caigut, 
i per tant els jobs no poden continuar amb l’execució. Quan s’aixequi de nou, el 
NameNode ha de tornar a executar totes les operacions pendents. 
Una de les fortaleses del sistema de fitxers HDFS és que si cau un dels DataNodes no 
es perd la seva informació, ja que aquesta està replicada, i els jobs poden continuar la 
seva execució sense cap interrupció. 
Hi ha dos aspectes de la configuració del HDFS molt importants: 
Mida del bloc: indica la mida en bytes que ha de tenir com a màxim els blocs 
dels fitxers. Per defecte està configurat a 64 MB, que és el valor recomanat per 
un bon rendiment del sistema. 
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Factor de replicació: indica quantes vegades ha d’estar replicat, com a mínim, 
el mateix bloc en màquines diferents. Per defecte està configurat a tres i no es 
recomana tenir un factor de replicació menor. Així s’aconsegueix que la 
informació estigui emmagatzemada en tres nodes. S’ha de tenir en compte que 
un factor de replicació molt elevat perjudica considerablement al rendiment del 
sistema, ja que al guardar noves dades, aquestes han de ser transferides a 
tants nodes diferents com s’ha especificat en la configuració. 
2.4.3 Hadoop MapReduce 
Arquitectura MapReduce 
MapReduce té una arquitectura master-slave, que està formada per dos serveis: 
Servei JobTracker: s’executa en el node master i és el planificador encarregat de 
gestionar, monitoritzar i distribuir la càrrega dels treballs MapReduce. 
Servei TaskTracker: s’executa en els nodes slaves, rep les tasques assignades pel 
JobTracker i s’encarrega de realitzar-les sobre el bloc de dades corresponent. 
Figura 9: Arquitectura MapReduce 
Workflow de l’execució d’un treball MapReduce en una arquitectura Hadoop amb quatre nodes: tres de treball 
(DataNode + TaskTraker) i un de gestió (NameNode + JobTracker). 
Seguint com a exemple la figura 8 es descriu la comunicació entre els diferents serveis 
en una execució MapReduce. Cada pas fa referència al número de la imatge: 
1. El JobTracker rep les dades d’execució (quin procés es llança i sobre quines 
dades es realitza) i es comunica amb el NameNode per conèixer la distribució 
de les dades. 
2. Una vegada se sap quins Datanodes tenen els blocs amb els quals han de 
treballar, es distribueixen els processos map als TaskTracker candidats. El 
planificador JobTracker tracta d’assignar aquests treballs tan a prop com sigui 
possible de la màquina que conté aquesta informació, per així intentar reduir el 
tràfic de la xarxa. 
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3. Cada TaskTracker realitza el treball sobre el bloc assignat comunicant-se amb 
el DataNode. 
4. Una vegada obté els resultats, els TaskTrackers ho notifiquen al JobTracker. 
5. Un cop tots els processos map han finalitzat, el JobTracker inicia el procés de 
reduce assignant la feina a realitzar als nodes corresponents. 
6. Els TaskTrackers realitzen el procés de reduce i quan finalitzen ho notifiquen al 
JobTracker. 
7. El JobTracker comprova que totes les tasques s’han realitzat correctament per 
tal de poder completar el job. 
Com que en una execució d’un procés MapReduce algun dels nodes de treball pot 
tenir un error o desconnectar-se del clúster, el JobTracker ho detectarà, i gràcies al fet 
que les dades estan replicades, delegarà la tasca que ha fallat sobre un altre node que 
contingui el bloc. D’aquesta manera quan hi ha un error no s’ha de tornar a fer tot el 
procés, sinó que simplement ha de tornar a executar-se la part fallida. 
Etapes d’un procés MapReduce 
Les següents etapes són les que formen un procés MapReduce, entre elles es troben 
dues de les més importants ja esmentades anteriorment, Map i Reduce. 
Input: és una fase (prèvia) a la funció Map. Consisteix a preparar i dividir (spliting) les 
dades d’entrada en parells clau/valor que són distribuïdes entre els diferents nodes 
que componen el clúster de computadores. Aquests blocs parcials solen estar 
emmagatzemats en un sistema distribuït de fitxers com HDFS per millorar l’eficiència 
del processament. En l’HDFS aquests blocs solen tenir una mida de 64MB. 
Mapping (map): en aquesta etapa els nodes escollits pel JobTracker, anomenats 
Mappers, realitzen el treball de forma paral·lela i distribuïda sobre les dades d’entrada i 
obtenen una sortida de la forma: !!!!(!!!i,!!!!!i). 
Shuffle and Sort:  el shuflle i sort es realitza en cada mapper. Al finalitzar el mapper la 
funció partitioner és la que escolleig a quin reducer ha d'anar cada clau. 
Reducing (reduce): es realitza la reducció final del treball. L’entrada del Reduce rep 
les claus i les llistes de valors per aquestes claus. Pot haver-hi més d’un reduce o cap, 
si el que es vol és directament la sortida de la fase de Mapping. 
2.4.4 Implementació d’un treball MapReduce 
Per mostrar com s’implementa una aplicació MapReduce s’agafarà com a exemple un 
treball en què la finalitat és obtenir la freqüència de cada una de les paraules d’un fitxer 
d’entrada. Es fa servir l’API Java per programar aquests treballs MapReduce. En la 
versió de Hadoop que s’utilitza per a aquest projecte (0.20.203.0) existeixen dues 
versions d’API, l’antiga i la nova. Per l’antiga es requereix la implementació de dues 
interfícies senzilles: interfície mapper i interfície reduce. 
Interfície Mapper 
Les classes que implementen la interfície Mapper han d’estendre de la classe 




En aquesta interfície la parella Ki-Vi fa referència als tipus de dades d’entrada (parella 
clau-valor), mentre que Ko-Vo al format de sortida (també parella clau-valor). En els 
quatre casos els objectes han de ser de tipus Writable, és a dir, heretar de la classe 
Writable.!
La funció per implementar és la següent: 
public!void!map(!Ki!key,!Vi!value,!OutputCollector!<Ko,Vo>!output,!Reporter!reporter)!
!
Aquesta funció s’executarà en cada node de treball durant la fase map. Els Mappers, 
per aquest exemple, estan pensats per treballar amb fitxers de text, així doncs llegiran 
l’entrada línia a línia i cridaran a la funció map.  
Paràmetres de la funció: 
key: número de línia de fitxer. 
value: línia de text. 
output: la sortida en format de parelles del tipus <Ko,Vo>. Les parelles s’afegeixen a la 
sortida amb la crida a la següent funció. 
OutputCollector!collect(Ko,!Vo)!
 
reporter: el seu ús és opcional, i es fa servir per informar de l’estat del procés. 
En el següent fragment de codi s’observa la implementació d’un Mapper per a un 
treball MapReduce anomenat ‘wordcount’, que compta les aparicions que té cada 
paraula. Com a entrada rep el número de línia i el text de cada línia i com a sortida 
genera una llista de parelles clau/valor, en aquest cas de tipus paraula - 1, que conté 


















Les classes que implementen la interfície Reduce també estenen de MapReduceBase 
i han d’indicar els tipus d’entrada de dades i sortida. Els tipus d’entrada del Reduce 
han de coincidir amb els de sortida del Mapper. 
public!static!class!MyReducer!extens!MapReduceBase!implements!Reducer!<Ki,!Vi,!Ko,!Vo>!
!




Els paràmetres de la funció varien una mica respecte als del Mapper: 
key: clau dels valors que rep del Mapper. 
values: els valors corresponents a la key. 
output: la sortida en format de parells de tipus <Ko,Vo>. 














En aquest cas el reduce rep totes les entrades corresponents a una paraula (la clau) i 
suma tots els valors. D’aquesta manera s’obté el número de vegades que apareix una 
paraula. 
Pel que fa a l’API nova, les classes no implementen una interfície Mapper, sinó que 






Les funcions map i reduce que s’han d’implementar són: 
public!void!map!(Ki!key,!Vi!value,!org.apache.hadoop.mapreduce.Mapper.Context!context)!
Paràmetres de la funció: 
key: número de línia de fitxer. 
value: línia de text. 
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context: s’utilitza entre altres coses per emmagatzemar la sortida de forma similar a 
com es feia en l’API antiga el Outputcollector. Les parelles s’afegeixen a la sortida amb 






Paràmetres de la funció: 
key: clau dels valors que rep del Mapper. 
value: els valors corresponents a la key. 
context: conté ,entre altres coses, la sortida  
La següent figura mostra com seria el procés de les dades que s’ha explicat pas a pas: 
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Figura 10: Procés d’un treball wordcount en MapReduce 
1. S’afegeix el fitxer original al HDFS (en aquest cas són tres blocs en tres nodes 
diferents) 
2. El Mapper s’executa en cada node sobre el bloc corresponent, generant una llista 
de parelles clau-valor. 
3. La sortida de cada Mapper s’envia al node que realitzarà el Reduce i fa la fase de 
Shuffle i Sort. 
4. El Reduce suma els valors de cada clau i deixa el resultat en un fitxer de l’HDFS.  
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3. MOSTREIG ESTADÍSTIC 
En estadística es coneix mostreig com la tècnica per a la selecció d’una mostra a partir 
d’una població, sent la població el conjunt d’elements que la formen. Els elements 
d’una població poden ser finits o infinits i contenen unes característiques que els 
defineixen. 
El procés de realitzar mostreig permet estalviar recursos, i alhora obtenir resultats 
aproximats als quals s’obtindrien si es fes l’estudi de tota la població. 
No obstant s’ha de dir que per a que un mostreig sigui vàlid i es pugui realitzar un 
estudi adequat, ha de complir certs requisits. Mai es pot estar totalment segur que el 
resultat sigui una mostra representativa, però sí que es pot actuar de forma que s’arribi 
a aquesta condició amb una probabilitat elevada. 
3.1 Estratègies de mostreig 
Les estratègies de mostreig es poden basar en un mostreig probabilístic o un de no 
probabilístic. Aquest projecte es centra en el mostreig probabilístic, ja que intenta que 
les generalitzacions que es fan a partir de les mostres siguin correctes. Es basa en la 
probabilitat, com més precisa i amplia sigui la mostra, més probabilitat hi haurà que els 
resultats siguin més òptims. 
Existeixen diverses estratègies de mostreig probabilístiques, entre ells trobem [17]: 
Mostreig aleatori simple 
Tota la població té la mateixa probabilitat de ser escollida. El factor aleatori és el que 
s’encarrega de definir les mostres. Un inconvenient que té, és que la mostra que es 
recull pot fer que no sigui representativa del tot degut al factor aleatori. 
Figura 11: Exemple mostreig aleatori simple [18] 
Aplicat al mostreig que es vol fer en aquest projecte, les persones representarien els 
parells de clau-valor. 
 
Mostreig sistemàtic  
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Aquest mostreig es basa en l’ordenació de la població segons un criteri establert, per 
després seleccionar elements seguint un interval regular sobre la llista ordenada, com 
per exemple escollint un element de cada dos. 
Figura 12: Exemple Mostreig sistemàtic [19] 
En aquest cas les persones són les que representen els diferents parells de clau-valor 
per processar. 
Mostreig estratificat 
Quan la població es troba repartida en categories diferents. Per tant, el mostreig 
s’agafarà de cada una de les categories, és a dir, una part de cada categoria formarà 
la mostra. 
Figura 13: Exemple mostreig estratificat [20] 
Si s’apliqués a Hadoop aquesta estratègia, les diferents categories representarien els 
blocs de dades, i el que es processaria seria una mostra de cada bloc. 
Mostreig per conglomerats 
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S’utilitza quan la població es troba dividida, de manera natural, en grups que es 
suposa que contenen tota la variabilitat de la població. Per tant es poden seleccionar 
només alguns d’aquests grups o conglomerats per la realització de l’estudi. 
Figura 14: Exemple visual de mostreig per conglomerat [21] 
Aplicat al mostreig que es vol fer en aquest projecte, els clústers estarien representats 
pels blocs de dades, mentre que les persones representarien els parells de clau-valor. 
Existeixen més tipus d’estratègies probabilístiques però aquestes són les que han 
servit d’inspiració per realitzar la implementació d’alguns exemples. 
3.2 Estratègies implementades 
En el moment de definir i plantejar quines estratègies es volien implementar per fer 
l’estudi, es va reflexionar sobre dos casos extrems que podrien sorgir. 
D’una banda, contemplar una estratègia completament aleatòria amb bons resultats 
estadístics, però poc rendiment donada la distribució de blocs al sistema de fitxers. 
De l’altre, una estratègia on el fet de fragmentar l’arxiu obtingui resultats estadístics 
qüestionables, però en canvi obtingui molt bon rendiment donada l’arquitectura del 
sistema de fitxers. 
Tenint en compte aquestes reflexions, es va decidir definir més d’un tipus d’estratègia 
de mostreig, atès que no només el fet d’aplicar sampling és important, sinó que també 
és interessant veure l’impacte que té el tipus de mostreig en la qualitat dels resultats i 
els temps d’execució. Amb aquestes estratègies es realitzaran anàlisi i comparatives 
per tal de veure la seva viabilitat i les millores que poden aportar. 
Pel plantejament d’aquestes estratègies, hi ha dos paràmetres molt importants a tenir 
en compte. Per una costat, els blocs de dades amb els que es tracten tenen una mida 
fixa de 64MB. Això és així, ja que l’eina on es posarà en pràctica aquest plantejament, 
treballa amb aquesta unitat de mesura. Per l’altre, s’ha de definir quin és el fragment 
d’informació que es vol analitzar, doncs es tracta de fer una mostra prou representativa 
i així evitar processar totes les dades. Per determinar aquesta mostra, es definirà un 




Partint d’un arxiu de dades es vol tractar un percentatge P, per fer-ho s’aplicarà la 
següent regla: es genera un número aleatori entre 1 i 100 (ambdós inclosos), si aquest 
valor és menor o igual que P llavors es processa el parell clau valor. En cas contrari 
s’ignora, es genera un altre número aleatori i es segueix el procediment fins a arribar a 
processar totes les dades d’entrada. Encara que el sampling es generi de manera 
aleatòria no impedeix que la mida de la mostra final que s’extreu és el percentatge 
definit inicialment. 
Per exemple, si es vol agafar el 20% del total de les dades, i s’han generat un total de 
10 números aleatoris: 4, 98, 35, 77, 16, 66, 52, 95, 82, 89 en aquest cas només els 
números 4 i 16 es processaran, ja que són menors que 20. 
Figura 15: Estratègia 1 
Estratègia 2 
Del total de les dades d’entrada es vol agafar una mostra que vindrà determinada per 
un percentatge P. Aquest es generarà mitjançant una funció auxiliar que serà 
l’encarregada de decidir quines dades no es processen. 
Funció auxiliar 
Unsigned int rgeom (double p)  
{ 
    double u = rand();                /* 0 <= u < 1 */ 
    k = log(u)/log(1.0-p);            /* necessita un control para evitar que p sigui 
    <= 0 o >= 1 (con "=") */ 
    return (unsigned int) floor(k);   /* arrodonir per defecte! */ 
} 
Aquesta funció rgeom genera mostres aleatòries seguint la distribució geomètrica 
discreta amb una densitat al voltant de la probabilitat del paràmetre p. Les mostres 
representen la quantitat de parells clau valor consecutius que es volen ignorar. Si val 0 
significa que processem el següent, mentre que si val qualsevol altre valor se salta 
tants com aquest valor indiqui. És a dir, seguint amb l’exemple anterior, si val 5 
s’ignoren 5 seguides i es tracta la sisena. [22] 
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Figura 16: Estratègia 2 
Estratègia 3 
Per la següent estratègia s’escull quin percentatge P de l’arxiu es processarà de 
manera consecutiva començant per l’inici. És necessari conèixer primer la mida M de 
tot l’arxiu. Un cop definit el valor, es calcula el punt màxim de dades a llegir. D’aquesta 
manera s’aniran processant els parells clau valor sempre i quan estiguin dins del rang 
del percentatge calculat anteriorment. Finalment, quan es detecti que s’ha arribat a 
llegir la part de l’arxiu desitjada ja es deixarà de processar la resta. 
Figura 17: Estratègia 3 
Estratègia 4 
Tal com s’ha descrit abans els blocs de dades tenen una mida de 64MB. Per aquesta 
estratègia es vol processar un percentatge P de cada bloc (on P és un valor entre 0 i 
1). És a dir, si es vol processar el 50% de l’arxiu, el valor de P valdrà 0.5, que equival a 
llegir 64MB*0.5 = 32MB de cada bloc. 
Figura 18: Estratègia 4 
Estratègia 5 
Per acabar, en la darrera estratègia es vol processar un bloc de dades de cada N. Per 
tant es definirà N = 100/P on P és el percentatge de dades a processar. Per portar-ho 
a terme, primer s’ha de conèixer el nombre de blocs seguits que es volen ignorar, 
aquest número ve determinat per un paràmetre N. 
Per exemple, si N és 3, es processaran els blocs 1, 4, 7 i 10 (tal com mostra el dibuix, 
un de cada N). 
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Figura 19: Estratègia 5  
 30 
4. IMPLEMENTACIÓ 
4.1 Mostreig a Hadoop 
Per posar en pràctica les estratègies esmentades en el capítol 3.2 és necessari 
explicar a grans trets el funcionament de MapReduce i focalitzar on es realitzaran els 
canvis per la implementació d’aquestes. Més endavant, s’explica amb detall totes les 
modificacions en l’àmbit de codi, dades i funcionament. 
Com ja s’ha comentat anteriorment, a través dels paràmetres de configuració d’un job 
es pot permetre activar o desactivar l’opció de sampling. S’ha pensat fer d’aquesta 
manera, perquè així aplicar mostreig sigui de caràcter opcional i no es tingui que 
recompilar Hadoop cada vegada que es desitja utilitzar. Es vol fer un incís en que 
aquests paràmetres de configuració es declaren a l’hora de fer el submit del job i no 
pas en els arxius de configuració de Hadoop. 
Així doncs, tota la implementació es realitza en el codi font de Hadoop, concretament 
en la fase de Mapping. La imatge representa, a grans trets, les parts per les quals 
passa un job de MapReduce. 
Figura 20: Procés job MapReduce 
Primer es fa un recull de totes les dades (poden ser de molts tipus diferents), aquestes 
dades les rep el JobTraker i les gestiona per tal de dividir-les i preparar-les en “splits”. 
Cal remarcar que un split no és el mateix que un bloc de dades. El bloc és la unitat 
estructural amb el que treballa l’HDFS, mentre que el split és un subconjunt de les 
dades d’entrada. Però com que els splits són els que es llegeixen i s’envien, el més 
habitual és fer que els splits siguin equivalents als blocs del sistema.  
Un cop estan els splits preparats, el JobTracker crea una map task per cada split i les 
assigna als TaskTrackers. Tot seguit, cada TaskTracker realitzarà la fase de Mapping i 
és aquí on s’aplicarà el codi de mostreig, just abans d’executar les funcions ‘map’ en 
cada TaskTracker. Un cop finalitzada la fase de Mapping, es realitzaran per ordre les 
fases restants: shuffling i reducing. Aquestes dues no presenten cap modificació, 
doncs, l’únic que els afecta és que a conseqüència de realitzar sampling en la fase de 
map les dades que reben del map són menors. Però respecte al funcionament i codi 
tot segueix de la mateixa forma. 
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Així doncs el focus està entre les fases Input HDFS i Mapping. Concretament la fase 
Mapping on es va consumint el spliti. 
Figura 21: Focus de la implementació del mostreig 
Tal com s’ha explicat, el JobTracker és l’encarregat d’administrar els splits i assignar-
los als respectius TaskTrakers perquè realitzin les MapTask i vagin llegint i tractant les 
dades. És doncs, en cada un dels TaskTrakers que s’aplicarà, si es desitja, l’estratègia 
de mostreig de l’apartat anterior que es vulgui. 
4.2 Modificacions a Hadoop 
A continuació es descriurà pas a pas la implementació en el codi font de Hadoop que 
s’ha portat a terme per poder realitzar el mostreig. 
Una observació a tenir en compte és que la versió 0.20.203.0 de Hadoop que s’utilitza 
en aquest projecte encara té disponibles les dues APIs de Hadoop, i per tant això fa 
que s’hagi d’implementar el codi en ambdues. No hi ha possibilitat de reutilitzar codi 
d’una a l’altre, ja que entre elles no existeix cap tipus de relació. En aquesta versió de 
Hadoop l’API antiga era la que tenia més importància i a mesura que s’anaven 
publicant versions de Hadoop aquestes encara es mantenien. Actualment, l’última 
versió de Hadoop (2.6.0) ja no manté l’API antiga. 
En aquest cas, per la utilització del HiBench d’Intel és necessari tenir totes dues, doncs 
hi ha algun workloads (exemple wordcount) que utilitzen la nova, i hi ha d’altres (Sort) 
que fan ús de l’antiga. 
A continuació es detalla el funcionament intern de Hadoop, les modificacions que es 
realitzen, i en què afecten.  
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Es parteix des del moment en què el TaskTraker d’un node rep l’ordre d’executar una 
tasca amb un input determinat. En aquest punt, la classe MapTask s’encarrega de 
gestionar si s’executa l’API antiga o la nova. A continuació s’explica que es fa en cada 
cas: 
API antiga: 
Figura 22: Esquema API antiga 
En l’esquema de la figura es representen els arxius que es modifiquen i els que tenen 
relació amb les modificacions. Els números faciliten la identificació del codi en 
l’explicació. 
La classe mapred.MapTask és l’encarregada d’instanciar la classe 
mapred.MapRunner que hereta de la interfície mapred.MapRunnable. En el següent 
fragment de codi es pot veure com s’instancia i després es crida a la funció run de la 






































































































És aquí on mitjançant la variable mapper s’instanciarà la classe que implementa la 
interfície mapper. 
 
L’usuari ha implementat la classe MyMapper que hereta de la interfície 
mapred.Mapper. Aquesta classe MyMapper té la seva pròpia funció map. 














La crida a la funció map ‘mapper.map(key,! value,! output,! reporter);’! s’executarà 
mentre encara hi hagi parells de clau-valor per gestionar. 
Arribat aquest punt, on s’ha explicat el funcionament del codi en el seu estat original, 















































































































































































Tota la zona remarcada en color gris indica el codi del sampling afegit. 
 37 
Primer de tot es declara un job per poder accedir a la seva configuració i així saber 
quin són els paràmetres que s’han definit. 
Després es declara un id i una estratègia, que representen l’identificador únic del task i 
l’estratègia a aplicar, respectivament. 
A continuació ve una peculiaritat, i és la declaració de la variable path. Aquesta només 
s’utilitza per a un workload específic, el PageRank. El motiu és que quan s’executa el 
PageRank si les dades que arriben vénen del path pr_vector o pr_tmp no es vol aplicar 
sampling. Aquests arxius indiquen el pes de cada pàgina, per tant no té sentit aplicar-
ne. Només s’aplica el mostreig en l’arxiu edges que és el que té els links entre 
pàgines. Per evitar-ho es declara la variable estratègia a 0 que és l’equivalen a 
executar el codi de Hadoop original. 
A continuació s’explicarà els canvis en la nova API, i la descripció de la implementació 
sobre les 5 estratègies es farà al final, doncs són iguals per les dues APIs, l’única 
diferència és la manera en com s’obtenen algunes dades. 
API nova: 
Figura 23: Esquema API nova 
 
A diferència de l’API antiga aquí la classe mapred.MapTask executa la funció 









































































En les zones marcades en gris es pot observar la instància de la classe Mapper i la 
crida a la funció run d’aquesta. L’usuari, quan programa la classe MyMapper, 
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implementa la funció map que serà la utilitzada. Aquesta Classe MyMapper estén de 
mapreduce.Mapper i per tant hereta la funció run. Així doncs, quan es crida a la 
funció run dins del MapTask, el que s’està fent, és cridar a la funció run de la instància 
creada, com que MyMapper només té implementada la funció map executarà la funció 







































































































































































































































































Les zones marcades en gris indiquen les modificacions que s’han realitzat. Es pot 
observar que s’han creat les mateixes variables taskID i estratègia igual que en l’API 
antiga. S’ha fet un control d’error sobre aquesta variable, i és que, si no es rep per 
paràmetre de configuració el valor de l’estratègia, per defecte es posarà a 0 i per tant 
no s’aplicarà cap d’elles. 
Finalment s’expliquen els canvis en cada estratègia per les dues APIs. Com ja s’ha 
comentat anteriorment, les estratègies són idèntiques en les dues APIs, el que difereix 
entre elles és la manera d’aconseguir alguns paràmetres, ja que l’arquitectura que 
utilitzen no és la mateixa. 
Estratègia 1: 
L’estratègia 1 necessita generar valors random entre 1 i 100. Al treballar amb números 
aleatoris, s’utilitza un sistema de seeds per poder reproduir els mateixos resultats a 
l’hora de fer les proves. Com que el codi s’executa en cada TaskTracker del clúster, el 
seed seria el mateix per tots, el que provocaria que la seqüència de números aleatoris 
fos idèntica. Per evitar-ho es va canviar per a que en cada TaskTracker es sumi al 
 43 
seed el TaskID, que és un número enter únic i consecutiu per cada task d’un job. 
D’aquesta forma s’aconsegueix que els nombres aleatoris generats en tots els 
TaskTrackers del clúster siguin diferents, però alhora siguin els mateixos si es torna a 
executar el mateix experiment amb el mateix seed. 
Els paràmetres de configuració seed i P es defineixen en el script que envia el job a 
executar-se. 
Aquest paràmetre P indica el percentatge de dades que es volen processar. És en el 
bucle while on es controla el sampling. Aquest bucle va iterant per cada parell de clau-
valor. És a dir, en el cas del WordCount es va iterant per cada línia de l’input de dades. 
Per tant, si per cada una d’elles generem un número entre 0 i 99 i el comparem amb el 
percentatge P, per tal que la parella de clau-valor sigui processada el valor obtingut 
haurà de ser menor que P. Si no compleix aquesta condició, llavors no es crida a la 
funció map i per tant no s’executa ni el Mapper ni el Reduce, simplement es passa a la 
següent parella clau-valor. 
Estratègia 2: 
En aquesta estratègia es necessita com a paràmetres de configuració: el valor del 
seed (per la mateixa raó que l’estratègia anterior) i el paràmetre P que determina el 
percentatge de dades a tractar. 
En aquest cas primer es calcula, mitjançant una funció auxiliar definida més a baix 
(num_random), el nombre de parells clau-valor que seran ignorats. Un cop s’ha 
calculat per la primera iteració del bucle quantes parelles de clau-valor es vol saltar, 
llavors es comença a iterar. Quan s’arriba a l’última paraula per ignorar, es processa la 
següent i es torna a calcular quantes volem tornar a ignorar. Això es repeteix fins a 
arribar al final de l’input de dades. 
Estrategia 3: 
Per aquesta estratègia és necessari saber la mida total de l’input de dades, el qual ve 
definit per un paràmetre de configuració, i el percentatge P, que representa quantes 
dades es processaran. En aquest punt no es pot obtenir la mida total de l’entrada a 
través de Hadoop, ja que el TaskTracker només té coneixement del split que té 
assignat, i no és possible accedir a la resta de splits que formen l’arxiu. Un cop es té 
això preparat, s’inicialitzen les variables que seran necessàries per realitzar el 
mostreig: current_read indica en quin punt de l’input de dades es troba en cada 
moment, i limit_to_read marca el límit fins on s’ha de processar. En aquesta estratègia 
es processa tot l’split si està dins del límit de processament, en cas contrari es passarà 
al següent Split. 
Estratègia 4: 
En aquest cas, com a paràmetre de configuració només es necessita el percentatge P, 
que representa la fracció de dades d’un split que es vol processar. Per dur a terme 
aquesta estratègia necessitem saber en cada moment quin progrés portem respecte a 
la mida total del split assignat. Hadoop proporciona la funció getProgress que informa 
del progrés de l’execució del task actual. Ho fa calculant la quantitat de parells clau-
valor ja iterat respecte del total del split, que és el mateix percentatge que es vol limitar 
en aquesta estratègia. Per tant, només cal comparar a cada iteració el valor retornat 
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per aquesta funció amb el valor P, i quan és més gran sortir del bucle per deixar 
d’iterar la resta del split. 
Estratègia 5: 
Finalment l’estratègia 5 necessita el mòdul P, que és la quantitat de blocs que 
s’ignoraran per cada bloc que es llegirà, i el número de bloc actual. Com que Hadoop 
no numera els diferents blocs d’un arxiu amb identificadors, s’ha de calcular la posició 
del bloc dins de l’arxiu amb les dades que proporciona. Per aconseguir-ho, s’utilitza la 
mida del bloc i l’offset en bytes del començament del bloc respecte de l’arxiu (aquestes 
dues dades sí que les proporciona Hadoop). El càlcul que es realitza és la divisió de 
l’offset entre la mida dels blocs, el resultat del qual és el número del bloc actual 
(començant pel 0). Per exemple, si la mida dels blocs és 64000000 bytes (64MB) i el 
bloc actual té l’offset 256000000, aleshores 256000000/64000000 = 4, per tant és el 
cinquè bloc de l’arxiu. Amb aquesta informació es poden definir les següents variables 
que ajudaran a fer tota l’estratègia: start_bloc és l’offset de l’inici del split; skipModule 
és el valor P per calcular el mòdul; size_bloc és la mida del bloc; num_block és el 
resultat del càlcul explicat, i per últim result és el resultat de calcular num_block mòdul 
P. Si result val 0, llavors es realitzarà el processament de tot l’split, en cas contrari la 
condició if(result) ja s’encarrega de no processar cap dada de l’split actual. 
Com es pot veure al final del if de les 5 estratègies, hi ha un else, per quan no es vol 
utilitzar mostreig, executar el codi original de Hadoop. 
Les últimes funcions com getConfInt, getConfFloat, etc, són funcions útils per la 
conversió de dades. 
Cal comentar que inicialment es va estudiar fer el mostreig en la funció map de la 
classe Mapper que programa l’usuari. Es va realitzar l’estudi, anàlisi i implementació 
pel WordCount i en obtenir resultats, els temps d’execució no eren els esperats. No hi 
havia gaire diferència entre estratègies i percentatges, i on es veia més la diferència 
era en les fases de reduce. El motiu venia donat que amb aquesta implementació no 
s’estalvien execucions de la funció, que són costoses i innecessàries. Així doncs es va 
voler aprofundir més per aconseguir un impacte més notable i és el que va portar a 
modificar el codi font de Hadoop per tal d’estalviar també les crides a la funció map. 
Cal remarcar que el fet d’implementar el mostreig dins de cada classe Mapper 
incrementava la duplicitat del codi i ho feia menys portable. Tot i això en l’Annex es pot 
trobar aquest petit estudi i prova pel WordCount. 
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5. PROCÉS D’EXPERIMENTACIÓ 
Per poder fer l’estudi de les estratègies anteriorment esmentades, s’ha 
necessitat utilitzar unes màquines especialitzades del departament 
d’arquitectura de computadors, ja que amb el volum de dades que es treballa 
no es podien realitzar les probes en una màquina en local.  
Per la realització del projecte i els experiments les tecnologies utilitzades han 
sigut:  
• Hadoop versió 0.20.203.0. 
• Java JDK 1.6. 
• Sun Grid Engine. 
• Mahout 0.7. 
• HiBench 2.2 
5.1 HIBENCH 
HiBench suite[23] és un benchmark representatiu i complet per Hadoop desenvolupat 
per Intel. Consisteix en un conjunt de programes de Hadoop que inclou tant micro-tests 
sintètics com aplicacions del món real. El conjunt de proves té vuit càrregues de 
treball, classificades en quatre categories, com es mostra a la imatge: 
Figura 24: Classificació HiBench suite [24] 
Els set primers són importats directament de les seves implementacions de codi obert, 
mentre que l’últim és una versió millorada del benchmark DFSIO. 
Micro Benchmarks 
Sort, TeraSort i WordCount són programes que conté la pròpia distribució de Hadoop. 
Són els tres micro-test més populars. Tant el Sort com el WordCount són programes 
representatius d’un gran subconjunt de treballs MapReduce del món real.  
Sort 
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El programa sort, es basa en el framework de Hadoop per ordenar els resultats finals, i 
tant la funció map com reduce són funcions d’identitat (és a dir, que emeten 
directament l’entrada de parells clau-valor com a sortida). 
TeraSort 
El benchmark TeraSort probablement és el més conegut per l’experimentació que va 
portar a terme Yahoo! a l’hora d’ordenar un terabyte de dades [14].  
Aquest programa ordena 10 mil milions de registres de 100 bytes generats pel 
programa TeraGen que conté la distribució de Hadoop. 
WordCount 
El wordcount compta el número de vegades que apareix cada paraula del text 
d’entrada. Cada tasca de map emet un 1 (paraula, 1) per a cada paraula de les dades 
d’entrada, el combinador calcula la suma parcial de cada paraula en un map, i el 
reduce finalment calcula la suma final de les aparicions de cada paraula. 
Web Search Benchmarks 
Nutch indexing 
La indexació de cerca a gran escala és un dels usos més importants de MapReduce. 
Aquesta càrrega de treball posa a prova el subsistema d'indexació en Nutch, un 
popular motor de cerca de codi obert del projecte Apache [25]. 
PageRank 
És una implementació de codi obert de l’algorisme PageRank, un algorisme d’anàlisi 
d’enllaços que s’utilitza en els motors de cerca de webs. Calculen la importància de les 
pàgines webs en funció del nombre d’enllaços de referència.  
Machine Learning Benchmarks 
Els algorismes de clústers Bayes i K-Means estan implementats en Mahout, una 
llibreria de codi obert (Apache) que està inclosa en HiBench, perquè és representatiu 
d’una de les altres aplicacions importants de MapReduce (una machine learning a gran 
escala). 
Mahout Bayesian classification 
Bayes implementa l’entrenador Naïve Bayesià (un algorisme de classificació popular 
pel descobriment de coneixement i mineria de dades). Està format per quatre jobs de 
Hadoop encadenats, que extreuen els termes que utilitzen l’algorisme N-Gram a partir 
del text de la pàgina web d’entrada, es calcula la freqüència inversa del document per 
a cada terme, i es realitza la ponderació i normalització. 
Mahout K-means clustering 
Implementa l’algorisme de K-means. Les seves dades d’entrada són un conjunt de 
mostres, i cada mostra es representa com un vector numèric d-dimensional. Primer es 
calcula el centroide de cada grup mitjançant l’execució d’un treball Hadoop, iterant fins 




Prova el rendiment HDFS d’un clúster Hadoop mitjançant la generació d’un gran 
nombre de tasques que realitzen escriptures i lectures simultàniament. Mesura la 
velocitat mitjana d’entrada i sortida de cada tasca map, el rendiment mitjà de cada 
tasca i el rendiment agregat del clúster HDFS. 
5.1.1 Sort 
Descripció de l’algorisme 
L’algorisme Sort s’utilitza per ordenar alfabèticament un fitxer de text. 
Dades d’entrada/sortida 
Tant les dades d’entrada com les de sortida són un fitxer de text pla. 
Exemples d’ús 
La utilització fonamental d’aquest algorisme es basa a ordenar de manera alfabètica 
arxius de dades molt grans. 
És útil per posar les dades en forma canònica i generar resultats que el ser humà 
pugui entendre. Així com realitzar ordenacions eficients per poder optimitzar la 
utilització d’altres algorismes. 
Funcionament 
El mapper és la funció predefinida IdentityMapper i el reducer és la funció predefinida 
IdentityReducer. 
Tant el Map com el Reduce deixen passar les dades d’entrada directament a la 
sortida. Això vol dir que la fase que passa a ser més rellevant és (‘Shuffle & Sort’) la 
que està entre el Map i el Reduce, ja que és la que s’encarrega d’ur a terme 
l’ordenació. Aquesta es fa a nivell de claus, per tant si es volgués ordenar també els 
valors, s’hauria d’afegir a la implementació.  
Aquest algorisme a la fase Map divideix les dades d’entrada en parells de clau valor, i 
aquestes són enviades a la fase Shuffle & Sort on seran ordenades per clau formant 
així el que serà l’entrada del Reduce. Com que a la darrera fase les dades ja arriben 
ordenades, el Reduce només les extreu tal qual les ha rebut.  


















Figura 25: Sort: fase Split 
La següent imatge ens il·lustra la fase de shuffle & Sort on les dades rebudes són 














Figura 26: Sort: la fase Shuffle 
Finalment les dades són enviades a la fase Reduce i com que ja venen ordenades 
aquest retorna el mateix que rep. La sortida estarà ordenada alfabèticament per la 
seva clau. 
Figura 27: Sort: fase Reduce 
5.1.2 TeraSort 
Descripció de l’algorisme 
El principal objectiu d’aquest algorisme és ordenar un terabyte de dades el més ràpid 
possible.  
Dades d’entrada/sortida 
Tant les dades d’entrada com les de sortida són un fitxer de text pla. 
Exemples d’ús 
Es pot utilitzar el TeraSort per limitar la configuració d’un clúster de Hadoop després de 
passar primer per un punt de referència TestDFSIO convincent. 
Funcionament 
La implementació del TeraSort és com el treball sort de MapReduce. 
El mapper és la funció predefinida IdentityMapper i el reducer és la funció predefinida 
IdentityReducer. 
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Tant el Map com el Reduce deixen passar les dades d’entrada directament a la 
sortida. Això vol dir que la fase que passa a ser més rellevant és (‘Shuffle & Sort’) que 
s’encarrega de dur a terme l’ordenació. Aquesta també es fa a nivell de claus, per tant 
si es volgués ordenar també els valors, s’hauria d’afegir a la implementació.  
Figura 28: TeraSort: fase Split 
En la imatge es pot veure com l’Input de dades està dividit per línies amb la seva 
pròpia clau/valor per cada línia. Aquestes seran tractades en la fase map per ser 
enviades a la següent fase. 
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Figura 29: TeraSort: fase Shuffle 
La següent imatge ens il·lustra la fase de shuffle & Sort on les dades rebudes són 
ordenades mitjançant la ‘Key’. 
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Figura 30: TeraSort: fase Reduce 
Finalment les dades són enviades a la fase Reduce i com que ja venen ordenades 
aquest retorna el mateix que rep. La sortida seran les mateixes línies ordenades 
alfabèticament per la seva clau. 
5.1.3 WordCount 
Descripció algorisme 
L’algorisme WordCount serveix per comptar el nombre d’aparicions de cada paraula 
d’un o diversos fitxers de text. 
Dades d’entrada/sortida 
Les dades d’entrada necessàries per executar el WordCount són un o més fitxers de 
text pla. La sortida que genera és també un arxiu de text pla format per dues 
columnes. La primera representa les paraules, sense repetir, que apareixen en el fitxer 
d’entrada ordenades alfabèticament. La segona columna indica el número de vegades 
que ha aparegut la paraula en les dades d’entrada.  
Exemples d’ús 
La principal utilitat d’aquest algorisme és poder saber la freqüència d’aparició de cada 
paraula d’un text. D’aquesta manera es pot determinar quines són les paraules més 
freqüents d’un arxiu. 
Funcionament 
A la fase de map la funció itera les línies extraient les paraules. En la imatge següent 
es veu que les dades d’entrada (Input) es divideixen en tres blocs. Cadascun 
d’aquests serà executat per un mapper. 
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Figura 31: WordCount: fase Split i map 
La fase Mapper s’encarrega de crear els parells de claus/valors per cada paraula. Per 
exemple, en la imatge es veu que apareix la paraula brown, per tant crearà el parell de 
clau/valor <brown, 1>. Com que aquesta paraula apareix dos cops hi haurà dos cops el 
parell de clau/valor. 
Figura 32: WordCount: fase Shuffle i map 
Un cop els maps han finalitzat i es tenen creats tots els parells de clau/valor,  aquests 
seran enviats als diferents reduce agrupats per claus. Per tant, si tenim dues paraules 
iguals, aniran al mateix reduce. La fase que s’encarrega d’ordenar i distribuir les 










Figura 33: WordCount: fase shuffle 
La fase Reduce s’encarrega de fer la suma de les aparicions de les paraules. 
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Figura 34: WordCount: fase Reduce 
Finalment es guarda la sortida de l’execució. 
Figura 35: WordCount Output 
 
5.1.4 PageRank 
Descripció de l’algorisme 
L’algorisme PageRank s’encarrega d’assignar de forma numèrica la rellevància de les 
diferents pàgines web que poden indexar els motors de cerca. 
Aquesta és la fórmula que representa l’algorisme: 
Figura 36: Fórmula PageRank [26] 
Per exemple Google fa ús d’aquest algorisme i interpreta un link d’una pàgina A a una 
pàgina B com a vot per la B; però també té en compte com a factor quina és la pàgina 
que emet el vot, és a dir, els vots emesos per les pàgines importants valen més, per 
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tant ajuden a fer destacar en ella a altres pàgines. Per tant, el PageRank d’una pàgina 
reflecteix la seva importància a internet. [27] 
Figura 37. Exemple pràctic de l’algorisme PageRank [28] 
Dades d’entrada/sortida 
Les dades d’entrada són un arxiu XML amb links de pàgines web i relacions entre 
elles. 
Les dades de sortida són un arxiu amb el link de la pàgina web i el seu valor 
PageRank. 
Exemples d’ús 
Un dels exemples d’ús més important és que Google ordena els resultats de cerca 
utilitzant el seu propi algorisme de PageRank. A cada pàgina web se li assigna un 
número en funció de la quantitat d’enllaços d’altres pàgines que li apunten, els valors 
d’aquestes pàgines i altres criteris no públics.  
Funcionament 
A continuació s’explica pas a pas l’algorisme de PageRank en MapReduce. La imatge 
següent representa 4 pàgines web amb els seus enllaços corresponents. 
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Figura 38: Exemple càlcul PageRank entre quatre pàgines web.[29] 









Seguidament és necessari l’arxiu pr.csv on s’indica el valor PageRank per cada pàgina 






Ara es llençà una execució de MapReduce per obtenir la Matriu d’adjacència. 
Figura 39: Matriu adjacència [30] 
Com es pot veure en la imatge l’arxiu d’entrada és el page.csv, el mapper dividirà els 
elements per clau/valor on cada clau representa una pàgina web i el valor representa 
la pàgina a la qual enllacen. Aquest output se li envia a la fase reduce que 
s’encarregarà de realitzar els pesos de cada enllaç. 
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Un cop es té la matriu d’adjacència i el valor del PageRank inicial ja es pot executar el 
PageRank. 
En la imatge es pot veure que es realitzen 2 maps, un per cada fitxer (el pr.csv, i el de 
la matriu adjacent). Aquests mappers generen un output en format clau/valor on la clau 
representa la pàgina web i el valor representa els enllaços. Finalment la fase reduce 
treu el valor del PageRank de cada pàgina, també en format clau/valor on clau és 
l’identificador de la pàgina web i el valor és el número de PageRank que té. 
Figura 40: Execució MapReduce del PageRank [31] 
Un cop ha finalitzat l’execució del PageRank es procedeix a fer una normalització del 
resultat mitjançant un altre job MapReduce. D’aquesta manera tots els valors estaran 
entre 0 i 1. 
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Figura 41: PageRank: fase de normalització [32] 
 
5.1.5 Nutch indexing 
Descripció algorisme 
Nutch és un robot i motor de cerca basat en Lucene i gestionat per Apache Software 
Foundation. És de codi lliure, el que ofereix una solució transparent, ja que es coneix 
com organitza el rànquing de resultats de la cerca. Està desenvolupat en Java i basa 
la seva arquitectura en la plataforma Hadoop de desenvolupament de sistemes 
distribuïts. 
Dades d’entrada/sortida 
Input: un arxiu de text amb les urls de les pàgines web a rastrejar. 
Exemples d’ús 
El principal ús és poder construir rastrejadors de webs d’internet i alhora entendre 
millor com funciona un motor de cerca.  
Funcionament  
El funcionament de l’algorisme de Nutch indexing es representa en el següent 
diagrama: 
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Figura 42: Esquema Nutch Indexing [33] 
Per poder fer una execució de Nutch és necessari un arxiu de text amb les urls de les 
pàgines web a indexar. Aquestes pàgines web ompliran la Crawldb. 
Es divideix el procés en diferents fases (números de la imatge) per tal d’explicar pas a 
pas el funcionament. 
1. A partir de les dades que té el Crawldb el generador s’encarrega de crear una 
fetchlist (crawl_generate) amb la informació respectiva i l’emmagatzema en un 
nou directori anomenat ‘Segments’. 
2. A continuació, el ‘Fetcher’ és l’encarregat d’agafar el contingut de cada URL, 
que hi ha dins de la fetchlist creada anteriorment, i escriu informació en el  
directori ‘Segments’ (crawl_fetch i content). 
3. Després ve la fase de ‘parser’. Aquest processa el contingut de totes les 
pàgines web i s’encarrega per exemple d’ometre els tags html. 
4. Amb la informació obtinguda (links nous, links erronis que no van, etc) en la 
fase del parser s’actualitza el CrawlDB (crawl_parse). 
5. Abans de procedir a la indexació, tots els links han de ser invertits (intercanvi 
d’ordre), aquest procés fa referència al càlcul del nombre d'enllaços entrants 
que té una web. Això és molt similar al que utilitza Google i és molt important 
pel càlcul de l’ordre (PageRank) de les webs. Aquests links invertits són 
guardats en la ‘linkDB’. 
6. Finalment s’agafa tota la informació que s’ha emmagatzemat (crawldb, linkdb i 
segments) i l’indexador crea un índex i el guarda al directori de Solr. Ara, 
l'usuari pot buscar informació sobre les pàgines web rastrejades a través de 
Solr. 
 
5.1.6 Enhanced DFSIO 
Descripció de l’algorisme 
Aquest benchmark prova el rendiment d’entrada / sortida de l’HDFS. S’encarrega de 
fer moltes escriptures i lectures de fitxers en el HDFS per tal d’analitzar el 
comportament i les limitacions. 
Dades d’entrada/sortida 
Les dades d’entrada són fitxers. 
Les dades de sortida es representen en un fitxer de tipus .log 
Exemples d’ús 
S’utilitza molt per fer proves d’estrès en l’HDFS, per cobrir els colls d’ampolla de la 
xarxa, per estressar el hardware i el sistema operatiu en les màquines i així donar una 
primera impressió de la rapidesa del clúster en termes d’entrada sortida. 
Funcionament 
Aquest algorisme té dos tipus d’execució: 
Testejar l’escriptura i testejar la lectura. 
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Cada arxiu de l’execució es llegeix o escriu en un Map diferent. La sortida que genera 
el Map s’utilitza per recollir estadístiques sobre l’arxiu que ha processat. Aquestes 
estadístiques s’acumulen en el Reduce per poder crear un resum. 
La següent imatge representa una execució del DFSIO en MapReduce: 
Figura 43: Esquema DFSIO [34] 
Les dades més importants que recull cada map són: 
• Nombre de tasques completades 
• Nombre de bytes escrits i llegits 
• Temps d’execució 
• Velocitat d’entrada/sortida 
Aquestes dades s’envien a la fase Reduce per organitzar-les i extreure un resum. 
5.1.7 K-Means 
Descripció de l’algorisme 
K-Means és un algorisme que serveix per agrupar objectes. Tots els objectes han 
d’estar representats com un conjunt de característiques numèriques. 
Dades d’entrada/sortida 
Input: un arxiu amb el conjunt d’objectes que volen ser classificats, i un altre fitxer amb 
k centroides amb la seva posició inicial.  
Output: la representació dels objectes i els centroides que s’han mogut fins a 
convergir. 
Exemples d’ús 
S’utilitza molt per resoldre problemes de clusterització. 
Ha sigut utilitzat en moltes àrees com segmentació de mercats, visió per computador, 
geo-estadística, astronomia i mineria de dades.  
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També s’utilitza com preprocessament per altres algorismes, com per exemple per 
buscar una configuració inicial. 
Funcionament 
L’algorisme segueix els següents passos: 
1. Situar K punts en l’espai en el qual “viuen” els objectes que es volen classificar. 
Aquests K punts representen els centroides inicials dels grups. 
2. S’assigna cada objecte al grup que té el centroide més proper. 
3. Un cop assignats tots els objectes, es torna a calcular la posició dels K 
centroides. Aquest càlcul es fa mitjançant la posició dels objectes. Es calcula el 
centre de tots els objectes d’un grup, i llavors es mou al centroide en aquest 
punt. 
4. Es repeteixen els passos 2 i 3 fins que els centroides es mantenen estables. 
Això produeix una classificació dels objectes en grups que permeten donar una 
mètrica entre ells. 
Pel que fa el procés MapReduce: 
1. Els mappers llegeixen la seva part de les dades d’entrada i comprimeixen les 
dades originals en un conjunt de dades més petit, anomenats grups auxiliars. 
Aquests grups auxiliars ajuden a representar les dades originals en cas d’una 
mida limitada de la memòria principal. 
2. Cada mapper crea K grups inicials a partir d’aquests grups auxiliars que 
s’envien després al reduce. 
3. L’únic reduce combina els clústers de cada mapper i torna a calcular tots els 
centroides de tots els K grups. 
4. Cada mapper ara pot utilitzar els nous centroides per reassignar els grups 
auxiliars dels centroides. Els mappers envien la seva posició als reducers un 
altre cop. 
5. Els reduce fusionaran els grups de nou i tornen a calcular els centroides. 
6. Aquest procés es repeteix fins que el reduce decideix deixar d’enviar les dades 
als mappers. Això es fa quan l’algorisme convergeix. L’algorisme es considera 
convergit quan les assignacions ja no canvien. 
Figura 44: Esquema procés MapReduce K-Means[35] 
Exemple numèric: 
2 centroides situats inicialment en els punts (1,1) i (5,5). 











La sortida genera els moviments per cada centroide fins a convergir: 
ClusterCentre =[13.5, 3.75] / [16.0, 3.0] 
ClusterCentre =[13.5, 3.75] / [7.0, 6.0] 
ClusterCentre =[13.5, 3.75] / [6.0, 5.0] 
ClusterCentre =[13.5, 3.75] / [25.0, 1.0] 
ClusterCentre =[1.4, -2.6] / [1.0, 2.0] 
ClusterCentre =[1.4, -2.6] / [3.0, 3.0] 
ClusterCentre =[1.4, -2.6] / [2.0, 2.0] 
ClusterCentre =[1.4, -2.6] / [2.0, 3.0] 
ClusterCentre =[1.4, -2.6] / [-1.0, -23.0] 
 
Els centroides finalment estan a la posició (1.4,-2.6) i (13.5,3.75). 
Exemple real il·lustratiu extret d’una pàgina web [36]:  
Figura 45: K-means: Els objectes que es volen classificar 
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Figura 45a: K-means: Selecció del primer centroide 
 
Figura 45b: K-means: Es situa el segon centroide 
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Figura 45c: K-means: últim centroide a definir 
Comencen els processos de càlcul dels nous centroides fins a convergir. 
Figura 45d: K-means: Primera iteració, assignació punts 
 66 
Figura 45e: K-means: Segona iteració, moviment de clústers 
Figura 45f: K-means tercera iteració, actualització punts  
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Figura 45g: K-means: moviment de clústers i conversió 
5.1.8 Mahout Bayesian classification 
Descripció de l’algorisme 
El Naive Bayes és un dels classificadors més utilitzats per la seva simplicitat i 
rapidesa. 
Es tracta d’una tècnica de classificació i predicció supervisada que contribueix models 
que prediuen la probabilitat de possibles resultats. Constitueix una tècnica supervisada 
perquè necessita tenir exemples classificats perquè funcioni.  
En termes simples, un classificador de Bayes ingenu assumeix que la presència o 
absència d’una característica particular, no està relacionada amb la de qualsevol altra 
característica, donada la clau variable. 
Per exemple, una fruita pot ser considerada com una poma si és vermella, rodona i 
aproximadament amb un diàmetre de 7 cm. Un classificador de Bayes ingenu 
considera que cadascuna d’aquestes característiques contribueix de manera 
independent a la probabilitat que aquesta fruita és una poma, independentment de la 
presència o absència de les altres característiques. 
Un avantatge del classificador de Bayes ingenu és que només requereix una petita 
quantitat de dades d’entrenament per estimar els paràmetres (les mesures i les 
variàncies de les variables) necessaris per a la classificació. Com les variables 
s’assumeixen independents només és necessari determinar les variàncies de les 
variables de cada classe i no tota la matriu de covariància. 
Dades d’entrada/sortida 
Input: per obtenir les dades d’entrada primer s’han d’agafar totes les que es volen 
classificar i convertir-les a un fitxer seqüencial. 
I després convertir i preprocessar les dades a un fitxer seqüencial. 
Els arxius en els quals sempre treballa el bayes són: 
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• Df-count: sequence file amb l’associació entre paraules i id (número de 
document que conté aquesta paraula). 
• dictionary.file-0: sequence file amb l'associació de paraules (identificació 
paraula). 
• frequency file-0: sequence file amb l’associació de paraula id (nombre de 
paraules). 
• tf-vectors: sequence file amb la freqüència dels termes per a cada document 
• tfidf-vectors: sequence file amb l’associació entre document I id (tfifd pes per a 
cada paraula en el document). 
• tokenized-documents: sequence file amb l’associació del document i l’id (llistat 
de paraules) 
• wordcount: sequence file amb l’associació de les paraules (nombre de 
paraules). 
Exemples d’ús 
Un exemple molt important i molt habitual d’on utilitzar aquest algoritme, és en la 
classificació de correu no desitjat. Avui en dia el correu s’ha transformat en una eina 
molt valuosa tant per les empreses com pels usuaris comuns. Lamentablement el 
correu electrònic també es fa servir per enviar informació no desitjada per l’usuari. 
Aquí és on entra en joc el Naive Bayes, ja que és de molta utilitat per classificar i saber 
si un correu es considera dels no desitjat o no. 
Funcionament 
Per entendre millor el funcionament de l’algorisme de classificació Naive Bayes es 
descriurà un exemple [37]. 
Es vol classificar una persona en home o dona basant-se en les característiques de les 
seves mides: pes, altura i número de peu. 
Entrenament previ: 
Sexe Altura (peus) Pes (lbs) Num. peu (inches) 
Home 6 180 12 
Home 5.92 (5'11") 190 11 
Home 5.58 (5'7") 170 12 
Home 5.92 (5'11") 165 10 
Dóna 5 100 6 
Dóna 5.5 (5'6") 150 8 
Dóna 5.42 (5'5") 130 7 
Dóna 5.75 (5'9") 150 9 
 














Home 5.855 3.5033e-02 176.25 1.2292e+02 11.25 9.1667e-01 
Dóna 5.4175 9.7225e-02 132.5 5.5833e+02 7.5 1.6667e+00 
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En aquest cas es veu una distribució equiprobable, és a dir, que tenen la mateixa 
probabilitat: P(home)=0.5 y P(dona)=0.5. 
Ara es reben unes dades per classificar com home o dóna: 
Sexe Altura (peus) Pes (lbs) Número de peu(inches) 
Mostra 6 130 8 
 
Ara interessa saber la probabilitat a posterior dels dos casos, segons és home o dóna: 
Home: 
Posteriori(home) = P(home)p(altura | home)p(pes | home)p(numpeu | home)Evidencia  
Dóna: 
Posteriori(dóna) = P(dóna)p(altura | dóna)p(pes | dóna)p(numpeu | dóna)Evidencia  
L’evidencia (també denominada constant de normalització) es pot calcular: 
En aquest cas, és una distribució equiprobable, és a dir que tenen la mateixa 
probabilitat P(home)=0.5 I P(dóna)=0.5 
P(home) = 0.5




2σ 2 ) ≈1.5789,  
on ! = 5.85885 i σ! = 3.5033e − 02 són els paràmetres de la distribució normal que 
han sigut determinats prèviament en l’entrenament. 
p(pes | home) = 5.9881e− 06
p(numpeu | home) =1.3112e−3
posteriori(home) = el producte = 6.1984e− 09
P(dóna) = 0.5
p(altura | dóna) = 2.2346e−1
p(pes | dóna) =1.6789e− 2
p(numpeu | dóna) = 2.8669e−1)
posteriori(dóna) = el producte = 5.3778e− 04  
En aquest cas el numerador a posteriori més gran és el de la dona, per això es 
determina que les dades proporcionades per classificar són de dona. 
evidencia = P(home)p(altura | home)p(pes | home)pnumpeu | home)+P(dóna)p(altura | dóna)p(pes | dóna)p(numpeu | dóna)
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5.2 Integració al clúster 
Arvei és el clúster del departament d’arquitectura de computadors que servirà d’entorn 
de treball i proves en aquest projecte. Gràcies a això, es poden realitzar les 
execucions del sampling en un sistema Hadoop distribuït real. 
Aquest clúster funciona amb un mecanisme de cues que es gestionen amb el software 
“Sun Grid Engine” [38]. Això vol dir que els usuaris poden enviar execucions mitjançant 
les cues. Aquest software reparteix els recursos i assigna els temps d’execució a les 
diferents peticions a mesura que pot anar servint-les. 
Per executar les proves finals s’ha creat una cua en exclusiva, ja que és molt important 
obtenir els resultats sense recursos compartits, s’ha d’evitar que altres processos 
afectin els temps d’execució. 
Les característiques de les màquines de la cua en exclusiva (arvei-105, arvei-106, 
arvei-107 i arvei-108) són: 
Figura 46: Clúster Arvei 
Placa base Intel S5520URR amb 6 canals de memòria DDR3 
Chasis Intel SR1600 
Chipset Intel 5520 amb I/O Controller Hub ICH10R 
2 processadors Intel Xeon Quad-Core L5630 @ 2.13GHz 
24 GB memòria RAM en 6 mòduls de 4GB 
2 discs durs de 320 GB SATA-2 
Any instal·lació: 2010 
Per executar al clúster cal moure a un disc comú (tots els nodes hi tenen accés) tot el 
software, configuració i fitxers d’entrada que es vulguin utilitzar en la petició. 
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S’ha de definir un script “launch.sh” que contingui les tasques a fer i enviar-ho a la cua 
d’execució del sistema mitjançant la comanda qsub.  
qsub -pe hadoop <num_nodes> -l <nom_de_la_cua>=1 launch.sh 
En el script launch.sh cal definir unes variables de configuració que indiquen on es 
troba instal·lat Hadoop i amb quina configuració s’ha d’executar. Amb això, el primer 
que farà el sistema és inicialitzar els processos de Hadoop als nodes. 




































Un cop es faci “submit” del launch.sh a la cua del sistema és possible monitoritzar el 
seu estat mitjançant la comanda “qstat”. També es pot cancel·lar l’execució amb la 
comanda “qdel”. 
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El fet que s’hagi treballat amb volums de dades tan grans i amb recursos limitats ha fet 
que s’hagi de configurar una sèrie de túnels per poder connectar-se a màquines que 
estan protegides per Firewalls. 
La quota en el disc comú que té assignat cada usuari en arvei és de com a màxim 
100GB. Per tant impedeix executar alguns experiments, doncs, aquests poden generar 
més dades de les disponibles per emmagatzemar a la quota. Cal remarcar que el 
conjunt total de dades recollides en aquest projecte superen els 900GB.  
La imatge següent il·lustra com s’ha configurat la xarxa per executar qualsevol 
experiment i alhora poder emmagatzemant totes les dades. 
Figura 47: Esquema de la xarxa 
Tal com es veu a la figura, ha sigut necessari deixar un portàtil a la universitat en una 
sala d’investigació, amb la finalitat que aquest estigues connectat a la xarxa del DAC 
per ethernet. Això és degut al fet que si està connectat a una xarxa propera a la del 
clúster arvei la còpia de dades es realitza més ràpidament. 
 
Aleshores, aquest portàtil és el que es connecta per ssh a la màquina gaudi (existeixen 
2 màquines d’entrada al clúster d’arvei: gaudi i fabre, d’aquestes dues s’ha escollit la 
primera per realitzar la configuració) i crea un túnel invers. Així es deixa una porta 
oberta entre gaudi i el portàtil, el que permet iniciar una connexió evitant el Firewall. 
 
Quan s’envia una execució, la màquina arvei-X assignada es connecta per ssh a gaudi 
i alhora crea el túnel (en aquest cas no és invers, ja que no hi ha Firewall). Aquest 
túnel queda enllaçat amb el ja existent de gaudi al portàtil, el que permet transferir 
dades directament des del node del clúster Arvei que en aquell moment està realitzant 
l’execució fins al portàtil. Això s’ha fet així ja que en aquest portàtil s’ha connectat un 
disc dur extern d’un terabyte de capacitat per poder emmagatzemar tota la informació. 
Cal remarcar que aquest disc dur està sincronitzat amb un compte de Dropbox per 
tenir un backup de les dades. 
En definitiva, el portàtil ha d’estar sempre a la xarxa del DAC connectat per poder 
rebre els resultats de les execucions. No obstant no és necessari realitzar els 
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enviaments de les execucions des d’aquest portàtil, ja que no sempre ha estat viable 
estar físicament a la sala. És per això que, mitjançant un segon portàtil, s’ha accedit 
per ssh a gaudi o fabre per realitzar l’enviament del script launch. Aquest és 
l’encarregat de crear totes les configuracions de la xarxa explicades anteriorment. 
 
5.3. Anàlisi de resultats 
Per estudiar l’impacte del sampling s’ha realitzat una sèrie d’experiments. Aquests 
s’han classificat per estratègies, és a dir, per cada estratègia s’ha decidit executar sis 
proves on cadascuna aplica un percentatge diferent (100%, 50%, 25%, 10%, 5% i 1%). 
Cada experiment s’ha repetit 5 cops i s’ha calculat la mitjana i la desviació estàndard 
dels resultats per estudiar les possibles variacions. 
Degut al temps d’anàlisi, estudi i execució que consumeix fer el procés per cada 
estratègia s’ha decidit realitzar les proves només en les aplicacions Sort, WordCount, 
PageRank i K-means del HiBench. Totes les execucions s’han realitzat en el clúster 
Arvei amb 4 nodes (sempre els mateixos) i en una cua exclusiva. 
A continuació es mostren els resultats de tots els experiments. Estan dividits per 
aplicació i subdividits per estratègies. Els resultats estan compostos de: 
• Una petita descripció sobre l’experiment. 
• Una gràfica que recull la mitjana i desviació estàndard dels temps d’execució 
(procés map, procés reduce i temps total). 
• Una taula amb un fragment de la sortida que ha generat l’execució. 
• Una breu conclusió sobre el resultat de l’experiment. 
Sort 
Per tots els experiments de l’aplicació Sort s’ha utilitzat un input de 4GB. Les dades de 
les taules representen les sortides dels resultats. Cada taula fa referència a un 






















































































































































































































































































































































Fent una comparativa de temps entre estratègies es veu una clara diferència entre la 
fase Map i la fase Reduce. Això és degut a que en el Sort, la fase Map només aplica la 
funció identitat. Aquesta no realitza cap operació amb les dades, és per això que tot el 
pes recau en el Reduce, ja que és l’encarregat del procés d’ordenació. 
En els temps del Reduce es veu una gran diferència en totes les estratègies pels 
percentatges 100 i 50, doncs és on s’aplica un gran filtratge de dades. A mesura que 
s’apropa al 1% la diferència és menys important. 
Fent un anàlisi de temps en global de totes les estratègies és pot dir que pels 
percentatges 100 i 50 les estratègies E3 i E5 són les que donen pitjors resultats, però 
que a mesura que s’apropen al 1% el temps va millorant respecte la resta. 
Anàlisi qualitat: 
Pel que fa a la qualitat dels resultats, deixar clar que el Sort ordena els parells clau 
valors mitjançant les claus. Es pot donar el cas de que hi hagi claus repetides amb 
diferents values, per tant encara que s’apliqui sampling, aquestes, al repetir-se, tenen 
més probabilitat de seguir apareixen. 
En quant a les estratègies E1, E2 i E4 els resultats són molt dolents, doncs entre els 
percentatges 100 i 50 ja es perd tota la semblança. En canvi, en la E3 i la E5 hi ha una 
millora, tenen resultats més similars i a mesura que es baixa de percentatge també 
tenen més similitud. Cal aclarir que es fa una comparativa amb fragments molt petits 
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Conclusió 
En resum, a grans trets es pot acabar veient que en quant a temps la E3 i E5 són més 
efectives i en referència a qualitat coincideix que la E3 i la E5 donen millors resultats. 
WordCount 
En cada un dels quadres hi ha representada la sortida del WordCount. Es mostren les 





the 30,662,597 the 15,334,155 the 7,664,402 the 3,066,423 the 1,534,495 the 306,489
of 18,612,695 of 9,309,422 of 4,652,833 of 1,861,233 of 932,344 of 185,991
and 15,426,066 and 7,714,261 and 3,853,330 and 1,543,006 and 772,415 and 154,621
to 13,497,649 to 6,749,009 to 3,374,326 to 1,351,537 to 676,220 to 135,570
a 10,478,026 a 5,237,096 a 2,618,317 a 1,047,706 a 524,143 a 105,030
in 9,118,337 in 4,560,796 in 2,281,135 in 914,099 in 457,078 in 91,244
that 5,432,291 that 2,717,143 that 1,357,006 that 543,251 that 271,060 that 54,366
was 5,055,064 was 2,529,564 was 1,262,958 was 505,758 was 252,957 was 50,510
I 4,416,141 I 2,209,089 I 1,105,060 I 442,617 I 221,377 I 44,578
is 4,135,984 is 2,068,959 is 1,033,805 is 413,704 with 207,226 with 41,633
with 4,128,893 with 2,065,895 with 1,031,918 with 412,851 is 206,515 is 41,243
his 4,112,538 his 2,057,140 his 1,028,718 his 412,028 his 205,794 his 40,928
he 4,023,012 he 2,013,411 he 1,007,084 he 403,231 he 201,113 he 40,408
for 3,623,906 for 1,813,897 for 906,801 for 362,786 for 181,525 for 36,466
as 3,616,398 as 1,808,008 as 904,325 as 362,344 as 180,977 as 36,084
it 3,218,964 it 1,609,775 it 804,469 it 322,931 it 161,401 it 32,235
be 2,967,569 be 1,482,016 be 740,455 be 297,098 be 148,699 be 29,891
had 2,955,524 had 1,477,712 had 737,535 had 295,470 had 147,922 had 29,738
not 2,808,572 not 1,405,735 not 703,247 not 281,676 not 140,774 not 28,391
on 2,746,094 on 1,374,150 on 686,876 on 274,569 on 137,549 by 27,459


























the 30,662,597 the 15,325,278 the 7,667,335 the 3,065,493 the 1,534,168 the 308,091
of 18,612,695 of 9,306,151 of 4,656,370 of 1,860,404 of 930,287 of 187,110
and 15,426,066 and 7,708,521 and 3,857,579 and 1,543,339 and 771,969 and 155,002
to 13,497,649 to 6,749,814 to 3,375,595 to 1,348,756 to 676,186 to 135,035
a 10,478,026 a 5,238,898 a 2,621,715 a 1,046,062 a 523,167 a 105,054
in 9,118,337 in 4,558,458 in 2,279,529 in 912,741 in 455,535 in 91,615
that 5,432,291 that 2,716,541 that 1,358,416 that 543,535 that 271,726 that 54,559
was 5,055,064 was 2,529,635 was 1,263,457 was 505,625 was 252,363 was 50,421
I 4,416,141 I 2,205,892 I 1,105,601 I 442,549 I 221,084 I 44,428
is 4,135,984 is 2,067,951 is 1,033,352 is 413,930 with 207,240 is 41,588
with 4,128,893 with 2,064,595 with 1,032,117 with 413,137 is 207,030 with 41,137
his 4,112,538 his 2,057,082 his 1,028,514 his 411,947 his 205,724 his 41,101
he 4,023,012 he 2,011,560 he 1,004,552 he 403,103 he 201,596 he 40,125
for 3,623,906 for 1,813,070 for 907,339 for 362,475 for 180,670 for 36,343
as 3,616,398 as 1,806,577 as 904,322 as 361,200 as 180,472 as 36,219
it 3,218,964 it 1,610,255 it 806,015 it 321,518 it 161,803 it 32,240
be 2,967,569 be 1,483,137 be 742,411 be 297,359 be 148,375 be 29,673
had 2,955,524 had 1,477,383 had 738,901 had 296,082 had 147,339 had 29,665
not 2,808,572 not 1,404,006 not 702,836 not 281,811 not 140,318 not 28,453
on 2,746,094 on 1,374,268 on 687,168 on 274,553 on 137,640 on 27,575
































the 30,662,597 the 16,401,063 the 8,553,482 the 3,541,283 the 1,710,138 the 616,558
of 18,612,695 of 10,005,589 of 5,227,258 of 2,162,155 of 1,005,319 of 346,204
and 15,426,066 and 8,216,025 and 4,251,046 and 1,793,823 and 879,816 and 315,051
to 13,497,649 to 7,218,709 to 3,758,447 to 1,580,906 to 758,029 to 258,446
a 10,478,026 a 5,606,022 a 2,890,654 a 1,216,564 a 594,272 a 210,944
in 9,118,337 in 4,869,198 in 2,553,387 in 1,083,300 in 532,209 in 175,108
that 5,432,291 that 2,878,541 that 1,493,133 that 636,959 that 304,733 was 103,654
was 5,055,064 was 2,708,246 was 1,397,559 was 598,220 was 288,471 that 103,395
I 4,416,141 I 2,386,881 I 1,220,674 I 534,552 I 267,797 I 98,786
is 4,135,984 his 2,201,798 his 1,145,148 his 514,037 his 240,833 with 84,118
with 4,128,893 with 2,197,304 with 1,134,943 he 483,469 with 237,470 his 82,040
his 4,112,538 is 2,155,252 is 1,114,871 with 481,893 he 228,237 he 80,026
he 4,023,012 he 2,121,213 he 1,097,413 is 461,257 is 212,496 is 71,688
for 3,623,906 as 1,935,946 as 1,001,075 for 416,981 for 203,261 for 71,556
as 3,616,398 for 1,923,980 for 997,399 as 416,559 as 195,190 as 69,606
it 3,218,964 it 1,713,365 it 889,787 it 370,026 it 180,197 it 61,553
be 2,967,569 had 1,590,657 be 825,230 had 348,303 had 172,710 had 61,519
had 2,955,524 be 1,576,000 had 813,902 be 344,093 be 165,438 you 54,847
not 2,808,572 not 1,490,701 by 772,307 not 328,636 not 155,786 on 53,734
on 2,746,094 by 1,468,571 not 768,587 by 316,634 by 149,481 at 52,989






















the 30,662,597 the 15,649,324 the 7,887,771 the 3,075,392 the 1,474,973 the 277,417
of 18,612,695 of 9,549,855 of 4,789,856 of 1,897,713 of 920,544 of 172,836
and 15,426,066 and 7,871,015 and 3,928,266 and 1,560,462 and 778,192 and 147,501
to 13,497,649 to 6,857,228 to 3,390,863 to 1,322,493 to 655,529 to 126,907
a 10,478,026 a 5,328,947 a 2,647,152 a 1,020,455 a 510,837 a 97,032
in 9,118,337 in 4,657,133 in 2,345,364 in 912,800 in 448,567 in 85,577
that 5,432,291 that 2,758,512 that 1,366,231 that 533,140 that 271,024 that 52,109
was 5,055,064 was 2,543,835 was 1,278,915 was 482,149 was 247,568 was 50,131
I 4,416,141 I 2,262,603 is 1,083,937 is 444,195 is 218,081 I 43,220
is 4,135,984 is 2,141,625 I 1,054,825 with 399,776 I 207,175 is 40,877
with 4,128,893 with 2,095,279 with 1,042,671 I 399,157 his 202,229 he 39,939
his 4,112,538 his 2,037,790 his 1,015,019 his 377,004 he 200,436 with 38,663
he 4,023,012 he 1,985,390 he 989,832 he 374,385 with 196,205 his 38,583
for 3,623,906 for 1,849,667 as 925,524 as 365,779 as 184,314 de 36,805
as 3,616,398 as 1,847,967 for 914,176 for 358,483 for 179,742 as 34,609
it 3,218,964 it 1,648,185 it 817,069 it 315,181 it 156,591 for 34,437
be 2,967,569 be 1,516,665 be 749,817 be 301,334 be 147,358 be 30,857
had 2,955,524 had 1,481,311 had 738,534 by 279,865 had 143,561 it 30,694
not 2,808,572 not 1,424,406 by 706,695 not 277,322 not 139,951 had 29,126
on 2,746,094 by 1,405,004 not 703,941 had 277,260 de 134,924 not 27,182





























Anàlisi del temps: 
En el cas del WordCount, les gràfiques mostren que la feina està repartida 
equitativament entre la fase map i la fase reduce, i per tant el sampling afecta a totes 
dues per igual. Això té part de lògica, ja que en aquest cas les dues fases fan 
tractament de dades. 
the 30,662,597 the 15,599,840 the 7,996,414 the 3,418,455 the 1,735,194 the 616,558
of 18,612,695 of 9,473,552 of 4,810,231 of 2,070,552 of 1,029,061 of 346,204
and 15,426,066 and 7,856,324 and 4,075,691 and 1,727,214 and 904,092 and 315,051
to 13,497,649 to 6,860,348 to 3,531,371 to 1,459,687 to 747,686 to 258,446
a 10,478,026 a 5,330,959 a 2,779,880 a 1,146,658 a 608,680 a 210,944
in 9,118,337 in 4,618,209 in 2,383,475 in 1,015,503 in 517,403 in 175,108
that 5,432,291 that 2,750,486 that 1,412,640 that 586,332 that 294,619 was 103,654
was 5,055,064 was 2,553,599 was 1,346,304 was 535,211 was 287,748 that 103,395
I 4,416,141 I 2,245,830 I 1,160,205 is 479,543 I 241,619 I 98,786
is 4,135,984 is 2,135,323 his 1,085,173 I 463,394 is 233,416 with 84,118
with 4,128,893 with 2,098,820 with 1,084,800 with 447,451 with 232,644 his 82,040
his 4,112,538 his 2,077,768 is 1,079,504 his 427,372 his 229,335 he 80,026
he 4,023,012 he 2,032,582 he 1,073,594 he 419,052 he 224,626 is 71,688
for 3,623,906 for 1,841,711 for 951,547 as 397,803 for 206,136 for 71,556
as 3,616,398 as 1,841,254 as 941,924 for 394,459 as 204,974 as 69,606
it 3,218,964 it 1,646,588 it 853,456 de 368,543 it 179,941 it 61,553
be 2,967,569 be 1,525,544 had 779,234 it 355,241 be 163,750 had 61,519
had 2,955,524 had 1,480,344 be 774,232 be 323,415 had 163,480 you 54,847
not 2,808,572 not 1,428,507 not 729,047 on 306,100 de 154,891 on 53,734
on 2,746,094 by 1,387,434 on 716,260 not 303,387 not 154,131 at 52,989
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Hi ha tres curiositats a destacar. La primera és que per totes les estratègies, i en 
especial la E4, es veu com la linia que representa el temps total té una semblança a la 
gràfica de la funció logarítmica amb una pendent molt lleugera. En els primers 
percentatges (100 i 50) la diferència de temps és menor, però a mesura que el 
percentatge de sampling que s’aplica és més petit, el ritme de disminució de temps 
cada cop és més gran. 
La segona curiositat és que en l’estratègia 3 s’observa un canvi molt brusc entre el 
25% i el 10%. Si es fa un desgloçament de temps entre map i reduce, es veu 
clarament que el causant d’aquesta anomalia és la fase map. 
I com a tercera, es pot apreciar que en algunes estratègies (E1, E2 i E4) els temps de 
la fase map en el percentage 100 són superiors als de la fase reduce, mentre que en 
la resta de percentatges pasa el contrari, els temps de reduce són més elevats que els 
maps. Cal remarcar que és molt petita la diferencia d’aquest canvi, però no deixa de 
ser curiós. 
Fent un anàlisi de les 5 estratègies es veu que la E3 i E5 són les pitjors tant en 
l’extrem del 100% com el de l’1%. En canvi, l’estratègia 4 és la millor amb diferència 
respecte la resta (en tots els percentatges). 
Anàlisi de la qualitat dels resultats: 
La qualitat dels resultats del WordCount es manté per dues estratègies, la E1 i la E2. 
Es pot veure en les taules que, per exemple, per la E2 només en el 5% hi ha un 
intercanvi de paraules ‘with’ / ‘is’, mentre que la resta segueix igual. En la E1 pasa una 
cosa molt similar, el 5% té el mateix intercanvi i en el 1% s’observen dos. 
La resta d’estratègies no mantenen un bon resultat. Per l’estrategia 3 és veu clarament 
que entre tots els percentatges hi ha una diferencia significativa. Potser el cas E4 i E5 
no és tan exagerat com el E3, però es pot observar que entre el 50% i el 100% encara 
es manté una mica l’ordre en què apareixen, mentre que la resta de percentatges ja 
canvien notablement. 
Conclusió: 
Resumint, en quant a temps l’estratègia la que millor respón és la 4. I, en canvi, en 
temes de qualitat, les dos estratègies que més s’apropen a representar uns resultats 
suficientment bons són la E1 i la E2. 
 
PageRank 
En el PageRank les dades que es recullen són les 20 pàgines amb el PageRank més 
elevat. La primera columna indica l’identificador de la pàgina, mentre que la segona 
indica el valor del PageRank. Aquest valor té un llindar de 4.0E-8, és a dir, per l’anàlisi 





0 v2.6077452720957636E,4 0 v2.5964457352459415E,4 0 v2.6262334413108075E,4
1 v1.851858337321514E,4 1 v1.8630241823373473E,4 1 v1.9065040249419504E,4
2 v1.505460008522677E,4 2 v1.4863936124301814E,4 2 v1.4583361033924296E,4
3 v1.299028469789317E,4 3 v1.3298406893811807E,4 3 v1.340834534786425E,4
4 v1.1548690259995323E,4 4 v1.1423260575538243E,4 4 v1.1322142934380411E,4
5 v1.0851964377507086E,4 5 v1.1103018203465087E,4 5 v1.1021993369005749E,4
6 v9.870068585478791E,5 6 v1.0034507764076685E,4 6 v9.68854427273788E,5
7 v9.582513495153195E,5 7 v9.68360533169956E,5 7 v9.651119968100557E,5
8 v8.491786530553577E,5 8 v8.495472261171469E,5 8 v8.501110289754026E,5
9 v8.00840582462501E,5 9 v7.947011281851672E,5 9 v8.253988829791319E,5
10 v7.918873311583764E,5 10 v7.810738019503233E,5 10 v7.590195806377362E,5
12 v7.44849047608044E,5 12 v7.661286588755929E,5 11 v7.502688873981511E,5
11 v7.414312011223389E,5 11 v7.460435067734918E,5 12 v7.462788047607659E,5
14 v6.954564626121047E,5 14 v6.991091841089981E,5 14 v7.266586894457486E,5
13 v6.934851156868142E,5 13 v6.757584865541735E,5 16 v6.832252229083001E,5
15 v6.400174115971433E,5 16 v6.493377347304036E,5 13 v6.671145700507825E,5
16 v6.363232183360698E,5 17 v6.345919014858419E,5 17 v6.430204777595993E,5
17 v6.335928621956857E,5 15 v6.299132935356143E,5 15 v6.257989807215446E,5
19 v6.00905813276588E,5 19 v6.180042296870281E,5 19 v6.141764183902751E,5
18 v5.8957480095992575E,5 20 v5.77383875345448E,5 20 v5.868881565413094E,5
E1/,/100 E1/,/50 E1/,/25
0 v2.5551253912825615E,4 0 v1.8878297467631977E,4 0 v2.3333671369466035E,5
1 v1.8695197185780575E,4 1 v1.246125641815206E,4 220054 v1.7230637905007557E,5
2 v1.4775778378369072E,4 2 v1.1289548414236703E,4 1 v1.697267927188154E,5
3 v1.3220723216683585E,4 3 v9.439885219279023E,5 724771 v1.6033696319335664E,5
4 v1.1368484064806063E,4 880454 v8.78994573532214E,5 72021 v1.3951692807010832E,5
5 v1.0455931135555932E,4 5 v8.175816260541226E,5 2 v1.3038755564444231E,5
6 v9.611440002328278E,5 4 v7.827467531434104E,5 4 v1.2207571192920048E,5
7 v8.913942043209597E,5 6 v6.995293663809941E,5 1265554 v1.1378600914287597E,5
10 v8.49113912779649E,5 7 v6.491186738786313E,5 5 v1.1290022341212607E,5
9 v8.05103965939036E,5 10 v6.347895152215814E,5 693938 v1.1038600904750854E,5
8 v8.034559708820501E,5 122377 v5.792308809404947E,5 6 v1.020703374179351E,5
11 v7.474367918415951E,5 626782 v5.768197910208335E,5 1774646 v1.0085297454482731E,5
60202 v7.460500522310723E,5 9 v5.61251822996501E,5 3 v1.0050686722401085E,5
705658 v7.377150255308646E,5 19 v5.4845606234322604E,5 954677 v9.987575093424311E,6
2172658 v7.349191628859255E,5 4272 v5.221876127090868E,5 707100 v9.838258560780679E,6
14 v7.029260029191956E,5 13 v5.1246024745994794E,5 1888049 v9.601037679113937E,6
13 v6.582852912506683E,5 830111 v5.095421041316737E,5 133989 v9.12057573381664E,6
16 v6.458635657938E,5 8 v5.066063295314016E,5 8 v8.808001166972302E,6
19 v6.344594633196002E,5 16 v4.9048419521867964E,5 429885 v8.718383986020098E,6
































0 v2.607745272095769E+4 0 v2.620989825246665E+4 0 v2.6163476833032396E+4
1 v1.851858337321519E+4 1 v1.8530346320130172E+4 1 v1.8369752505187055E+4
2 v1.5054600085226806E+4 2 v1.4749566676156727E+4 2 v1.4629804059715436E+4
3 v1.29902846978932E+4 3 v1.3109782617228713E+4 3 v1.3151120556921436E+4
4 v1.1548690259995337E+4 4 v1.1347479681004082E+4 4 v1.1970494565853445E+4
5 v1.0851964377507091E+4 5 v1.0585467196704789E+4 5 v1.0476457474805014E+4
6 v9.870068585478812E+5 6 v9.836743287117837E+5 6 v9.762550293718398E+5
7 v9.582513495153168E+5 7 v9.810376894896594E+5 7 v9.314262739057467E+5
8 v8.491786530553603E+5 8 v8.481119282312316E+5 8 v8.2799847495373E+5
9 v8.008405824625007E+5 9 v8.07752854914037E+5 10 v7.946035445810434E+5
10 v7.91887331158378E+5 10 v7.738636490662252E+5 9 v7.727595312362767E+5
12 v7.448490476080463E+5 12 v7.604487014560282E+5 11 v7.486176462504933E+5
11 v7.414312011223395E+5 11 v7.307678282558154E+5 12 v7.416814120995593E+5
14 v6.954564626121036E+5 13 v7.222257174433796E+5 13 v7.076241632261863E+5
13 v6.934851156868164E+5 14 v6.86895900710429E+5 14 v7.048664963377896E+5
15 v6.400174115971456E+5 16 v6.617783223499537E+5 16 v6.383436183499328E+5
16 v6.363232183360705E+5 15 v6.398828919513182E+5 15 v6.35156204601067E+5
17 v6.335928621956853E+5 19 v6.376241448668463E+5 19 v6.33851684937647E+5
19 v6.0090581327658715E+5 17 v6.243096645830009E+5 17 v6.191956972892322E+5
18 v5.895748009599256E+5 20 v5.840596564177074E+5 18 v5.6335291118466256E+5
E2/+/100 E2/+/50 E2/+/25
0 v2.4452197360408005E.4 0 v1.748631845926984E.4 45 v6.413420912734487E.5
1 v1.681670601354554E.4 1 v1.2101602692659081E.4 67721 v4.543024126201286E.5
2 v1.3957259759762408E.4 64445 v1.1928475017880976E.4 2289882 v2.8141592530453214E.5
3 v1.306359003701873E.4 1149403 v1.131767577605711E.4 2020579 v2.762580721563166E.5
4 v1.0668272650199555E.4 2 v1.0842336381054041E.4 1 v2.1537675174782095E.5
5 v9.314117142266315E.5 3 v9.143108849211793E.5 0 v2.110998874581045E.5
7 v9.24702251516999E.5 4 v8.377711541550519E.5 394264 v1.5297561664779047E.5
6 v9.006800812919948E.5 5 v7.054375902137748E.5 2178927 v1.462322827064896E.5
8 v8.1459441127484E.5 7 v6.607314806332992E.5 147301 v1.4605378271769527E.5
11 v7.791579226179357E.5 238710 v6.357865929830304E.5 2 v1.123098259642916E.5
9 v7.72114601176447E.5 8 v6.321309037987237E.5 3 v1.1030396675276864E.5
1279805 v7.1280406884162E.5 6 v6.150093033563887E.5 5 v1.0695369360334585E.5
10 v7.026898388227612E.5 91162 v5.958397149573636E.5 198862 v9.397533364947621E.6
12 v6.924727046398558E.5 9 v5.61258010830945E.5 2378546 v9.188009052558754E.6
13 v6.576580945938619E.5 19 v5.242606825421098E.5 8 v9.037416290839497E.6
14 v6.448050750257018E.5 12 v5.030545998537763E.5 105517 v8.953781600858493E.6
16 v6.134990754793693E.5 36262 v4.8440097832906304E.5 4 v8.89525348009862E.6
17 v6.134959252022009E.5 10 v4.758047050070706E.5 714610 v8.711106604995056E.6
15 v5.772983683035586E.5 15 v4.7410046180205176E.5 10 v8.671314118505501E.6







0 v2.6077452720957734E,4 0 v8.006093690610072E,5 0 v3.1577200313148934E,5
1 v1.8518583373215106E,4 1 v5.6975271255399486E,5 1 v2.2271689242912565E,5
2 v1.505460008522687E,4 2 v4.6444152136037056E,5 2 v1.8241192352844963E,5
3 v1.2990284697893218E,4 3 v4.001084227327987E,5 3 v1.5836232120991955E,5
4 v1.15486902599954E,4 4 v3.540667203060243E,5 4 v1.404801412330177E,5
5 v1.0851964377507155E,4 5 v3.3697390774011754E,5 5 v1.3314954174822399E,5
6 v9.870068585478812E,5 7 v3.0172905815310592E,5 7 v1.202048402257576E,5
7 v9.582513495153176E,5 6 v3.0097062738588704E,5 6 v1.1985776641406945E,5
8 v8.491786530553584E,5 8 v2.5905619899998602E,5 8 v1.0179693781091122E,5
9 v8.008405824625022E,5 9 v2.4295713618355187E,5 10 v9.632852542139158E,6
10 v7.91887331158375E,5 10 v2.422387361766087E,5 9 v9.441561227745428E,6
12 v7.448490476080478E,5 12 v2.3207169290375094E,5 12 v9.22766012070039E,6
11 v7.414312011223404E,5 11 v2.2996475772671394E,5 11 v9.172968111064423E,6
14 v6.954564626121053E,5 14 v2.1492392050694206E,5 14 v8.451654061516395E,6
13 v6.934851156868172E,5 13 v2.1488614216591215E,5 13 v8.399673923905664E,6
15 v6.400174115971434E,5 16 v1.9818427564209223E,5 16 v7.749633817881122E,6
16 v6.363232183360691E,5 15 v1.976748843201503E,5 17 v7.646015703118892E,6
17 v6.335928621956851E,5 17 v1.9481658502987018E,5 15 v7.617348311923212E,6
19 v6.009058132765867E,5 19 v1.829263810685274E,5 18 v7.33218501413546E,6





















0 v1.160776949528727E-5 0 v6.777124494291632E-6 0 v2.9595624410098468E-6
1 v8.018638457218214E-6 1 v4.543508107148092E-6 1 v1.9738658822522002E-6
2 v6.6629889807144924E-6 2 v3.89525438217099E-6 2 v1.6586167568535317E-6
3 v5.79378089303926E-6 3 v3.4301049002281225E-6 3 v1.50639897621012E-6
4 v5.0194537814330845E-6 4 v2.907489033289615E-6 5 v1.2848621193673208E-6
5 v4.885179405318116E-6 5 v2.877036277179197E-6 4 v1.2731388013193547E-6
6 v4.437672388958611E-6 6 v2.639023955616194E-6 6 v1.1977383517896766E-6
7 v4.3475876230786735E-6 7 v2.6015357022500705E-6 7 v1.1565968027475997E-6
8 v3.665672659419234E-6 8 v2.164425209313144E-6 10 v9.385902236920069E-7
10 v3.550731797001445E-6 10 v2.101366576370926E-6 12 v9.379030362386974E-7
9 v3.440248171564021E-6 12 v2.0320046807727878E-6 8 v9.295270462611235E-7
12 v3.3805835737002577E-6 11 v1.960531985430462E-6 11 v8.701410105603439E-7
11 v3.32878977861282E-6 9 v1.953239637073191E-6 9 v8.602015464357551E-7
14 v3.1413937527728467E-6 13 v1.83602508059116E-6 14 v8.345026725347446E-7
13 v3.118578519482935E-6 14 v1.7994914655895256E-6 13 v8.10940398214959E-7
17 v2.8181591721806066E-6 17 v1.6566146293275501E-6 17 v7.632087974051519E-7
16 v2.7958876697767756E-6 15 v1.6219296760700043E-6 16 v7.46023764546984E-7
15 v2.7557320194023143E-6 16 v1.5957028715555324E-6 15 v7.278890933535111E-7
19 v2.664320419239208E-6 19 v1.5687046188525843E-6 19 v7.086288552912981E-7



















0 v2.607745272095776E+4 0 v5.8327009892282054E+5 0 v1.7027912983083948E+5
1 v1.8518583373215095E+4 1 v4.157256838409178E+5 1 v1.2495952739569554E+5
2 v1.505460008522674E+4 2 v3.3110658960488104E+5 2 v9.896708794057418E+6
3 v1.2990284697893218E+4 3 v2.8721943779050728E+5 3 v8.31989869372783E+6
4 v1.1548690259995284E+4 4 v2.560028793299137E+5 4 v7.613131189898098E+6
5 v1.0851964377507146E+4 5 v2.436114185127575E+5 5 v7.230520323882508E+6
6 v9.870068585478785E+5 6 v2.2070721096913206E+5 7 v6.650150244198979E+6
7 v9.582513495153173E+5 7 v2.184297667081716E+5 6 v6.515436614189069E+6
8 v8.491786530553549E+5 8 v1.8959000666034277E+5 8 v5.625573462048681E+6
9 v8.008405824625038E+5 9 v1.7863557399411158E+5 9 v5.368919123603536E+6
10 v7.918873311583761E+5 10 v1.7860157929166034E+5 10 v5.247741615804778E+6
12 v7.44849047608044E+5 12 v1.6496168289761408E+5 12 v4.989101543238778E+6
11 v7.414312011223388E+5 11 v1.6469010277693638E+5 11 v4.88005522476688E+6
14 v6.95456462612107E+5 13 v1.587185784297417E+5 13 v4.648140162877021E+6
13 v6.934851156868138E+5 14 v1.5728058467950448E+5 14 v4.615474260066879E+6
15 v6.400174115971433E+5 15 v1.4133442805982028E+5 16 v4.252790475060677E+6
16 v6.363232183360686E+5 16 v1.4130180321790303E+5 17 v4.189934607021446E+6
17 v6.335928621956822E+5 17 v1.4090583780214633E+5 15 v4.140526694635523E+6
19 v6.009058132765875E+5 19 v1.3713755666745179E+5 19 v4.035996436841094E+6
18 v5.8957480095992724E+5 18 v1.3316648609579656E+5 18 v3.8255064937475E+6
E4/+/100 E4/+/50 E4/+/25
0 v4.775927665029714E,6 0 v2.185091444203986E,6 0 v4.7116115030808926E,7
1 v3.6284012256397305E,6 1 v1.6460546249443493E,6 1 v3.65247835805717E,7
2 v2.9193462308506683E,6 2 v1.3513802123664054E,6 2 v3.047957651397249E,7
3 v2.382126022244309E,6 3 v1.0943545439497423E,6 3 v2.654553854966833E,7
4 v2.2581631130472023E,6 4 v1.0786557891776937E,6 5 v2.4136849884938807E,7
5 v2.091658999329831E,6 5 v1.0296597733541116E,6 7 v2.3559323065667613E,7
7 v2.0065141195598666E,6 7 v9.530393513388969E,7 4 v2.2775885293678206E,7
6 v1.9532480837375787E,6 6 v9.138571357203595E,7 6 v2.2322105606287502E,7
8 v1.7117500167369856E,6 8 v8.107084781744519E,7 8 v2.1295906990116913E,7
9 v1.5682226955562954E,6 10 v7.495210200545223E,7 10 v2.020930872929806E,7
10 v1.5386522866374758E,6 9 v7.472323728094233E,7 13 v1.9386249052355673E,7
11 v1.4782825291409788E,6 11 v7.397172358552623E,7 9 v1.9110056023882012E,7
12 v1.466846614343314E,6 12 v7.230802827446403E,7 12 v1.909946862233801E,7
13 v1.3777800840307538E,6 14 v6.674516810293406E,7 14 v1.708711247350652E,7
14 v1.3426803106777587E,6 13 v6.666534489762158E,7 11 v1.6611666809175378E,7
15 v1.22968176312487E,6 17 v6.074882725606966E,7 17 v1.6457672251809694E,7
17 v1.2208118906220607E,6 18 v6.010539789259099E,7 20 v1.5869842841045758E,7
19 v1.2188894670129561E,6 19 v5.987696439149737E,7 27 v1.5467705258921304E,7
16 v1.2058321972167248E,6 15 v5.937717076759924E,7 15 v1.5367787664005617E,7










0 v2.607745272095759E+4 0 v6.260343172964263E+5 0 v2.2425244474656803E+5
1 v1.8518583373215158E+4 1 v4.466815695607663E+5 1 v1.5700353279229017E+5
2 v1.5054600085226855E+4 2 v3.597675020251134E+5 2 v1.2747233814290237E+5
3 v1.2990284697893175E+4 3 v3.124374089477475E+5 3 v1.1219612783020804E+5
4 v1.1548690259995274E+4 4 v2.7509013304091763E+5 4 v9.826647120012971E+6
5 v1.0851964377507091E+4 5 v2.633704247034322E+5 5 v9.478204280149467E+6
6 v9.870068585478769E+5 6 v2.4085842841736058E+5 6 v8.730594858917959E+6
7 v9.5825134951532E+5 7 v2.3415518788629594E+5 7 v8.463843012825213E+6
8 v8.491786530553584E+5 8 v2.0071753153942483E+5 8 v7.20470967415667E+6
9 v8.008405824625023E+5 9 v1.9080468826271123E+5 10 v6.877607329259055E+6
10 v7.918873311583779E+5 10 v1.9021298227096897E+5 12 v6.568801405199225E+6
12 v7.448490476080472E+5 12 v1.801765922627415E+5 9 v6.556394375049615E+6
11 v7.414312011223404E+5 11 v1.765200594984589E+5 11 v6.368391268488688E+6
14 v6.954564626121064E+5 14 v1.704200109478002E+5 14 v5.9743660190992625E+6
13 v6.934851156868142E+5 13 v1.672839209831448E+5 13 v5.9249594576752934E+6
15 v6.400174115971448E+5 17 v1.5489349620559883E+5 17 v5.615451401459268E+6
16 v6.363232183360685E+5 15 v1.5396113285545766E+5 15 v5.518125726147862E+6
17 v6.335928621956874E+5 16 v1.5309046997876973E+5 16 v5.479661247048478E+6
19 v6.0090581327659014E+5 19 v1.4705863352468082E+5 19 v5.30654534179819E+6






























Anàlisi de temps: 
Les gràfiques mostren com en el Reduce hi recau més pes, ja que els temps són molt 
més elevats que en la fase Map. No obstant, això no indica quina fase és més 
important. 
 
Les estratègies E1, E2 i E4 presenten uns millors temps per tots els percentatges 
respecte la E3 i E5, encara que les diferències de temps entre estratègies no són molt  
0 v8.97404648460726E+6 0 v5.746091366432561E+6 0 v2.959562441009849E+6
1 v6.313721124350174E+6 1 v3.959024878939827E+6 1 v1.9738658822522015E+6
2 v5.061633994870414E+6 2 v3.2682245571067083E+6 2 v1.658616756853534E+6
3 v4.6044164292875115E+6 3 v2.958485169670214E+6 3 v1.5063989762101213E+6
4 v3.927839218423429E+6 4 v2.529360528117843E+6 5 v1.2848621193673219E+6
5 v3.7336846360125184E+6 5 v2.4067681588403807E+6 4 v1.273138801319354E+6
6 v3.4894178356697477E+6 6 v2.2642805334730824E+6 6 v1.1977383517896773E+6
7 v3.3700930745909387E+6 7 v2.1681642939805192E+6 7 v1.1565968027475997E+6
8 v2.8186103973475583E+6 10 v1.8132662167215684E+6 10 v9.385902236920082E+7
10 v2.753852377774155E+6 8 v1.804071023139965E+6 12 v9.379030362386976E+7
12 v2.7413406907183554E+6 12 v1.7936897625553288E+6 8 v9.29527046261123E+7
9 v2.6782721930161403E+6 9 v1.6990987481139717E+6 11 v8.701410105603444E+7
11 v2.560172503414941E+6 11 v1.6632564042813251E+6 9 v8.602015464357551E+7
14 v2.5225922578851803E+6 14 v1.6408911772277823E+6 14 v8.345026725347448E+7
13 v2.415757319462086E+6 13 v1.5682677200611087E+6 13 v8.109403982149594E+7
17 v2.249342605622331E+6 17 v1.4541365047225827E+6 17 v7.632087974051524E+7
15 v2.246655106800954E+6 15 v1.4427226232106486E+6 16 v7.460237645469839E+7
16 v2.2037231735425427E+6 16 v1.4244457998363081E+6 15 v7.278890933535108E+7
19 v2.113729497309509E+6 19 v1.3737608207933879E+6 19 v7.086288552912975E+7
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significatives. El comportament de totes és molt similar, i per tant no hi ha cap que 
destaqui per la seva rapidesa. 
 
Anàlisi de qualitat de resultats: 
Les estratègies E1 i E2 tenen resultats en la sortida molt semblants. Totes dues tenen 
en comú que pels percentatges 100, 50 i 25 els canvis no són rellevants, i que a partir 
del 25 ja es diferencien. 
 
L’estratègia E3 és la millor, doncs per tots els percentatges és l’única que preserva 
gairebé a la perfecció l’ordre en que esdevenen les pàgines. Fins i tot en el 5% i 1% 
els canvis són mínims. 
 
I finalment la E4 i E5, els percentatges a destacar per la similitud són el 100, 50 i 25, la 
resta ja difereixen molt dels resultats originals. 
  
Conclusió: 
Per tant, si s’hagués de fer una valoració de quines poden ser millors, en quant a 
temps no hi ha clara diferencia entre la E1, E2 i E4. I en qualitat, en aquest cas si que 




Finalment pel cas del K-means, en els resultats es mostren els valors finals dels 
clústers: el nombre de punts que pertanyen al clúster (n), el centroide del clúster (c) i el 
radi (r). La nomenclatura CL fa referència a què el clúster ha convergit, mentre que VL 







































































































































































































































































































































































































































































Anàlisi de temps: 
Finalment en el PageRank es pot veure clarament que el pes de la feina reacau en la 
fase Map, ja que els temps de Reduce són marginals. 
Totes les estratègies són similars, ho demostra el comportament de la gràfiques. Però 
s’observa que en el 25% comença haver una diferència de temps entre les estratègies 
<E1,E2> i <E4, E5>. Mirant els casos del 5% o 1% es veu més fàcilment. La E4 i E5 
tenen temps menors a la E1 i E2, encara que la tendència de les línies sigui semblant. 
Anàlisi de qualitat de resultats: 
Per desgràcia no s’ha pogut analitzar visualment aquest resultats, ja que no s’ha trobat 
una eina que sigui capaç de processar i visualitzar la gran quantitat de dades. I per 
tant no s’han recollit conclusions en quant a qualitat de resultats del sampling. 
Conclusió: 
En resum si es fa un anàlisi del conjunt de les 5 estratègies pel PageRank, es diu que 
en quant a temps les estratègies E4 i E5 tenen una millor resposta 
 
5.3.1 Conclusions globals 
Finalment, es pot concloure que cap estratègia de forma global és la millor, sinó que depenen 
de l'aplicació que s'analitzi una funciona millor que altra. I per futures implementacions estaria 
bé analitzar entre les dades i les aplicacions com de bona és cada estratègia. Que no es pugui 
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gràfiques es veu que l'estalvi es produeix i que en moltes ocasions els resultats són 
suficientment bons. Es vol remarcar que l’aplicació que sembla que es benefici més a l’hora 
d’aplicar aquestes estratègies per fer sampling, és el PageRank. Doncs, els resultats en quant 




6. PLANIFICACIÓ DEL PROJECTE 
Els objectius del projecte són els següents: 
• Estudiar l’impacte i optimització d’aplicar sampling en arxius molt grans. 
• L’estudi de l’eina Hadoop per dur a terme els canvis de la investigació. [40] 
• La implementació de les estratègies de mosteig. 
• Recull i avaluació dels resultats en gràfics representatius i taules 
L’assoliment dels objectius anteriors permetrà posar a la disposició del públic, un 
estudi exhaustiu sobre la viabilitat d’aplicar mostreig en arxius Big Data. 
6.1 Mètode de treball 
Partint d’uns coneixements molt bàsics sobre el que representa Big Data i les 
tecnologies que el formen, s’ha aprofundit en temes com el paradigma MapReduce i el 
framework Hadoop, ja que eren de vital importància pel desenvolupament d’aquest 
projecte. 
Seguint l’esquema de treball del mètode científic: 
1. S’observa l’existència d’aquestes tecnologies i es pensen possibles 
implementacions pel seu ús. 
2. Es descriu la hipòtesi d’analitzar i tractar només un subconjunt del total de la 
informació. 
3. Es planifica un procés d’investigació a partir d’un anàlisi exhaustiu d’informació 
a partir de fonts recomanades pel director del projecte. 
4. Es realitza una experimentació per comprovar la viabilitat d’aplicar mostreig en 
arxius amb grans dades. Buscant una eficiència tant a nivell de recursos com 
en la qualitat del resultat. 
5. Com a conclusions de les investigacions es dedueix que la possibilitat d’aplicar 
mostreig és viable. 
6. S’executa el pla seguint les pautes definides a la taula 1. 
 
Fase Descripció Resultat 
1. Planificació del projecte   
1.1 Definició Global del 
Projecte 
Definició d’objectius i 
planificació temporal. 
Pla de treball. 
Índex de continguts. 
Bibliografia a consultar. 
2. Recerca d’informació i 
estudi de les eines 
  
2.1 Estudi del funcionament 
de Hadoop 
Anàlisi i testing sobre l’eina 
de Hadoop pel seu bon 
funcionament. 
Primera versió de l’estat de 
l’art de la memòria. 
2.2 Recerca mostreig recerca d’informació sobre Primera versió de la part de 
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estadistic Hadoop i el mostreig 
estadístic. 
la memòria corresponent a 
aquest punt 
2.3 Estudi del benchmark 
HiBench 
Coneixer la seva estructura, 
aplicacions i funcionament. 
Localització d’on i com es pot 
aplicar modificacions al codi 
per realitzar sampling. 
3. Implementació   
3.1 Implementació del 
sampling 
Modificació del codi font de 
Hadoop per executar el 
sampling que es desitja.  
Definició dels algoritmes de 
mostreig. 
4. Entorn de treball   
4.1 Proba d’utilització de 
Hadoop en una màquina 
Instal·lació de Hadoop en una 
màquina per estudiar el 
funcionament. 
Es conclou que és necessari 
un clúster per realitzar 
probes. 
4.2 Integració a Arvei Configurar l’entorn de treball 
per dur a terme les 
execucions i fer proves de 
l’entorn. 
Un sistema distribuït real on 
fer els experiments finals. 
5. Experiments   
5.1 Execució de proves per 
les aplicacions del HiBench 
Realitzar els tests i mesures 
empíriques necessàries per 
corroborar que els algorismes 
de mostreig funcionen.  
Obtenció de totes les dades i 
temps per poder analitzar 
posteriorment. 
5.2 Comprovació de resultats Anàlisi de les dades 
realitzades en l’entorn de 
proves abans de pasar a fer 
les dades definitives. 
Verificació del funcionament  
de les estratègies. 
5.3 Execució definitiva en cua 
exclusiva 
Realitzar els tests en un 
entorn exclusiu, sense 
compartició de recursos per 
no alterar els resultats. 
Resultats finals reals. 
6 Avaluació   
6.1 Recull de dades Plasmar els resultats de les 
dades per poder fer un anàlisi 
posterior. 
Gràfics de temps i taules de 
resultats. 
6.2 Anàlisi de resultats Estudiar i observar les dades 
per extreure unes conclusions 
dels experiments. 
Les conclusions en quant a 
temps i qualitat de resultats 
per totes les estratègies. 
7 Conclusions   
7.1 Elaboració de la memòria Revisió final i resum de les 
conclusions sobre els 
resultats estadístics 
obtinguts. Valoració de 
Versió definitiva de la 
memòria. 
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l’aprenentatge que ha 
representat el 
desenvolupament del treball. 
7.2 Preparació de la 
presentació 
Elaboració del suport visual i 
dels arguments a exposar 
oralment. 
PowerPoint i guió de 
presentació. 
Taula 1: Execució final de les fases del projecte. 
 
A continuació es defineix en la Taula 2 les eines que s’han utilitzat en el 
desenvolupament d’aquest projecte. 
Eina Tasques 
Microsoft Word Redactar i aplicar format al document final 
Microsoft Excel Recull de les dades per ser visualitzades 
mitjançant gràfiques i taules. 
Cacoo Creació de diagrames i gràfics per a la 
documentació. 
Gimp Suport en les tasques d’edició de gràfics i 
imatges. 
Dropbox Servei utilitzat per facilitar les dades de les 
execucions al director. 
Sublime Text 3 Editar el codi font de Hadoop de manera més 
eficient i clara.  
Git Sistema de control de versions per les 
modificacions del codi de Hadoop. 
Taula 2: Resum de les eines utilitzades per a la realització del projecte 
6.2 Riscos i contingències 
Per tal de minimitzar la desviació entre la planificació inicial I el resultat final s’ha fet 
una anàlisi dels riscos més importants i un pla de contingència pels mateixos. 
Per valorar l’impacte i la probabilitat d’aquests riscos s’ha establert uns criteris: 
 
 
Impacte Valor en una escala de l’1 al 10, representa la 
gravetat de la situació si esdevé el risc, 
entenent que 1 indica poca importància i 5 
situació molt crítica. 
 109 
Probabilitat Valor en una escala de l’1 al 10 que mostra 
quan és de probable el risc, entenent que 1 
és el mínim i 5 el màxim. 
Taula 3: Nomenclatura per la definició de riscos. 
Nom Descripció Prob. Impacte Contingència 
Pèrdua del 
treball realitzat 
Una part de la feina feta 
es perd. 
1 10 Realitzar backups periòdics. 
Necessitat de 
més espai de 
disc 
Totes les dades no hi 
càpiguen en els sistemes 
d’emmagatzematge 
prestats. 
8 7 Compra d’un disc dur. 
Canvis en els 
objectius 
Apareixen aspectes nous 
que modifiquen l’abast 
inicial de l’estudi. 
1 8 Revisió permanent dels 
objectius del projecte. 
Necessitat de 
dedicar més 
hores a les 
tasques fora del 
projecte 
La feina suposa una 
càrrega de treball 
addicional no esperada. 
10 10 Possibilitat de treballar els 
caps de setmana de manera 
intensiva. 





Seleccionar la informació 
més rellevant resulta un 
procés complex degut a 
la falta d’ella. 
4 6 Consultar al director sobre 





Les execucions tenen 
una llargària de temps 
més elevada de 
l’esperada 
7 5 Criba de dades o generació 
més petita de les dades 
d’entrada per al seu 
tractament més eficient. 
Taula 4: Riscos que es podrien donar en el projecte 
 
6.3 Planificació temporal 
La planificació inicial per objectius del projecte pot veure’s detallada en el diagrama de 
Gantt de la Figura 48. 









Figura 48: Gant planificació inicial 
 
La planificació anterior era provisional i resultat d’una primera aproximació. 
Posteriorment, l’aprofundiment en el coneixement d’eines com Hadoop, i la necessitat 
d’utilitzar un sistema distribuït real de tercers, va posar en evidència la necessitat 
d’invertir més temps de l’inicialment programat en algunes de les fases. Per aquest 
motiu la planificació final s’ha desviat d’aquesta primera aproximació.  
També hi ha hagut desviació significativa a conseqüència de que, quan es van tenir 
per primera vegada totes les dades de dos aplicacions representades en gràfiques, es 
va veure que els resultats no eran els esperats. Llavors es va tornar a fer un procés 
d’investigació sobre com abordar el problema per aconseguir els resultats esperats. 
D’altra banda, per motius laborals, en algunes fases de treball, no li he pogut dedicar el 
temps inicialment planificat. 
A continuació es detallen les principals tasques que han vist la seva planificació inicial 
afectada: 
 
Tasca: Integració a Arvei (Fase 4) 
Causa: A l’hora de realitzar execucions de tipus hadoop, es van tenir problemes per 
com estava muntat el sistema distribuït que es van proporcionar. Apareixien els 
primers problemes de quota de disc i per tant va fer que es tingués que muntar un pla 
de contingència. Aquest pla està descrit a l’apartat 5.2 d’aquest document. 
Pla d’acció: adquirir un disc dur extern i configurar la xarxa per poder emmagatzemar 
les dades en aquest. Això comporta la modificació de tots els scripts perquè facin ús 
de la nova configuració. 
Desviació de temps respecte la planificació inicial: 10 dies negatius. 
 
Tasca: Comprovació de resultats (Fase 5) 
Causa: Quan es van analitzar els resultats sobre les proves en l’entorn de recursos 
compartits, es va detectar que aquests resultats no eren els esperats. Així doncs es va 
estudiar la possibilitat de tornar a investigar com millorar la implementació per obtenir 
les dades esperades. 
Pla d’acció: Investigar l’eina de Hadoop per modificar el seu codi font en comptes de 
modificar el HiBench que és el que s’havia fet. 
Desviació de temps respecte la planificació inicial: Degut a aquest imprevist es va 
haver de tornar a treballar les fases 2, 3 i 5. Això va afectar en l’estimació de la 
planificació afegint un total de 25 dies negatius. 
 






Figura 49: Gant planificació final 
6.4 Estudi econòmic del projecte 
En aquest apartat es fa un desglossament del cost associat al desenvolupament 
d’aquest projecte, només tenint en compte els costos associats als aspectes 
tecnològics d’aquest treball i els recursos humans. 
Cost Recursos humans 
A continuació es fa en detall una estimació dels costs teòrics sobre la feina realitzada. 
S’indicarà la quantitat d’hores dedicades a la realització de cada tasca, i s’assignarà un 
rol a cadascuna. 
Tasca Rol Temps 
Planificació del 

















Configurar entorn arvei 









per l’automatització i 
recol·lecció de dades 
Programador 
30 h 
Anàlisi de resultats Analista 40 h 
Configuració de la 
xarxa per l’accés al 
HDD en les execucions 
Programador 
30 h 
Documentació Cap de projecte 60 h 
Total Hores  680 h 
Taula 5: Cost recuros humans 
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Rol Hores Cost/h(*) Cost total 
Cap de projecte 100 h 54 €/h 5.400 € 
Analista 400 h 35 €/h 14.000 € 
Programador 410 h 31 €/h 28.210 € 
Acumulat 910 h  47.610 € 
Nota (*): Preu treballador [44] 
El cost teòric d’aquest projecte en recursos humans ascendeix a 24.480€. No obstant 
això, totes les tasques s’han realitzat per un projecte final de carrera i per tant no han 
generat cap cost real. 
Cost hardware/software 
L’execució de les proves s’ha realitzat en un sistema distribuït real. Aquest sistema ha 
sigut facilitat pel departament d’arquitectura de computadors de la UPC. És per això 
que s’ha fet una estimació teòrica del cost d’ús de les màquines com si s’haguessin 
llogat en el proveïdor cloud Amazon Web Services[41]. Aquestes màquines tenen les 
característiques següents: 
• Amazon Linux m3.xlarge 
• 4 CPUs 
• 15 GB de memòria RAM 
A més d’aquestes màquines ha sigut necessari comprar un disc dur extern d’un 
terabyte de capacitat per tal d’emmagatzemar totes les dades de totes les execucions, 
ja que les màquines de les quals s’ha disposat no tenien prou espai de disc i per tant 
no es podien escriure totes al disc local de la màquina on s’executava, sinó que es feia 
directament al disc dur extern. 
En última instància, s’ha contractat un compte prèmium del servei Dropbox per tal de 
disposar d’un terabyte de disc que fes de backup. El fet de treballar amb tantes dades i 
execucions tan llargues era indispensable tenir una còpia de seguretat per no perdre 
informació. Així doncs el resum del cost és: 
Servei Temps llogat Cost 
Màquines Amazon 720 hores 755,00 € 
Transferència dades Amazon 720 hores 77,09 € 
Dropbox prèmium 1 mes 9,99 € (*) 
HDD 1TB comprat 59,96 € (**) 
Llicències software - 0€ 
Total - 902,04 € 
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Taula 6: Cost software/hardware 
Nota (*): Preu obtingut de la web oficial de Dropbox [42]. 
Nota (**): Preu obtingut de la botiga online Life Informàtica [43]. 
Els costos associats a les llicències de software són nuls, ja que tot tipus de software 
utilitzat era de codi lliure i per tant era gratuït. 
Cost total 
Per finalitzar l’anàlisi de costs, en aquest apartat es mostrarà els costs totals, tant els 
teòrics com els reals, a partir dels analitzats anteriorment. Els teòrics s’han calculat 
amb la suma dels de hardware, software i recursos humans. Per calcular els reals s’ha 
realitzat la mateixa dinàmica, però el valor del cost en recursos humans i el lloguer de 
les màquines esdevé 0€, ja que aquest PFC ha sigut realitzat sense obtenir benefici 
econòmic. A més el departament d’arquitectura de computadors ha facilitat les 
màquines del clúster Arvei per realitzar les execucions sense cap cost. 
 
Per tant, el resultat dels cost és el següent: 






Recursos Cost teòric Cost real 
Recursos humans 47.610 € 0 € 
Hardware lloguer 842,08"€ 9,99 € 
Hardware adquirit 59,96"€" 59,96"€"
Total 48.512,04€ 69,95 € 
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7. POSSIBLES AMPLIACIONS 
Tal com s’ha comentat en l’apartat 4.3, el HiBench amb el que s’ha treballat està 
compost per 8 workloads, dels quals només s’han estudiat 4. Una possible ampliació a 
aquest projecte podria ser continuar la feina d’anàlisi i experimentació de les 
estratègies de sampling amb els quatre restants. També es podria contemplar l’opció 
de repetir els experiments però amb dades més grans, ampliar el procés 
d’experimentació afegint més estratègies o algoritmes de mostreig, o fins i tot estudiar 
altres tecnologies per fer mostreig i així comparar-ne els resultats. 
Alhora es podria buscar una aplicació que no sigui utilitzada com a benchmark, sinó 
que el seu ús principal tingui una utilitat en el món real. Per així comprovar si el seu 
comportament aplicant sampling és similar a les conclusions trobades en aquest 
projecte.  
Al final de la realització d’aquest treball, s’ha vist que podria ser interessant investigar 
sobre algun algoritme que s’encarregués d’analitzar les dades d’entrada abans 
d’executar el procés MapReduce. Amb aquest anàlisi es miraria de treure conclusions 
per tal de predir quina estratègia i percentatge de dades serien els més adequats per 




Abans de realitzar aquest projecte els meus coneixements sobre Big Data i mostreig 
eren molt bàsics. Desconeixia per complet plataformes com Hadoop i el seu potencial. 
Quan sentia a parlar de Big Data ho relacionava amb un conjunt molt gran de dades. 
Però he acabat aprenent que no només representa una quantitat de dades, sinó que 
Big Data també consisteix a fer una classificació d’aquestes, més concretament un 
filtratge del que és rellevant i el que no. Fer un bon anàlisi de les dades et pot portar a 
l’èxit de què es busca. I fer un mostreig de les dades abans d’analitzar-les ho fa encara 
més eficient. 
Que processar només una part de la informació por ocasionar un gran estalvi quant a 
recursos de temps, hardware. 
Un cop realitzat l’estudi he arribat a la conclusió que processar només una part de la 
informació pot ocasionar un gran estalvi en quant recursos de temps, hardware i 
energia. Això és molt important, ja que amb tota la quantitat d’informació que es vol 
recopilar i emmagatzemar avui en dia, és inviable processar-la en temps real. 
He descobert que existeixen diverses eines que ajuden a processar grans volums de 
dades, i gràcies al fet que algunes d’elles són de codi lliure he pogut profunditzar en el 
seu funcionament i disseny. També he de dir que he après a fer interpretació de 
dades, analitzar mitjançant gràfics quins són els resultats més òptims i a què són 
deguts. 
Una de les coses més importants que m’ha fet veure la realització d’aquest projecte, 
és que treballar amb volums de dades molt grans no és gens fàcil ni ràpid. A més crec 
que és molt essencial que l’entorn en el qual es treballa sigui l’adequat. És molt 
important dispensar d’un bon hardware, software i connexió a internet. Processar 
dades, transferir-les, copiar-les, analitzar-les, etc ha sigut tediós, lent i delicat. 
Qualsevol errata feia que els resultats no tinguessin sentit i es demorés tot, ja que 
repetir els processos eren moltes hores. Els problemes de connexió i la falta d’espai 
han sigut uns factors en contra durant el procés. Però la motivació i l’aprenentatge han 
fet que es compensés. 
 
El fet de treballar amb recursos de tercers, en aquest cas les màquines que formen el 
clúster Arvei, fa que hagis de seguir les seves normes i per tant et treu alguns privilegis 
que en algunes ocasions haguessin estalviat temps. Quan vaig començar a 
desenvolupar el projecte, i al llarg d’aquest, he tingut alguns imprevistos en les 
configuracions de les màquines, i això va endarrerir la planificació. Però també cal dir 
que sense aquestes, no hagués sigut possible la realització de dit treball, ja que 
aconseguir un sistema amb aquestes característiques no era viable econòmicament. 
Mirant cap a un futur no molt llunyà crec que cada vegada més empreses es 
submergiran en aquest món. Es seguiran recollint moltes més dades i l’anàlisi i 
classificació d’aquestes serà més acurat. Això em fa pensar sobre l’efecte que pot tenir 
utilitzar aplicacions que recullen tot allò que fas, ja que amb un mínim gest es podran 
treure moltes conclusions i informació d’un mateix. 
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Aprenentatge sobre la realització del treball: 
El fet de desenvolupar aquest treball en solitari m'ha obligat 
a portar una planificació i ordre per assumir les diferents tasques. De cara a futurs 
treballs tant acadèmics com professionals he après quines poden ser les meves 
capacitats i limitacions.  
Dependre només de mi ha tingut les dificultats d'assumir el volum de feina, però també 
la independència respecte als condicionants de dependre d'altres persones. 
Amb aquest treball he adquirit nous coneixements, he entès la importància de definir i 
planificar correctament des del principi un projecte i també a viure, encara que des 
d’una perspectiva acadèmica, la feina que realitza un investigador. Realitzar recerca 
no és gens fàcil, doncs, normalment s’investigués coses innovadores això fa que no 
sempre hi hagi prou informació i per tant pot ser frustrant. 
Trobo que aquest projecte m’ha servit com un excel·lent entrenament pel meu futur 




En l’anex es recull la implementació que es va portar a terme al començament del 
projecte. Es descriuen les estratègies de dampling per l’aplicació del wordcount. 
Aquestes estratègies s’apliquen dins del codi del benchmark, en comptes del codi font 
de Hadoop, doncs inicialment es va estudiar així. Més tard es va veure que 
implementant el mostreig en el codi font de Hadoop s’estalviava més en quant a 
recursos. Això es pot observar en les gràfiques que hi ha després del codi. En cada 
estratègia es detalla el canvi que s’ha realitzat. Remarcat en groc són els canvis que 
ens els arxius originals no hi apareixen. 
WordCount 
Per fer l’estudi del mostreig només s’ha de modificar la funció map que pertany a la 
classe Mapper de l’arxiu WordCount.java. A continuació es detalla per cada cas el codi 















Per implementar aquesta estratègia és necessari declarar en la classe Main dos 
valors: seed i P. 
El seed és el que s’anomena la llavor, un número que permet reproduir la mateixa 
execució múltiples vegades, ja que els nombres aleatoris generats a partir de la 
mateixa llavor sempre són els mateixos.  
P és el percentatge de mostreig que es vol aplicar. 
La variable random representa un número aleatori entre 0 i 99 que permetrà decidir si 
comptabilitzar o no la variable. És a dir, si aquest valor és menor que P llavors es 
comptabilitza la paraula, en cas contrari s’ignora. D’aquesta manera es té en compte el 
percentatge P del contingut. 
Estratègia 2 
A la funció Main se li apliquen les mateixes modificacions que l’estratègia 1 explicades 
anteriorment. Per tant se segueix tenint els valors seed i max. 







































En aquest cas s’ha implementat la funció num_random(), ja que és la fórmula que 
proporciona nombres aleatòriament segons la funció estadística esmentada 
anteriorment. 
Finalment, en la funció map s’ha afegit una sentència de if que permet agafar una 
paraula o no depenent del valor random que hem obtingut amb la funció aleatòria. 
Aquest valor si és, 0 ens permet considerar la paraula i determinar un altre valor 
aleatori, mentre que si té un valor positiu més gran que 0 en permetrà ignorar tantes 
paraules com indica. Per exemple, si tenim que el valor ‘result’ és 5, s’evitarà la 
sentència if fins que result torni a valdre 0, així doncs les 5 paraules que es llegiran no 



































La tercera estratègia és la que s’encarrega de tractar un percentatge de l’arxiu 
començant des de l’inici. 
Per dur a terme aquesta implementació s’ha fet servir una funció de Hadoop 
(((FileSplit)context.getInputSplit()).getStart()) que ens determina quina és la posició en 
la qual es troba un mapper respecte a tot l’arxiu. Així doncs, ens servirà per comprovar 
si les paraules que estem iterant pertanyen o no al grup de paraules que s’han de 
considerar pel mostreig. 
Com es pot comprovar en la zona groga del codi, es fa una comparació de la posició 
en la qual estem (current_read) amb la posició màxima que podem arribar a llegir 
(limit_to_read). Es vol aclarir que aquesta classe de WordCount s’executa per cada 
bloc i per tant no tenim variables globals on anem incrementant el que es va llegint, 
sinó que se sap si s’ha de llegir un bloc perquè prèviament s’ha calculat fins quina 
posició de l’arxiu es pot llegir. Per tant, encara que els blocs no s’executin en Hadoop 
en ordre consecutiu, seguirem considerant les dades pel mostreig des del principi de 





































Aquesta estratègia és semblant al cas anterior, ja que també es vol tractar un 
percentatge determinat de tot l’arxiu. 
Per dur a terme aquesta implementació és necessari saber la mida del bloc de dades 
que executa el mapper. Això ho proporciona la funció de Hadoop 
((FileSplit)context.getInputSplit()).getLength(), gràcies a aquesta dada, es podrà 
calcular fins a quin punt tractar les dades del mapper. Es pot observar en la part de 
color groc del codi com es comparen les dades que es van tractant per saber si estan 
dins del límit de consideració. 
Cal recordar que en aquest cas tampoc importa si no s’executen els mappers de 
manera ordenada. La diferència amb l’estratègia anterior és que es tractarà un 
fragment de cada bloc de dades, en comptes d‘agafar els blocs consecutius. És a dir, 
si el que es vol tractar és el 50% de l’arxiu, analitzarem la meitat de cada bloc de 
































Finalment, en la darrera estratègia el mostreig es realitzarà segons la posició que 
ocupen els blocs de dades. Per exemple, si es vol tractar la meitat de l’arxiu, només es 
contemplarà un de cada 2 blocs. Per calcular-ho s’ha de dividir la posició de l’arxiu on 
comença el bloc entre la seva mida i amb aquest valor obtingut aplicar-li l’operació del 










































































Com es pot observar en totes les gràfiques els temps de la fase map són molt poc 
variable. Per tant no es demostra cap tipus de millora a l’hora d’aplicar mostreig. En 
canvi sí que es nota en la fase reduce, ja que aquesta rep menys dades perquè han 
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