We' present a new method to shape-based segmentation of deformable anatomical 
INTRODUCTION
The segmentation of images is of great importance in medical imaging and remains a necessary step to obtain qualitative measurements such as the visualization or the location of objects of interest as well as for quantitative measurements such as area, volume or the analysis of dynamic behavior of anatomical structures over time. Among these images, ultrasound images play a crucial role, because they can be produced at video-rate and therefore allow a dynamic analysis of moving structures. Moreover, the acquisition of these images is non-invasive, cheap, and does not require radiations compared to other medical imaging techniques. On the other hand, the automatic segmentation of anatomical structures in ultrasound images is a real challenge due to speckle noise and artifacts which are inherent in these images.
Most current automatic segmentation techniques used in medical applications have been developed for CT and MRI images [I, 21. Among these segmentation schemes, two of the more reliable approaches use the Bayesian inference which allows to take into account an available local or global a priori knowledge. This available knowledge is then used to constraint the segmentation process. These methods are based on deformable templates or Markov Random Fields (MRF) models. Both have advantages and shortcomings. The increased popularity of the deformable templates [3, 41 can be explained by their ability to express, via a global prior model, the geometric information and the shape variability of the object of interest to be detected over time and across individuals. In MRF-based segmentation approaches, the proper use of available prior information is expressed by a local prior model. This one expresses simply the fact that nearby pixels are fairly likely to belong to the same class [5] .
The main problem with deformable models is that the likelihood energy are heuristically designed and do not statistically segment the image. As for MRF models, they cannot incorporate any global shape constraints in the segmentation process. Nevertheless, contrary to deformable model-based approaches, the likelihood model of an MRF model-based unsupervised segmentation exploits an accurate statistical modeling of the grey level distribution of each class present in the image [6] . Since it seems that deformable templates provide an interesting framework for structurally analyzing an image and MRF models provide a good mathematical setting for statistically analyzing an image, it makes sense to capitalize on the benefits of both methods.
To this end, we propose a deformable template based approach for the segmentation and the tracking of the endocardial contour in an echographic image sequence. We first define a prototype template along with a set of admissible transformations in order to capture the available global a priori shape knowledge of the endocardial contour with its inherent natural variability over time. In this Bayesian segmentation, the likelihood model rely on an accurate Markovian statistical modeling of the grey level distribution of each class present in the image. The parameters of this distribution mixture are given by a preliminary statistical estimation method called Iterative Conditional Estimation (ICE) [7] . Then, the detection and the tracking problem is stated in a Bayesian framework as the estimation of the deformation parameters of the template that maximize the posterior Probability Density Function (PDF). In order to efficiently maximize this function, we resort to a genetic exploration of the parameters space combined with a steepest ascent procedure. This paper is organized as follows: Sections 2 and 3 present the template modeling and the proposed Bayesian approach. In Section 4, we detail the distribution mixture parameters estimation step used in the data likelihood model. The stochastic search method using a hybrid Genetic Algorithm (GA) is described in Section 5. In Section 6, we report some experimental results on synthetic image and on a real ultrasound image sequence. Section 7 contains concluding remarks.
DEFORMABLE TEMPLATE REPRESENTATION
In order to model the global shape knowledge of the endocardial contour, we first roughly define it by a set of n labeled points, equally sampled, which approximate the outline of a circle (cf. Fig. 1 .a) . A cubic B-spline shape representation involving these n control points corresponding to "landmarks" is then defined. The prototype template yo does not describe the possible instances of the object shape to be detected. In order to take into account the natural variability of the considered object, we introduce a set of admissible affine and non-affine local and global transformations.
First, a local deformation process 6 applied to the n control points is introduced. These local deformations applied to the original shape yo allow to model local random perturbations that can occur for each control point of the template outline. Mathematically, these local deformations are represented by local translations for each control point of yo (cf. Fig. 1 .b) .
In order to refine the shape representation, we introduce a global non-affine deformation. The one used in this paper was first proposed by Jain et al. [8] . In this approach, the image is considered to be mapped to the unit square S = Finally, we introduce a set of admissible linear transformations on y. These deformations involve translation, scaling, rotation, and stretching of the template.
Let now yo be a deformed version of the original prototype yo according to the aforementioned transformations with parameter vector B. A global configuration of the deformable template is thus described by 5 parameters corresponding to affine transformations, 4 pairs of global non affine deformation parameters, and ( n -2) pairs of translation vector (hZi, by,) respectively. The circular prototype template with the set of aforementioned transformations constitutes our global prior model describing the different possible configurations of the shape of interest. 
Description of affine transformations

SEGMENTATION MODEL
Introduction
In a commonly used deformable model-based Bayesian segmentation approach, spatial and/or temporal gradient measure derived from the input image, are generally exploited in the data likelihood model [ I , 81. Due to the speckle noise, our likelihood model cannot rely efficiently on this type of gradient measure. Instead, we propose a region oriented statistical approach. More precisely, we propose to model and use the grey level statistical distribution of each homogeneous region existing in an echogram and to exploit an a priori information about the location of the endocardium with respect to each other anatomical structures present in the ultrasound image. This a priori anatomical information expresses the fact that the endocardial contour delineates two homogeneous regions {Ro, RI}. The first one, called the blood zone arises from the low acoustic wave reverberation in the ventricular cavity (filled with blood). The second one, called the muscle region (RI), is due to the acoustic signal reverberation on the cardiac muscles. Each aforementioned region has completely different grey level intensity distribution and each pixel of the input image has a membership likelihood to each class {eo = blood, el = muscle} that we can defined by the Probability Density Functions (PDFs) P~, l~, ( y~/ x~ = e i ) i~ (0, I} whereys designates thegrey level of the pixel at site s and zs is its associated class label. Assuming that N ( N = 2 in our application) distinct homogeneous regions are present in the input image, the maximization over 6 of the following expression:
PYlo(Y/e) = r-J r-J ~YsIX,(Ys/zs) (1) j = O s : x , = e j allows to find the optimal template (or the optimal parameter vector 0) which best matches the image. Equivalently, we can minimize -In Py,o(y/S) and use this expression as our energy function. This energy function statistically segments the image in a Maximum Likelihood sense.
Joint model
In that prospect, we let the template define two regions: the first one is the set of pixels inside the region delimited by the prototype template ye, and is denoted 7; . The second one is the outside region, defined by the set of pixels located on the contour of the deformed template with a slightly superior scale. This last one is denoted 7: . From this, we propose the following joint model through the Gibbs distribution:
2 is a normalizing constant and E is an objective function measuring how well a given instance of deformed template where the summation of the first and second term of E [ is over all the N7; pixels of$ and over all the NT; pixels of 7; respectively.
Note that the two weighting factors are necessary in order to get a scale-invariant likelihood measure. 0 Prior energy term: the second term penalizes the deviation of the deformed template ye from the original prototype yo (see Section 2). This function does not penalize affine transformations and is close to the one proposed by Jain er al. in [8] .
MAP detection
Using these two energy terms, the joint distribution can be written as:
where the factor p provides a relative weighting between the two penalty terms and allows to control the "rigidity" of the template. The posterior distribution deduced from (2) is given by: where 2, is a normalizing constant depending on y only. We formulate now the detection problem as the search of the Maximum A Posteriori (MAP) estimation of 0:
The search of 6~~p is equivalent to the minimization of E . This function is minimal when the deformed template delineates two homogeneous regions distributed according to the grey level distribution corresponding to each region (via EL) and when the deformed template is not too different from the original prototype (via c p ) . In order to get an unsupervised deformable-based segmentation scheme, we have now to estimate the distribution mixture parameters. We consider this in the next section.
MIXTURE PARAMETER ESTIMATION
ICE procedure
Consider now a couple of random fields 2 = ( X , Y ) , where Y = {Y,, s E S } represents the field of observations located on a lattice S of N sites s (associated to the N pixels of the image), and X = {X,, s E S } the label field (related to N blood or ,nusd e class labels of the segmented image). Each Y, takes its value in ( 0 , . . . , 2 5 5 } , and each X , in {eo = blood, el = muscle}. The distribution of ( X , Y ) is defined, firstly, by prior distribution PA-(z), supposed to be stationary and Markovian in this mixture parameter estimation step, and secondly, by site-wise likelihoods PY,,~, (ys/z,), depending on class label zs. The observable 2' is called the "incomplete data", and 2 the "complete data". The conditional likelihood Py/x (y/z) depends on parameter vector ay, which is the distribution mixture parameter vector to be estimated. In order to obtain a reliable estimation of this parameter, we resort to the ICE algorithm [9] . This method relies on an estimator &y(z, y) for completely observed data case. When X is unobservable, this procedure starts from an initial parameter vector @ : I and generates a sequence of parameter vectors leading to the optimal parameters. To this end, @:+l1 at step (]E + 1) is chosen as condi- The computation of this expectation is impossible in practice, but we can approach it thanks to the law of large numbers by:
where z (~) , i = 1, . . . , n are realizations of X drawn according to the posterior distribution Px,y,a, (x/y, @PI). As explained below, for complete data estimator &y(z, y), we use a Maximum Likelihood (ML) estimator for the noise model parameter. In order to decrease the computational load, we can take n = 1 without altering the quality of the estimation [7] . Finally, we can use the Gibbs sampler algorithm [IO] to simulate realizations of X according to the posterior distribution.
Estimation of ay for the complete data
In order to take into account the speckle noise phenomenon [ I I ] in the reverberation areas, we model the conditional PDF of each class by a shifted Rayleigh law: where &in = min,(y;).
Estimation of ay for the incomplete data
For the local a priori model of the Gibbs sampler, we adopt a standard isotropic Potts model with the 8-connexity spatial neighborhood [5] . In this model, there are four parameters, called "the clique parameters" associated to the horizontal, vertical, right and left diagonal binary cliques respectively. Given this local a priori model, the prior distribution PX (z) can be written as:
where summation is taken over all pairs of neighboring sites and a(.) is the Kronecker delta function. In order to favor homogeneous regions with no privileged orientation in the Gibbs sampler simulation process, we choose ,Bst = 1. The parameter estimation procedure for the incomplete data is outlined below:
Parameter initialization: The initial parameter values have a significant impact on the convergence of the ICE procedure and on the quality of the final estimates. We can use the initialization method described in [6] or give a parameter vector not "too far" from the optimal one. "complete data".
ended, else we return to step 1. Fig. 2 represents the distribution mixture estimated on the echogram shown in Fig.3 .a and the histogram of this ultrasound image: the two site-wise likelihoods are superimposed to the image histogram. Corresponding estimates obtained by the ICE procedure are given in Table 1 . The quality of the estimations is difficult to appreciate in absence of ground truth values. We can roughly perform such an evaluation by comparing the image histogram with the PDF corresponding parameters. Estimation results on synthetic images with ground truth values will be given in Section 6 in order to appreciate the robustness of this procedure and the quality of the estimations. Experiments have shown that the distribution mixture parameters keep constant for all the images extracted of the same echographic sequence. For this reason the mixture parameters are computed once and for all on the first frame of the echographic sequence. 
OPTIMIZATION PROBLEM
The objective function €(e, y) to be minimized is complex with several local extrema over the deformation parameter space. A global search is usually impossible due to the size of the configuration space. Instead, we have implemented a Genetic Algorithmbased optimization technique [ 131 with the following fitness measure F (to be maximized):
In order to speed up the convergence rate, we have developed two strategies and we have combined them. The first one is an elitepreservation strategy [ 131: the individual with the highest fitness survives to be an individual of the next generation. The second strategy (called hybrid C A [ 131) consists in associating the genetic search with a local optimization technique. In each generation, a percentage of the best individuals are used to initialize a gradient ascent technique. Therefore, these best individuals explore local neighborhoods in the parameter space to find a point of higher fitness.
EXPERIMENTAL RESULTS
Distribution mixture estimation step: based on the distribution mixture parameters given by the ICE procedure (see Table I ), we can compute the probability map for the blood and muscle classes. This map exhibits sharp boundaries between high and low probability regions for each class. As a result, the probability maps have a high gradient at the boundary of the different regions and low gradient everywhere else. In order to constraint the deformable model to be efficiently attracted to the boundaries of two homogeneous regions by the gradient-based local optimization procedure, we need to spread their region of influence to a larger area. To do this, we convolve each probability map by a 2D Gaussian mask.
Detection step: in order to reduce the size of the parameter search space, the GA-based stochastic exploration is used to only estimate the affine transformation parameters (five parameters to be estimated). This affine deformation parameter estimation ensures a first crude registration of the shape to be detected. The local exploration technique of the best individuals selected by the CA, which is based on the steepest ascent procedure, is then used to estimate the whole parameter vector.
Tests have shown that this optimization procedure is not very sensitive to the control parameters. In our application, these parameters are commonly used [I31 and are the following: population size = 100, crossover rate = 0.8, mutation rate = 0.008, maximum number of generations = 30. At each generation, we select five best individuals (i.e., parameter vectors) for the hybridation with the local optimization technique. The prototype template is a connected 12-points model. The weighting factor penalizing e p term with respect to el term is set to 0.1. All these parameters keep constant for the detection and the tracking step.
Using this procedure, a reliable detection of the endocardial contour is obtained for all images of the echographic sequence. Our CA takes about 5-20 generations to converge to the true solution. In fact, the convergence rate can vary depending on the complexity of E . Tests have shown that, after a learning step (i.e., typically 3-6 generations of the CA), the genetic exploration provides good initializations for the local exploration technique. In our application, the optimization procedure for the detection process takes about three minutes (average CPU time) on a standard Sun/Sparc2 workstation. Fig. 3 shows the first frame of the echographic sequence and illustrates the best deformed template for successive generations of the genetic search. In spite of the speckle noise and a random initial population for the GA, an accurate and reliable detection of the endocardial border is obtained. Fig. 4 shows a synthetic image with synthetic speckle noise and the resulting detectionhegmentation obtained by our method. Real parameters of the distribution mixture can be compared to estimated parameters by the ICE procedure (see Table 2 ). We can notice that faithful noise model estimations and accurate segmentation are obtained. 'hacking step: the tracking strategy used in our application is the following: the final estimate of the previous time frame is used as an initialization for the steepest ascent procedure for the current time frame. If the resulting value of energy E at convergence is higher than a given threshold, we can assume that the inter-frame motion is small and this strategy allows to provide a proper initialization of the template for the local exploration technique used on the next frame. In this case, the result of the gradient ascent technique gives the final result for the current time frame. (d) ZOgenerations (T(e)=0.174). Fig. 5 and 6 show the tracking of the endocardial contour in a medical echographic sequence at different time frames. We can notice that the proposed method is reliable and the used global prior model seems to be flexible enough for representing accurately the inherent natural variability of the endocardial contour during the cardiac cycle.
CONCLUSION
In this paper, we have developed a robust algorithm to detect and track anatomical deformable structures like the endocardial border in an ultrasound image sequence. We have stated this problem in the Bayesian framework and taken into account all the available a priori knowledge of this problem. First, the proposed global prior model has shown itself to be very flexible and well suited to model the high variability of the endocardial contour over long image sequence. Another important source of a priori knowledge is information about the intensity of the tissue of different anatomical structures. These factors, highly dependent on the imaging process, are taken into consideration by modeling the distribution of each class of the ultrasound image by a Rayleigh law. Parameters of each PDF are given by a preliminary estimation step and are exploited in the data likelihood model. This method seems to be particularly well suited to handle ultrasound images with strong speckle noise on which edge information cannot be exploited. Finally, the local and global minimization procedure we propose is fast, robust and do not require initialization of the template close to the desired solution. Initialization may be defined at random, leading to segmentation and tracking procedure that are completely data driven.
