We consider methods for numerical simulations of variable density incompressible fluids, modelled by the Navier-Stokes equations. Variable density problems arise, for instance, in interfaces between fluids of different densities in multiphase flows such as appear in porous media problems. It is shown that by solving the Navier-Stokes equation for the momentum variable instead of the velocity, the corresponding saddle point problem, which arises at each time step, becomes automatically regularized, enabling elimination of the pressure variable and leading to a, for the iterative solution, efficient preconditioning of the arising block matrix. We present also stability bounds and a second order operator splitting method. The theory is illustrated by numerical experiments. For reasons of comparison we also include test results for a method, based on coupling of the Navier-Stokes equations with a phase-field model.
Introduction
Variable density problems arise in many complex fluid flow processes of current interest, and has been studied intensively via numerical simulations. As an example, which ranges over a large number of difficulties, we mention the general circulation models, dealing with the coupled water-atmosphere dynamics. In this model, both the density and the viscosity of the water and the air are varying. The water is volume-wise incompressible while the air is compressible and the processes are influenced by numerous other factors, such as temperature, salinity, moisture etc., leading to a system where high instabilities, such as turbulence, occur.
Important variable density problems arise also in laminar flows and the work, presented in this article, deals primarily with the numerical solution of such models. Examples of the latter type are the variable density ground water flow phenomena, which have been intensively studied in the last decades. There, density-driven flow occur and the effect of variable density becomes significant, in particular when a fluid of high density overlays a fluid of lower density (c.f., e.g., [41] ). Density-driven flows are of fundamental importance also when solving transport problems in porous media (see, e.g., [15] ).
Another class of variable density problems arise in modelling of the interaction of several phases, for example droplet impact onto a solid or liquid surface, accurate tracking of interface surfaces between fluids of different density in multiphase flow problems, etc.
There exist two main classes of methods for solving multiphase problems -sharp interface and diffuse interface methods. As the names suggest, in the former case the interfaces are assumed to be of zero thickness and the aim is to resolve those exactly, taking into account the discontinuities of the problem coefficients across those interfaces. In the latter case it is assumed that the interfaces have some nonzero thickness and the problem parameters vary continuously between the different flow phases. The advantages and disadvantages of both approaches are discussed in a vast amount of related literature ( [49] ).
A major part of the numerical simulation of flow models is the ability to efficiently solve the nonlinear time-dependent variable density, variable-viscosity Navier-Stokes (NS) equations. NS is either combined with a mass balance equation for the density or with another equation, which describes the evolution of the interfaces between the different phases, such as the Cahn-Hilliard (CH) equations (cf., e.g., [47, 7] ), where there is no need to solve a separate equation for the density, since a special 'concentration' variable determines automatically the relative portion of the masses and an interface of chosen thickness. Due to its high complexity and nonlinearity, the corresponding coupled system of partial differential equations is usually solved using some operator splitting scheme. Therefore, a rigorous numerical study of the problem includes two important aspects -estimate of the discretization error, resulting from the splitting scheme and efficiency and robustness of the numerical solution techniques to solve the arising nonlinear and linear algebraic systems of discrete equations. We note that, in addition, when implementing those numerical solution methods, special attention has to be paid to the discretization meshes, which have to be fine enough to resolve the interfaces and follow their dynamics. In this work we deal mostly with NS, coupled to the mass balance equation for the density, representing the sharp interface models. However, we also include some numerical experiments within the diffuse interface approach, where NS is coupled with CH. Our main focus is on the numerical solution techniques, their robustness and computational efficiency.
In Section 2 we formulate the coupled Navier-Stokes-density equations to be solved. In order to prepare for the analysis of the numerical solution of this problem we present also some stability estimates. In Section 3 we present the operator splitting and linearization method used, and derive an error estimate for the splitting error, based on these approximations. In Section 4 we discuss the stability of the time-stepping method and a regularization of the problem to avoid locking and unphysical oscillations of the numerically computed pressure variable is presented. Then, in Section 5 we show that the regularization used leads to an efficient inner-outer iterative solution method of the arising block matrix system. Section 6 contains a presentation of a symmetric operator splitting method, by which errors due to solving N-S and the density equation separately leads to a higher order scheme in time than if we use a pure sequential operator splitting. This method needs less computational effort than the familiar methods by Marchuk [31] and Strang [42] . Section 7 contains numerical results. We conclude the paper with some remarks, such as the possibility to couple the equation with elasticity equations when solving porous media problems. Remark 1.1 In this work we do not consider the issue how to impose additional interior boundary conditions in the case of sharp interface methods. For details and recent achievements, we refer to [49] .
The Navier-Stokes equations with variable density
Let Ω be a smooth, bounded and connected domain in R d , d = 2, 3 and let u, p, ρ, µ denote respectively the velocity vector, pressure, density and viscosity of a fluid in Ω.
Formulation of the coupled system
The variation of the variables u and ρ is described by the Navier-Stokes equations, augmented with an additional advection equation for the density. The fluid is assumed to be incompressible or, at least, nearly incompressible. As described, e.g, in [29] , see also [18] , the corresponding non-stationary incompressible equations take the form
(∇u + (∇u) T ) is the symmetrized deformation tensor, ρ f is a force function (per unit volume), where typically f = g, g being the gravity field. The incompressibility of the fluids is understood in the sense that density cannot be changed by changes in pressure (cf. e.g. [44] ).
We clarify the term ∇·(ρu ⊗ u), which in some other works is denoted as ∇·(ρu u). In 3D, in detailed form it reads as
Using the incompressibility of the fluid, we can rewrite the above which appears as the term ∇·(ρu ⊗ u) in (1) as follows. For the ith component it holds
We assume that the viscosity depends on density as some Lipschitz-continuous, positive function µ(ρ) in the interval [0, ∞). It follows then from (2) and (3) that a similar equation as for the density holds also for the viscosity. Namely, we have,
Hence, we can add
+ ∇·(µu) = 0 to the above set of equations. The set of equations takes then the form
Introducing the momentum variable v = ρu and using the relation
equations (5)- (7) take the form
where u = 1 ρ v. The initial and boundary conditions for the system (8)-(10) are assumed to be
where Γ = ∂Ω and a > 0.
Since the advection equation (6) has been rewritten in the form (9), i.e., as a first order hyperbolic equation, it follows that the boundary conditions for ρ, µ T are given at a possible inflow boundary, Γ in = {x ∈ Γ, u·n < 0}. Therefore, ρ, µ
Note, that Γ in can vary with time. However, in our test problems, we assume that Γ in is fixed, possibly empty. As for Navier-Stokes (N-S) equations with constant density, there is no need to impose any initial or boundary conditions for the pressure variable. The pressure is uniquely defined only up to a constant term. To make it unique, one normally imposes the additional constraint Ω p dΩ = 0.
We assume that the given data are such that ρ(t) and u(·, t) belong to some Sobolev space, which is smoother than H 1 (Ω). In the sequel we assume that µ is a known function of ρ.
For existence, unicity of the solution and stability estimates, see [29] , [18] and [30] .
Stability properties of the underlying equations
With reference to the discussion on non-zero thickness of interfaces we assume that the density is described by a continuous function. We present some relations, which turn out to be useful for showing stability of the operator splitting scheme, to be analysed in the next section. Usually such relations are shown to hold for the numerical solution, however we present their analogues for the continuous solution. Similar estimates can be found in the related literature, see, e.g., [29] , but up to the knowledge of the authors, they are not identical. We assume here that the no penetration boundary condition u·n| Γ = 0 holds. By the assumption of the boundary condition and incompressibility, it follows that
Hence, a variational formulation of the mass balance equation leads to
that is,
where · 0 denotes the L 2 (Ω) norm. Hence, in this norm, density is constant in time. Using a variational formulation of the momentum equation (6), we find
Consider first the time derivative and the advection terms. Since u = (1/ρ)v, after multiplying by u and integrating over Ω, we obtain (A) :
where we have used the divergence theorem, the incompressibility and the homogeneous boundary conditions for u. Using the mass conservation equation
For the diffusion and pressure gradient terms, the divergence theorem shows that (B) :
Hence, it follows that
and assume that
where we have used the Young's, i.e., the weighted Cauchy-Schwarz inequalities. By (12) , it follows now
where C denotes a generic constant.
As is well known, the solution of the initial value problem v = σv + f , v(0) = v 0 has the form
From that expression and estimate (16) we obtain
If t = O(τ ), i.e., if we perform just one time step, the second term above is bounded by Cτ = |O(τ )|.
If we do not use Young's inequality in (15) , we obtain
Thus, estimates (12)- (18) show unconditional stability of the solution of the continuous problem. Furthermore, it is seen that, under the assumption (14) , the influence of the initial condition decreases exponentially to zero with increasing time. These stability estimates are basic for the estimates in the following sections.
3 Time discretization, operator splitting scheme and linearization
The system of equations we consider in the sequel is the following ∂ρ ∂t
with u = 1 ρ v and appropriate boundary and initial conditions hold. Equation (21) replaces the classical incompressibility constraint ∇ · u = 0. We refer to (21) as the divergence constraint for the momentum.
Equations (19)- (21) are to be solved on a sequence of time intervals
The time steps τ k may vary. The arising systems are nonlinear. Newton's method is applicable but less convenient to use for NS, in particular for convection-dominated (high Reynolds number) flows. Among the most prohibitive factors is the repeated recomputation of the nonlinear Jacobian. For practical reasons it is better to use some form of linearization through an operator splitting method. In principle, it is recommendable to use splittings that can be handled with off-the-shelf software.
The splitting methods used in this paper are motivated by two facts. First, since in general the initial pressure is not known, we must keep the coupled diffusion and divergence constraint in their coupled form intact, which also enables the computation of the pressure without use of (artificial) pressure boundary conditions. Therefore, instead we split off the advection part, which can be handled separately. Hence, the diffusion term with pressure and the divergence constraint (20) - (21) , and the advection term (19) will be progressed separately at each time step.
Second, for reasons of stability and to avoid the use of very small time steps, we must use a stable implicit time integration method, preferably of second or higher order of accuracy.
Operator splitting schemes for (19) - (21) have been used since long (cf. [31, 42] ). In the search of stable and computationally cheap solution methods it has been suggested to decouple all three equations, resulting in various projection-type methods, see e.g. [19] .
In order to decouple the divergence-free constraint of the velocity from the momentum equation, in [14] , see also [10] , the diffusion-convection term is advanced at each time step without enforcing the incompressibility condition. The resulting, intermediate velocity field is then projected onto the space of discretely divergence-free vector fields. As pointed out in [37] , this corresponds to non-physical boundary conditions for the pressure variable. In [37] , it is indicated that the resulting pressure is still a reasonable approximation of the true pressure, at least in the interior of the domain Ω. However, as pointed out in [19] , while the intermediate solution satisfies the given boundary conditions for the velocity, the projected (divergence-free) velocity does not. Therefore, one is left with a velocity approximation which is divergence-free but does not satisfy proper boundary conditions or an approximation, that satisfies the boundary conditions but is not divergence-free.
To ensure that the unconditional stability of the continuous solution holds also for the discrete solution, in [30] a method involving two projections per time step is proposed. We show that the use of such projections can be avoided if we use the equations for the momentum, v = ρu. By the use of this variable instead of the velocity u one avoids also the problem of defining boundary conditions for u at a part of the boundary, where there is a vacuum, i.e., where ρ = 0. If the velocity is bounded, we can set v = 0 there. Furthermore, since in general the velocity slows down when the flow enters a thicker medium, one can expect that v has a smoother behaviour, i.e. less strong variations, than u and can therefore be more accurately approximated numerically. If f = 0, indeed, inequality (18) indicates that the L 2 -norm of u(·, t) slows down if ρ(·, t) increases. Note, that the artificial pressure boundary condition is avoided by solving a saddle point system, keeping equations (2)- (3), respectively (20)- (21) coupled.
The equations can be solved by use of an operator splitting method such that at each time interval we first compute the density, and then solve the momentum equation together with the divergence constraint. Furthermore, we linearize the equations using a "frozen coefficient" approach in a similar way as is done in the Oseen problem. In general, this method leads to a splitting error of first order. In Section 6 we present an alternative method which has a splitting error of second order.
Time discretization schemes
To introduce notation and formalize the proposed splitting scheme, we start by using the following semi-implicit time discretization scheme.
We find the approximate sequences {ρ
and for all time steps n from 0 to N − 1.
Algorithm 1 (Backward Euler scheme)
In (22), we have additionally regularized the problem by adding the term −τ 2 ∆p n+1
where −∆ is the negative Laplacian operator. More details on the regularization are given in Section 4.
The backward Euler scheme is only first order accurate. A straightforward way to obtain a algorithm of second-order of accuracy in time for the density and momentum equations, is to replace the first-order Euler backward time discretization, shown in Algorithm 1 with the three-level backward differentiation formula (BDF2).
The BDF2 scheme for constant time steps processes as following. First, one initializes
by using one step of the first-order Algorithm 1. Then for n ≥ 1, proceed as follows.
Algorithm 2 (BDF2)
A2-1: Set the linearly extrapolated velocity at time level n + 1 as
A2-4: Finally, recover the velocity u n+1 as
BDF2 is second order accurate in time for constant time steps is simple to implement. However, it is not fully stable in the sense of A-and B-stability for systems of ordinary differential equations (cf. e.g., [48] ). Here A-stability refers to stability for linear systems,
where A is a diagonalizable matrix with all eigenvalues in the positive real part of the complex plane. B-convergence refers to stability for, in general, nonlinear equations,
where F is monotone, that is (F (t, ξ) − F (t, η), ξ − η) ≥ 0 for all {ξ, η} in the domain of consideration. The numerical method is said to be stable if
for all solutions {ξ n , η n }, corresponding to different initial values. The stability analysis for nonlinear problems is more complicated and one can not just rely on eigenvalues of the linearized (Jacobian) operator. It can be shown that methods, such as BDF2 or the traditional form of the trapezoidal method are not fully stable. This prevents the use of the methods for long time intervals.
In [2] it has been shown that the so-called 'one-leg' (or 'one-sided )' form of the θ-method for θ ≤ 1/2 − |O(τ ]| is stable for monotone operators uniformly in time and, hence, is applicable for infinitely long time integration intervals. It has a second order of accuracy if θ = 1/2 − |O(τ ]|, where τ is the time step. Because of its simplicity, when we do not need to integrate on very long time intervals, as well as for reasons of comparison with other related work, such as [17] , the BDF2 method is also used in the numerical experiments.
We first briefly recall the one-leg θ-method (OLTM). The implicit one-leg form of the classical θ-method reads as follows:
where τ is the time step and
The method can be written as an Euler backward (implicit) step, t → t, t = t + θτ ,
followed by an Euler forward (explicit) step, t → t + τ
These equations follow if we multiply (26) by θ and define ν(·) as a linear function in each interval t → t + τ , so that ν(t) = ν(t). We refer to [2, 6] and [45] for more details on the one-leg form of the θ-scheme and its properties.
We present next an implementation of the one-leg form of the θ-scheme for the density and the momentum equation. Note that we need to compute (u(t n + τ /2), p(t n + τ /2)), which is done by solving a Stokes problem of the form as in (27) . To additionally simplify the computational procedure, we split the momentum v n+1 into two parts, i.e.,
recovers the convective character as in (29) and the other component v n+1 2 takes care of the diffusion property and the incompressible constrain as in (30) .
We choose θ = 1/2 to guarantee second order accuracy in time.
Algorithm 3 (OLTM)
A3-1: Compute v(t n + τ /2), u(t n + τ /2), p(t n + τ /2) by solving
with u
A3-3: Define ρ
A3-4: Finally, we compute (v n+1 , u n+1 , p n+1 ) as
The form of the constraint in (30) is motivated by the relation
Using the assumption ∇·u n+1 = 0 one obtains
Since u n+1 is not known, we use u n+ 1 2 to replace it. Table 1 summarizes the computational complexity of Algorithm 2 and Algorithm 3 at each time level. As is well known, to precondition and solve the Stokes problem is much easier than to precondition and solve the Oseen problem, especially for small values of the viscosity. Thus, the efficient preconditioned iterative solutions of the Stokes equations will pay off the heavier assembling and computing work in OLTM, which, we believe, can still remain an attractive method to use. 
BDF2
One-leg θ-scheme Solve the hyperbolic equations as in (24) Solve the hyperbolic equations twice as in (28) 
Operator splitting and related splitting error
As already stated, equations (19)- (21) will be solved by use of an operator splitting, where at each time interval we first compute the density (19) and then solve the momentum equation (20) together with the divergence constraint (21) . Furthermore, we linearize the equations using a "frozen coefficient" approach in a similar way as is done in the Oseen problem.
To this end, consider a time interval (t 0 , t 0 + τ ). Denote the already computed values at t 0 by u 0 , µ 0 and ρ 0 and let u, v, p, µ and ρ be the correspondingly computed values after linearization and operator splitting. Then, for t ∈ (t 0 , t 0 + τ ) we solve
Here we solve first (31) and then (32)- (33) . Further, u = ρ −1 v. The relation µ = µ( ρ) is assumed to be known. The above relations do not provide a divergence-free velocity field. For this purpose we use the mass conservation equation for the density a second time to solve
Assuming that we use quadratic basis functions for v, we can form a linear combination of the quadratic polynomial interpolants of the functions
This leads to three equations to solve for the coefficients α, β and γ.
To derive an error estimates of the operator splitting and linearization errors, we assume that the error in the velocity, u − u is divergence-free. For simplicity of notation the approximations are also denoted by ρ, u, v.
We subtract (31) from (19) , (32) from (20) and (33) from (21) . Since for any vectors a, b, a, b it holds
Thus, it holds that
Here we have collected all error terms from the previous time step and secind order error terms on the right hand side.
In order to derive error bounds for v− v and ρ− ρ, we take then a variational formulation in (35) multiplying with functions v − v, p − p and ρ − ρ. In addition, we rewrite u − u in the form
The terms included in Φ will then go to the right hand side, resulting from (35) . As in the derivation of (13), we obtain
As in the derivation of (18), after integration from t 0 to t 0 + τ , the latter shows that
A similar bound can be shown for (ρ − ρ)(·, t) . Here we have used Young's inequality and moved terms involving v − v and u − u to the left hand side. The factor τ comes from the integration from t 0 to t ≤ t 0 + τ . The rhs involves terms including factors such as (u − u 0 )(·, t) and (ρ − ρ 0 )(·, t) , t 0 < t < t 0 + τ . We assume that enough regularity of the solutions v, u and ρ hold so that these terms are O(τ ξ ), 0 < ξ ≤ 1. Let
Then, using a number of Young's inequalities to bound the remaining part of rhs, it follows from (37) that the following bound holds,
where C is a constant, depending on the regularity of the solution and f . By recursion, this shows that
where T = nτ (a corresponding bound can be proved even if the time steps vary).
Since by assumption e 0 = O(τ 1+ξ ), we have then
Hence, if the regularity of the solution permits local errors of second order, i.e. ξ = 1, then the splitting and linearization error is of first order, O(τ ).
A similar bound for pressure p can be derived. The above bounds are derived for the continuous equations and show that we have full control of the error due to the operator splitting and the linearization during integration over all time intervals.
Regularization/stabilization issues
It remains now to solve the linearized problem (31)- (33) .
These equations shall be solved by use of a stable time-stepping method -BDF2 or OLTM.
The handling of the nonlinearity of the problem will be controlled by choosing sufficiently small time steps. For the space discretization at each time step (t → t + τ ) we use a finite element mesh and proper basis functions. At each time step we replace then the initial values of u and µ in (31), (32) , and ρ in (19) with the computed values at time t of the previous time step (t − τ → t). This must be done at each time interval (t, t + τ ). We note that the approximation we have used corresponds to an operator splitting method.
Using equation (31), we can compute the density after we have computed the momentum, respectively, the velocity. This holds also for the viscosity. Therefore it remains to solve the linearized N-S equation (equations (32)) for the momentum and the pressure with the divergence constraint (33) .
In general, the solution of the discrete problem (31)-(33) may require several different stabilization terms.
Stabilization of the momentum equation
For problems with dominant convection (high Reynolds numbers) we need to stabilize the convective term in (32) . Which technique to use and what are the consequences of the stabilization is among the research topics, which have been dealt for years and is still not fully resolved.
In general, the flow is advection-dominated, that is, u/µ takes large values. If the elementwise Peclet number, P e = h u h /µ, is larger than one, then spurious node-to-node oscillations occur around steep gradients. Various techniques to avoid this can be used. The simplest is to use backward first order approximation of the advection term, which however degrades the accuracy of the discrete solution. The streamline upwind PetrovGalerkin method (see, e.g., [22] ) improves on this but that entails complicated codes to account for moving gradients in time and the necessity to dynamically refine and de-refine the mesh to keep the number of degrees of freedom as few as possible. If one uses a finite element mesh defined by the streamlines, one can use local Green's functions (see [5, 6] ) to damp out the spurious oscillations.
Choosing the mesh size sufficiently small to satisfy the condition regarding the local Peclet number can lead to very small elements and large linear systems to be solved. In practice it suffices to use locally refined meshes where there are steep gradients. In this paper we do not discuss the above mentioned methods any further but assume that the mesh is locally sufficiently fine to avoid the appearance of such oscillations.
Somewhat underestimated are instabilities due to poor mass conservation in equation (32) . For example, it is known that Taylor-Hood elements, which we use in the numerical experiments, are globally but not locally mass conservative, cf. e.g., [28, 1] . It is shown in [28] that in certain cases this may have dramatic consequences. Taylor-Hood elements are usually stabilized by adding to so-called grad-div term, the continuous form of which is γ∇(∇·), γ being some stabilization constant ( [34] ). It is argued, cf. e.g. [28] , that for Taylor-Hood element discretizations, for high Reynolds numbers, due to loss of divergencefree velocity, numerical errors are amplified by a factor 1/µ. This stabilization is often neglected in practice since the resulting linear systems become more difficult to solve (see also [25] ).
Stabilization of the density equation
Equation (31) also needs stabilization. With no claims to be exhaustive on this topic, we mention the technique, used in [17] and analysed in [20] , referred to as the entropy viscosity method, which has been shown to be among the most efficient techniques, known today. Stabilization turns out to be less crucial for problems, where ρ is smooth enough. Therefore in the numerical experiments, performed here, (31) is solved with no additional stabilization.
Stabilizing the saddle point problem
Stabilization is required to avoid instabilities if the discrete LBB condition does not hold, which results in pressure oscillations.
Problem (32)- (33) to be discretized is in the form of an Oseen problem, namely, linearized Navier-Stokes problem with variable viscosity. For error estimates of space discretized problems of this type we refer, for instance, to [3, 4] .
To avoid locking in the pressure variable we use an inf-sup, i.e., Ladyzhenskaya-Babuška-Brezzi (LBB) stable finite element pair of discrete subspaces V h and P h and basis functions for v and p. The LBB stability means that
for some γ, that does not depend on the space discretization parameter h.
As it turns out, see e.g. [35] , also [4] , in some cases this does not fully avoid unphysical oscillations. For this, but also for more general reasons, as we shall see, we additionally regularize the problem as follows. We add namely the term (1 − 2ν)p or, better, (1 − 2ν)(−∆p), to ∇·(ρ −1 v) = 0, forming the perturbed equation
or
Here −∆ is the negative Laplacian operator and ρ u 0 are already computed. We remark that a somewhat similar perturbation has been used in [43] , see also [14] . In [43] , the divergence constraint ∇·u = 0 is perturbed to
where ε > 0 is a small perturbation parameter. After time discretization this corresponds to the equation ∇·u ε + ε/τ p(t + τ ) = ε/τ p(t).
One can choose ε = O(τ 2 ). In this setting, however, the initial pressure at t = 0 is needed but is in general not available. Furthermore, since we use a perturbation based on the momentum equation, as we shall see below, it does actually not lead to a perturbation of the solution, but is just a regularization of the expression for the divergence of the momentum variable.
With these choices of stabilization terms we do not have to impose the earlier mentioned condition Ω p dΩ = 0 but instead we can fix the pressure in some boundary point to make it positive in Ω. Actually, this is not needed when we know the null vector corresponding to p so the pressure component, corresponding to that vector can be filtered out afterwards to obtain a unique pressure solution. Since it is the gradient of the pressure that enters the Navier-Stokes equation, there is however no problem having chosen a pressure scale, leading to negative values at some points.
Further in (38) , (39) , 0 < ν < 1/2 and ν can be seen as the so-called Poisson ratio used in elasticity problems, which characterizes the compressibility of the medium. The (volume-wise) incompressibility is described by ν = 1/2 and near incompressibility -by values of ν closer to 1/2. In order to make the perturbation small, we let ν be close to 1/2 and take ν = 1/2 − |O(τ )| so that 1 − 2ν = |O(τ )|. This choice can also be motivated by equation (32) itself, ∇·v − ∇ρ·u = 0. If we consider u as an increase (or decrease) of the velocity, then we expect that −∇ρ · u ≥ 0, since the velocity normally increases or decreases with decreasing, respectively increasing density of the fluid. Therefore, 1 − 2ν should be taken positive, as we have also taken it.
Note that ∂v ∂t and ∇p have the same unit, namely, mass per unit volume times acceleration. Therefore, as we have already chosen it, 1 − 2ν has the dimension of the time unit (s). Hence, since ∆ = ∇·∇, the choice (39) is the formally correct one as far as units are concerned.
It is possible to let ν = ν be variable so that
holds within each element e . However, since the velocity and pressure change with time, to avoid recalculation of ν we may prefer to use fixed values of ν or ν , computed, say, at the initial time step. This relation can also be used to choose a proper value of p at some boundary point to make p positive on Ω. As we have already remarked, however, it is not necessary to have positive computed values of p. After time discretization (for simplicity we present here only the Euler backward method) we must solve
Clearly, the time step τ can vary between time steps but for notational simplicity we use a fixed notation.
After discretizing in space using some proper finite element pair, such as the TaylorHood elements, we obtain a block matrix structure of the algebraic system of the following form
Here, v h , p h denote the corresponding finite element approximations. For simplicity, we assume also that ν is constant. The matrix block A has the form A = M + τ E, where M is the velocity mass matrix and E comes from the discrete diffusion and convection terms. The block B arises from the divergence operator and C is the discrete Laplacian operator or the pressure mass matrix, depending on the choice (39) or (38), respectively. As is well known, for inf-sup stable finite element pairs the matrix B has full rank implying a unique solution of the system (32) .
Due to its large size, systems with A are solved by a suitable preconditioned iterative method, in this case a generalized conjugate gradient method, such as GMRES ( [36] ) or GCG ( [3] ). Among the best known preconditioners for saddle point matrices are those, based on some approximate block factorization of A.
For the sake of readability, we briefly recall the preconditioners, based on the exact block-factorization of a matrix in a two-by-two block form. Consider a general nonsingular saddle point matrix
where A, C are nonsingular and B is full rank. (In our particular case C is symmetric positive semi-definite but when constructing the preconditioner we can make it nonsingular by adding a properly chosen diagonal matrix.) The matrix A possesses the following exact matrix factorizations:
where S A = C +BA −1 B T and S C = A+B T C −1 B are the corresponding Schur complement matrices, and I 1 , I 2 are identity matrices of proper order. For saddle point problems, to precondition A it suffices to use an approximation of the block lower-triangular factor, A 0 B −S A or of the block upper-triangular factor S C B T 0 −C (cf. e.g. [8] ). The quality of the preconditioner depends on how accurate we solve systems with A, respectively, C and how well we approximate S A and S C . As is well-known, the most difficult problem is to find good quality approximations of the Schur complement matrices. Further, systems with the matrix A can be somewhat costly to solve due to the term E, since it can be strongly nonsymmetric.
In the choice of the two possible block factorizations of A, we could choose therefore the one, that regularizes the pivot block, that is
where I 1 and I 2 are identity matrices of proper order. Note, that this is in fact an exact factorization. In addition to two solves with the matrix C, an application of this factorization requires a solution with the matrix A = A + (1 − 2ν)
Since the target problems can have very large scale, all systems are to be solved by inner iterations to some relative stopping criterion. Because of the latter, it might be advisable to once repeat the outer process in a defect-correction manner.
As there are several possible efficient methods to precondition C, the iterative solutions of the arising systems with the matrix C do not cause any problem. Further, if we use rough stopping criteria for the inner iterations or delete the right block matrix factor in (42) , it is advisable to use a flexible outer iteration method, such as GCG with a variable preconditioner (c.f. [9] and [46] ) or a flexible variant of GMRES (c.f. [38] ).
In earlier papers we have shown that the Augmented Lagrangian techniques are applicable for stationary NS problems with constant and variable viscosity, see [24, 25] .
In this particular setting, however, due to the fact that the problem is time-dependent, the pivot block A includes a mass matrix, which in general improves the conditioning of the block. Furthermore, we use a stabilized form of the saddle point matrix. This enables us to approximate S A and to use the classical lower-triangular preconditioner
where we directly approximate S −1 as
where M p is the diagonal part of the mass matrix for the pressure unknowns. It is trivial to solve linear systems with the diagonal matrix M p , and for the linear systems with L p we use an off-the-shelf aggregation-based multigrid solver. The above approximation of S −1 A is analyzed in [32] and [45] , also see [11] and the related references therein.
A second order operator splitting method
When v h (t + τ ) and p h (t + τ ) have been computed, we can compute ρ h (t + τ ) and µ h (t + τ ), and continue with the next time step. This corresponds to a sequential operator splitting method, see, for example [19] for discussions on operator splitting methods. The global error, due to this operator splitting method is O(τ ). A symmetric operator splitting method was proposed in [42] and [31] , which leads to second order (O(τ 2 )) global errors. Here we present an alternative method. We consider then a nonlinear system consisting of two coupled equations.
t > 0, where u (1) (0), u (2) (0) are given and the operator has been split into two terms,
In our application, A (2) corresponds to the Navier-Stokes equation for the unknowns v and p and A (1) to the evolution equations for the density ρ. Each equation in (43) is assumed to have a unique solution. This holds in our application.
At each time step (t k , t k+1 ), k = 1, 2, · · ·, t k+1 − t k = τ , we solve the equations in the following order:
with initial valueǔ (1) (t k ) computed at the previous time step,
with initial value u (2) (t k ), whereū
with initial value
To find the local truncation errors due to the splitting, we substitute the exact solution u(t) into each equation in (47) and, assuming sufficient regularity, we obtain
Similarly, letting nowū
, for the second equation, we get
and finally,
To find the corresponding local discretization errors in u (1) (t k+1 ) and u (2) (t k+1 ), we integrate (47), (48) and (49) . As in the derivation of the stability estimates in Section 2.2, but where we now integrate from t k to t k+1 , instead from 0 to t, we obtain bounds O((t k+1 − t k )
2 ) = O(τ 2 ) for the first equation. Since (t − t k+1/2 )dt = 0, we obtain, however, bounds O(τ 3 ) for the second and third equations. Further, for the convection equation, we obtain the local bound
which, hence, does not depend on α and β. For the second application of this equation, corresponding to u (1) (t), we obtain then the splitting error O(τ 3 ). In this way we obtain the local discretization errors O(τ 3 ) for both u (2) (t k+1 ) and the final computation of u (1) (t k+1 ). We then continue in the same way for the next interval, (t k+1 , t k+2 ), etc. The global errors due to the operator splitting become now O(τ 2 ). This is the same order as a proper convex combination of the Euler backward and Crank-Nicholson methods. Clearly, we do not need to keep the time-step constant.
In the problem we deal with, the major computational effort is to solve the NavierStokes equations. Using the above version of a symmetric operator splitting methods we only need to solve it once at each time step but still obtain a second order splitting error. Similarly, for the combination of Navier-Stokes with Cahn-Hilliard equations, used in the numerical section, we solve the equations in the order CH-NS-CH. Hereby, to lower the error due to linearization in the CH equation we may repeat the linearization step once. For the NS equation we can also use a symmetric operator splitting method. Thereby we split off the advection part from the rest. Since the initial pressure is not known we must keep the saddle point structure intact and start with the diffusion-pressure equation in the operator splitting method.
The operator splitting method can be applied also for several, more coupled equations, such as fluid flow coupled with poroelasticity, modelled by the Darcy flow and elasticity equations for a deformable porous media. Such decouplings can enable the use of legacy codes available for each separate problem, simplifying the implementation of the method.
Numerical illustrations
We consider two test problems. ρ(x, y, t) = 2 + xcos(sin(t)) + ysin(sin(t)), u(x, y, t) = −ycos(t), xcos(t) T , p(x, y, t) = sin(x)sin(y)sin(t).
(50)
These functions satisfy the mass conservation equation. Correspondingly, the right-hand side to the momentum equation has the form f = ρ(x, y, t)(ysin(t) − xcos(t) 2 ) + cos(x)sin(y)sin(t) −ρ(x, y, t)(xsin(t) + ycos(t)
2 ) + sin(x)cos(y)sin(t) .
We note that this problem does not fully describe the properties of the physical processes we aim to study. For instance, the assumed (volume-wise) incompressibility of the fluid implies that the density is not varying much, which is not satisfied by the function, describing ρ. Despite of that, the problem has been used as a benchmark test in several other related works, such as [17, 39] . , and this problem consists of two immiscible liquids. At T = 0 the heavier is located above the lighter, and for T > 0, the system is driven by the action of the downward gravity force, i.e., the force term in the momentum equation is directed downward and is equal to ρ g.
Both problems are discretized in space using a Q 2 −Q 2 −Q 1 finite element discretization for the density-velocity-pressure. Here Q1 and Q2 stand for 'bilinear' and 'biquadratic' We first present some tests for Problem 7.1. The discrete problem is solved using the regularized splitting schemes of Sections 3 and 4. The mesh size is chosen small enough so that the error from the discretization in space is negligible compared to the time stepping error.
Since when using BDF2 (Algorithm 2) the overall discretization error is O(τ 2 ) + O(h 2 ), the time steps tested are in the range 8h ≥ τ ≥ h, where h is the mesh size. The results are shown in Table 2 , where the parameters are fixed as h = 0.0039, µ = 0.01, T = 3.14, and the error is measured using the maximum norm. As can be seen, the time discretization error is of second-order for all the quantities. To check whether Algorithm 2 can reasonably resolve the pressure, we plot in Figure 1 the difference between the analytical and the computed pressure. Figure 1(a) shows that the pressure is captured quite well and the small difference between the computed and analytical pressure holds everywhere in the domain. This is a contrast to the plot in [19] where an artificial boundary condition is imposed for the pressure unknowns causing a larger error along the boundaries of the computational domain.
After discretizing in space and time, we rewrite the system in (25) into a block matrix form as follows:
Here, v h , p h denote the corresponding approximations of v and p, discretized in space.
For simplicity, we assume that the viscosity µ is constant. The system (51) is solved by a generalized conjugate gradient method, such as GMRES ( [36] ) or GCGMR ( [3] ). The matrix block A has the form A = 1 τ M + E, where M is a mass matrix and E originates from the discrete diffusion and convection terms. The block B arises from the negative 
p is the discrete Laplacian operator for the pressure unknowns perturbed by the scaled identity matrix. Thus, the matrix L p is nonsingular.
The preconditioner for the matrix A in (51), used in this paper, has a block lowertriangular form as follows:
where S is the approximation of the exact Schur complement of A. As already described, we let
where M p is the diagonal part of the mass matrix for the pressure unknowns. It is trivial to solve linear systems with the diagonal matrix M p , and for the linear systems with L p we use an off-the-shelf aggregation-based multigrid solver, for instance, the AGMG method from [33] . The matrix A denotes the approximation of the pivot matrix A, and the approximation can be defined as an inner iterative solution with proper stopping tolerance. In this paper, we also use the AGMG method as the inner solver.
To check the quality of the preconditioner P for the Problem 7.1, Table 3 presents the iteration counts when solving the system (51) by GCGMR and the iterations when solving systems with L p and A by the AGMG method. All three stopping tolerances are relative and chosen to be 10 −6 . For a fixed ratio τ /h, i,e., looking through the rows, one can see that the AGMG and the GCGMR iterations are essentially independent of the mesh refinement. If we fix the mesh size h, i.e., looking through the columns, one can see that AGMG and the GCGMR iterations are slightly dependent of the time steps τ . Table  3 shows that the preconditioner P with AGMG as the inner solver for the sub-blocks has an optimal order of computational complexity. Table 3 is obtained by setting all three stopping tolerances as 10 −6 . The purpose of choosing such a tight tolerance for AGMG is to illustrate its efficiency. In practice, however, it is not necessary to choose such a small tolerance for the AGMG solver. For the L −1 p , only one V-cycle AGMG is enough to obtain an accurate solution.
To have a fair comparison with respect to the BDF2 scheme, for OLTM in (27)-(30) the parameters are the same and the results of the test runs are shown in Table 4 . As is seen, the time discretization error is also second-order for all the quantities. Figure 1(b) illustrates the difference between the exact and the computed pressure in the case when OLTM is used. Based on Figure 1 (b) we see that OLTM resolves the pressure as well as the BDF2 scheme.
We turn next to Problem 7.2. RTI describes the phenomena of mixing of two materials, one lighter than the other, seeking to reduce their combined potential energy. This is a potentially unstable hydrodynamic configuration, occurring in linear, nonlinear and turbulent regimes. RTI, namely, the occurrence of interfacial instabilities, has been first considered Due to the fact that over longer time the processes become turbulent and need to be resolved down to the Kolmogorov scale, some studies take the approach to consider the materials compressible (cf. [16] ). We confine ourselves to simulations of relatively short time intervals, before reaching the turbulent mixing stage. The references we have used are [44, 16, 17, 27, 23] . In some of the works, the simulations are performed within the sharp interface framework, referred also as 'direct numerical simulations' (DNS) of the NS equations, as in [16, 17] . The advantage of DNS, compared to the other option introduced below, is its simplicity since one does not have to couple other mathematical models with the Navier-Stokes equations. The main drawback is that DNS method highly depends on the computer resources. Because the Navier-Stokes equations do not straightforwardly describe the interface and the surface tension force is not considered at all, the mesh must be sufficiently fine to guarantee the resolution, especially within the interface.
In some other works, such as in [44] , Euler equations are solved. A paper rich with experimental observations and numerical simulations, based on NS but assuming compressibility, is [23] .
The framework we follow here is to couple NS to CH. The CH equations are one of the modelling tools within the diffuse interface approach and their solution replaces the need to solve the density equation. This approach is followed by [27, 40, 21, 13] and others.
The coupled NS-CH system in dimensionless form reads as follows ∂v ∂t
together with some appropriate boundary and initial conditions for the NS equations. In Problem 7.2, we assume that the two immiscible and incompressible phases share the same viscosity value but di sities. In the above equations, the term C is referred to as the concentration and the term η denotes the chemical potential. The function C(x, t) models the interface, which attains a different constant value in each phase flow and rapidly but smoothly changes within the interface between the phase flows. In this paper we let C vary between −1 and 1 and, accordingly, choose the chemical potential
The dimensionless physical parameters are the Reynolds number Re, Froude number F r, Peclet number P e and the Cahn number . The derivation of dimensionless form (53) and the expressions of these parameters are clearly given in [27] .
System (53) is solved again using an operator splitting technique. One solves NS to determine the velocity, then solves CH to determine the position of the interfaces and, respectively, ρ and µ, and repeats. In [21] , convergence of the NS-CH splitting is derived. We point out also that, in general, the coupling between NS and CH is not only via velocity but also via an additional term in the right hand side of NS, that depends on the concentration variable and describes the so-called surface tension forces. As explained in [44] , and implemented in [17] , that term can be ignored when RTI is simulated.
As can be seen, in contrast to the DNS method (19) - (21), in the coupled system (53) there is no need to solve the density equation anymore. The reason is that when the interface is known, the density can be straightforwardly obtained. In [40, 27] , after computing C at the next time step, the density is recovered as an arithmetic average of the densities of the different phases (two in this case),
where ρ 1 , ρ 2 denote the constant density values within each phase. A more correct relation to recover the density is as a weighted harmonic average
The expression (55) follows naturally since (1 − C)/2 and (1 + C)/2 are the mass fractions of the fluids and a unit volume 1/ρ consists of the corresponding volumes of the two fluids. The numerical scheme to compute (53) is described as follows:
Algorithm 4 (Coupled NS-CH) Given initial (C 0 , η 0 , u 0 ), for n ≥ 1, proceed:
A4-1: Compute (C n+1 , η n+1 ) by solving the Cahn-Hilliard equations η n+1 − Ψ (C n+1 ) + 2 ∆C n+1 = 0,
A4-2: Recover ρ n+1 as (54) or (55).
A4-3: Compute (v n+1 , p n+1 ) by solving
where u = 2u n − u n−1 .
A4-4: Recover
Here τ is the time step. For n = 1, (v 1 , u 1 , p 1 ) can be computed by using one step of the first-order scheme as in Algorithm 1, Step A1-2.
How to handle the nonlinear term Ψ (C n+1 ) and how to efficiently solve the linear systems arising from the Cahn-Hilliard equations (56) falls out of the scope of the present paper. We follow the details in [12] . For the solution of the Navier-Stokes equations (57) we use BDF2 and the already discussed preconditioning techniques.
The setting of the problem parameters for Problem 7.2 are fixed as follows. The density difference is represented by the Atwood number At = (ρ 2 − ρ 1 )/(ρ 2 + ρ 1 ). Here we choose the density ratio to be ρ 2 /ρ 1 = 3, i.e., we consider a low Atwood number At = 0.5. At T = 0, the initial location of the two immiscible and incompressible flows are imposed as C(x, 0) = tanh( y − 2 − 0.1cos(2πx) √ 2 ),
where C = 1 denotes the flow with density ρ 2 , C = −1 corresponds to the flow with density ρ 1 , and −1 < C < 1 describe the location of the interface. The computational domain is [0, 1] ∪ [0, 4] and we simulate on a space mesh 128 × 512, i.e., the mesh size is h = 1/128. The Cahn number , that determines the thickness of the interface, is set to be = 2h.
The reason is that we want to have a fixed number of grid points across the interface. The Peclet number is chosen to be P e = 1/ and the effect of the Peclet number is numerically illustrated in [27] . The Reynolds number is set to be Re = 3000 and the time step is chosen as τ = 0.25 × h. The evolution of the interface is plotted in Figure 2 . As can be seen, at T = 0.8 the rolling-up of the falling flow can be clearly seen and this plot resembles well that in [27] . Even though the time evolution is relatively short, it illustrates well the numerical behaviour of the solution methods, that constitute the focus of the present work.
Concluding remarks
We have studied various aspects of the numerical solution of the variable density NavierStokes equations -discretization, operator splitting and linearization, and the interplay between the related errors. We have also considered preconditioning techniques, suitable for the arising linear systems, in order to enable fast and robust numerical simulations of the underlying flow phenomena.
We have investigated the impact of using the momentum instead of the velocity as a primal unknown variable, based on the argument that the momentum is better behaved than the velocity and is, thus easier to compute numerically. We have also considered the efficiency of an operator splitting, where no artificial boundary conditions have to be imposed for the pressure, enabling in this way the use of well-known high quality preconditioners for saddle point matrices. The divergence free vector field, is computed without the need to use projections onto the divergence-free vector space. No lower-order errors due to splitting and linearization arise. It is argued to use the regularized matrix, described in Section 4, as a block matrix preconditioner for the fully discretized version of the coupled problem (8)- (10) . Since this is a nonlinear problem, the use of the regularized block matrix based on (32), can be considered as a nonlinear iteration method. It is similar to the case of Oseen equations as preconditioner to the Navier-Stokes equations and also similar to the method used to solve two-phase flow problem of Cahn-Hilliard type in [7] . We can use several such iteration steps at each time step. Each iteration includes the case of the regularized matrix in Section 4 as outer iteration method, which itself includes inner iterations. This means that we have three levels of embedded iterations:
(i) nonlinear iterations,
(ii) outer block matrix iteration, (iii) inner iterations for the top-left pivot block.
Since the iterations multiply up, clearly for such a method to be efficient one must use very few steps, perhaps only one or two in (i) and (ii). This is confirmed by numerical experiments.
A complete testing and comparison of the performance of the proposed solution scheme with other projection-based operator splitting schemes remains to be done.
The methods used in this paper can be applied also for more coupled equations, such as Navier-Stokes equations for a free fluid coupled with poro-elasticity equations, modelled by Darcy flow equations and equations for a porous elastic medium.
