In this paper, we combine secondary instability theory (SIT) with direct numerical simulation (DNS) to investigate the stability of high-speed boundary-layer flow along a prototypical "fuselage";
i.e., a cylinder. Specifically, we focus on the linear and initial nonlinear stages of forced transition, via a subharmonic secondary instability route. We find secondary instability theory and direct numerical simulation to complement one another in several ways. First, in the absence of high-speed experimental data, DNS provides a means to substantiate theory and to establish the limits of its validity. Second, within its region of validity, secondary instability theory is preferable to computationally-intensive numerical simulation to explore the parameter space. Third, when the nonlinear stages of a controlled instability process are simulated numerically, initial conditions derived from SIT provide a "jump start", thereby reducing significantly the integration times necessary to attain highly nonlinear states.
In the next section we review some experimental and theoretical results which are relevant to instability processes on cylinders. After briefly defining the geometry, governing equations, and nondimensionalization in the third section, in Section 4 we address, in general, how transverse curvature influences instability mechansims. As a preface to the discussion of secondary instability theory in Section 6, we discuss relevant results from temporal linear stability theory for compressible flows in Section 5. In Section 7, results of direct numerical simulation are presented and are compared with theory.
Closing observations are offered in the final section. 
EFFECTS OF TRANSVERSE CURVATURE
Whereas the boundary layer along a flat plate is self-similar in the absence of a streamwise pressure gradient, that along a cylinder is non-similar. It can be argued that self-similarity is possible only for geometries in which there is no inherent length scale, as is the case for semi-infinite flat plates and wedges. In contrast, the cylinder has a characteristic radius R*. As the boundary-layer displacement thickness 8' grows in the streamwise direction while the radius remains fixed, their ratio
by which we quantify the curvature C, increases in the streamwise direction, destroying serf-similarity.
Transverse curvature C affects boundary-layer stability in two ways: "directly", through the curvature terms which appear in the lineafized disturbance equations when expressed in the natural cylindrical coordinate system; and "indirectly", through streamwise evolution of the non-similar mean flow. ReR" = !a_"
From eq. (6) it is clear that C(x°) depends on three dimensionless quantities: the Reynolds number based on radius; the dimensionless streamwise coordinate, also based on radius (i.e., x*/R*); and the ratio of length scales 5*/L*. Of these three quantities, the first two are free parameters, whereas, as it will become clear, the latter is not. Typically, for aerodynamic applications, C<<I.
However, small C does not imply immediately that curvature effects are negligible, as will be shown. ReR.=O (106), and A _1, then C=O (10 -1) at aft fuselage stations. In the next section, primary instability growth rates will be shown to be sensitive to curvature of this order.
PRIMARY INSTABILITY THEORY
In this section, we consider the stability of an infinitesim_ly small primary disturbance superimposed on a stead)', laminar, compressible mean flow. The mean velocity and temperature profiles are obtained from the numerical solution of the 2D or axisymmetric compressible boundary-layer equations by the speclxally-accurate method of [23] .
Although the mean flow is in general a fimction of both the streamwise and wall-normal coordinates, we invoke the classical parallel flow assumption whereby the streamwise variation of the mean flow is considered negligible relative to the transverse variation, a reasonable approximation for sufficiently large Reynolds numbers and sufficiently short disturbance wavelengths. As a consequence, the primary disturbance can be written in the modal form
andsimilarlyfor the vector_. In eq. (8) ct=a*L°and13=13"L* are streamwise andazimuthal wavenumbers, respectively, t=t* L*/u_ is dimensionless time, o_=o_*u_/L* is dimensionless circular frequency, _ is a complex function which defines the structure of the disturbance in the wall-normal direction, and "c.c." denotes the complex conjugate of the preceding terms. The subscript "1" refers to "primary" instability, in contrast to "secondary" instability, denoted by subscript "2" in the next section. For clarity, when no confusion is likely to result, unsubscripted wavenumbers and frequency refer to the primary instabifity mechanism. To preserve the azimuthal periodicity of flow along a cylinder, the product 13R must be an integer.
Two theories are commonly used to study instability mechanisms. Spatial theory assumes o_ to be real, while a and [3are complex. The real part of a is the streamwise wave number; the negative of the imaginary part is the spatial growth rate. In contrast, in temporal theory, a and [3 are taken as real while co is complex. The real and imaginary parts of o_ determine, respectively, the temporal frequency and growth rate of the wave. In temporal theory, eq. (8) defines a wave with a real total wavenumber _=_/_--_ which propagates with complex phase velocity i_=o_'_ at the angle L=tan-l(13/a) to the streamwise axis. Temporal and spatial theories give equivalent results only for neutrally-stable waves.
An approximate relationship between temporal and spatial theories is given by the Gaster transformation [30] , which is increasingly valid as growth r-ates tend toward zero. In the present analysis, we consider only temporally-growing instabilities.
The formulation of the eigenvalue problem for the analysis of temporally-evolving instability waves in compressible flows is well documented in Mack [31] and its numerical solution via spectral collocation methods is described thoroughly in Macaraeg et al [32] . All results presented in this section were obtained using temporal linear stability codes which are variants of that described in [32] , to which the reader is referred for further detail.
A comprehensive review of the linear stability of compressible boundary layers can be found in the works of Mack [31] and Malik [33] . For completeness, some relevant results are restated here. In brief, there are at least two fundamental ways in which instability mechanisms in incompressible and 
Neutrally-Stable Modes
Unlike the incompressible Blasius boundary layer, whose velocity profile is noninflectional, the We now address how transverse curvature affects stability, relative to the stability characteristics of flow over a flat plate. In Fig. 7 , we vary c_ to extract a vertical "slice" through In contrast, the oblique first mode at these conditions is destabilized by increasing curvature. These trends have been observed and previously reported by Malik and Spall [21] , who use spatial stability theory.
In Figs. 8, we examine the sensitivities of the growth rates of two second-mode disturbances of fixed wavenumber to variations in the curvature C. In principal, this is analogous to forcing the boundary layer at a fixed frequency and observing the change in growth rate at a fixed station as the radius of the cylinder diminishes. As in Fig. 7 , Rez o=955.7 and M,--4.5. For _t=0.20, near the lower branch of Fig. 7 where the rate of change of the growth rate with respect to wavenumber is large, the variation in C has significant effect on the growth rate ( Fig. 8a) . In contrast, the effect of curvature is only moderate for a=0.22, near the maximally unstable wavenumber (Fig. 8b) Erlebacher [24] , which is summarized below. 
where subscripts "0" and "b" refer to "mean" and "base" flows respectively, and "a_" is the amplitude of the primary instability wave (normalized so that the maximum amplitude of the temperature fluctuation is unity).
Here we consider only axisymmetric primary waves, although in the more general theory [24] , the primary wave can be oblique (helical). Again we restrict consideration to the temporal model of stability in which the wavenumber ot is real. In a frame of reference x" = x -c it which moves with the phase velocity c t=Re(oh/c0 of the primary wave, the base flow is independent of time and periodic in the streamwise spatial dimension. Consequently, the stability analysis is amenable to Floquet theory [9] , which applies to differential equations with periodic coefficients. With guidance from Fioquet theory, a general ansatz for a secondary disturbance ensemble of N wave components is as follows: The nature of secondary instability is that it is triggered only after the primary has achieved some threshold amplitude. This is clearly shown in Fig. 11 ties exist which, at large el, attain growth rates slightly higher than that of the maximally unstable second-mode disturbance at the same Ret.. Figure 11 also compares the results for the flat plate with those of a cylinder of curvature C=0.1. It appears that secondary instabilities per se are little affected by moderate transverse curvature. This is further substantiated in Fig. 12 , which shows only slight influence of transverse curvature on the growth rate of the secondary instability, for a fixed 8.5% primary disturbance amplitude. However, since the growth rate of the secondary disturbance is strongly dependent on primary disturbance amplitude, which is itself sensitive to curvature effects (refer to Fig.   5 , eq. (12), and Fig. 11 ), the indirect influence of curvature on secondary instability may be substantial.
Except for the variation in C and the fixed el, the parameter values for Fig. 12 are the same as those for Fig. 11 .
It is interesting to compare the eigenfunctions of primary (Figs. 6) and secondary disturbances, the latter shown in Fig. 13 . Here, the parameter values are the same as those given for is qualitatively very similar to that of a helical first-mode disturbance (Fig. 6a ).
The amplitude of the secondary disturbance eigenfunction, peaked well away from the wall, its relative insensitivity to changes in the mean flow (refer to Fig. 12) , and its relatively large growth rate, suggest that the secondary instability mechanism is predominantly inviscid. This suspicion is confirmed by Fig. 14. For a fixed Fiii_ll_:i _ we:assume a moderate degree of curvature (C=0.i), large enough to influence stability, yet within the range of values encountered in high-speed flight.
Iniiiai_Conditions
The wavenumbers, amplitudes, and eigenvalues of the instability waves imposed initially are given in Table III For simplicity, we adopt a modal notation whereby "(i,j)" refers to a wave of wavenumbers (iot,jl3).
The primary (1,0) wave is an axisymmetric second mode of nearly neutral stability, whose parameters correspond to a point near the upper branch of the second-mode neutral curve. The secondary distur--21bance, obtained in themanner of theprevious section, is of subharmonic typewith_R=21andN=4.
The (1/2,1) component of the secondary wave ensemble has L_60°. For this value of k, the secondary disturbance is very nearly maximally unstable with respect to _. The initial amplitude e2 of the secondary wave ensemble is ten times smaller than that of the primary wave, based on the relative peak amplitudes of the temperature fluctuations of the (1,0) and (1/2,1) waves.
Results
The results shown here are for a simulation of 12×12×65 resolution with equally-spaced points in the periodic dimensions and with the near-wall collocation points in the wall-normal direction distributed as shown by the symbols in Fig. 16 . where upper case Uq represents the (i,j)-th complex Fourier component of the streamwise velocity, etc.
Solid and dashed lines show results of the simulation whereas circles denote the predicted values based on linear theory for primary and secondary instabilities. The growth rate of the primary (1,0) wave is in close agreement with theory for more than 30 periods of oscillation. Initially, the (1/'2,1) and (1/2,-1) (coincident) components of the secondary disturbance grow at a rate which agrees to several significant digits with the values predicted by secondary instability theory. These modes begin to depart toward i slightly higher growth rates at around 10-15 periods of oscillation of the primary. Over the lengthy integration, the slightly non-neutral primary increases in amplitude by a factor of about 1.5 as shown in Fig. 16 . The squares in Fig. 15 denote adjustments to the theory to incorporate the gradual increase in amplitude of the primary, and are obtained by integrating the following set of ordinary differential equations for the primary and secondary amplitudes A 1 and A 2, respectively: 
In eqs. (20) , Im(_0t) is assumed constant, but Im(co2(A1)) is interpolated from the data in Fig. 11 . This correction slightly overpredicts the upward deflection in the growth of the (1/2,1) mode. In contrast, the (3/2,1) and (coincident) (3/2,-1) components of the secondary disturbance grow consistently at the rate Im(_+ to2)_den0ted B_/_ang|es in Fig. i5 . This is precisely the ra_ one would anticipate based on a weak quadratic nonlinear interaction between the primary (1,0) wave and secondary (1/2,1) wave.
Qualitative agreement between theory and simulation persists until about period 35, when the growth rate of the primary disturbance deviates significantly from the value predicted by linear theory.
At this stage, modes generated by nonlinear interactions are attaining significant energies, and transition appears to be imminent. In particular, the (1,2) mode, which originates from the self-interaction of the (1/2,1) wave, has an energy content nearly equal to that of the primary instability wave. By the time i -23the computation is terminated at period 37.7, the temperature component of the secondary (1/2,1) wave has grown to more than 15 times its initial amplitude, as shown in Fig. 17 . clear that the large growth in Reynolds stress at the critical layer is due almost entirely to the secondary instability mechanism. Fig. 19 further compares the results of SIT and DNS with regard to x_,,.
Reynolds Stresses
Theory and simulation can be considered in qualitative agreement to about period 18. Beyond that, there is gradual broadening of the stress peak in the DNS results, due presumably to nonlinear effects.
In Fig. 20 we make use of the Gaster transformation [30] , based on the phase speed c l=Re(tot)/ct of the primary wave, to convert the temporal evolution of xx_ to an approximate spatial distribution.
For clarity in Fig. 20 , intervals between tick marks along the streamwise x axis are 10 displacement thicknesses in length whereas intervals in the radial direction each denote a single displacement thick-
ness.
Moreover, it should be noted that the contour intervals are different for Reynolds stress levels 
Fluid Rotation
It has been suggested by Morkovin [34] , that the "angular momenta" vectorp_ iS more pfiysically mean!ngful for compressible flows than is the vorticity vector _]=V×iL This can be inferred as well f_0-m--_-e'i_rese-n-ce ol" density in the generalized inflection :poim condition (t0). in Figs. 21 We compare L* . _u 3w contours of azimuthal vorticity coo= "_--( _zz _xx) with contours of azimuthal angular momentum p0)o at period 37,7 of the numerical simulation. The contour patterns are quite different, due in part to the decreased mean density at the wall. Particularly in Fig. 21b , it is clear that a highly rotational layer has formed at the critical layer, with rotational peaks at intervals of the subharmonic wavelength 4fret.
CONCLUSIONS
Because of the computational expense of direct numerical simulation, our work to date has been reslricted to very few parameter sets and is very much "in progress". Accordingly, these comments should perhaps be interpreted as "observations" rather than as "conclusions".
1)
Secondary instability of subharmonic type exists in high-speed boundary-layer flows over flat plates and cylinders, and is a likely path to transition. However, due to a general stabilizing trend with increasing M,, secondary instabilities at high-speeds are not as "explosive" as their counter- 
5)
The amplitude of the eigenfunction of a secondary disturbance, with little structure at the wall;
the relative insensitivity of secondary disturbances to changes in the mean flow; the relatively large growth rates of secondary instabilities; and the persistence of the secondary instability mechanism as ReL._,,_, all suggest that the secondary instability mechanism is predominantly inviscid.
6)
In high-speed boundary-layer flow, secondary instability is responsible for large Reynolds stresses near the critical layer, and offers a possible explanation for the phenomenon observed experimentally by Fischer and Weinstein [15] . Moreover, insight gained from secondary instability theory may provide a means to refine transition models based on Reynolds stresses.
7)
Secondary instability theory offers a possible means of refining the e N method for transition prediction, based on a primary disturbance amplitude criterion rather than on an amplitude-ratio criterion.
We conclude by reiterating that there is great need for carefully-conducted compressible stability
x.
experiments, well-coordinated with analyses and direct numerical simulation. 
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