This Letter reports the first experimental demonstration of chaotic excitations through modulational instability for waves with a repulsive nonlinearity. The experiments were carried out for surface spin waves in a magnetic thin film strip in an active feedback ring configuration. At a low ring gain level, one observes the self-generation of one eigenmode. With an increase in the ring gain, one observes the production of additional modes and the onset and enrichment of chaotic behaviors. DOI: 10.1103/PhysRevLett.102.237203 PACS numbers: 75.30.Ds, 05.45.Àa, 76.50.+g, 85.70.Ge Modulational instability (MI) refers to a nonlinear process in which a weak modulation of the envelope of a continuous wave grows exponentially. In the frequency domain, this process corresponds to the excitation of new sideband modes around the initial mode. The MI effect was first observed in deep water waves by Benjamin and Feir in 1967 [1]. Since then, the effect has been observed in a variety of nonlinear dispersive systems [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , including light waves in optical fibers [2, 6, 12] , electrical waves in electrical networks [4, 7] , and spin waves in magnetic films [5, 8, 11] , to name a few.
Modulational instability (MI) refers to a nonlinear process in which a weak modulation of the envelope of a continuous wave grows exponentially. In the frequency domain, this process corresponds to the excitation of new sideband modes around the initial mode. The MI effect was first observed in deep water waves by Benjamin and Feir in 1967 [1] . Since then, the effect has been observed in a variety of nonlinear dispersive systems [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] , including light waves in optical fibers [2, 6, 12] , electrical waves in electrical networks [4, 7] , and spin waves in magnetic films [5, 8, 11] , to name a few.
Previous experiments demonstrated that, for the waves with an attractive nonlinearity, the MI process can lead to the formation of envelope solitons [4, 5, 7, 8] , as well as the excitation of chaotic behaviors [9, 16, 17] . The soliton formation through the MI process can be described by the standard nonlinear Schrödinger (NLS) equation [3, 4, 7] . For the description of the MI-induced chaotic excitation, however, one needs to use higher-order nonlinear Schrödinger (HONLS) equations [9, 16, 18, 19] .
For waves with a repulsive nonlinearity, the standard NLS equation analysis excludes the possibility of the MI response [4, 7] , but the HONLS equation model does predict the MI effect [20, 21] . Moreover, the model also predicts the excitation of chaotic responses through the MI process. Experimental demonstration of such chaotic excitation, however, has never been reported. This Letter reports the first experimental data on MIdriven chaotic excitation for waves with repulsive nonlinearity. The experiments were done for surface spin waves in a magnetic film strip in an active feedback ring configuration. At some threshold ring gain level, continuous spin waves were self-generated in the ring. At higher gain levels, the continuous wave evolves into a chaotic wave through modulational instability. The chaotic nature of the self-generated waves was confirmed by broadband powerfrequency spectra and finite correlation dimensions.
It is important to emphasize that this work is substantially different from previous work on chaotic spin waves [17, [22] [23] [24] [25] . Work in Refs. [22] [23] [24] [25] was done at relatively low frequencies, where the three-wave processes are allowed and play a critical role in the excitation of spin-wave chaos. In contrast, this work was done at relatively high frequencies where the three-wave process was prohibited and the four-wave interaction was the only underlying process for the modulational instability and chaotic excitations. Chaotic excitations in Ref. [17] were realized through the modulational instability, but they were for backward volume spin waves that had an attractive nonlinearity. In contrast, this work was done for surface spin waves that had a repulsive nonlinearity. It is also important to emphasize that the chaotic excitation in this work is a self-generation process, which occurs without the application of any external signals. The work, therefore, suggests a new type of microwave chaotic oscillator.
The experiments used a magnetic yttrium iron garnet (YIG) film strip. The YIG strip was magnetized to saturation by a magnetic field which is in the plane and perpendicular to the length of the YIG strip. Such a film-field configuration supports the propagation of surface spin waves in the film that have repulsive nonlinearity [26, 27] . Two microstrip line transducers were placed over the film strip to excite and detect spin waves [28] . The output signal from the detection transducer was fed back to the excitation transducer through a microwave amplifier and an adjustable microwave attenuator. The ring signal was sampled through a directional coupler, with feeds to an oscilloscope for temporal signal measurements and a spectrum analyzer for frequency analysis. Detailed information on the experimental setup can be found in Ref. [29] .
For the data presented below, the YIG strip was 6:8 m thick, 2.2 mm wide, and 46.0 mm long. It was cut from a larger single-crystal YIG film grown on a gadolinium gallium garnet substrate by liquid phase epitaxy. The magnetic field was 1200 Oe. This field was high enough to exclude the three-wave interactions of spin waves [30, 31] . The microstrip line transducers were 50 m wide and 2 mm long elements. The transducer separation was held at about 10 mm. The microwave amplifier had a 30 dB dynamic range, a peak output power of 2 W, and a linear response from 2 to 8 GHz. These characteristics insured that the nonlinear response of the feedback ring was determined by the YIG film only.
This feedback ring has a number of resonance eigenmodes that exhibit low decay rates [29] . The frequencies of these resonance eigenmodes are determined by the quantization of the wave number through the phase condition kð!Þl þ 0 ¼ 2n, where kð!Þ is the spin-wave dispersion relation, k is the wave number, ! is the frequency, l is the transducer separation, 0 is the phase shift introduced by the feedback circuit, and n is an integer. The decay rate of each eigenmode depends mainly on the decay rate of the spin waves and the frequency characteristics of the excitation and detection transducers. The spin-wave decay can be described by e Àl=v g , where and v g are the spin-wave decay constant and group velocity, respectively. For a surface wave configuration, the modes with frequencies close to the ferromagnetic resonance (FMR) frequency have larger group velocities and, hence, have lower decay rates. In a feedback ring, however, the eigenmode with the lowest decay rate typically has a frequency higher than the FMR frequency because of the impedance mismatch of the transducers in the FMR regime.
At a low ring gain G, all of the ring eigenmodes experience an overall net loss, and there is no spontaneous signal in the ring. If the ring gain is increased to a certain threshold level, here taken as G ¼ 0, the eigenmode with the lowest decay rate will start to self-generate in the ring, and one will obtain a continuous wave response at this eigenmode frequency. A further increase in the ring gain leads to the excitation of additional spin-wave modes through the four-wave MI process. The waves involved in this process satisfy both energy conservation, 2! 0 ¼ ! 1 þ ! 2 , and momentum conservation, 2k 0 ¼ k 1 þ k 2 , where ! 0 and k 0 are the frequency and wave vector of the initial spin-wave mode, and ! 1 , ! 2 , k 1 , and k 2 are the frequencies and wave vectors of the parametrically excited new modes. If the new modes are strong, they will excite other new modes through the same process. This leads to broadband frequency spectra and chaotic waveforms that are reported below. Figure 1 shows the time-domain ring signals obtained at different ring gains. Graphs (a)-(d) have the same time scales. Graph (e) shows the same signal as in (d) for a relatively long time period of 800 ns. The inset in (a) shows the corresponding signal in an expanded time scale. Graph (a) shows a continuous wave response for G ¼ 0. This corresponds to the self-generation of the ring eigenmode with the lowest decay rate. With an increase in the ring gain to 5.5 dB, one sees a periodic modulation in the wave amplitude as in (b). As the ring gain is increased to 6.5 dB, the regular modulation becomes slightly chaotic, as shown in (c). With a further increase in the gain to 11 dB, the initial periodic modulation disappears completely, and one sees now a strongly chaotic behavior, as shown in (d) and (e). Figure 2 shows the power-frequency spectra for the ring signals obtained at different ring gain levels. All the graphs have the same power and frequency scales. The insets in (c) and (d) show the corresponding spectral peaks in expanded frequency scales. Graph (a) shows a single spectral peak, which corresponds to the continuous wave shown in Fig. 1(a) . For G ¼ 5:5 dB, new sideband modes develop, and one sees a frequency comb structure as in (b). This comb spectrum corresponds to the periodic amplitude modulation shown in Fig. 1(b) . As the gain is increased to G ¼ 6:0 dB, each peak in the initial comb develops its own, more closely spaced, comb structure. Such a mothercomb-daughter-comb structure is clearly shown in (c). With a further increase in the gain to G ¼ 6:5 dB, as in (d), more daughter modes develop, and the entire spectrum appears slightly chaotic. This corresponds to the slightly chaotic waveform in Fig. 1(c) . For G ¼ 6:9 dB, one sees a frequency-halving (or period-doubling) response as in (e). Note that, in (e), the new modes excited through the frequency-halving process are identified with vertical gray arrows. Also note that these new modes are too weak to produce noticeable effects in the time-domain waveform. As the ring gain is further increased to 11 dB, all the spectral peaks broaden and wash out into a broad chaotic spectrum as shown in (f). This broad spectrum corresponds to the chaotic waveform shown in Figs. 1(d)  and 1(e) . The data in Figs. 1 and 2 show the key results of this work, namely, the excitation of chaotic waves through the MI and period-doubling processes. The MI response is evident in the modulation of the time-domain waveform shown in Fig. 1(b) and in the excitation of new sideband modes shown in Figs. 2(b)-2(d) . The period-doubling process is evident in the spectrum shown in Fig. 2(e) . It is worth mentioning that the period-doubling bifurcation is one of typical routes to chaos [32] .
It is important to emphasize that both the mother and daughter combs are evenly spaced. This indicates that the development of these comb modes is realized through a four-wave process [29] . It is also important to note that, for a fixed ring gain, all the daughter combs have the same spacing that is close to the frequency intervals between the ring eigenmodes, and the mother-comb spacing is much larger than the eigenfrequency intervals. Note also that the comb spacing increases slightly with the ring gain. For example, as the gain is increased from 6.0 to 6.5 dB, the mother-comb spacing increases from about 72.53 MHz to about 72.73 MHz, and the daughter-comb spacing increases from about 5.12 MHz to about 5.27 MHz. This indicates that the modulation frequency increases with the wave amplitude.
Turn now to the characterization of the chaotic signals. Correlation dimensions were calculated for the measured chaotic signals. The calculation consists of five main steps [33, 34] . (1) Building of a new time series Vðt i Þ from the time-domain waveform data. This was done by taking the maximum amplitude and the corresponding time for each period of oscillation in the waveform. (2) Construction of an m-dimensional attractor from Vðt i Þ through the method of time delays. The coordinates of the attractor were constructed as follows:
where is the time delay and m is the embedding dimension. The time delays were determined by the use of a correlation integral approach [35] . (3) Calculation of the fraction of the pairs of points on the attractor whose supnorm separation is no greater than a probing distance r. This fraction is called the correlation sum C. (4) Calculation of the correlation sum C for many different probing distances r. This allows for the plotting of logðCÞ vs logðrÞ, and the resultant plot is called the correlation plot. (5) Determination of the slope of the correlation plot. The correlation sum C scales with the probing distance r according to a power law of the form
where the exponent D is the so-called correlation dimension. According to Eq. (2), the slope of the logðCÞ vs logðrÞ plot is the correlation dimension D.
When one increases the embedding dimension of an attractor, the correlation dimension increases initially and then reaches a limit when the embedding space is large enough for the attractor to untangle itself. This limiting correlation dimension is the fractal dimension of the chaotic signals. The correlation dimension can be used to distinguish chaotic waves from noise, because noise does not have a finite fractal dimension. As noise fills up the space densely, the corresponding correlation dimension continues to increase with the embedding dimension. Figure 3 gives representative data. data for the chaotic signals obtained at G ¼ 6:9 dB and G ¼ 11 dB, respectively. The plots in both (a) and (b) have clear linear regions, which are more evident in the insets. It was these regions where the slopes of the plots were taken as the correlation dimensions. One also can see clear saturations in the slopes of the plots in both (a) and (b). These saturations are more clearly shown in (c). Specifically, the G ¼ 6:9 dB signal starts to saturate when the embedding dimension is increased to 7, and the G ¼ 11 dB signal saturates for embedding dimensions higher than 25. Such saturation clearly demonstrates the chaotic nature of the measured signals. It is worth repeating that the correlation dimension for random noise always increases with the embedding dimension.
From the saturation levels in (c), the fractal dimensions of the signals were estimated to be 3.5 and 7.9 for G ¼ 6:9 dB and G ¼ 11 dB, respectively. This indicates that the higher the ring gain, the higher the correlation dimension of the chaotic signal. This is consistent with the spectral properties shown in Figs. 2(e) and 2(f); the spectrum in (f) is much richer or less discrete than that in (e). In previous work on the excitation of chaotic spin waves through three-wave processes in feedback rings, a similar response was observed, namely, the fractal dimension of the chaotic signal increases with the ring gain [25] .
In conclusion, this Letter reports the first experimental evidence for chaotic excitations through the MI process for waves with a repulsive nonlinearity. The demonstration was carried out with the self-generation of chaotic spin waves in a magnetic film feedback ring. The chaotic excitation manifests itself in chaotic waveforms, broadband frequency spectra, and finite correlation dimensions. This work differs from previous work on the excitation of chaos through the MI process [9, 16, 17] , as well as previous experiments on chaotic spin waves [22] [23] [24] [25] . The work demonstrates a new physical mechanism for the excitation of broadband chaotic microwaves, which are critically needed for microwave chaotic communications [36] .
This work was supported in part by the U.S. Army Research Office (W911NF-08-1-0476), the U.S. National Science Foundation (ECCS-0725386), and the Russian Foundation for Basic Research (08-02-00959).
