Let W be a cyclic and separating vector for a von Neumann algebra 5ft and J r be its modular operator. 
§1. Introduction
Let 2Ji be a *-algebra of finite matrices and (p Q be a faithful tracial state on 3K. Then every positive linear functional (p on 971 is uniquely Received December 7, 1972. represented by a positive element p 9 of 2ft by (1.1) ?(*) = Po(P,*), *e2R.
The corresponding modular automorphism 07 is given by (1.2) <rK*) = pJf*p;«, *e9W.
The Z, 2 -norm ||^|| 2 = ^o(^* ::c ) 1/2 makes Wl a Hilbert space which we shall write «t>. The vector corresponding to leSJl is written as ? 0 .
To each ^e2JlJ, there corresponds a canonical vector ^ = pj /2 f 0 sucn that the expectation functional a)^ by the vector $ 9 is #?. The set of £ 9
is a selfdual convex cone 2ft + <? 0 m §> which has been denoted as FJ O or F|£ 4 in Q2]. The modular conjugation operator / for £ 9 is common for all faithful ^e2ftj and is given by (1. 3)
The modular operator A^v for $ 9 is given by (1-4) Jt,xe<> = P 9 xP?£Q.
In statistical mechanics, h 9 = -Iogp 9 for a faithful ^ e TO J is called a Hamiltonian, (5% is called a time translation automorphism and cp is called the Gibbs state for this Hamiltonian (with an inverse temperature 0 = 1). We shall be concerned with a Hamiltonian of a faithful state cp relative to another faithful state 0 defined by (1.5) h(?/0) = &,-A,
The original h 9 is h(^?/^0). Since a tracial state is not available for a purely infinite von Neumann algebra, we are forced to work with the relative Hamiltonian in the general case. From (1.2), we immediately see that the unitary operator (1.6) M?* = PiV / intertwines modular automorphisms of (p and 0:
(1.7) tt?*<rf(*) = <r?(*)n?*, x^m.
The operator in (1.6) has the following perturbation expansion These expansion formulas are of the same form as the covariant perturbation expansion in an interaction picture used in quantum field theory and has been discussed in p] in the Banach algebra context.
The purpose of the present paper is to show that the relative hamiltonian h(<p/0) exists for a certain class of the pair <p, 0 in 5D?J, it is unique and it satisfies (1.7), (1.10), the chain rule (1.12) and §2. Multi-variable three-line theorem
The following is an immediate generalization of the three-line theorem of Doetsch to the case of many complex variables. Remark, The convexity of log g( j) implies the convexity of g(j). Proof. Since log g( y) is convex, it takes its maximum value in a compact convex set B at one of its extremal points.
Q ( -7^/ 2 ), strongly continuous and uniformly bounded in its closure T( -/^/ 2 ):
Proof. We prove Theorem by induction on ji. When n = 0 s there is nothing to prove. Assume that Theorem is true for n<m except that the strong continuity is temporarily replaced by the weak continuity and consider the case n = m.
Let 0eD(Jp Since f(z) is holomorphic in T( -/J/ 2 ) and continuous in, T( -/J/ 2 ), the uniform boundedness implies that 0( < 2r)=A(z)5T is weakly continuous in T( -/J/ 2 ) and weakly holomorphic in T( -/J/ 2 ). Since the weak and strong holomorphy are the same due to Cauchy integral formula for polycircles, we have the desired properties for n -m. To show the strong continuity from the weak continuity, it is enough to show the continuity of the norm. This follows from the next Theorem.
Q.E.D. to zero uniformly in z in any compact subset of T( -/*). Let F(z) = lim F^(2r). As the uniform limit of a continuous and holomorphic func-
tion, F(z) is continuous on T( -/J) and holomorphic in T( -7J). Since 2 > (3) is also satisfied. Hence F(*) so constructed satisfies (1), (2), (3), (5) Hence 
Q-»-t-0
The closure of A w h^A ¥ s is given by
Hence
Changing integration variables to 5 X = t l H -----h t n , s 2 = ^2 H we obtain°°
where the expansional Exp r is defined in By formula (3.5) of [3] , we have 
= h*, then h is called a Hamiltonian of <p relative to 0 and denoted by h(<p /</>).
We shall prove the uniqueness in Lemma 4.6.
Remark. There is an unfortunate small discrepancy in the notation of mathematicians and physicists. As explained in Introduction, the time translation automorphism of physicists differs from the modular automorphisms of mathematicians by sign of the variable, which also causes a sign change in the statement of KMS condition. In the present definition, it would be simpler mathematically to call -h as a relative hamiltonian, but we would like to avoid a further discrepancy in terminologies and we define the hamiltonian as it appears in statistical mechanics. In the present article, we follow mathematician's notation regarding modular automorphisms, MSK conditions and inner product of a Hilbert space. We also have G l/2 ; -/^(i due to h 0 (-iff)* = h0(iff) and formulas (2.17), (2.14) and (2.15) of [3] . Hence
Therefore k t and k t have analytic continuations to the same entire function and k t -i = k t .
Since Exp r f\ ; -ihp( -(T)d(T J has an inverse
for all z = t±is, k^1 and £^x have analytic continuations to the same entire function and k^{ = kj l .
Returning to F 1 (^) 9 it has an analytic continuation to z = t -i/2:
On the other hand F 2 (z) has an analytic continuation to z = t + i/2 : where t is real, Since W is separating, we have h l -h 2 = Q for self adjoint h l -h 2 .
Q.E.D. Hence we have the first equality of (4.16). By taking adjoint and changing the sign of t, we obtain the second equality of (4.16). From w = l, we also obtain second equalities of (4.14) and (4.15 Q.E.D. By analytic continuation of (4.9), (T'/^^!) has the following analytic continuation :
By ( for *-#' = (#-a')*e5K by equation (3.13) of [2] . and \\A-l \\^lz 112 . Then ^ = lim A w (l/2).
For Q'^m' we have^ i/2 r(A j-*n which converges to 0 as n-*oo uniformly in t over a compact set due to \\m¥(h n ) = 0 and Theorem 10 of [2] , where 0> = o> f . Hence uniformly in ^ over a compact set.
By (6.11), is strongly convergent, uniformly over a compact set of t. Since HA^s)" 1 )! is uniformly bounded, the analyticity and the continuity of A w (z) imply the same properties for A n (z)~~l* Hence (6.16) A^ + fO-^ftA.Cî s strongly convergent as n->oo, for sep), 1/2], which is proved in exactly the same way as before by use of the Cauchy integral formula of the form (6.14).
Combining the convergences of (6.15) and (6.16), we have the strong convergence of as n->oo uniformly in z over any compact subset of {z; Re ze(0, 1/2)}.
By 
