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The regularity of a semilinear elliptic system
with quadratic growth of gradient
Weiyong He ∗ Ruiqi Jiang †
Abstract
In this paper, we study semilinear elliptic systems with critical nonlinearity of the
form
∆u = Q(x, u,∇u), (0.1)
for u : Rn → RK , Q has quadratic growth in ∇u. Our work is motivated by elliptic
systems for harmonic map and biharmonic map. When n = 2, such a system does not
have smooth regularity in general for W 1,2 weak solutions, by a well-known example
of J. Frehse. Classical results of harmonic map, proved by F. He´lein (for n = 2) and
F. Be´thuel (for n ≥ 3), assert that a W 1,n weak solution of harmonic map is always
smooth. We extend Be´thuel’s result to general system (0.1), that a W 1,n weak solution
of the system is smooth for n ≥ 3. For a fourth order semilinear elliptic system with
critical nonlinearity which extends biharmonic map, we prove a similar result, that a
W 2,n/2 weak solution of such system is always smooth, for n ≥ 5. We also construct
various examples, and these examples show that our regularity results are optimal in
various sense.
Key Words: harmonic and biharmonic maps; quadratic growth of gradient;
elliptic systems with critical nonlinearity; Lorentz space
AMS subject classifications: 35J47, 35J48, 35J91
1 Introduction
The theory of regularity of harmonic map is very influential in geometric analysis and partial
differential equations. In this paper we study two semilinear elliptic systems which are partly
motivated by regularity theory of harmonic maps and biharmonic maps.
Firstly, let us consider the following elliptic system of second order. Let Ω be an open
domain in Euclidean space Rn and let N be a compact Riemannian manifold embedding
in some Euclidean space RK . Consider a vector valued function u : Ω ⊂ Rn → N ⊂ RK
satisfying the following equation
∆u = Q(x, u,∇u), (1.1)
where Q : Rn × RK × RnK → RK satisfies
|Q(x, y, z)| ≤ C|z|2, (x, y, z) ∈ Rn × RK × RnK (1.2)
for some positive constant C. Note that if u ∈W 1,2, the notion of weak solution for (1.1) is
well-defined. We shall consider (1.1) in the setting of weak solutions. A well-known example
of (1.1) is harmonic map, which satisfies the system (1.1) with very special structure on the
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righthand side. For example, if we take N = SK−1 ⊂ RK , then the harmonic map equation
reads
∆ui = −|∇u|2ui, i = 1, · · · ,K. (1.3)
We recall a well-known result of He´lein [6], that a W 1,2 weakly harmonic map for n = 2 is
always smooth. He´lein’s result relies crucially on the structure of the system of harmonic
map, for which the righthand side has special algebraic structures. A general system as in
(1.1) does not share smooth regularity as harmonic maps (for n = 2). In fact, Frehse [5] has
constructed an example (n = 2), that the system (1.1) has a W 1,2 ∩ L∞ solution but it is
not continuous at x = 0.
For higher dimensions (n ≥ 3), He´lein’s result for weakly harmonic map is no longer
true. To be more precise, the map: x|x|−1 : B3 → S2 is a weakly harmonic map and has
a singular point at the origin. In general it is relatively easy to construct weakly harmonic
map which has a singular set of dimension n − 3. Surprisingly Rivie`re [8] constructed a
weakly harmonic map from Bn → Sk which are not continuous everywhere in Bn. Hence
there is no partial regularity theory for a general weakly harmonic map. An interesting
result in this direction is as follows, proved by Be´thuel [1](Theorem I.2) as a consequence of
his regularity result of stationary harmonic maps.
Theorem 1.1 (Be´thuel). Let u be a weakly harmonic map in W 1,n(M,N) (dimRM = n),
then u is smooth (n ≥ 3).
Remark 1.2. It should be noted that p = n (n ≥ 3) for the assumption u ∈ W 1,p(M,N)
is critical. Of course, for p > n, u ∈ Cα by Sobolev embedding implies the regularity of the
system (1.1). On the other hand, we can find a singular map u (see the example in Sec.5.2)
which is in W 1,p for any p ∈ [2, n) but solves the system (1.1) in weakly sense.
We are interested in the system (1.1) when n ≥ 3. A simple observation indicates that
there is subtle difference in the system between the case n = 2 and n ≥ 3. When n = 2,
the righthand side would be in L1 and elliptic regularity hardly provides extra information.
But when n ≥ 3, the righthand side would be in Ln/2, and elliptic regularity (Lp theory)
instantly implies that u ∈ W 2,n/2. One cannot obtain directly that u is continuous via
Sobolev embedding of course (since the system is “critical”), but W 2,n/2 is indeed a finer
space than W 1,n. In other words, we gain a little edge automatically via the system itself
and the assumption u ∈ W 1,n, for n ≥ 3. This difference actually leads to a totally different
story of the system (1.1) for n ≥ 3. We have the following,
Theorem 1.3. If u is a weak solution to equation (1.1) and u ∈ W 1,n(Ω) for n ≥ 3,
then u ∈ Cα(Ω,RK) for some α ∈ (0, 1). Moreover, if Q ∈ C∞(Rn × RK × RnK), then
u ∈ C∞(Ω,RK).
With the assumption u ∈ W 1,n, we can say that the system (1.1) is most critical when
dimRM = 2 (the righthand side is merely integrable). In this most critical situation, the
system does not share smooth regularity in view of Frehse’s example. Hence the algebraic
structure of the righthand side is then crucial to obtain further regularity, as indicated
by He´lein’s result of harmonic map (see also Rivie`re’s in [9]). This phenomenon appears
certainly in much broader circumstances. As an indication, we consider the following elliptic
system of fourth order, for u ∈ W 2,2(Ω),
∆2u = Q1(x, u,∇u,∇
2u) +∇ ·Q2(x, u,∇u,∇
2u) (1.4)
where Qi : R
n × RK × RnK × Rn
2K → RK , i = 1, 2 satisfy∣∣∣Q1(x, u,∇u,∇2u)∣∣∣ ≤ C[|∇u|4 + |∇u|2|∇2u|+ |∇2u|2], (1.5)∣∣∣Q2(x, u,∇u,∇2u)∣∣∣ ≤ C|∇u||∇2u|, (1.6)
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for some positive constant C. The system of biharmonic maps is one of the most interesting
example of (1.4). In terms of our observation, we can say that when n = 4 the system (1.4)
is most critical. It is not hard to imagine that the system does not share smooth regularity
in general in this most critical situation. Indeed, we show that a straightforward extension
of Frehse’s example to dimension four gives an example of a weak solution of a system (1.4),
but it is not continuous at x = 0. We have the following,
Theorem 1.4. Consider the map u = (u1, u2) : Ω→ S
1 →֒ R2 defined by
u1(x) = sin(log(log |x|
−1)), u2(x) = cos(log(log |x|
−1)) (1.7)
where Ω = {x ∈ R4 : |x| ≤ exp(−2)}. Then u lies in W 2,2(Ω)∩L∞(Ω) but is not continuous
at point x = 0, and u is a W 2,2-weak solution of the following system
∆2u1 =
(
R21 +R
2
2
) 2(u1 + u2)
1 + |u|2
−
20u1
1 + |u|2
|∇u|4, (1.8)
∆2u2 =
(
R21 +R
2
2
) 2(u2 − u1)
1 + |u|2
−
20u2
1 + |u|2
|∇u|4, (1.9)
where
R1 = ∆u1 +
2(u1 + u2)
1 + |u|2
|∇u|2, (1.10)
R2 = ∆u2 +
2(u2 − u1)
1 + |u|2
|∇u|2. (1.11)
As a comparison, a weakly W 2,2 biharmonic map in Ω ⊂ R4 is always smooth, proved
by Chang-Wang-Yang [4] (when the target is a sphere) and Wang [12] (for general targets).
Needless to say, the special structure of biharmonic map plays an essential role for its smooth
regularity. On the other hand, it is easy to see that when n ≥ 5, the general system (1.4) is
indeed less critical with the assumption u ∈W 2,n/2, similar as our observation above. Thus
one might speculate that such a system always shares smooth regularity with the assumption
u ∈ W 2,n/2. We confirm this speculation as follows.
Theorem 1.5. If u is a weak solution to equation (1.4) and u ∈ W 2,n/2(Ω) for n ≥ 5,
then u ∈ Cα(Ω,RK) for some α ∈ (0, 1). Moreover, if Qi ∈ C
∞(Rn × RK × RnK × Rn
2K),
i = 1, 2, then u ∈ C∞(Ω,RK).
Remark 1.6. Similarly, p = n/2 (n ≥ 5) for the assumption u ∈ W 2,p is critical. The
example of the singular map u ∈W 2,p for any p ∈ [2, n/2) satisfying the system (1.4) in the
distribution sense can be found in Sec.5.3.
We should mention that Wang [12] has considered a special case of the system (1.4).
Theorem 1.7 (Wang, C.Y., [12]Theorem B). Consider the following fourth order PDE with
borderline nonlinearity,
∆2u = Q(x, u,∇u), x ∈ Ω ⊂ R4, (1.12)
where Q : Ω× RK × R4K satisfies
Q(x, y, p) ≤ C|p|4, ∀(x, y, p) ∈ Ω× RK × R4K .
Suppose u ∈ W 2,2(Ω,RK) is a weak solution of (1.12), then there exists an α ∈ (0, 1) such
that u ∈ Cα(Ω,RK). Moreover, if Q is smooth, then u is smooth.
We shall emphasize that Wang’s result holds for n = 4 (and u ∈ W 2,n/2 = W 2,2), and
the system (1.12) is a rather special case of (1.4). His result does not really violate our
observation, but strengthens it: the most critical term involved in the righthand side of
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(1.12) is |∇u|4, but u ∈ W 2,2 and W 2,2 is a finer space than W 1,4. If one checks Wang’s
proof carefully, the finer structure of W 2,2 (than W 1,4) is indeed used crucially to prove
his Theorem B in [12]. One key point to the proof of Theorem 1.5 is to explore the finer
structure of W 2,n/2 carefully than W 1,n. We use the Lorentz spaces to explore this finer
structure and our proof is partly motivated by the proof of Wang, [12][Theorem B].
The paper is organized as follows. In Section 2, we gather various facts concerning
Lorentz space. In Section 3 and 4, we prove Theorem 1.3 and Theorem 1.5, respectively.
Section 5 is devoted to the construction of singular maps and to the proof of Theorem 1.4.
The final section contains some discussions and problems that we plan to study in the future.
2 Preliminary results
In this section, we gather some facts about Lorentz space that will be used later. First, let
us recall the celebrated theorem of Morrey.
Theorem 2.1 (Morrey). Let 1 < p < ∞, 0 < α < 1, and Ω ⊂ Rn be a bounded domain
with appropriately smooth boundary (such as ∂Ω ∈ C1,α). If u ∈ W 1,p(Ω) and for any x ∈ Ω
and 0 < ρ < diamΩ, there holds∫
Ωρ(x)
|∇u(y)|pdy ≤ Cρn−p+pα, (2.1)
where Ωρ(x) = Ω ∩Bρ(x), then u ∈ C
α(Ω).
Then we need some results about Lorentz spaces which play an important role in our
proof. All the results presented in this section can be found in [2], [7], [11] and [13]. For the
convenience of readers, we recall the definition of Lorentz spaces.
For a measurable function f : Ω → R, the distribution function of f is defined by
Df (λ) = µ{x ∈ Ω : |f(x)| > λ} and the decreasing rearrangement of f is the function
f∗ : [0,∞)→ [0,∞] defined by
f∗(t) = inf{λ ≥ 0 : Df (λ) ≤ t}.
Definition 2.2. For 1 ≤ p <∞ and 1 ≤ q ≤ ∞, the Lorentz space Lp,q(Ω) is defined as
Lp,q(Ω) = {f is a measurable function on Ω : ‖f‖Lp,q(X) <∞} (2.2)
which is defined by
‖f‖Lp,q(Ω) =


(∫ ∞
0
(
t
1
p f∗∗(t)
)q dt
t
) 1
q
, 1 ≤ p <∞, 1 ≤ q <∞,
sup
t>0
t
1
p f∗∗(t), 1 ≤ p <∞, q =∞,
(2.3)
where
f∗∗(t) =
1
t
∫ t
0
f∗(s)ds.
Theorem 2.3.
1. If 1 < p <∞, then Lp,p(Ω) = Lp(Ω) and
‖f‖Lp(Ω) ≤ ‖f‖Lp,p(Ω) ≤
p
p− 1
‖f‖Lp(Ω). (2.4)
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2. If 1 < p <∞ and 1 ≤ q < s ≤ ∞, then Lp,q(Ω) →֒ Lp,s(Ω) and
‖f‖Lp,s(Ω) ≤
(
q
p
) 1
q
− 1
s
‖f‖Lp,q(Ω). (2.5)
3. If 1 ≤ p <∞ and 1 ≤ q ≤ ∞, then Lp,q(Ω) →֒ Lp,∞(Ω) and
‖f‖Lp,∞(Ω) ≤
(
q
p
) 1
q
‖f‖Lp,q(Ω) (2.6)
Theorem 2.4. Suppose f ∈ Lp1,q1(Ω), g ∈ Lp2,q2(Ω) satisfy 1p =
1
p1
+ 1p2 < 1 and
1
q ≤
1
q1
+ 1q2 , then we have fg ∈ L
p,q(Ω), and
‖fg‖Lp,q(Ω) ≤ ‖f‖Lp1,q1 (Ω) · ‖g‖Lp2,q2 (Ω). (2.7)
In particular, if Ω is bounded and 1 < r < p < ∞, 1 ≤ q, s ≤ ∞, then we have Lp,q(Ω) →֒
Lr,s(Ω) and
‖f‖Lr,s(Ω) ≤ C|Ω|
1
r
− 1
p ‖f‖Lp,q(Ω), (2.8)
where C = C(n, p, q, r, s) > 0.
Theorem 2.5. For 1 < a, c < ∞ and 1 ≤ b, d ≤ ∞, if f ∈ Lp1,q1(Rn), g ∈ Lp2,q2(Rn)
satisfying 1p1 +
1
p2
− 1 = 1p > 0,
1
q1
+ 1q2 =
1
q ≤ 1, then f ∗ g ∈ L
p,q(Rn), and
‖f ∗ g‖Lp,q(Rn) ≤ C‖f‖Lp1,q1 (Rn)‖g‖Lp2,q2 (Rn). (2.9)
Proposition 2.6. Suppose f(x) = |x|−s for x ∈ Rn \ {0} with 0 < s < n, then
f ∈ L
n
s
,∞(Rn).
Proof. Since
Df (λ) = µ{x ∈ R
n : |f(x)| > λ} = bnλ
−n
s
where bn is the volume of the unit ball in R
n, we have
f∗(t) = inf{λ ≥ 0 : Df (λ) ≤ t} =
(
bn
t
) s
n
.
It follows that
t
s
n f∗∗(t) =
n
n− s
(bn)
s
n ,
which implies that
f(x) =
1
|x|s
∈ L
n
s
,∞(Rn).
Convention: For the sake of simplicity, we always denote by Bθ(x) the open ball of radius
θ > 0 centered at a point x in Rn. Sometimes we may denote Bθ(0) by Bθ.
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3 Proof of Theorem 1.3
First, let us recall the fundamental solution Φ(x) of Laplace’s equation which is defined by
Φ(x) =


−
1
2π
log |x|, n = 2
1
n(n− 2)bn
1
|x|n−2
, n ≥ 3,
(3.1)
where bn denotes the volume of the unit ball in R
n.
Lemma 3.1. For n ≥ 3, we have
∇Φ(x) ∈ L
n
n−1
,∞(Rn). (3.2)
Proof. By a simple calculation, we have
|∇Φ(x)| ≤ C(n)
1
|x|n−1
,
where C(n) is a positive number only independent of n.
It follows from Proposition 2.6 that
‖∇Φ(x)‖
L
n
n−1
,∞
(Rn)
≤ C(n)‖|x|1−n‖
L
n
n−1
,∞
(Rn)
<∞, (3.3)
which is desired.
Lemma 3.2. Suppose that φ ∈ C∞(B1) is a harmonic function, i.e., ∆φ(x) = 0 in the unit
ball of Rn for n ≥ 3. Then for any x ∈ B 1
4
and θ ∈ (0, 14 ), there holds
‖∇φ‖Ln,∞(Bθ(x)) ≤ Cθ‖∇φ‖Ln,∞(B1) (3.4)
where C is only dependent of n.
Proof. Unless otherwise specified, we assume C to be some positive constant only dependent
of n in the following proof.
Since φ(x) is a harmonic function, we have, for all i = 1, · · · , n, ∂φ∂xi is also a harmonic
function in B1. In order to prove inequality (3.4), it suffices to prove
‖φ‖Ln,∞(Bθ(x)) ≤ Cθ‖φ‖Ln,∞(B1), (3.5)
for any x ∈ B 1
4
and θ ∈ (0, 14 ).
Since φ(x) is a harmonic function, we have
‖φ‖L∞(B 1
2
) ≤ C‖φ‖L2(B1).
Due to the fact n ≥ 3, it follows from Theorem 2.3 and Theorem 2.4 that
‖φ‖L∞(B 1
2
) ≤ C‖φ‖L2(B1) ≤ C‖φ‖Ln,∞(B1). (3.6)
At the same time, by Theorem 2.3, we have
‖φ‖Ln,∞(Bθ(x)) ≤ ‖φ‖Ln,n(Bθ(x)) ≤ C‖φ‖Ln(Bθ(x)) ≤ Cθ‖φ‖L∞(Bθ(x)). (3.7)
For all x ∈ B 1
4
and θ ∈ (0, 14 ), we have Bθ(x) ⊂ B 12 . Thus, combing (3.6) and (3.7), we
obtain the desired result.
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Lemma 3.3. There exist ǫ0 > 0 and θ0 > 0 such that if u ∈ W
1,n(B1,R
K) (n ≥ 3) is a
weak solution to the equation (1.1) satisfying∫
B1
|∇u|ndx ≤ ǫn0 ,
then we have
‖∇u‖Ln,∞(Bθ0 ) ≤
1
2
‖∇u‖Ln,∞(B1). (3.8)
Proof. Unless otherwise specified, we assume C to be some positive constant only dependent
of n in the following proof.
For u ∈W 1,n(B1,R
K), there exists a extension u˜ ∈ W 1,n(Rn,RK) such that
u˜|B1 = u|B1 − L,
where L = 1|B1|
∫
B1
u(x)dx, and
‖∇u˜‖Ln(Rn) ≤ C‖∇u‖Ln(B1) ≤ Cǫ0
‖∇u˜‖Ln,∞(Rn) ≤ C‖∇u‖Ln,∞(B1).
Define a function
v(x) = −
∫
Rn
Φ(x− y)Q(y, u˜(y) + L,∇u˜(y))dy
where Φ(x) is the fundamental function defined by (3.1) for n ≥ 3. Then we have that
‖∇v‖Ln,∞(Rn) ≤ C‖∇Φ‖
L
n
n−1
,∞
(Rn)
‖Q‖
L
n
2
,∞(Rn)
≤ C‖|∇u˜|2‖
L
n
2
,∞(Rn)
≤ C‖∇u˜‖2
Ln,∞(Rn)
≤ C‖∇u˜‖Ln,n(Rn)‖∇u˜‖Ln,∞(Rn)
≤ Cǫ0‖∇u˜‖Ln,∞(Rn)
≤ Cǫ0‖∇u‖Ln,∞(B1) (3.9)
and
∆(u − v) = 0, in B1.
Thus, by Lemma 3.2 and inequality (3.9), we have, for all θ ∈ (0, 14 )
‖∇(u− v)‖Ln,∞(Bθ) ≤ Cθ ‖∇(u− v)‖Ln,∞(B1)
≤ Cθ
(
‖∇u‖Ln,∞(B1) + ‖∇v‖Ln,∞(B1)
)
≤ Cθ
(
‖∇u‖Ln,∞(B1) + ‖∇v‖Ln,∞(Rn)
)
≤ Cθ
(
‖∇u‖Ln,∞(B1) + ǫ0‖∇u‖Ln,∞(B1)
)
. (3.10)
It follows that
‖∇u‖Ln,∞(Bθ) ≤ ‖∇(u− v)‖Ln,∞(Bθ) + ‖∇v‖Ln,∞(Bθ)
≤ Cθ‖∇u‖Ln,∞(B1) + Cǫ0‖∇u‖Ln,∞(B1). (3.11)
Hence, we can choose θ = θ0 ∈ (0,
1
4 ) and ǫ0 > 0 small enough such that inequality (3.8)
holds.
7
Proof of Theorem 1.3 Now we are in the position to prove the main result. For any
precompact domain U ⊂⊂ Ω, we have that for any ǫ0 > 0 there exists a ρ0 ∈ (0, dist(U, ∂Ω))
such that
sup
x∈U˜
∫
Bρ0 (x)
|∇u(y)|ndy ≤ ǫn0 .
It is easy to verify that for any fix point x∗ ∈ U , ux∗,ρ0(y) = u(x
∗ + ρ0y) satisfies the same
system of u(x) in B1, i.e.,
∆ux∗,ρ0(y) = Q˜(y, ux∗,ρ0 ,∇ux∗,ρ0)
which satisfies
|Q˜(y, ux∗,ρ0(y),∇ux∗,ρ0)| ≤ C|∇ux∗,ρ0 |
2
for some positive constant C independent of u.
Since ‖∇ux∗,ρ0‖Ln(B1) = ‖∇u‖Ln(Bρ0 (x∗)) ≤ ǫ0, it follows from Lemma 3.3 that there
exists a θ0 ∈ (0,
1
4 ) such that for any x
∗ ∈ U , we have
‖∇ux∗,ρ0‖Ln,∞(Bθ0) = ‖∇u‖Ln,∞(Bθ0ρ0 (x∗))
≤
1
2
‖∇ux∗,ρ0‖Ln,∞(B1) =
1
2
‖∇u‖Ln,∞(Bρ0 (x∗)). (3.12)
By iterating above inequality (3.12), for any l ∈ N and x∗ ∈ U , we have
‖∇u‖Ln,∞(B
θl
0
ρ0
(x∗)) ≤
1
2l
‖∇u‖Ln,∞(Bρ0 (x∗)).
By replacing θl0ρ0 by ρ, we have
‖∇u‖Ln,∞(Bρ(x∗)) ≤ Cρ
α0‖∇u‖Ln,∞(Bρ0 (x∗)) ≤ Cρ
α0 ,
where α0 =
log 2
log θ−1
0
∈ (0, 1) and C is only dependent of ρ0, θ0 and ǫ0.
Hence, by Theorem 2.4, we have that for any 1 < p < n, x∗ ∈ U and 0 < ρ < ρ0, there holds
‖∇u‖Lp(Bρ(x∗)) ≤ ‖∇u‖Lp,p(Bρ(x∗))
≤ C|Bρ(x
∗)|
1
p
− 1
n ‖∇u‖Ln,∞(Bρ(x∗))
≤ Cρ
n−p
p
+α0 . (3.13)
It follows from Theorem 2.1 that u ∈ Cα0(U,M) which implies that u ∈ Cα0(Ω,M). If
Q ∈ C∞(Ω × RK × RnK) and u ∈ Cα, it is well-known that such a system enjoys smooth
regularity; see [3][Section 3] for example. Hence, the proof is completed.
4 Proof of Theorem 1.5
Since the proof of Theorem 1.5 is similar as that of Theorem 1.3, we only give the key points
which are different from the counterparts in Section 3. Unless otherwise specified in this
section, we always assume the dimension of domain is not less than four, i.e., n ≥ 4.
First, let us recall the fundamental solution Ψ(x) of ∆2 on Rn which is defined by
Ψ(x) =


c4 log |x|, n = 4
cn
1
|x|n−4
, n ≥ 5,
(4.1)
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where cn (n ≥ 4) are constants only dependent of n. It follows from Proposition 2.6 that,
for n ≥ 5, we have, for k = 1, 2, 3,
∇kΨ(x) ∈ L
n
n−4+k
,∞(Rn). (4.2)
Then, we need some Caccioppoli-type inequality for smooth biharmonic functions to
prove Lemma 4.2.
Lemma 4.1. Suppose that φ ∈ C∞(B1) is a biharmonic function, i.e., ∆
2φ = 0 in B1.
Then for any θ ∈ (0, 1), we have∫
Bθ
|∇φ|2dx+
∫
Bθ
|∇2φ|2dx ≤ C
∫
B1
|φ|2dx, (4.3)
where C = C(n, θ) > 0, provided that φ ∈ L2(B1).
Proof. We refer the reader to [10][Lemma 2.1] for the proof of Lemma 4.1.
Now it is time for us to prove the similar result as Lemma 3.2 for smooth biharmonic
functions.
Lemma 4.2. Suppose that φ ∈ C∞(B1)∩W
2, n
2 (B1) is a biharmonic function, i.e., ∆
2φ = 0
in the unit ball of Rn for n ≥ 5. Then for any x ∈ B 1
4
and θ ∈ (0, 14 ), there holds
‖∇φ‖Ln,∞(Bθ(x)) + ‖∇
2φ‖
L
n
2
,∞(Bθ(x))
≤ Cθ
(
‖∇φ‖Ln,∞(B1) + ‖∇
2φ‖
L
n
2
,∞(B1)
)
, (4.4)
where C is only dependent of n.
Proof. Throughout the proof, C always stands for positive constants only dependent of n.
Since φ is a biharmonic function, we have, for all i, j = 1, · · · , n, ∂φ∂xi and
∂2φ
∂xi∂xj are also
biharmonic functions. In order to prove inequality (4.4), it suffices to prove
‖φ‖Lp,∞(Bθ(x)) ≤ Cθ‖φ‖Lp,∞(B1) (4.5)
for all x ∈ B 1
4
, θ ∈ (0, 14 ) and p ∈ [
n
2 , n].
By the standard elliptic estimate, we have, for n ≥ 5 and p ∈ [n2 , n],
‖φ‖L∞(B 1
2
) ≤ C
(
‖φ‖L2(B 5
8
) + ‖∆φ‖L∞(B 5
8
)
)
≤ C
(
‖φ‖L2(B 5
8
) + ‖∆φ‖L2(B 6
8
)
)
≤ C
(
‖φ‖L2(B 5
8
) + ‖φ‖L2(B 7
8
)
)
≤ C‖φ‖L2(B1)
≤ C‖φ‖Lp,∞(B1), (4.6)
where in the second inequality we used the fact ∆φ is a harmonic function, in the third
inequality Lemma 4.1, and in the last inequality Theorem 2.4.
At the same time, we have, for n ≥ 5 and p ∈ [n2 , n],
‖φ‖Lp,∞(Bθ(x)) ≤ C‖φ‖Lp,p(Bθ(x)) ≤ C‖φ‖Lp(Bθ(x)) ≤ Cθ
n
p ‖φ‖L∞(Bθ(x)). (4.7)
For any x ∈ B 1
4
and θ ∈ (0, 14 , we have Bθ(x) ⊂ B 12 , which, combing the inequality (4.6)
and (4.7), yields that
‖φ‖Lp,∞(Bθ(x)) ≤ Cθ
n
p ‖φ‖L∞(Bθ(x)) ≤ Cθ‖φ‖L∞(B 1
2
) ≤ Cθ‖φ‖Lp,∞(B1), (4.8)
which is the desired conclusion.
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Lemma 4.3. There exist ǫ0 > 0 and θ0 > 0 such that if u ∈ W
2,n
2 (B1,R
K) (n ≥ 5) is a
weak solution to the equation (1.4) satisfying
‖∇u‖Ln(B1) + ‖∇
2u‖
L
n
2 (B1)
≤ ǫ0, (4.9)
then we have
‖∇u‖Ln,∞(Bθ0 ) + ‖∇
2u‖
L
n
2
,∞(Bθ0)
≤
1
2
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
. (4.10)
Proof. For simplicity, we always denote by C the positive constant independent of u.
For u ∈ W 2,
n
2 (B1,R
K), there exists a extension u˜ ∈W 2,
n
2 (Rn,RK) such that
u˜|B1 = u|B1 − L (4.11)
where L = 1|B1|
∫
B1
u(x)dx, and
‖∇u˜‖Ln(Rn) ≤ C‖∇u‖Ln(B1) ≤ Cǫ0,
‖∇u˜‖Ln,∞(Rn) ≤ C‖∇u‖Ln,∞(B1) ≤ Cǫ0,
‖∇2u˜‖
L
n
2 (Rn)
≤ C
(
‖∇u‖Ln(B1) + ‖∇
2u‖
L
n
2 (B1)
)
≤ Cǫ0,
‖∇2u˜‖
L
n
2
,∞(Rn)
≤ C
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
≤ Cǫ0.
Note that we will use the following fact:∣∣∣Q1(x, u,∇u,∇2u)∣∣∣ ≤ C (|∇u|4 + |∇u|2|∇2u|+ |∇2u|2) ≤ C (|∇u|4 + |∇2u|2) .
Define two functions
v1(x) = −
∫
Rn
Ψ(x− y)Q1(y, u˜(y) + L,∇u˜(y),∇
2u˜(y))dy (4.12)
v2(x) =
∫
Rn
∇Ψ(x− y)Q2(y, u˜(y) + L,∇u˜(y),∇
2u˜(y))dy (4.13)
where Ψ(x) is the fundamental function defined by (4.1) for n ≥ 5. Then we have that
‖∇v1‖Ln,∞(Rn) + ‖∇
2v1‖
L
n
2
,∞(Rn)
≤
∥∥∥∥
∫
Rn
∇Ψ(x− y)Q1(y)dy
∥∥∥∥
Ln,∞(Rn)
+
∥∥∥∥
∫
Rn
∇2Ψ(x− y)Q1(y)dy
∥∥∥∥
L
n
2
,∞(Rn)
≤C
(
‖∇Ψ‖
L
n
n−3
,∞
(Rn)
+ ‖∇2Ψ‖
L
n
n−2
,∞
(Rn)
)
‖|∇u˜|4 + |∇2u˜|2‖
L
n
4
,∞(Rn)
≤C
(
‖∇u˜‖4
Ln,∞(Rn) + ‖∇
2u˜‖2
L
n
2
,∞(Rn)
)
≤Cǫ0
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
, (4.14)
and
‖∇v2‖Ln,∞(Rn) + ‖∇
2v2‖
L
n
2
,∞(Rn)
≤
∥∥∥∥
∫
Rn
∇2Ψ(x− y)Q2(y)dy
∥∥∥∥
Ln,∞(Rn)
+
∥∥∥∥
∫
Rn
∇3Ψ(x− y)Q2(y)dy
∥∥∥∥
L
n
2
,∞(Rn)
≤C
(
‖∇2Ψ‖
L
n
n−2
,∞
(Rn)
+ ‖∇3Ψ‖
L
n
n−1
,∞
(Rn)
)
‖|∇u˜| · |∇2u˜|‖
L
n
3
,∞(Rn)
≤C
(
‖∇u˜‖Ln,∞(Rn) · ‖∇
2u˜‖
L
n
2
,∞(Rn)
)
≤Cǫ0‖∇u‖Ln,∞(B1). (4.15)
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Moreover, since
∆2(u − v1 − v2) = 0, in B1, (4.16)
by Lemma 4.2 and inequalities (4.14) and (4.15), we have, for all θ ∈ (0, 14 ),
‖∇(u− v1 − v2)‖Ln,∞(Bθ) + ‖∇
2(u− v1 − v2)‖
L
n
2
,∞(Bθ)
≤Cθ
(
‖∇(u− v1 − v2)‖Ln,∞(B1) + ‖∇
2(u− v1 − v2)‖
L
n
2
,∞(B1)
)
≤Cθ
(
‖∇u‖Ln,∞(B1) + ‖∇v1‖Ln,∞(B1) + ‖∇v2‖Ln,∞(B1)
+ ‖∇2u‖
L
n
2
,∞(B1)
+ ‖∇2v1‖
L
n
2
,∞(B1)
+ ‖∇2v2‖
L
n
2
,∞(B1)
)
≤Cθ
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
. (4.17)
It follows that
‖∇u‖Ln,∞(Bθ) + ‖∇
2u‖
L
n
2
,∞(Bθ)
≤‖∇(u− v1 − v2)‖Ln,∞(Bθ) + ‖∇
2(u− v1 − v2)‖
L
n
2
,∞(Bθ)
+ ‖∇v1‖Ln,∞(Bθ) + ‖∇v2‖Ln,∞(Bθ) + ‖∇
2v1‖
L
n
2
,∞(Bθ)
+ ‖∇2v2‖
L
n
2
,∞(Bθ)
≤Cθ
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
+ Cǫ0
(
‖∇u‖Ln,∞(B1) + ‖∇
2u‖
L
n
2
,∞(B1)
)
.
Hence, we can choose θ = θ0 ∈ (0,
1
4 ) and ǫ0 > 0 small enough such that inequality (4.10)
holds.
The rest proof of Theorem 1.5 is exactly similar as that of Theorem 1.3. Thus we omit
it. We would like to refer the reader to [4] for the higher order regularity from the Ho¨lder
continuity estimate.
5 The Counterexample
5.1 The singular solution to the system (1.4) for n = 4
In this subsection, we plan to prove Theorem 1.4. To be more exact, we will give a detailed
calculation to show that there exists a singular map u ∈W 2,2 for n = 4, first introduced by
Frehse [5], satisfying the equation (1.4) in the sense of distribution.
The map u = (u1, u2) : Ω→ S
1 →֒ R2 is defined by
u1(x) = sin(log(log |x|
−1)), u2(x) = cos(log(log |x|
−1)) (5.1)
where Ω = {x = (x1, x2, x3, x4) ∈ R4 : |x| ≤ exp(−2)}. Of course, u lies in L∞(Ω) but is
singular at point x = 0.
First, Let us check that u ∈ W 2,2(Ω). For simplicity, Let
f(x) = log |x|−1, x ∈ R4, 0 < |x| ≤ exp(−2).
By a simple calculation, we have, for i, j = 1, 2, 3, 4,
∂u1
∂xi
=
fi
f
cos log f,
∂u2
∂xi
= −
fi
f
sin log f,
∂2u1
∂xi∂xj
= −
fifj
f2
sin log f +
fijf − fifj
f2
cos log f,
∂2u2
∂xi∂xj
= −
fifj
f2
cos log f −
fijf − fifj
f2
sin log f,
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where
fi =
∂f
∂xi
= −
xi
|x|2
, fij =
∂2f
∂xi∂xj
= −
δij
|x|2
+
2xixj
|x|4
.
It follows that
|∇u|2 =
|∇f |2
f2
=
1
|x|2f2
, (5.2)
|∇2u|2 ≤ C
(
|∇f |4
f4
+
|∇2f |2
f2
)
≤ C
(
1
|x|4f4
+
1
|x|4f2
)
, (5.3)
where C is a positive constant independent of u. By direct computation, we obtain
1
|x|2f2
,
1
|x|4f4
,
1
|x|4f2
∈ L1(Ω), (5.4)
which implies u ∈W 2,2(Ω) by Fubini’s theorem.
We are now in the position to show u is a weak solution to the following system
∆2u1 =
(
R21 +R
2
2
) 2(u1 + u2)
1 + |u|2
−
20u1
1 + |u|2
|∇u|4, (5.5)
∆2u2 =
(
R21 +R
2
2
) 2(u2 − u1)
1 + |u|2
−
20u2
1 + |u|2
|∇u|4, (5.6)
where
R1 = ∆u1 +
2(u1 + u2)
1 + |u|2
|∇u|2, (5.7)
R2 = ∆u2 +
2(u2 − u1)
1 + |u|2
|∇u|2. (5.8)
Since u = (u1, u2) is smooth on Ω \ {0}, one can check that u satisfies the system (5.5)-(5.6)
in the classic sense in the domain Ω\ {0}. Moreover, it follows from u ∈ L∞(Ω)∩W 2,2(Ω)∩
C∞(Ω \ {0}) and Fubini’s theorem that u is just a weak solution of the system (5.5)-(5.6).
For the convenience of reader we give the details. Since u ∈ C∞(Ω \ {0}) and satisfies
the system (5.5)-(5.6) in classic sense in Ω \ {0}, it suffices to show the following equality
holds for all ϕ ∈ C∞0 (Ω,R
2)∫
Ω
∆u(x)∆ϕ(x) =
∫
Ω
∆2u(x)ϕ(x)dx. (5.9)
In fact, since ∆u ∈W 2,2(Ω,R2), we have, for all ϕ ∈ C∞0 (Ω,R
2),∫
Ω
∆u ·∆ϕdx =
∫
R4
∆u ·∆ϕdx
=
∫
R
dx4
∫
R3
∆u · (∂21 + ∂
2
2 + ∂
2
3)ϕdx
′ +
∫
R
dx4
∫
R3
∆u · ∂24ϕdx
′
=
∫
R
dx4
∫
R3
(∂21 + ∂
2
2 + ∂
2
3)∆u · ϕdx
′ +
∫
R
dx4
∫
R3
∆u · ∂24ϕdx
′
=
∫
R
dx4
∫
R3
(∂21 + ∂
2
2 + ∂
2
3)∆u · ϕdx
′ +
∫
R3
dx′
∫
R
∆u · ∂24ϕdx
4
=
∫
R
dx4
∫
R3
(∂21 + ∂
2
2 + ∂
2
3)∆u · ϕdx
′ +
∫
R3
dx′
∫
R
∂24∆u · ϕdx
4
=
∫
R4
∆2u · ϕdx,
where x = (x1, x2, x3, x4) = (x′, x4). In above second equality and fourth equality we used
Fubini’s theorem, and in the third and fifth equality integration by parts for x4 6= 0 and
x′ 6= 0 respectively.
Finally, one can easily show that the right hand side of the equation (5.5) and (5.6)
satisfy the condition (1.5). In conclusion, the map u, defined by (5.1), is just what we want.
5.2 The singular solution to the system (1.1) for n ≥ 3
In this subsection, we give a singular map u which lies in W 1,p for all p ∈ [2, n) and satisfies
the system (1.1) in the distribution sense.
The map u = (u1, u2) : Ω→ S
1 →֒ R2 is defined by
u1(x) = sin
(
(2 − n) log |x|
)
, u2(x) = cos
(
(2− n) log |x|
)
(5.10)
where Ω = {x ∈ Rn : |x| ≤ exp(−2)} (n ≥ 3).
Following the same procedure of Sec.5.1, one can check that u ∈ W 1,p(Ω) ∩ L∞(Ω) for
any p ∈ [2, n) solves the following system in the weakly sense
∆u1 = −
2(u1 + u2)
1 + |u|2
|∇u|2, (5.11)
∆u2 = −
2(u2 − u1)
1 + |u|2
|∇u|2. (5.12)
5.3 The singular solution to the system (1.4) for n ≥ 5
In this subsection, we give a singular map u which lies in W 2,p for all p ∈ [2, n/2) and
satisfies the system (1.4) in the distribution sense.
The map u = (u1, u2) : Ω→ S
1 →֒ R2 is defined by
u1(x) = sin
(
(4 − n) log |x|
)
, u2(x) = cos
(
(4− n) log |x|
)
(5.13)
where Ω = {x ∈ Rn : |x| ≤ exp(−2)} (n ≥ 5).
Following the same procedure of Sec.5.1, one can check that u ∈ W 2,p(Ω) ∩ L∞(Ω) for
all p ∈ [2, n/2) solves the following system in the weakly sense
∆2u1 =
(
R21 +R
2
2
) 2(u1 + u2)
1 + |u|2
+
4u2
1 + |u|2
|∇u|4 + (R2 −R1)|∇u|
2, (5.14)
∆2u2 =
(
R21 +R
2
2
) 2(u2 − u1)
1 + |u|2
−
4u1
1 + |u|2
|∇u|4 − (R1 +R2)|∇u|
2, (5.15)
where
R1 = ∆u1 +
2(u1 + u2)
1 + |u|2
|∇u|2, (5.16)
R2 = ∆u2 +
2(u2 − u1)
1 + |u|2
|∇u|2. (5.17)
6 Discussions and further problems
We use Lorentz spaces and Morrey’s result to prove Ho¨lder continuity. Consider the following
Morrey’s subnorm for n ≥ 3, 2 ≤ p ≤ n,
Mp(x0, r)(u) = r
p−n
∫
Br(x0)
|∇u|pdx
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A simple application of Ho¨lder inequality implies that
Mp(x0, r)(u) ≤ Cn‖∇u‖
p
Ln(Br(x0))
.
We can ask the following,
Problem 6.1. Suppose u ∈ W 1,p(B1,R
k) is a weak solution of (1.1) for B1 ⊂ R
n. If we
assume further that for any x0 ∈ B1, and r < dist(x0, ∂B1),
lim
r→0
Mp(x0, r)(u) = 0
Is u Ho¨lder continuous in B1/2 for p ∈ (2, n]? Certainly we assume n ≥ 3.
We use the Laplacian operator in the system for simplicity. In general one can replace
∆u by aijD2iju, given that a
ijD2ij defines a smooth uniformly elliptic operator. We ask the
following,
Problem 6.2. Consider the following system
Di(a
ijDju) = Q(x, u,∇u)
such that aij ∈ W 1,n∩L∞ defines a uniformly elliptic operator and Q has quadratic gradient
growth. Is a W 1,n weak solution necessarily Ho¨lder continuous (for n ≥ 3 of course)?
We believe the answer to both problems should be affirmative by similar observations;
while it would be interesting to study Problem 6.1 for p = 2. Theorem 1.1 corresponds to
Problem 6.1 when p = n and it seems that similar method could work for p ∈ (2, n]. We
shall consider these problems elsewhere.
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