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В данной статье получено аналитическое выражение для среднего време-
ни задержки пакета проходящего по сети передачи данных в условиях са-
моподобного трафика. 
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Постановка проблемы и анализ литературы. Исследования реально-
го трафика существующих телекоммуникационных сетей [1 – 3] свидетель-
ствуют о том, что традиционные методы расчета временных характеристик 
сетей передачи данных, основанные на пуассоновских моделях и формулах 
Эрланга, не дают полной и точной картины происходящего в сети. Расчеты, 
основанные на представлениях о том, что мультиплексирование большого 
числа независимых потоков в сети передачи данных с коммутацией пакетов 
приводит к пуассоновскому процессу, явились причиной ошибок при про-
ектировании АТМ коммутаторов первого поколения [4]. 
Высококачественные измерения трафика позволили выявить его па-
чечный характер, причем пачки наблюдаются в различных масштабах 
времени, что затрудняет определение их длины. В зависимости от шка-
лы времени длительность пачки может изменяться в приделах от милли-
секунд до минут и часов. Данное явление значительно ухудшает вре-
менные характеристики сети передачи данных (увеличивает потери, за-
держки, джиттер пакетов). Основной причиной, приводящей к формиро-
ванию пачечности сетевого трафика, является ограничение скорости ра-
боты сетевых устройств и возникающие в связи с этим очереди. Помимо 
этого существуют источники, трафик, генерируемый которыми, изна-
чально обладает свойством пачечности. Примером такого трафика мо-
жет служить цифровой видео-поток с VBR (variate bit rate). 
Трафик, который является пачечным на многих масштабах времени 
может быть описан статистически, используя понятие самоподобия [5]. 
Цель статьи – получение аналитического выражения для среднего 
времени задержки прохождения пакета по сети передачи данных в усло-
виях самоподобного трафика. 
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Раздел основного материала. Непрерывный стохастический про-
цесс )t(X , считается статистически самоподобным с параметром 
)1H5.0H (  , если для любого положительного числа a  процессы )t(X  
и )at(Xa H  будут иметь идентичные распределения, т.е. иметь одинако-
вые статистические свойства для всех положительных целых n  






~  обозначает асимптотическое равенство в смысле рас-
пределения. Статистическая самоподобность стохастического процесса 
подразумевает, выполнение следующих условий [6]: 
– среднее  
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где H  – параметр Херста (Hurst), показывает “степень” самоподобности. 
Значение 5,0H   указывает на отсутствие самоподобности, а большие 
значения H  (близкие к 1) показывают большую степень самоподобности 
или долговременную зависимость (long- range dependent, LRD) в процес-
се. Это означает, что если LRD процесс имеет тенденцию к увеличению 
(или уменьшению) в прошлом, то с большой вероятностью он будет 
иметь тенденцию к увеличению (или уменьшению) в будущем. 
В качестве модели стохастического процесса обладающего фрак-
тальными свойствами  в работе [7] было предложено использовать дроб-















 где )(dB   – приращение винеровского процесса; )(  – гамма функция; 
H  – параметр Херста. 
В работе [8] используя дробное броуновское движение в качестве 
модели самоподобного трафика была получена зависимость необходи-
мого среднего размера буфера в одноканальной системе с самоподобным 
входящим потоком и детерминированным временем обслуживания от 












 .                                           (1) 
Используя данное выражение и применяя формулу Литтла, получим 




















T ,                                       (2) 
где   – средняя интенсивность поступающих запросов. Учитывая, что 
 , где   – средняя интенсивность обслуживания запросов, то вы-

















 .                                    (3) 
Принимая во внимание, что время, которое запрос проводит в сис-
теме, представляет собой сумму времени нахождения запроса в буфере и 
времени обслуживания, получим среднее время пребывания запроса в 


















  .                              (4) 
Применяя формулу Литтла к сети очередей и используя (4) получим 






























































в свою очередь hij – интенсивность потока пакетов от центра коммута-
ции i  к j . 
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Согласно выражениям (1), (4) были получены зависимости (рис. 1, 
2) средней длины очереди и среднего времени нахождения запроса в 
системе для модели с самоподобным входящим потоком и заданным 










Рис. 1. Длина очереди в самоподобной модели 










Рис. 2. Среднее время задержки в самоподобной 
 модели системы массового обслуживания 
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Вывод. Анализ зависимостей (1), (4)  показывает, что в случае 
5,0H   выражения для средней длины очереди, а также среднего време-
ни нахождения запроса в системе принимают вид, соответствующий 
классическому результату для системы массового обслуживания с экс-
поненциальным распределением временных интервалов между поступ-
лениями запросов и экспоненциально распределенной длительностью 
обслуживания (M/M/1). 
При больших значениях параметра Херста (долгосрочная зависи-
мость высокой степени) размер очереди стремительно возрастает даже 
при небольших значениях коэффициента использования. Среднее время 
задержки при самоподобном трафике также возрастает значительно бы-
стрее чем предсказывает классический анализ, что позволяет сделать 
вывод о том, что в сетях передачи данных с самоподобным трафиком 
требуются каналы связи с более высокой пропускной способностью, не-
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