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Abstract. The notion of rational transduction is a valuable tool to compare the structures of 
different languages, in particular context-free languages. 
The explanation of this is a powerful property of rational transductions with respect to certain 
iterative pairs [8] and systems of iterative pairs (we define this notion in this paper), in a 
context-free language. (Intuitively, systems of iterative pairs describe combinations of simul- 
taneous iterative pairs in a context-free language.) 
This property is the so-called Transfer Theorem, whose terms are: 
Let A and B be two context-free languages and let T be a rational transduction such that 
T(B)= A. If A has a strict system of iterative pairs 0, then B has a strict system of iterative pairs 
Jr of the same type than CI: 
(This theorem has been proved in [8] for ?terative pairs and we prove it here for systems of 
iterative pairs.) 
This theorem means that any combination of certain iterative pairs in the image language by a 
rational transduction must appear, in a similar way, in the source language. 
The main result of this paper is obtained by using the previous Transfer Theorem. This result iz 
a characterization of context-free generators i.e. generators of the rational cone or, equivalently 
[lo], of the full-AFL of context-free languages. 
&in Theorem. Let E c Y* be the context-free language generated by the grammar: So+ cSf; 
S-,aSbSc;S+d(Y={a,b,c,d,e,f}). 
A context-free language L c X* is z context-free generator, if and only if there exist a regular 
set K in X*, a regular set R in I’* and a morphism 0 from Y* into X* such that: 
OE= Ln.K 
8-1(mK)nR=i5 withYfELnK, card(&fnR)=i. 
This theorem means that any context-free generator contains, under a coded form, the 
particular generator E due to Schiitzenberger [29]. 
This theorem allows to answer many questions about the structure of context-free generators. 
By example, an important corollary is: 
For any context-free generator L, there exists a regular set K such that L fl K is an unam- 
biguous context-free generator. 
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Introduction 
Les notions de &ne rationnel [13] et d’AFL [16] ont et6 introduites comme 
modeles de plusieurs familles de langages. L’un des apports de ces notions est de 
presenter les families de langages comme resultats d’un processus de construction, 
par une suite d’op&ations spicifiques (morphisme, morphisme inverse, intersection 
avec un langage rationnel, passage au sous-monoi’de engendr&, a partir de langages 
particuliers. Se posent alors deux types de problkmes: les uns ccncernent le choix 
des operations et l’incidence qu’a sa modification sur la structure des familles 
engendrCes ([1,9, 12, 15, 231); les autres s’attachent aetudier la forme de la partie 
genkratrice ([2, 3, 7, 11, 17, 18, 20, 21,241). Un cas particuli&rement important du 
second type de problhmes concerne la famille des langages algkbriques, d’une part 
parce que cette famille se trouve au centre de nombreuses questions et que, d’autre 
part, elle possede la proprietb d’etre principale, c’est-a-dire de pouvoir &re 
engendree, aussi bien en termes dL cone rationnel que de Full-AFL, par un langage 
unique. I1 convient d’ailleurs de noter ici, qu’il y a identite entre la famille des 
generateurs du cene rationnel et celle du Full-AFL des langages algdbriques [lo], 
ce qui autorise 9 utiliser le terme de “gen&ateur algbbrique”, sans autre pr&ision. 
Nous presenterons une caracterisation de gCn&ateurs algebriques, qui precise 
leur structure fondamentale et qui permet de rkpondre B plusieurs questions 
concernant leur nature. Pour fixer les idies, donnons, $ titre d’illustration, un 
exemple de ce que pourrait stre une telle question: le fait, pour un langage 
algebrique generateur, d’&re un langage ambigu, lui est-il utile dans son activitC de 
generateur? La reponse B cette question, pour les generateurs algebriques clas- 
siques, est immediate. Le langages de Dyck, de Dyck restreint et le generateur de 
Schtitzenberger [29], sont des langages non-ambigus. Le langage algebrique le plus 
complique, de Greibrach [23] est inheremment ambigu, mais on peut aisbment le 
couper par un langage rationnel, de man&e a obtenir un autre gMrateur alge- 
brique, non-ambigu, comme, par exemple, II;*. En ce qui concerne le langage 
algebrique ngendre par la grammaire dont les r5gles so,lt: 
(S -, aSI&; S + E (ou E dksigne le mot vide de {a, b}“)), 
qui est a la fois un gentrateur algebrique t un langage inh&emment ambigu [S], la 
reponse est moins evidente. 
La caracterisation que nous presentons permet d’affirmer que tout gbnbrateur 
algebrique, inheremment ambigu, peut s’obtenir comme union de deux langages 
rationnellement disjoints, l’un generateur algCbrique non-ambigu et l’autre 
inhiremment ambigu. 
La preuve de ce rksultat fait l’objet de la seconde partie, tandis que la premikre 
est consac& a la presentation de l’outil que nous utilisons, les systBmes de paires 
it&antes [4]. 
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I. LES SYSTEMES DE PAIRES ITERANTES 
1. Dhfinitions et rappels gbkraux 
Nous designons par X* le monoi’de libre engendre par I’alphabet fini X, par E 
son unit& le mot vide, par X+ l’ensemble des mots non vides de X*. IfI est la 
longueur du mot f de X*. Nous renvoyons a [19] et [14] pour le definitions, les 
notations et les propriMs classiques des langages rationnels et algebriques (ou 
“context-free”). Un langage rationnel R est dit local [26], s’il existe des parties A 
et B’ de X et V de X2, telles que: R = (AX* fI X*B)\X* VX*. En acceptant que 
A et B soient des parties finies de X’ et V une partie cofinie de X+ xX+ nous 
definissons les rationnels quasi-locaux. 
Definition 1.1. G = (X, V, P, So) &ant une grammaire algebrique’, considerons, 
pour un entier n fix& le morphisme (Pi de (X u (V x [ 1, n]))* dans (X u V)*, defini 
par: 
(pn(x)=x pourxEX 
Q,(S, m)=S pour (S, m)E VX[l, n]. 
Soit C un ensemble fini de derivations dans G, B partir d%lCments de V et soit C’ 
l’ensemble des regles (S, m) + f(f E (X u (V x [ 1, n]))*) telles que: S ;Qn(f) soit un 
elkmerit de C. 
Nous disons que la grammaire G’ =(X, V X [1, n], P’, (SO, 1)) est une sous- 
grammaire de G, si P’ est une partie de C’. 
Remarque. Si G’ est une sous-grammaire de G, clairement: 
UG’, (So, 1))~ L(G, So) 
(oti L(G, So) dhigne le langage engendre par la grammaire G & partir du non- 
terminal So). 
La notion de sous-grammaire intervient, par exemple, dans la Proposition 
suivante: 
Proposition I.l(l4). Si L est un langage alge’brique engendre' par la grammaire G et 
R un langage rationnel, il existe une sous-grammaire de G, GfiR, eflgendrant le 
langage L n R. 
Nous ferons frequemment appel B cette construction ctassique. Aussi allons nous 
w&enter 1’idCe qui la guide. 
’ X est i’alphabet terminal, V l’alphabet narr-terminal (V fl X =0), P l’ensemble des rbgles et SO E V 
l’axiome. 
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Posons G = (X, V, P, SO) et soit A = (X, E, eo, l , F)* un automate fini recon- 
naissant R. E x E est un ensemble fini, done en bijection avec un segment initial 
[S, n] de N. Posons: 
G nR =(X, V’, P’, S&j 
ok v. 
V’= VxExE 
et ou P’ est defini par: 
(S, e, e’)+fi(&, el, e’l )f#Z, e2, d)f3 l l ’ fk(sk, eK, e;)fk+I 
(o~fi9f29 l l - 9 fk+l E X*) est une regle de P’, si et seulement si: 
0) S+fl &f2 &f3 l l l fk Sk fk+ 1 eSt Une r&k de P. 
(ii) e ’ fl=el,‘tliE[l, k]:ei ‘fi+l=ei+l et &+I l fkfpe’. 
Gnn est une sous-grammaire de G et on verifie aisement que: 
L n R = U L(GnR, (SO, eo, q)). 
e+F 
Donnons egalement deux autres constructions canoniques de grammaires, que 
now utiliserons par la suite: 
Proposition I.2 [ 141. Soit L un langage algibrique de X* engendre par la grammaire 
G. Si pest un morphisme de X* dans Y *, il existe une grammcire Gp engendrant !k?L. 
Posons: G = (X, V, P, S). Etendons T en un morphisme de (X u V)* dans 
( Y (J V)* par: 
VSEV, ws=s. 
Dans ces conditions, la 
{S + V(f) 1 (S + f)E P}, satisfait: 
grammaire Gv = (Y, V, PP, So), avec PP = 
!lfL = L(Gv, So). 
Proposition I.3 [ 145, Soit J. un langage alg6brique de X* engendri par la grammaire 
6. Si q est un morphisme alphab&ique3 de Y* darts X”, il existe une grammaue 
a_ 1 G, engendranr Q-I L. 
Posons G = (X, V, P, So) et definissons: 
Yo={J’E ylQy=E}, Yz= Y\Y, 
* X est I’alphabet, E l’ensemble d’ktats, e. E E I’itat initial, (s, x) + 3’ - x la fonction de transition et F 
I’ensemble d’ktats finals de A. 
3 p est alphabktique si I’knage d’une iewe est de longueur 0 ou 1. 
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Notons cpi la restriction de (9 a Yr et considerons la grammaire: 
,+G=(Y, Vv(T),P’,S,,)oh: 
(i) T est un symbole n’appartenant pas 5 V. 
(ii) P”= cp;‘P (si I’on a etendu ~1 B Yl w V par cp1 S = S pour S E V). 
(iii) P’={S-*Tf~Tf~T~~~TfnT~(S-*f~f~~~~fn)~~,~~XuV} 
w{T+y T+E 1 y E Yo} 
On verifie que: cp-’ L = L C-lG, So). 
Nous definissons maintenant la notion de paire it&ante et les notions afferentes. 
11 s’agit de notions introduites par Boasson [8], que nous presentons de maniere un 
peu differente, avec une terminologie simplifiee, tenant au fait que nous ne con- 
siderons que certains types de paires it&antes. 
D&&ion 1.2. Puire ite’rante. Soit X un alphabet finit et ( , ) ,I trois symboles 
n’appartenant pas a X. Let mot n = a(ulblu)c de (X u {( , ) I})* est we paire 
it&ante, si uv + ~(a, b, c, u, v E X*). 
DCfinition 1.3. Paire it&ante d’un Zanguge L. Soit L un langage de X* et 17 une 
paire it&ante de (X u {( , ) ,I })*. I7 est une paire it&ante de L, si, pour tout entier n 
positif ou nul: wn W c E L. 
Dhfinition 1.4. L’ensemble des exposants de l7 dans L est: 
Exp(n, L) = ((k, 1)~ N2, aukbv’c E L). 
DQfinition 1.5. La paire l7 de L est stricte si Exp(Q L) se reduit 5 la diagonale 
D = {(n, n) I n 2 0}, c’est-a-dire si (k, I) E Exp(Q I) entra?ne k = 2. 
Ddfinition I.6 [8]. Soit L un langage algebrique de X* engendre par la grammaire 
G : L = L (G, So). La paire it&ante l7 = a(ulblv)c de L est grammaticale pour la 
grammaire G, si et seulement si il existe un non-terminal S de G et des derivations 
dans G: 
So :a&; S fuSv; S :b. 
LC non-terminal S est dit pivot de II dans G. 
2. ILes systemes de 
Nous allons definir les systemes de paires it&antes, que l’on peut considerer 
comme des configurations particulieres de paires i&antes, simultanees, d’un 
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langage, qui ont la propriM de pouvoir s’iterer ind6pendamment les unes des autres. 
I1 s’agit d’une gentiralisation de la notion de paire i&ante qui, par exemple, permet 
de rendre compte du fait que, pour tous entiers it, m, 9, r et s, le mot: 
(X~X~)rx~x~X;X~~~(x~X~)m(~~.~)m~~x~x~~~~~x~~~(~~x*~~~~)r 
est un mot du langage de Dyck restreint4 07, construit sur l’alphabet 23 = 
GI, x2, x3, x’l, 22, x3)* 
Nous allons developper l’exemple precedent pour illustrer la d6marche qui 
conduit a la definition des systemes de paires it&antes. 
Puisque, pour tout entier n, le mot: 
est un mot de 07, il resulte de la Definition 1.2, que le mot de (23 u (( ,I , )})*: 
est une paire it&ante de 07. Dans le mot: 
nous avons fnit apparahre une paire it&ante particuliere. Nouse aurions pu tout 
aussi. bien en faire apparaitre d’autres, par exemple: 
~3~3~1x’1~1~3~3~1~2~2~1~1~2~~~1~2~1~1~3~2~2~3 
- 
-u 
Ces cinq paires possedent la proPriet6 de pouvoir etre it&es indhpendamment les 
unes des autres. Aussi, dirons-nous que le mot de (23 u{( ,I , )})*: 
( x3x3 x1x1 xl x3x3 x1x2 x2x1 xl x2 x2 xl xl x2 x1x1 &x2&&) I -t I -t II--)I-I( I( I( II-r-) ‘I 
est un systeme de paires it&antes de D$*. 
De man&e formelle, si X est un alphabet fini et ( , ) et 1 trois symboles n’appar- 
tenant pas a X, nous considerons des mots de (X u {( , ) ,I })* de la forme: 
c=ao#oul#la&+- # 4n-3a2n-1#4n-2UZm #4”-1a2n (1) 
4 Le langage de Dyck restreint Ok* SW 2, = (xl,. . . , x,,, Ir’ lr . . . , fm} est engendrd par la grammaire 
dont les ri?gles ont: 
S-*&i S+SS; S+XiS,Fi; (i== I,. . . , n). 
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oti ui, ai E X*, #i c {( , j p I} et des mots obtenus A partir de (1) par effacement de 
certains # iv commk:: 
avec lGil<iz< .. l < il G 2n. Pour des raisons de simplicid, nous notons (2): 
0’ = (UiI, t&z, . l l 9 Ui,). 
Si L est un langage de X* nous ddfinissons: 
Exp(u, L)=((kl, k2, . . . ,1 ,,)EN” 1 a&a2 l l . arn-lubarn E L} 
( m = 2n). 
Enfin si P G N2 et Q G Nq, nous notons: 
P*Q ={(p, h, he l l , kqs P') I (P, P')E P, (h, k2, . . . 3 kqk QI 
Done, si D reprkente la diagonale de N2, 
- D = {(n, n) 1 n 2 0}, nous awns, par exemple: 
D*D = {(n, m, m, n) 1 (n, m 30). . 
tandis que: 
20). 
Ddfinition 1.7. Un mot u = ao#oul# Ial # 2 l l l #h-3ah-~ #&2u2n #4n-1a2n 
de (X w {( , ) I})* [X n {( , ) ) I} = 81 est un syst$me de paires it&antes de longueur n, 
si l’une des conditions suivantes est satisfaite: 
(i) n = 1 et 0 = a&hIa&42)a2 est une paire it&ante. On pose alors: 
Diag (a) = D. 
(ii) n > 1 et. 
(ii.1) #&=(; #4n_l=), #l= #4”-2 = I et II = (ul, ~2”) est une paire it&ante. 
(ii.2) 0’ = (uz, . . . , UZ”-~) est un syst&me de paire it&antes. On pose alors: 
Diag (a) = D*Diag (a’) 
(iii) n > 1 et il existe un entier p( 1 s pS n) tel que ol = (u 1, . . . , ~2,) et CT; = 
(UZp+l, ‘9 ’ 9 ~2”) sont des syst&mes de paires it&antes. On pose alors: Diag(o)= 
Diag(al) x Diag(o2). 
Notation. Si Q est dCfini par la condition (ii), nous le notons 0 = 17 * CT’; s’il est 
d6fini par la condition (iii), u - al x 0=2. 11 est ais de voir qu’un systhne (+ de 
longueur n admet une expression dkduite de Diag (a), utilisant n paires it&antes 
m: n2, . . . , l7,,. Nous disons que ces pi l - im sont les paires sous- jacentes ii CT. 
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Wfinition 1.8. Systsme de paires it&antes d’un langage L. Le systGme de paires 
it&antes u est un systkme de paires it&antes du langage L, si et seulement si: 
Diagb) c Exp(o, L). 
En poursuivant l’exemple prkedent, montrons comment nous construisons un 
systeme de paires it&-antes. Nous partons de deux paires it&antes, RI et I&: 
et Diag(C1) --rr: ((n, n)In E N} = D, 
et Diag(&)= ((n, n) 1 n E N} = D. 
Nous formons ul = I7, * I72: 
Puis, en posant: 
nous formons ~2 = I& * I74: 
u2= X3X3Xl~lXlX3~3XlX~~*~l~l(x~~(xl(~dl)~~*)Xl~l~3X*RZ~3 
et Diag(u2) = D * D = {(r, q, q, r) 1 r, q E N). 
Nous construisons maintenant CQ = al X 02: 
g3 = ~3~3~1~1(~1)~3~3(~~~~~~~~~1))~1)(~~~(~~)~~1))~~)~1~1~3~~~~~~3 
et Diag(a3) L= Diag(a& Diag(az) = {(m, n, n, m, r, q, q, r) I n, m, q, E N). 
Enfin, en posant: 
rr, ‘= (X3X3~XlX’lXlX3R3XlX~~~~~~,x~xl~l~~x,~l~~3x~~~~3). 
nous formons: c = I7, * 03: 
g=( x3x3x Yl xl x3x3 x1x2 x xl xl x2 xl x1 x2 x1x1 x’3x2&.f3) I r- ( I - ( 11-c )I- )( I( II- )I- 1 - I 
et Diag(u) = D * Diag(u2) = (s, m, n, n, m, r, q, q, r, s I n, m, q, r, s E N}. 
Get exemple reprbente un cas bien particulier de systkmes de paires it&antes de 
Di* puisque Exp(u, Di* ) = Diag(u). I1 s’agit d’un systGme que nous appellerons 
ukieurement, strict. 
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D6finition 1.9. Type d’un systGme de paires it&antes. Soit 0 le morphisme pro- 
jection de (X v {( , ) ,I })* SW {(, )}*. Le type du svsteme de pzires it&antes G est 
@U. 
Remarque. Le type d’un systeme O- est un mot du langage de Dyck restreint O{*, 
SW l’alphabet {( , )}. Dans I’exemple p&&dent: @U = ((( )) (( ))). 
DHinitionI.10. Sio=a&oul#la&+- #4n-3a2n-l#4+2U2n #4n-la2n est un 
syst&me de paires it&antes, le langage associe’ B CT est defini par: 
A(v)={a&al . l l a2n-&?a2n 1 (kt, l . l , k2,& Diag(cT)}. 
DMnitionI.11. Sia=ao#oul#lal#z-• #$“-2u2n #4”-1a2n est Un !@&me de 
paircs it&antes, le langage rationnel associe’ ci cr est: 
Rat(a)= aoufal. . l az,-&a2,. 
Remarqae. Si L est un langage et si c est un systeme de paires it&antes de L: 
A (cr) G Rat(a) n L. 
D&i&ion 1.12. Le sqsteme de paires it&antes o de L est strict si et seulement si: 
Rat(u) n L = A (a). 
Remaque. 11 convient de bien remarquer que le fait, pour un systeme o de L, 
d’$tre strict, entrafne l’intipendance des paires qui lui sont sous-jacentes, dans un 
sens que nous allons pr&iser. Ccla Ggnifie que toute iteration dune paire sous- 
jacente 3( o n’a aucuye influence sur le comportement des autres paires. 
Cette propried peut s’exprimer en disant, qu’a chaque pas de la construction du 
systeme o d’ap&s la D&nition 1.6, lcs Cgalites uivantes ont satisfaites: 
si o = lT * o’ alors Exp(a, L) = Exp(H, L) * Exp(a’, L) 
si o = 01 x 02 alors Exp(a, L) = Exp(oi, L) x Exp(a2, L). 
I1 est alors clair que, d’apres la definition de Diag(a), ces Cgalites ont satisfaites a 
chaque pas, dans le cas d’un systeme strict d’un langage L. 
DdMion 1.13. Le systeme de paires it&antes (7’ est de’c2uit de g si et seulement si: 
A (d) s A (c); Rat(a’)\A (a’) c Rat(u)\A (a). 
Remarque. Cette efinition differe, en ses termes, de celle donnee par Boasson [a] 
d’une paire it&ante deduite. Verifions sur un exemple, que les deux definiticns 
recouvrent bien la meme notion. Soit: 
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une paire it&ante de 07. Une paire it&ante d6duite de Z7 selon [8] est, par 
exemple: 
nl= X1X1X2X3X1XZ([X3X1X2]l5)1X3Xlf1~~~1I[~lfZRlf3X1]l5)~~~~~~~~~~~1~Zf1~1. 
On peut verifier aiskment que: 
A (n’) c_ A (l7) et Rat(II’)\A (l7’) G Rat(II)\A (II). 
Dans ces conditions, prouvons le: 
Lemme I.1. Soit c un systime strict de paires it&antes de L. Si a’ est un systgme 
dkduit de 0; alors Q’ est un systime strict, de paires it&ant& de L. 
Preuve. Puisque CT’ est d6duit de a: 
L n (Rat(a’j\A (a’)) s L n (Rat(u)\A (u)). 
Puisque u est strict: 
L n (Rat(u)\ A (a)) = 0. 
Done: 
L n Rat(u’) = L n A (a’) = A (a’). 0 
Ddfinition 1.14. Soit L un langage alg@brique du monoi’de libre X* et G = 
(X, V, P, So) une grammaire engendrant L (L = L(G, So)). Le syst&me a = 
a0#0w l l ~2” # 4n-la2n de paires it&antes de L est grammaticalpour la grammuire 
G et a pour pivot le mot w de (X v V)*, si et seulement si: 
(i) n = 1 et o est una paire it&ante grammaticale de pivot IV. 
(ii) u = Zi! * a’, l7 est une paire it&ante grammaticale de pivot w, a’ un systeme 
grammatical de pivot w’ et: 
* 
w -gal w’a2n-l. 
(iii) a = 01 x ~2, 01 est un syst&me grammatical de longeur k et de pivot ~1, u2 
un systkme grammatical de pivot w2 et: 
* 
W= wla2kw2; SO ;a0wa2n. 
3. Syhmes de paires it&antes et transductions ratiounelles 
Dans [8], Boasson montre comment certaines formes de paires it&antes 
apparaissant dans un langage algdbrique image par transduction rationnelle d’un 
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a.utre langage algebrique, se retrouvent dans le langage objet. Ce sont des pro- 
pritMs de ce type que now gMralisons maintenant. 
Nous allons prrwver que si le langage image poss$de un systeme strict de 
paires it&antes, alors le langage source poss&de egalement un tel systeme. 
Plus pr&isement, nous allons constater que lc systeme figurant dans le langage 
est image d’un syst&me figurant dans le langage source. Ainsi, une trans- 
duction zationnelle ne pos&de-t-elle pas la capacit6 d’engendrer des syst5mes 
stricts de’ paires it&antes. 
Nous manipulons les transductions rationnelles en utilisant leur caracterisation 
suivante: 
‘II&or&me de Nivat 1271. La transduction T de X* dans Y* est rationnelle, si et 
‘* seulement si il existe un alphabet Z un langage rationnel 1ocaC R de Z et deux 
morphismes alphabitiques (Q et !I?, respectivement de Z* dans X* et Y*, tels que, si L 
est un langage de X *: TL = P((p-‘Ln R). 
Nous commenGons par dtmontrer une propriM des langages algebriques, 
prkisant le rapport entre systemes tricts et systemes grammaticaux: 
Lemme I.2 Soit L le langage alggbrique engendte' par la grammaire G. Si u est un 
syst6me strict de paires it&antes de L, il existe un syst&me strict o’ de L, dtfduit de o et 
de me^me type, gram,matical pour la grammaire G. 
Preuve. Nous commencerons par faire le preuve dans un cas particulier, puis nous 
montrerons que le cas g&w%al se ram$ne & cc cas particulier. Posons: 
U=aO#Oul#l l l l #4n-2U2n#4n-1a2ne 
Nous supposons, dans un premier temps que l’alphabet X est I’union disjointe 
d’un alphabet Y et de 2n + 1 lettres t, x1, x2, . . . , ~2” et qua: 
aoEY*t;aiEtY*t pour i=l,...,2n-l,az,EtY* 
et 
UdEXiY* pour i=1,...,2n. 
Dbsignons par ITI, Hz, . . . , lI,, les paires sous-jacentes 30. 
Nous avons: I& = (ue u,,) et 16 li < ri G 2n. 
NOUS pouvons, sans perte de g&&alit& ordonner ces paires de telle sorte que: 
l&2<* l ’ < lm. La mise en evidence des paires sous-jacentes traduit un processus 
de construction du syst&me a, qui s’exprime par une suite a,, . , . , o-1 de systGmes: 
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et, pour i = 1, . . . , n - 1, ou bien ai = ni * Ui+l, ou bien Ui = Hi X Ui+i, OU bien 
encore CTi = (l7i * U’) X a” avec Ui+ 1 = d x a”. Notons que les deux premieres hypo- 
theses peuvent 6tre consider&s comme des cas particuliers de la troisibme, que 
nous traiterons done uniquement. 
Soit G’ = GnRattUj la grammaire canoniquement associee B G par la construction 
de la Proposition 1.1. Au vu de cette construction, il nous suffit de prouver le 
resultat cherche, pour la grammaire G’. Soit No l’entier associ6 & G’ par le lemme 
d’iteration d’Ogden [28]. Posons: 
Nous ferons la preuve par induction descendante sur i = n, n - 1, . . . , 1. Faisons 
d’abord i = n. Alors: n” = (zlk, ~k+~) ou encore:& = a(ulblv)c. 
Distinguons dans le mot g, les No occurrences de la lettre xk. Le lemme 
d’Ogden fournit une paire it&ante grammaticale (pour la grammaire G’) de L(G’): 
l7’-= a’(u’lb’lv’)c’ 
ou, soit a’, u’ et b’, soit b’, v’ et c’ contiennent des occurrences de xk. 
Montrons que v’ ne peut contenir d’occurrences de xk. En effet, sinon v’ ne 
contiendrait pas d’occurrences de ~k+~, car les mots de L(G’) sont des mots de 
Rat(a) et, dans les mots de Rat(o) aucune occurrence de xk ne peut apparaitre & 
droite d’une occurrence de x&+~, en particulier dans le mot a’u’2b’v’2c’, de L(G). 
Done t)kakv)k+l . l l v,,,a,,, est un facteur droit de c’. Mais alors la longueur en ~tk du 
mot a’u’rb’v’rc’ c&it strictement avec r alors que sa longueur en &+I reste fixe et 
egale B No. Ceci entre en contradiction avec le fait que l7” est une paire stricte de L. 
Par consequent, v’ ne contient aucune occurrence de la lettre &; done, a’, u’ et b’ 
en contiennent. Si l’on suppose maintenant que v’ ne contient pas d’occurrences de 
xk+l, nous allons aboutir a une contradiction analogue a celle qui pr&de. C’est 
done que: 
u’ contient des occurrences de xk, 
v’ contient des occurrences de &+l. 
Posons: 
u’= u”‘(uk)nl u” n 1 + 0, 
v’ = v”‘(vk)n2v” n2 + 0. 
Mais alors, le mot a’ut2b’vt2c’ &ant un mot de L(G’), les mots: u”‘u~luOu”‘u~lu” 
et v”‘v ~2v”v”‘v L*v” sont facteurs d’un mot de L( G’), done de Rat(o). 11 en resulte que: 
u”u”’ = U’, v”v”’ = v’_ 
Nous en deduisons que n’ est une paire it&ante grammaticale deduite de & Le 
caractere strict de n’ resulte de celui de ITn. Remarquons que, d’apr&s la forme de 
Rat(a), ni u’, ni 2)’ ne peuvent contenir d’occurrences de t. 11 existe, par consequent, 
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dans G’, des derivations: 
s* sg’# = fzoz.J1 ’ l . ak-Nk&dk+lVk+2 g ’ L h&n9 
s, 5 @k&Uk + 19 s k'ldk-&Ck+l 
tik = d, &+I = d, dktlkCk+l= 6’. 
Supposons maintenant que l’entier i est strictement inferieur B n et posons: 
Ui = (I& * U’) X U”, ui+l = (r’ x a”, ni = (WY Ur)* 
La maniere dont nous avons ordonne les paires solus-jacentes entrafne que: 
0 
’ 
=(w+1, l l l , &-I), ~“=G4jl, . . . , uqk) avec r < q1 < q2 <. . l c qk. Faisons I’hypo- 
these d’induction suivante: 
(a) 11 existe un systeme grammatical @i+l = @’ X 8’, 
tels que, si w’ et w” sont les pivots de 6’ et t?“, alors 
l 9 l c,, w”dq,,aqh l l l vmam, 
* 
ci+Mdr-l +vl+la+l . . l ~~-1, 
(b) Chaque non-terminal apparaissant dans w’ et w” se derive en un mot ayant 
un facteur afi Cette hypothese d’induction est satisfaite par err,. Distinguons, dans le 
mot gi+i, les No occurrences de la lettre x’. Le lemme d’Ogden fournit une paire 
it&ante grammaticale (pour G’) de L(G’): 
l7: = a’(u’lb’lv’)c’. 
Montrons que v’ ne peut contenir d’occurrences de ~1. En effet sine 2 U’ ne 
contiendrait pas d’occurrences de x, (mcme argument que prkkdemment) et la 
longueur en xI du mot a'u Inb'v ‘“c’ croitrait avec n, alors que sa longueur en xl 
resterait fixe, (wisque, de la definition d’un systkme strict, il ressort que les 
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iterations des paires sous-jacentes e font de mani&re indkpendante), ce qui est 
contradictoire. 
Done is’ eontient des occurrences de x1 et U’ des occurrences de x,. 
L’independance des paires sous-jacentes nous permet d’affirmer, d’une part, que 
ni u’, ni v’ ne peuvent contenir d’occurrences de t, car les mots de Rat(a) ant une 
longueur bornee en t et que d’autre part, au vu de l’hypothese (b), ni u’ ni v’ ne 
contiennent d’occurrences de nonterminaux, toujours d’apr&s la forme de Rat(o). 
Si nous posons 
u’ = u”‘(uI)II1u” et v’ = ~“‘(vk)~*v” (nl > 0, ~22 > 0), 
il vient, comme prCcCdemment e en utilisant toujours l’indbpendance des paires 
it&antes: nl = n2, u”l.4”’ =u’, vNv”‘: v’. I71 est done une paire i&ante grammaticale 
pour G’, ddduite de l& I1 existe, par consequent, dans G’, des dkivations: 
so 
* 
+gi = aovl l l l al -1q . . . 
Si :U’SiV’, Si f d, a, cl+1 w’d,-lar-sr. 
L’hypoth&e d’induction est done vCrifiCe par le systeme 
Ceci acheve la preuve, dans le cas particulier envisagk Placons nous maintenant 
dans le cas g&A=al. Soit: 
U=ao#lUlAc2 l l l #Jn-ZUZn #4n-iQ2n 
un systeme strict de L c X*. Soient t, x1, x2, . . . , x2,, de nouveaux symboles et 
Y=Xu{t,x2,. . . ,&}. 
Soient cp la projection de Y* sur X*, K le rationnel: 
K = aot(xg4l)*ta&x2u2)” l l 9 (x2nu2n)*fa2n 
et 
a’=a~t#oxlu1#~fa~t#2’ 9l #4n-lfa2m. 
u’ est une systbme de M = q-‘(L) et il est strict, puisque ~(0’) = a. D’aprbs la 
premiere partie de la preuve, il existe un systeme 6’, d6duit de (T’, grammatical 
pour la grammaire cp- 1 ts (si L = L(G)). Mais le systeme 3 = ~(6’) est dCduit de 
u = ~(a’) et, au vu de la construction de la grammaire ,&J, grammatical pour la 
grammaire G. Cl 
Nous allons maintenant prouver trois lemmes, relatifs aux trois Uments con- 
stitutifs d’une transduction rationnelle (intersection rationnelle, morphisme, mar- 
phisme inverse), qui nous serviront ti &ablir le Th6or$me de Transfert I. 1. 
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Lemme 1.3. Soit L un langage et K un langage rationnel ocal de X*. Si le langage 
L n K a&met un systGme strict de paites it&antes a, u est aussi un sysdme strict de 
paites it&antes de L. 
Preuve. Posons: u = a0 #Oul # 1 l l l #4n-2u2rr &-1a2~. Pour tout entier k positif 
ou nul, le mot aout . . l u&,azn est un mot de L n K. Puisque K est un rationnel 
local: 42064: l 9 . u&aZn G K. Done: 
Exp(a, L) = Exp(o, L n aouT l . l u&azn) G Exp(~, L n K). 
Or, puisque L n K G L, Exp(a, L n K) G Exp(~, L). 0 
Notation. Si Q est un morphisme de X* dans Y* et U= 
ao#oul#I- # 4n-2~2n #4n-1a2n un mot de (X u {( , ), I})*, posons: 
Q (@)= Q&#oQUl# 1 l ’ ’ #4”-2QU2n #4n-lQaZn* 
Lemme 1.4. Soient Ll c Y* et L+ X* deux langages et Q un motphisme de X* 
dans Y” tel que L2 = Q-‘(Ll). Si o est un systgme strict de paites it&antes de L2, alots 
Q(U) est un sysdme wict de LI, de me^me ‘ype que CF. 
Preuve. On a clairement Exp(cr, L2) Z ExP(Q(D), L1). 
D’autre part, si le mot cpaof& l l ; QU&pa2n appartient aL1 c’est que le mot 
a& . l l &a2” appartient BL2. Done: 
Exp(q(a), h) s =~(a, L2) 
Si f est un mot de A(w), cpf eSt un mot de A (I) et si f’ est un mot de Rat(cr)\A (ar) 
ZhrS cpf’ eSt un mot de Rat(cp @))\A (Q (cr)). c] 
Lemme P.S. Soient L1 c Y* et Lz] c X* deux langages alge’btiques et ?P un mot- 
phisme de X* dans Y* tel que L1= IP(L2). Si L1 admet un systgme strict de paites 
it&antes, a, L2 admet un systgme St&t, de m8me type que a. 
Preuve. Soit G une grammaire quelconque ngendrant L2 et Gp la grammaire 
canonique issue de G, engendrant LI. D’aprbs le Lemme 1.2, tout systbme strict a 
de La, admet un systeme 8, deduit, de mbe type, grammatical pour la grammaire 
Gv,. De la construction de Gp, il ressort que l’on peut faire correspondre a 5 us 
systeme &de L2, qui est lui, grammatical pour G et: 
Exp(& L,) = Exp(& Lr). 
6 tst strict et de m8me type que 5, done que u. Notons que si f est un mot de A (3) 
il existe un mot g de A (3) tel que pg = f et que si f’ est un mot de Rat(S)\A (6) 
alors, il existe un mot g’ de Rat(&)\A (&) tel que pg’ = f’, car, a chaque derivation 
dans Gyp nous pouvons associer une derivation dans C. Cl 
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Des Lemmes 1.3,4, 5, nous deduisons le: 
Thhokme 1.1 Lz sont deux fungages alg& 
briques et Tune transduction rationnelle telle que TL2 = L1 et si L1 admet un sys@me 
strict de paires i&antes al, alors Lz admet un sysdme strict 02, de mgme type que 01, 
vkifian t : 
(i) Vfs Ah) 3fl E Ah) tel we fl E Tf2 
(ii) Vf2 E Rat(az)\A (~2) 3fi E Rat(cr)\A (al) tel que fi E Tf2. 
Remarque. Le Theoreme de Transfert n’est plus vrai, si l’on n’exige plus que le 
langage L2 soit algebrique, comme le montre le contre-exemple suivant: L2= 
{x nyn~n 1n E AT} et !P est le morphisme projection de {x, y, t}” sur {x, y)*. Alors: 
1yL2 = {x”Y~ 1n E N}. Le Lemme I.5 n’est pas v&if% car le langage L2 n’admet 
aucune paire it&ante stricte. 
Cependant, il reste que le Theo&me de Transfert est avant, tout, une propriM 
des transductions rationnelles, et pas des langages algebriques et que l’kueil 
presente ci-dessus provient de la definition particuliere que nous avons don&e 
d’une paire it&ante. Si nous definissons des triplets it&ants et des systbmes de 
triplets it&ants, il parait possible d’obtenir pour ces objets un ThCoreme de 
Transfert. 
Remarque. Le Theoreme de Transfert des systemes de paires it4rantes peut &re 
prouve dans un cadre plus gem&al que celui des systemes tricts. Si l’on definit, 
comme Boasson [8], des paires strictes a gauche, B droite, tres strictes etc. . . . et les 
systemes correspondants (ceux que Berstel[6] appelle systemes non-deg&Gres), on 
obtient pour ces objets un nouveau Theoreme de Transfert (cf. [6)). 
II. UNE CARACTERISATION DES GENERATEURS ALGEBRIQUES 
La seconde partie est consacree a un exemple d’utilisation de l’outil que nous 
avons defini et etudie dans la premiere partie: les systemes de pair& it&antes. I1 
s’agit d’une caracterisation des langages qui sont g&Grateurs du cone rationnel, 
que constitue la famille des langages algebriques. 
Nous commencerons en donnant les &on&s des resultats principaux de cette 
partie. 
IPJotation. Nous disignons par X l’alphabet {x, y, z, c”, # , $} et par E’ le langage 
algebrique ngendre par la grammaire dont les regles sont: 
so+ #S$; s+xsysz; SW. 
E’ peut etre consider+ comme le langage de Schtitzenberger E [29], place entre 
deux marqueurs # et 9. 
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Proposition 11.1. Si le langage alge’brique L, engendre’ par la grammaire G = ( Y, A, 
P, So) est g&&ateur aigebrique, G admet une sowgrammaire G’, dent les r&ies sont 
de la forme: 
So-,f&1; 
(oti fl, f2, gl, g2, h, h2 sont des mots de Y”), telie que, si M dksigne ie iangage 
engendte’ par G’ h partir de So, il existe un rationnel K de Y*, satisfaisant: 
M=LnK. 
La Proposition II.1 est une proposition technique que nous utilisons pour 
prouver la: 
Proposition 11.2. Le langage L de Y” est ghaejateur aigebrique, si et seuiement si ii 
existe un morphisme 8 de X * dans Y *, deux rationneis K et k, respectivement de Y * 
et de X*, tels que: 
(i) 8E’= LnK, 
(ii) W’(L nK)n k = E’. 
T&&me 11.1. Si le langage L de Y* est gtWrateur algibrique, il existe un rationnei 
K de Y*, tel que L ;7 K soit un gh!rateur aigibrique non-ambigu. 
Les &on& de la Proposition II.2 et du Thkorkme II.1 peuvent se rbnir pour 
former le: 
Thborkme 11.2. Le langage L de Y* est gt%z&ateur aigibrique, si et seuiement si ii 
existe un morphisme 0 de X* dans Y”, deux rationneis K et k respectivement de Y* 
et de X*, tels que: 
(i) 8E’= Ln K, 
(ii) tF’~LnK)nk=E et VfELnK,card(O‘*fnk)=l, 
(iii) L n K est un g&u?rateur algibrique non-ambigu. 
Remarque 1. L’ensemble OX ne constitue pas, au sens strict, un code ie Y*. En 
effet, d’une part, nous n’assurons pas le dkomposition unique sur OX dt:s mots de 
Y* qui n’appartiennent pas au langage L et, d’autre part, l’unicit6 du dkodage des 
mots de L suppose un filtrage par le rationnel k. Aussi ne pouvons nous pas utiliser 
le tcrme de code et devons nous definir la notion de noyau. 
Wfinition 11.1. Le langage N de Z* est un noyau du langage L de Y*, si et 
seulement si il existe un morphisme 0 de Z* dans Y* et un rationnel R de Y*, tels 
que: 
(i) O-‘L n R = N, 
(ii) VfELcard(O-‘fnR)=l. 
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Dans ces conditions, nous pouvons enoncer le: 
Corollaire 11.1. Tout ge’nirateut alge’brique admet le langage E’ comme noyau. 
Remaaque 2. Le Th6oreme II.1 peut s’interpreter de la mani&e suivante: pour 
construire en generateur algebrique, qui soit un langage ambigu, il existe une 
methode simple. Elle consiste h choisir un generateur algbbrique quelconque, 
prendre un langage ambigu sur un alphabet disjoint et faire l’union de ces deux 
langages. 
Le Theoreme II.1 dit que, fondamentalement, cette methode est la seuk 
possible. 
Abordons maintenant les preuves des Propositions et Theoremes pr&ites. Seules 
les conditions necessaires sont a demontrer, puisque I’on sait [29], que le langage E’ 
est un generateur algebrique. 
L’idee de la preuve des Propositions II.1 et II.2 est la suivante: le langage de 
Dyclc restreint 07 admet des systemes tricts de paires it&antes, de type arbi- 
trairement complique. Si nous supposons qu’un langage L est gCn&ateur alg& 
brique, il s’envoie par transduction rationnelle sur tout langage algCbrique t, en 
particulier, sur le langage 07. D’apres le Theoreme de Transfert, dtmontr6 dans la 
partie I., L admet done, lui-mtme, des systemes tricts de paires it&antes, de type 
arbitrairement complique. 
D’apres le Lemme 1.2, nous pouvons rendre ces systemes grammaticaux. D&s 
lcrs, l’existence de systemes tricts arbitrairement complexes, grammaticaux pour 
une grammaire qui n’a qu’un nombre fini de regles, n’a lieu que parce qu’il existe, 
dans les systemes, certaines regularit&. Et c’est pr6cisCment l’expression de ces 
regularit& que constitue l’enonce de la Proposition 11.1 et, de 15, de la Proposition 
11.2. 11 importe de bien remarquer que ces deux Propositions n’entrainent pas le 
TheoremeII.1, bien que le langage E’ soit un langage non-ambigu; car, le fait, pour 
un mot f de L nK d’admettre plusieurs derivations gauches distinctes, dans la 
grammaire G’, entraine simplement, que plusieurs mots distincts de E’, lui cor- 
respondent par l’intermediaire du morphisme inverse 8-l. Le preuve du ThrSor&me 
II.1 fait intervenir des proprietes combinatoires du langage E’ et est entibrement 
independante de la preuve des Propositions II.1 et 11.2. 
Preuve de la Proposition II.1. Cette preuve debute par un lemme, relatif & un 
generateur algebrique particulier, le langage de Dyck restreint 07, sur un alphabet 
& quatre types de parentheses. Lorsque nous voudrons exprimer qu’un langage L, 
quelconque, est un generateur algebrique, c’est la transduction rationnelle qui 
l’envoie sur 07 que nous cho:islrons de consid&er. Les raisons du choix de l’entier 
4 (plutbt que, par exemple, l’entier 2), sont d’ordre essentiellement pratique: elles 
tiennent au fait que nous allons considerer le langage Wi*, comme le langage W$*, 
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dans lequel nous nous permettons d’utiliser deux marqueurs, ceci afin de rendre 
plus commode la mise en evidence de systkmes tricts de paires it&-antes. Nous 
consid6rons Oi* comme le langage &rit sur I’alphabbr 24 = (xl, x2, x3, x4, &, Z2, 
&, &} et engendrb par la grammaire dont less Ggles sont: 
s+ss; S+xiS~i pouri=l,2,3,4; S+&. 0 
Lemme 11.1. Le langage u rique Di* admet des systzmes stricts de paires it&antes 
de type arbitraire. 
Preuve da Lemme 11.1. La paire it&ante II = x4(&&1 TI)& est une paire 
i&ante stricte de 0;“. 
Supposons que, pour tout type t’ de longueur strictement infkrieure & un entier 2 
don& Di* admette un systeme strict de type t’ et ssit t un type de longueur 1. 
Alors, d’apr&s ‘ra definition d’un systeme de paires it&antes, 
ou bien: t = (t’), ou bien: t = (t’)(t”) 
avec It’l, It”l, It”‘1 + L 
D’aprgs l’hypothkse d’induction, Di* sdmet des systemes stricts -de paires 
it&antes, cr’, u” et Q”‘, de types respectifs t’, t” et t”‘. 
Dans le premier cas, le systkme: 
est, pour tout entier r, un systime strict de paires it&antes de Di*, de type t. 
Dans le second cas, le sy&me: 
est, pour tous entiers q, r et s, un systeme strict de pair-es it&antes de 07, de 
type t. cl 
Nous atrivons maintenant au point, annonce dans la presentation de la preuhre de 
la Proposition 11.1, qui petm% de relier systemes stricts de type arbitraire et 
systemes grammaticaux. 
Lemme 11.2. Si le lungage afg6brique L c Y* admet des sysdmes stricts de paires 
it&antes de type crbitraire alors, pour toute grammaire 6 engendrant L, L admet un 
systt?me strict, grammatical pour G, de la forme: 
a =fila~lf~(a~l~2lb2)~(a3l~~lb3ls3lbllg: 
(oti fr, fi, al, a2, as, bl, b2, b:, h, h2, h3, gl, ge Y*) tel que, dam G, on ait les 
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dkrivations : 
so ;flsgl; S falSbl; S :f2ShSgJ; 
Ce 
* * * 
S +a#b2; S :a3Sbs; S +h2; S- hJ. 
systeme, represent6 schemaiiquement par: 
S 
sera dit systime strict, complet pour G, de L. 
Preuve du Lemme FI.2. Soit qc; le nombre de non-terminaux de la grammaire G. 
Considerons la suite de types &k-,ie par: 
t0.n = (N N”); t1.n = (tlS.n); l 9 l ; tin,n = (t”m-1.n) 
D’apres l’hypothese faite, L admet, pour tous entiers m et n un systkme strict de 
paires it&antes de type tm,n. D’apres le Lemme 1.2, il est possible d’en d6duire un 
systeme strict de m6mc type, qui soit grammatical pour la grammaire G. 11 suffit 
maintenant de choisir les entiers m et 
nouveau systeme deduit, qui, d’apres 
cherche. Cl 
Lemme 11.3. Si le langage algibrique I 
conditions d’application du Lemme 11.2. 
, est gtC&oteur alggbrique, L est dana les 
n superieurs a qG + 1, pour obtenir un 
le principe des tiroirs, est le syst&me 
Preuve du Lemme 11.3. Si L est generateur algdbrique, il domine rationnellement, 
en particulier, le langage Or;“. Puisque, d’apr& le Lemme II. 1, Dk* admet des 
systemes tricts de type arbitraire, d’apres le Thkoreme de Transfert, il en est de 
m6mc +le L. Cl 
IMnition 11.2. Si u = f~(allf2(a2[h2(62)h(u~lh~lb~)g~lb~)gl (air fl, f2, al, ~2, w bl, 
b2, bj, h, h2, h3, gl, g3 E Y*) est un systeme strict, complet pour une grammaire G 
engendrant L, du langage L, It: rationnel R,-,,G associe $ a, pour la grammaire G, est le 
rationnel quasilocal: 
R u.G = (ifdkdi(flr fz), (fi, fz), (f2, h2h @29 td h gd, 
(g3, ah h W, h fz), (h. h2)) 
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c’est-h-dire le rationnel reconnu par I’automate fini represent6 schematiquement 
de la manike suivante: 
h 
Remarqoe. Si u cst un systeme complet pour G, il existe dans G des derivations: 
So &Sgr ; S $‘#rSg3; S f/z* et on peut considerer que le rationnel I&G controle 
les transitions (entre les mots fi, f2, h, h2, gl, g3) intervenant dans les combinaisons 
des trois derivations ci-dessus. 
Dhfinition 11.3. Soit f un mot de Ro.~. Le dkomposition: 
f =m1m2-m,, miEX*pOUri=I,...,n, 
est un dtkomposition de f suivant Ro.~ si: 
(i) ml=fi;m,=gl 
(ii) Vi = 2, . . . , ,n - 1, mi E U2, h2, g3, hl 
(iii) Vi = 2, . . . , n - 1, (mi, mi+l) est une transition du rationnel quasi-local Ro,G. 
DiMnition 11.4. Si R,G et R,+,e sont deux rationnels associks & des systkmes 
complets o et 6, de deux langages L et i, il existe une bijection naturelle entre les 
ensembles (fi, f2, h g3, gl, hl et 6 A, 62, &, $5, cl* 
NOUS disons que le mot f, correspondant au mot f, pour la dkomposition f = 
rngn2 9 9 l m, suivant Ro,~, est: f = elfi l . l fi,. 
Lemme 11.4. Soit L un langage algibrique dominant rationnellement Di* (TL = 
Di* ) et G une grammaiw engendrant L. Alors, il est possible d’obtenir une gram -
maire 6, engendrant 07 et deux systt!mes stricts CT et v, complets respectivement pour 
G et 8, respectivement de L et 07, qui vtfrifient: pour tout mot f de R,,G et pour toute 
d&composition de f suivant le rationnel Ra.G, le mot correspondant ci cette d&corn- 
position de f dans R,c, f: est un mot qui appartient ti Tf. 
Preuve. Posons T = (cp, #, R) et soit G’ = Gr\+ On a, bien entendu: T(L(G’)) = 
Di* et la transduction rationnelle T associe 5 la grammaire G’, canoniquement, 
une grammaire & engendrant 07. Par co&quent, d’aprks le Th6orkme de 
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Transfert, on peut, B chaque systeme strict v de Di*, complet pour la grammaire G
faire correspondre un systeme strict de m$me type, de L. De la construction m8me 
de 18 grammaire &, il resswt, en outre, que ce systeme est complet pour la 
grammaire G’, done pour la grammaire G. 
Ee Th6or&me de Transfert nous assure que la correspondance indiquee dans 
Penonce est bien rCalisee. 0 
Lemme 11,s. Pour toute grammaire & engendrant 07, il est possible d’obtenir un 
systeme strict v, complet pour 6, de D i*, tel que tout mot de R,c admette une 
decomposition unique suivant RV,e. 
Preuve. Si ncus decidons de fixer, lorsque nous constr-uisons les syst&mes stricts de 
paires it&antes de Die, au Lemme II. 1, la valeur des entiers 4, I et s, soit qo, ro et SO 
et d’utiliser, a chaque pas de la construction, ces valeurs, nous sommes certains de 
pouvoir d&composer les mots fi, f2, hi, h, g3, gl donnees par le Lemme 11.2, ew 
fi =f:xw, g1= g’lx’Pg’i, 
f2 =fx%, g3 = gm& 
h = h’x_pxph”. 
Or, le systeme: 
6 =f’l (~;DIfl;(a~Jf;(xqolf~(42)h21b~)h113~) 
(d” Ih”(alh3lb&; jRP)g3N Ibdg’l Ix’;“)gf 
est un systeme strict de paires it&antes de DI;“. 
Soit No l’entier qu’associe le lemnre d’Ogden B la grammaire G. En choisissant 
les entiers ro, so et y. supkieurs B No, nous sommes certains de pouvoir obtenir un 
systeme A, deduit de 6 et de meme type, grammatical pour 
systeme, nous le notons: 
la grammaire & Ce 
v; Ix-;‘)v;l(b’1 )v’l Ix-;+:, 
oii: 
En effectuant convenablement certains regroupements, nous pouvons obtenir 
des systemes deduits, qui sont egalement grammaticaux. Ainsi, pour tous entiers i, j 
et l, le systtime: 
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Posons no = max(luiuiI, lz&uiI, Iw’w”w”‘l, lu$ugI, Iv~z$I) et choisissons les 
entiers i, j et I suphieurs B 2 . no+ 1. 
Soit u le systBme strict, complet pour &, 62 07 : 
ok 
v= u~(u’llu*(u~~w2lb~)~(~~l~3l~~~~3~~’l~~l~ 
UK=: u’l, rI-S n I qr-i tt u2=x1 UlU2X2 u29 
Nous allons dhmontrer que tout mot du lazgage rationnel R,e admet une 
dhomposkion unique suivant R,b. 
Supposons que le mot f se dhompose de deux man&es, suivant R,c: 
et soit n le plus petit entier tel que: g, # g;. 
Pour fixer, les idCes, nous pouvons supposer que le mot g, est plus long que le 
mot g: et done que: 
gm = da:: avec gi # 8. 
Le mot g,, est le seul bl6ment de l’ensemble {ul, ~2, w, vl, ~3) & contenir plus de 
2no occurrences d’une certaine lettre z’ de 24. g;, lui, et le seul B contenir plus de 
2no occurrences d’une lettre t” et: g,, # gk entraine z’ # 2”. 
11 est done impossible que gk soit facteur gauche de g,. tl 
Lemme 11.6. Soit v le syst6me de Dk* donne’par le Lemme II.5 4410rs Di* n R,e est 
le langage M engendre’ pat la grammaire dont les rggles sont :
so+ UISUlr S + U2SWSW3, S + W2. 
Preuve. L’inclusion A4 G R,,,e va de soi. 
D’autre part, puisque v est un syst&me strict, complet pour &, de Di* : M c 07 
et: 
M s D:* A R,G 
Ddmontrons maintenant l’inclusion inverse, par recurrence sur la longueur des 
mats de Di* n R.4. Le mot le plus court de E)i* n R,c est: 
g = ulu2w2ww2v3I)l 
En effet, le choix des mots ul, ~2, ~2, w, 03 et VI est tel que l’ecriture de u2 et 
done, en particulier, de plus de 2no occurrences de la lettre x2, appellc l’kriture du 
msme nombre d’occurrences de la lettre Sf, obligatoirement placees dans un 
facteur w (pour que la r&tuction de yck restreint du mot &it soit possible). 
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Or, le mot w contient, d’autre part, plus de 2no occurrences de la lettre x3, et les 
occurrences correspondantes de la lettre X3 ne peuvent &re obtenues que par 
l’ecriture du factew 3. 
On v&ilk aisement que g est un mot du langage M. Supposons l’inclusion vraie 
pour tous les mots de 07 n R,c: de longueur inferieure B un entier I don&, (avec, 
bien stir, I * jgl) et soit f un mot de 07 A R,,,c de longueur 1. Pour fixer les id&s, 
nous pouvons supposer que, par exempler f = f&z. 
Les remarques faites ci-dessus sont toujours valables et le facteur f2 se 
decompose B son tour en: 
fz = hlwhzvsh3 
Nous pouvons, de plus, affirmer que le mot: 
f 
I 
= ulu2hl wh2v3vl 
est un mot de 07 n R,e. Notons maintenant que ce mot est certainement plus 
court que le mot f, si nous avons pris la precaution de choisir l’occurrence de facteur 
u2 la plus a droite possible, dans le mot /‘. 
D’apres l’hypothese d’induction, f’ est un mot du langage A4 Le mot f” = fi wzh3 
est, lui-aussi, un mot de 07 n I?,&, plus court que f, done, lui-aussi, un mot de M. 
Pour pouvoir conclure, il suffit d’utiliser la Proposition suivante, dont la preuve 
est renvoyee en annexe. 
Proposition I1.1. Si les mots fihf2, ulhvl et udz’vl (OG fi, f2, h et h’ soot des mats de 
2,” ) sont, tous trois, des mots de M, alors le mot fih’f2 est, lui-aussi, un mot de 
M. 0 
Lemme 11.8. Si L est un g&+ateur algtbrique, krit sur l’alphabet Y, il existe un 
langage rationnel K de Y* et des mots fi, f2, gl, g3, h2 et h be Y*, tels que, si L’ 
dt%igne le langage engendre’ par la grammaire dont les rt?gles sont : SC, + faSg1; 
S + ftShSg3; S + h2 alors: L’ = L n K. 
Preuve. Soit G une grammaire ngendrant L. Puisque L est g6nerateur algebrique, 
il existe une transduction rationnelle T qui envoie L sur 07. Cette transduction 
permet d’associer a la grammaire G une grammaire G engendrant 07. Soit v le 
systeme strict, complet pour G, de 07, don& par le Lc.-;rme II.5 et CT le syste 
strict, complet pour G, de L, qui lui est associe par le Lemme 11.4. 
Posons: a=fi(allf2(azlh2162)h( a3 3 3 Ih lb jg i’ 3 u&, r;f montrons: L n &,0 = L’. 
Puisque c est un systeme complet pour G: 
Soit f un mot de L n RO,G. f admet au moins une decomposition suivant R,G et 
le mot icorrespondant a cette decomposition de f est un mot de R,G n Tf, d’aprss 
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le Lemme 11.4, done un mot de M, d’aprbs le Lemme 11.7. f est, par consequent, un 
mot de L’ et: 
11 suffit maintenant de remarquer que, puisque 0 est un systeme complet pour G, 
la grammaire G’, engendrant L’, don&e dans 1’6nonc6 du Lemme I? 8, est une 
sous-grammaire de G. 
Ainsi s’achbve la preuve de la Froposition II. 1. 
Preuve de Ia Proposition 11.2. Avec les notations prkedentes definissons les 
morphismes 8’ et S, respectivement de (~1, u2,01, ~3, w, WZ}* dans P(ul, f2, gl, g3, 
fz, h2}*) et’de (a, b, c, d, #, s}* dans (fi, f2, gl, g3, h, hd* par: 
Q’ Ul ft 
u2 f2 
Vl g1 
03 g3 
w h 
~2 h2 
x f 2 
s g1 
z & 
Y h 
t h2 
- 
Nous avons alors: 
Q’M = L’= L n RBo, 
W'L'n R,c = M, 
OE’ = L’ = L n Ro,G, 
@-‘L’n k = E’. 
oh k dbsigne le langage rationnel local: 
k={{#}l{~}l(#,x),(x,x),(x,t?,(t,y),(~,t),(t,t),(r,r),(y,r)(x, %I. c1 
u Thiiorhme 11.1. Rien ne nous permet d’affirmer que la grammaire G’ est 
non-ambig& Ce que nous allons montrer, c’est que, quel que soit le caractere de 
cette grammaire, elk admet une sous-grammaire qui, d’une part, est non-anmbigug 
et d’autre part, possbde les memes propriMs que G’, vis a vis d’un systeme strict de 
L, complet pour la grammaire G, qui est un systeme deduit du syst&ge o, qui induit 
la grammaire G’ (cf. Lemme 11.8). 
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Rappelons que u est not& 
u = fi(a1lf2~~2)~2l~*~~~~3l~31631~3!~1~~1 
et que G’ est csnstitu$e des r&gles: 
So+f&1; S +f&Sg3; S+h2. 
Nous posons: 
( 
f’ = fd2, h’ = hf2f2h2h, 
g’ = g3hhmg3hh2a m’ = h2, 
I 
f” = f ‘m’h’f’f ‘m’h’f ‘, h” = h’m’g’g’h’, 
g” = g’g’, m” = hZP 
et, pour un entier p, fix& que nous pr6ciserons: 
( 
f” = fs@p+2), h I” = (h ‘Im ag”)bh I’, 
g” = gII/ffd~P)mII(hIImIIgII)%‘gII, mIII = h2, 
Soit G”’ la grammaire dont les Sgles sont: 
so+flsg1; S +f"'Sh"'Sg"'; S + m"'. 
Lemme 11,9. G”’ est une sous-grammaire de G’. 
Preuve. Elle se ram&ne ti une simple vbrification, qui peut Ctre trouvbe dans [4]. 
Lemme II.10. II n’y a aucune perte de ge’nt!ralite’ d supposer que la grammaire G’ est 
telle que :
If2l~2lhI+L If2Wh2l+ 1, 
lg3l~Wl+L Is31 2 2lh2(+ 1 l 
Preuve. Reportons nous au Lemme 11.5 les entiers i, j et I, intervenant dans la 
dCfinition du systEme &,I, n’ont d’autres contraintes que d’$tre supbrieurs B un 
certain entier don&. Par consequent, sous cette contrainte, nous pouvons laisser j
et I fixes, et faire croitre i. Ce faisant, nous faisons croitre les longueurs des motto u2 
et v3 de 2: (car rl2~ 0) et, en con&quence, des mots f2 et g3 de Y*, alors que les 
mots w2 et w de Zz, et done h2 et h de Y*, restent inchanges. 11 existe done 
certainement un choix de l’entier i. qui conduit & une grammaire G’, satisfaisant les 
conditions demand&es. 0 
Si la grammaire G’ satisfait le Lemme IL 10, la grammaire G”’ est 
non -ambiguZ. 
G&&ateun ai&briques et :ysdmes de paires it&antes 319 
Preuve. supposons Giii ambigui. 11 existe alors un mot f de L(G’“), qui admet 
dans G”’ deux derivations gauches Jistinctes. De la forme de la grammaire G”” (les 
mots de L(G”) ont des transitions bien determinCes), il ressort que deux cas cant B 
envisager. 11s correspondent aux deux configurations uivantes: 
ler cas. Mcus iivons: f = uf”‘u’ = utpt “W’W’ et les decoupages du facteur u, en 
mots de H = ffl, gl, f”‘, h’“, m”‘, g”‘), compatibles avec la grammaire G’” (c’est B dire 
reprkentant un frdcteur gauche possible d’un mot de L(G”‘)), coincident dans ces 
deux decoillposi tions. 
D’apres lc &oix fait des mots f”‘, h”’ et m”‘, nous pouvons &ire: 
Puisqw : 
nkessairemenf : 
f2 = h&f: 
d’ou: 
Finalement, en utilisant un result cia&que (cf. [Z]). on obtient que les mots f2 
et hzh sent puissances d’un m6me kot. Or, rr ‘qette affirmation entre en contradiction 
mx les propri&& de la grammaire G’. En &et, sous cette hypothese, ie mot: 
f:fMGm = fihzhfdm 
&ant un mot de L(G’j, u apadL “-+q le Lemme ITA., its mots: 
UlU2W2WW2V3Vl et UlW2WU2W2V3Vl 
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seraient, tous deux, des mots de D i*, ce qui est impossible, au vu de la construction 
de’s mots ul, ~42~ vl, 03, 212 et w. 
22me CQS. Nous avons: f = uh”‘m”‘g”‘u’ = uh”‘f”‘u”. 
Kemarquons alors que, pour peu que l’on choisisse l’entier g, intervenant dans la 
definition de la grammaire G”‘, suffisamment grand, le configuration est, en fait, de 
la forme suivante: 
f = uhlllm’l’gl’hllj?‘l(2P)u’l = uhlllfll”(~~+~! 
Nous retrouvons un cas analogue a celui que nous avons deja trait& La 
conclusion en est que les mots m”‘g”h” et f “(‘) sont puissances d’un meme troisibme 
mot. Dans ce cas, la contradiction nait de la double decomposition, du mot suivant 
de L(G’): 
Pour clore la preuve du Theoreme 11.2, remarquons que si nous appelons encore 
0 et k, respectivement le morphisme cunstruit B partir de la grammaire G”’ et le 
rationnel de 2: associe, le non-ambiguite de la grammaire G entraine que, pour 
tout mot f de L(G”‘): 
Card@-‘f n k)= 1. 13 
Nous citons maintenant deux nouveaux corollaires de ce Th&orkme. 
Corollaire 11.2. Pour tout g&6rateur algtfbrique L, il existe un langage rationnel K, 
tel que L n K soit un g&krateur algebrique, &erministe. 
Preuve. Elle reprend presque enti&rement celle du Lemme II.1 1. Au vu de la 
forme du rationnel K, associ6 & la grammaire G”‘, un seul cas vient s’ajouter B ceux, 
deja ktudik et conduisant Zi des contradictions. Ce cas est celui oti il existe un mot f 
de L(G”‘), se dkomposant en: 
f = ug”iu’ = uh”‘u”, 
D’tipr?s la construction de G”‘, f se dkompose alors aussi en: 
f = ug’g’u’l = uh’m ‘g’g’u ‘;. 
Or, nous avons suppos6 qk. 
Id % WI + Im’L 
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Les arguments de_@ utilises valent toujours et m&rent B la conclusion que les 
mots h’m’ et g’g’ sont puissances d’un m$me troisieme mot. 
La contradiction nait alors de la double decomposition du mot g de L(G): 
g = f J ‘m’h’f ‘m’,h’m’g’g’gl 
I 1 = fif’m’h’f’m’g’g’h’m gl. Cl 
CoroUaire 11.3. Un langage commutatif ne peut e^tre gknkrateur algbbrique. 
Preuve. Si L est commutatif, pour tous mots fi, gl, f ‘, g’, m’, h’, on a: 
fif’m’h’m’g’gl E L*flglf “g’h’m’m’ E L. 
Done L ne peut &re generateur algebrique. 0 
Nous terminerons par deux remarques, de caractere fort different: 
Remarque 3. Si le langage L s’envoie sur le langage 07, par une transduction 
univoque, alores 8X constitue un code de Y*. Nous conjecturons: 
Pour tout g&&rateur algebriqu.e, on peut obtenir le morphisme 0 du Theoreme 
11.2, tel que OX soit un code de Y*. 
Remarque 4. Puisqu’il y a identite entre la famille des generateurs du cone ration- 
nel et celle du full-AFL des langages algebriques [lo], nos r&Mats peuvent, bien 
entendu, 8tre &ion&s en utilisant cette seconde terminologie. 
Annexe 
Preuve de la Proposition 11.1. M est un langage prefixe. En effet, supposer le 
contraire entre en contradiction avec le Lemme 11.5. Les derivations, dans la 
grammaire donnbe GM, engendrant M, des mots ulhvl et u&‘u~ sont necessaire- 
ment de la forme: 
11 existe done deux derivations dans GM: 
SSh et S sh’. 
322 J. Beauquier 
Sam perte de generalite, nous pouvons supposer que le mot h commence par le 
facteur u2, et ce facteur a necessairement et6 g&&C par application de Ia regle: 
s + u2swsv3* 
L’alternative est la suivante: ou bien l’occurrence du facteur 213 g&&e par la 
rkgle ci-dessus est le facteur de h le plus B droite et il existe dans GM une 
derivation: S &Sf2 ffihfi. et done une derivation: S ffisfi ffih’f2. ou bien non. 
Mais eette seconde hypothese entre en contradiction avec le fait que A4 est 
prefixe. II 
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