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WE DEFINE finite-type invariants for graphs as functionals on certain finite-dimensional vector spaces generated by 
spatial graphs. These invariants are generalizations of Vassiliev’s knot invariants to links and graphs, but our 
methods are quite different from those used in his paper. We show how to calculate finite-type invariants. In the 
case of links, we show a way to relate the invariants on links with different numbers of components, and we 
generalize a theorem of Birman and Lin to show that the Jones, HOMFLY, and Kauffman polynomials can be 
interpreted as sequences of finite-type invariants. Copyright 0 1996 Elsevier Science Ltd 
0. INTRODUCTION 
The original motivation for this paper was to calculate Vassiliev’s knot invariants directly 
from three axioms which characterize them, which were given in [Z]. The approach that we 
developed turned out to give invariants of embeddings of an arbitrary abstract graph I into 
R3. When I is homeomorphic to a circle, then the invariants we get are the same as 
Vassiliev invariants, and when I is homeomorphic to a disjoint union of circles we get link 
invariants. 
With the exception of the proof of Theorem 3, which is due mostly to Birman and Lin, 
none of our proofs rely on results from [S] or from [2], but these two papers provided the 
inspiration for what appears here, and provided the basic framework in which we work. In 
order to analyze the space of knots, Vassiliev considered the “walls” that divide the 
connected components (which are knot types) of this space. These “walls” are represented 
by immersions of s1 into R3 which fail to be embeddings at one point, where the immersion 
has a transverse self-interaction (meaning that the two derivatives there are linearly 
independent). The addition of these singular knots, or spatial graphs, makes the space of 
objects that we study a connected space. Between any two knots, or spatial graphs, there is 
a path which passes through a finite number of these singular knots. Similarly, we may 
consider paths which connect two knots, each with k singularities, and which cross through 
a finite number of knots with k + 1 singularities. Vassiliev analyzed the way all these knots 
and graphs fit together by computing the cohomology of a sequence of finite-dimensional 
approximations to the space of maps from s1 to R3, and then showing that certain 
subgroups of the cohomology stabilize as the approximation gets finer and finer. The result 
was a combinatorial scheme for producing, for any n, a set of numeric knot invariants, said 
to have order less than or equal to n. In [a], Birman and Lin simplified the combinatorics of 
Vassiliev’s approach, and showed that his invariants are characterized by three axioms. Our 
generalization of Vassiliev invariants to links proceeds by analyzing the set of all link 
invariants which satisfy these axioms, which were formulated in [Z] for the case of knots, 
but which can easily be taken to describe invariants of links, or of embeddings in R3 of some 
abstract graph I. For Vassiliev’s method applied to links, see [3]. 
‘Research supported in part by the National Science Foundation, and by the Geometry Center at the University of 
Minnesota. 
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As with knots, we must enlarge the set of objects that we study to include links with 
some finite number of singularities, points where the link intersects itself in R3. A link 
diagram will now be the usual object in IR’, except that in addition to some of the crossings 
in lR2 being labeled positive and some negative, some of the crossings will also be labeled as 
singuIarities, as in the example in Fig. 1. Links with singularities may be considered as 
graphs in lR3, if we require that the vertices be rigid, or fiat, meaning that in a neighborhood 
around each vertex the graph lies in a plane in R3. We shall call the vertices that arise in 
links with singularities crossing vertices. We think of these singular links, or graphs, as 
objects which keep track of crossing changes. For example, we think of G, in Fig. 2 as 
representing the crossing change from G_ to G+ . Given any numeric link invariant U, the 
first axiom is 
(o.l*) u(G,) = u(G+) - v(G_). 
This axiom by itself puts no constraints on z, as a link invariant, but merely serves to define 
o uniquely on graphs which are singular links. The second axiom is what makes ZI comput- 
able: 
(0.27 There exists some n such that u(G) = 0 if G has more than n crossing vertices. 
The least such IZ is called the order of zi. 
We call an invariant which satisfies (O.l*) and (0.2*) a unite-tame in~uriu~t. Finite-type 
invariants of knots are the same as Vassihev invariants, module the constant invariant, 
which is ruled out by the third axiom from [2]. We will introduce in Section 4 one more 
axiom in order to relate the values of v on links with different numbers of components: 
(0.3*) v(L) = v(L LI unknot). 
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So v is insensitive to the addition or deletion of an unknotted and unlinked component. It 
turns out that this is the only disadvantage to imposing (0.3). Finite-type invariants 
satisfying (0.3), together with the link invariant which counts the number of components 
(which in the absence of (0.3) is a zeroth-order invariant), are as powerful in distinguishing 
links as finite-type invariants which are not constrained by (0.3). The advantage of (0.3) is 
that it makes the space of all link invariants of order less than or equal to it finite- 
dimensional. We call this space FTL,*, and our methods give a presentation for it with 
a finite number of generators and relations (see the corollary to Theorem 1, and Proposi- 
tions 4.14.3). 
Birman and Lin showed in [2] that the HOMFLY and Kauffman polynomials of a knot 
are each equivalent o an infinite sequence of Vassiliev invariants. Their proof generalizes 
quite easily to the case of the links, with one extra step necessary to deal with (0.3) which we 
do in the proof of Theorem 3. 
Given any link L there exists a sequence of crossing changes that turn L into the unlink, 
and then v(L) must be the sum of v of the unlink plus the sum (with appropriate signs) of the 
values of 21 on the collection of graphs that represent he crossing changes that were made 
between L and the unlink. To formalize this, call two graphs singular-isotopic if one can be 
made into the other by a finite series of crossing changes (and isotopies in [w3, or 
equivalently, generalized Reidemeister moves on a diagram in rW2). If a graph which is 
a singular link has k crossing vertices then there are only a finite number of singular isotopy 
classes that it can belong to (up to adding and deleting unknotted and unlinked compo- 
nents). Suppose we have a table that gives the value of v on one graph from each possible 
singular isotopy class. Then any graph with k crossing vertices is by repeated application of 
(O.l*) the sum of v on a graph in our table plus the sum of v on some collection of graphs 
with k + 1 crossing vertices. Since v is 0 on graphs with more than n crossing vertices, it 
follows that for any L we can express v(L) as the sum of values of v on the graphs in our 
table. The values in the table, however, may not be chosen arbitrarily, and the work in 
analyzing and computing finite-type invariants is mostly in finding all of the relations 
between the table values. 
A graph with k crossing vertices is said to have order k. Suppose we begin with a graph 
invariant v which satisfies (O.l*) when it is defined, but which is only defined for graphs of 
order greater than or equal to k. We want to find the conditions that v must satisfy in order 
to be able to extend its domain to graphs of order k - 1. There is actually one general 
condition that allows us to do this: begin at some graph G of order k - 1, pass through 
a sequence of graphs of order k, returning to G. The sum of the values of v on all the graphs 
(crossing changes) of order k that were crossed, with appropriate signs, must be 0. This is the 
condition that we analyze. 
So far, we have only been discussing graphs which are singular links. We may more 
generally consider graphs which are embeddings of some abstract graph r into R3. These 
may be actual embeddings or they may have some number of singularities, in which case 
they will be considered as graphs which have crossing vertices in addition to the vertices 
from r. It is important to note that in this case the vertices of r will always remain distinct 
from the crossing vertices. Although they impose similar linear relations on the spaces of 
invariants, and although they are dealt with in the same way in many of the proofs, only the 
crossing vertices, which are the ones that correspond to the singularities of an immersion of 
the graph, are used to count the order of a knotted graph, and they are the only ones to 
which (O.l*) and (0.1) apply. Then we may consider the space FT,*(I’) of finite-type 
invariants of order less than or equal to n. One may re-read the preceding two paragraphs, 
replacing “link” with “embedding of I-“, “unlink” with “standard embedding of l-” 
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(sometimes there is an obvious choice for this, and sometimes not), and understanding that 
“graph” now refers to a graph which is a singular embedding of r. Applying the corollary to 
Theorem 1, we obtain a presentation for FT,*(IJ with a finite number of generators and 
relations. 
We find it more convenient o work with the spaces of graphs which are dual to the 
spaces of finite-type invariants. We consider U,(T), the space generated by all graphs 
which are singular embeddings of some abstract graph I-, considered up to rigid-vertex 
isotopy, subject to the “finite-type equivalence” given by the following relations: 
G, -G_ = G, (0.1) 
G = 0 if the order of G is greater than n. (0.2) 
U,(T) is clearly dual to the space of finite-type invariants of order less than or equal to n. 
Now the question of when an invariant extends from graphs of order k to graphs of order 
k - 1 becomes a question of calculating the kernel of a certain map from the space 
generated by graphs of order k to the space generated by graphs of order k - 1. This is done 
in Section 2. 
We work mostly over the rational numbers. We could take (0.1) and (0.2) as defining not 
a rational vector space but an abelian group. It is not hard to show that this group is finitely 
generated, but we do not know in general how to give a presentation of it. We can give such 
a presentation, using these methods, if one considers r with its edges marked so that it has 
no nontrivial self-homeomorphisms. In the case of links this means that we would consider 
links with distinguished components. In the case of knots we prove in Section 3 that the 
same presentation of the vector space FT,(l) satisfying (0.1) and (0.2) in fact is also 
a presentation for the abelian group FG, satisfying the same two conditions. We do not 
know whether this group ever has torsion. If it does not, then it is the same as the dual space 
of rational Vassiliev invariants, modulo the constant invariant. The question of torsion in 
this group is the question of whether there are invariants with coefficients in the finite field 
Z/pZ which do not lift to invariants in Z. 
1. DEFINITIONS 
By a graph we mean a finite collection of points, called uertices, in Iw3 together with 
a finite collection of oriented piecewise-smooth arcs, called edges, which connect he vertices 
together. The valence of a vertex is the number of edges attached to it. We shall rule out 
vertices of valence 0 or 1, and since we are concerned with topological type, we will consider 
a vertex of valence 2 to be the same as an edge with no vertex in it. For convenience’ sake we 
will always consider a connected component of a graph homeomorphic to a circle to have at 
least one such vertex in it. We assume that our graphs have flat, or rigid vertices, which 
means that there is a neighborhood around each vertex in which the graph is contained in 
a plane. Thus there is a dihedral ordering of the edges around each vertex. Two graphs are 
considered equivalent if there is an isotopy of [w3 which takes one to the other and which 
preserves the orientation of each edge and the rigidity of each vertex. The same equivalence 
is generated by five generalized Reidemeister moves on regular diagrams, shown in 
Fig. 3 ([4, 61). The local pieces of graphs in the figure are assumed to have oriented edges, 
although the orientations are not shown. We have shown the version of R4 for a four-valent 
vertex, and the version of RS for a three-valent vertex, and there is a similar version of both 
moves for a vertex of any valence. Note that the trivial move shown in Fig. 4 is a conse- 
quence of R2 and R4. We will sometimes view our graphs as subsets of Iw3, and sometimes as 
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equivalence classes of diagrams. We will often refer to the four local pictures of a diagram 
shown in Fig. 5. The vertex shown in Fig. 5 is called a crossing vertex. 
DEFINITION. Two graphs G1 and G2 are said to be singular-isotopic, or s.i.-equivalent, if 
their exists a sequence of isotopies of lR3 and local crossing changes from G_ to G+ in Fig. 5, 
or vice versa, which begins with G1 and ends with G2. Such a sequence is called a singular 
isotopy. See Fig. 6. A singular isotopy of a graph to itself is called a closed singular isotopy. 
PROPOSITION 1.1. G1 is s.i.-equivalent to G2 ifSthere is a homeomorphism from G1 to G2 
which respects the dihedral ordering of the edges at each vertex. 
1032 Ted Stanford 
\ 
/ \ 
GI 
Fig. 5. 
(32 
Fig. 6. 
Proof: It is clear that a singular isotopy from G1 to G2 provides such a homeomor- 
phism. Now given such a homeomorphismf, we may first use R5 and some deformation of 
[w2 to ensure that any vertex u of G1 (considered as a diagram) occupies the same position in 
[w2 asf(u), and that any edge e attached to v leads away from (or toward) u in the same 
direction in IF!? asf(e) from (toward)f(v). Fixing a neighborhood of each vertex in [w’, make 
R4 moves and crossing changes until the homotopy class of each edge e of G1 in 
[w2 - {vertices} isthe same as that off(e). We may also ensure that each of these homotopy 
classes can be represented by a curve in [w2 - {vertices} that does not cross itself. Now 
choose an ordering on the set of edges of G1 and make crossing changes and standard 
Reidemeister moves until ei (f(ei)) does not cross itself in [w2, and until i > j implies that 
ei (f(ei)) always crosses over ej (f(ej)). It is clear then that G1 and G2 SO modified are 
isotopic. H 
DEFINITION. Two graphs G1 and G2 are said to have the same fundamental singular 
isotopy type, or to bets.i.-equivalent, if they are s.i.-equivalent after each crossing vertex of 
each graph (G, , Fig. 5) is replaced by a positive crossing (G,, Fig. 5) or a negative crossing 
(G_, Fig. 5). This is well-defined by the previous proposition. The three graphs in Fig. 7 are 
f.s.i.-equivalent. 
Fix an EC. equivalence class of graphs, and denote it by r. We may think of r as an 
abstract oriented graph which has a dihedral ordering of edges at each vertex, and which 
has no crossing vertices. We may consider each graph in the f.s.i. class r to be an immersion 
of I- into [w3. Let J%!~ = J&(r) be the set of all graphs in the f.s.i. class r which have 
k crossing vertices. G E ~8%‘~ is said to have order k. See Fig. 7. Let A? 2 k be the set of all 
graphs which are f.s.i.-equivalent to r and which have at least k crossing vertices, and let 
JH = .,Hp o. We shall sometimes identify these sets with the vector spaces that they freely 
generate. 
DEFINITION. Let FTk,, = FT&-) be the rational vector space generated by A’ 2k, 
subject to the following relations: 
G, - G_ = G, for G+,G_ E Mak (1.1) 
G=O forGEM2,,+1. (1.2) 
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Fig. 7. 
FT, = FTo,. is called the nthJinite-type space of embeddings (of I), and is the object that we 
are interested in. We shall often identify graphs with the elements of FT, that they represent. 
It is clear from [2] that any Vassiliev invariant of order less than or equal to n is a functional 
on FT, when I is a circle. In general, we shall call a functional on FT, a&rite-type invariant 
(of embeddings of I). 
If G E -k’j represents an element of FT,, then applying 1.1. inductively gives 
2’ - 1 
G = 1 EiGi 
i=O 
(1.3) 
where i is considered as a binary number, with 0 meaning “positive crossing” and 1 meaning 
“negative crossing”, Gi E A0 is obtained from G by replacing each crossing vertex with 
a positive crossing or a negative crossing according to the digits of i, and si is 1 if the number 
of l’s in i is even, and - 1 otherwise. Thus we could define FT, to be the rational vector 
space generated by Ao, subject o the following set of relations: Choose any projection, with 
more than n crossings, of an element of Ao. Choose n + 1 distinct crossings of this 
projection. Fix each of the unchosen crossings as either positive or negative, and let Gi E A%‘~ 
be obtained by assigning a sign to each chosen crossing according to i. Then require that 
Cj’=i’ Ei Gi = 0. 
If @ is a singular isotopy from G1 in A%‘~ to Gz in Ak then 0 is said to have order k + 1, 
and consists of a finite sequence of elements of Ak, which we will denote by @, 
1 < i d m + 1 with @: = G1 and @k,+, = Gz, and a finite sequence of elements of A,, + 1, 
which we will denote by @’ ‘, 1 < i 6 m. We call m the length of @. Let sign@:+‘) = 1 if 
the crossing change from @ to @+r is from negative to positive (G_ to G, ), and 
sign(@f+ ‘) = - 1 if the crossing change is from positive to negative. We have 
@+i sign(cI$+ ‘) = (I$+ 1 - @f (1.4) 
@k+i -ai = 5 @+‘sign((o~+‘). (1.5) 
i=O 
We call the sum in (1.5) the sum along Q’, or in the case of a closed singular isotopy, the sum 
around @. 
PROPOSITION 1.2. F Tk,, is jinite-dimensional for all k, n. 
Proof. Choose a set Ak,, c A@, k that includes exactly one graph of each s.i. class of each 
order between k and n. (If k > n then FTk,, is trivial.) This is a finite set by Proposition 1.1. 
Each graph in Ai for k Q j < n is a sum of a graph in Ak,, and graphs in ~j+ i. Since 
GEJ”+~ is 0, every graph in A, k can be written as a sum of graphs in Ak,,. w 
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If a set A, = A,,, is chosen as above, and a basis is chosen of FT,*, then the collection of 
graphs in A, listed with their values on each of the basis functionals is called an nth order 
actuahty table of finite-type invariants (of r). This is slightly different than the nth order 
actuality table described in [2] and [S], which includes only functionals on FT, which are 
not functionals on FT,_ 1. 
Fix A,, and for all k < n fix Ak,, c A,. There are in general many relations among the 
graphs in A,. We shall show how to find all of these relations by analyzing the kernel of the 
map dk+l.n:FTk+l,n -+ FTk,, induced by the inclusion M,,,, + MZk. This is a linear 
map because the relations on F T k+ l,n are a subset of those on FTk,,. Note that FTk,, is not 
the same as the subspace of FT, generated by M 2 k. Consider FT,,,. This is the vector space 
freely generated by A,., c A,,, because all the relations simply say that G, = G_ for 
G + E .A!“, or in other words that s.i.-equivalent graphs are equal. We can generalize this to 
PROPOSITION 1.3. Identify Ak,k with the vector space that it freely generates. Then 
FTk,, = image(d,+ I,~) 0 Ak,k (1.6) 
where the second factor is identijed with its image under the map induced by the inclusion 
A k,k + Ah,.. 
Proof: Consider the map 71: .A%‘~ k -+ & where n(G) = 0 for G E .A?‘, k + i, and for 
G E Ak this map rc assigns the element of A k,k to which G is s.i.-equivalent. Because G, is 
s.i.-equivalent to G_, this map is 0 on the space generated by the relations in 1.1. Thus we 
may consider ?r to be a projection from FTk,, to &k. Since image(dk+ i,“) c ker(rc) and since 
image(dk+ l,n) and Ak,k together generate FTk,,, the proposition follows. I 
The consequence of this proposition is that space of relations on A, that give FT, is 
generated by the union of the kernels of dk,,. In the case of Vassiliev invariants, a functional 
on the space FT,,, modulo ker(d,,,) is called a top row solution to the actuality table. 
Vassiliev asked in [S] whether a top row solution could always be extended to a well- 
defined knot invariant. In his terminology, this is the question of whether E;‘,’ = E,‘,’ in 
a certain spectral sequence. In our terminology, it is the question of whether the kernel of 
the composition dk,, 0 dk+ I,n is always the same as the kernel of dk+ l,n. In the case of 
invariants taking values in a field of characteristic 0, the question was answered affirmat- 
ively by Kontsevich [l]. 
2. THE MAIN THEOREM 
We shall show in this section how to compute the kernel of the map 
dk,n:FTk,, + FTk-I,,. The generators of this kernel are of two basic types. If any G, E FT,,, 
of order k contains the local piece shown in Fig. 8 then d,,,(G, ) = G+ - G_ = 0. The graph 
G, and its si. class are called inadmissible, and the vertex shown in the figure is called 
a trivial crossing vertex. (Fig. 9 shows a graph with no trivial crossing vertices but with 
inadmissible s.i. type.) This is the first type of kernel generator. Now consider the closed 
singular isotopy, the singular parts of which are shown in Fig. 10. The horizontal edge 
begins underneath all vertical edges, crosses each one of them, and then is moved back to 
where it began by two R4 moves. We shall call such a closed singular isotopy, and its sum, 
a vertex-edge relation. The one shown is for a vertex of valence four, but there is a similar 
relation for any adjacent vertex-edge pair in any graph diagram. The chosen edge passes 
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through all the edges connected to the chosen vertex, and ends up where it started. The sum 
of all the graphs of order k that are crossed, with their appropriate signs, must be 0 in 
FTk- I,,,, and therefore must be in the kernel of dk,“. Note that such a vertex-edge relation 
need not be 0 in F Tk,,. Two vertex-edge relations are said to be similar if they involve the 
same vertexedge pair from graphs of the same s.i. type. The order of a vertex-edge relation 
is its order as a (closed) singular isotopy. There are only a finite number of similarity classes 
of vertex-edge relations of any given order. 
THEOREM 1. The kernel of dk,“: FTk,, + FTk_lS, is generated by one inadmissible graph 
from each inadmissible s.i. class of order k, and one vertex-edge relation from each similarity 
class of order k. 
COROLLARY. FT,(IJ is generated by all admissible s.i. classes of each order less than or 
equal to n, with one linear relation for each similarity class of vertex-edge relations of order 
less than or equal to n. 
The proof of the corollary follows from the theorem and the results of the last section by 
observing that every inadmissible s.i. class can be represented by an inadmissible graph. The 
proof of the theorem will follow from a series of lemmas. 
LEMMA 2.1. ker(d,,,) is generated by the sums around all closed singular isotopies of 
order k. 
Proof It is clear that any closed singular isotopy of order k must be in the kernel. Now 
consider the quotient space X of FTk,, by the subspace generated by all closed singular 
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isotopies of order k, and consider X 0 Ak_ I, k_ 1. If G E A%?~_ r then choose a singular 
isotopy from G to rc(G)~ Ak_l,k_l. Let G = & + n(G), where & is the sum along the 
chosen singular isotopy. This sum is independent of the choice of singular isotopy because 
in X the sum around any closed singular isotopy is 0. Now it can be verified that 
X 0 Ak_ I,k_ 1 satisfies the defining axioms of FTk_ I,n. H 
Consider a graph G, x of order k + 1, where the subscripts refer to two crossing vertices 
in disjoint neighborhoods, as in Fig. 11. In FTk,,, we have G,, = G, x - G_ x = G, + - 
G, _ . We shall have occasion to use this formula as 
and as 
The first can 
(p-1 _ (p-1 
1 - 5 
G +X -Gx+ -G-x +G,_ =0 (2.1) 
G-x + Gx, =G,_ +G+.. (2.2) 
be thought of as a closed singular isotopy of order k and length 4. Then 
=G _ andQ,k2_r=G + ) + +, and O’k3-r = G_+, and &‘G__. The Q): are 
given in order in (2.1). We shall call such a closed singular isotopy and its sum a uer- 
tex-vertex relation. (2.2) has the following interpretation: In any singular isotopy CD of order 
k, two consecutive isolated crossing changes may be performed in either order without 
affecting the total sum around 0. 
LEMMA 2.2. The sum around any closed singular isotopy 0 of order k in FTk,, is a linear 
combination of vertex-edge relations and inadmissible graphs. 
Proof: For the first part of the proof we will view Q, as a sequence of Reidemeister moves 
and crossing changes that ends with the same diagram with which it began. We will make 
a series of changes to 0. We will only change the sum around Q by adding or subtracting 
a vertex-edge relation or an inadmissible graph, or by multiplying by a nonzero constant. 
Then we will view the modified @ as a closed path in the space of immersions in R3 of the 
abstract graph which represents the s.i. type of @t-r. When we contract this path to a trivial 
path in a generic way, we will see that the sum around the modified @ is just a collection of 
vertex-vertex relations of order k, which are 0 in FTk,, by (2.1). 
Going around Q induces some permutation on the set of edges and on the set of vertices 
of (B-r = (I$:‘r. We can make both of these permutations the identity by replacing @ by 
itself concatenated several times, if necessary. Concatenating @ with itself t times simply 
multiplies the sum around 0 by t. Now we would like to eliminate R5. Each vertex must 
turn over an even number of times, and (Fig. 12) turning over twice is equivalent o a 27r 
rotation in the plane, so we may assume that our vertices remain face up throughout a,. We 
would like to prevent the vertices from rotating in the plane. Twice concatenate a., if 
necessary, so that each vertex makes an even number of complete rotations. Now by the 
“belt trick” (Fig. 13), a 47c rotation is equivalent o no rotation at all. 
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If we consider what we have done so far to take place in the x-y plane, we now want to 
introduce a z-coordinate, via a height function on (I$- ‘. We seek a function h such that the 
minima and maxima of h are exactly the vertices of at- ’ (possibly including many 2-valent 
vertices), and such that this property is constant around 0. That is, h may change between 
R-moves and crossing changes, but the minima and maxima of h will always be exactly the 
vertices of the @F-l. No 2-valent vertices will be added or deleted in the path around @. 
(Whenever a new vertex of a @ is introduced, via a crossing change, that vertex will not be 
a minimum or a maximum of h.) We may have to add many 2-valent vertices to @‘i-i in 
order to construct h. Take a preliminary tour around 0, adding 2-valent vertices where 
necessary so that Rl, R2, and R3 all look like in Fig. 14. We may have to introduce many 
trivial moves (Fig. 4) in the process. Now add enough additional 2-valent vertices to (I$-’ 
so that there is a height function h which realizes the diagram of (D:- ’ as a projection on the 
x-y plane of a three-dimensional object, with the minima and maxima exactly at the 
vertices. Label each vertex as a minimum or a maximum. Now go around CD again, replacing 
each trivial move where an edge moves over a 2-valent maximum vertex with a crossing 
change, a trivial move under the vertex, and another crossing change. See Fig. 15. Do 
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similarly for trivial moves where an edge moves under a 2-valent minimum vertex. In 
neither case is the sum around Q affected, as the two crossing changes cancel each other. 
Replace each R4 move over a maximum vertex with a vertex-edge relation and an R4 move 
under the vertex, and similarly for minimum vertices. See Fig. 16. It is now readily verified 
that the h we have chosen on @‘iv’ may be extended to an h on @ with the desired 
properties. We may perturb Cp so that each max vertex is always at height 3, and each min 
vertex at height 8. We may also assume that the maxima and minima occur not just at the 
vertices, but on the small discs around the vertices that locally contain the graphs. 
We have fixed the vertices in the planes z = $ and z = 3. We will now fix them in lR3. 
Give each max vertex (including 2-valent vertices) a fixed point in the plane z = 1, and each 
min vertex a fixed point in the plane z = 0. Attach each vertex to its fixed point by a thin 
tube monotonic in z. Pull each vertex with its attached edges up (or down) through its tube, 
and attach it to its fixed point. As we go around a’, the tubes braid, until @iii1 differs from 
@t-i by two pure braids on tubes, one between heights 0 and 4, and one between heights f
and 1. See Fig. 17. Now note that a crossing change between tubes is just a sequence of 
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vertex-edge relations, and so we may assume that our vertices remain fixed in the planes 
z = 0 and z = 1. Vertices of valence greater than 2 have already been prevented from 
rotating, and we now assume that the 2-valent ones do not rotate by holding them rigid 
throughout 0 and then adding inadmissible graphs to correct the discrepancy between 
@:-’ and @~Q’r, as in Fig. 18. 
Each @f-’ now consists of a collection of vertices at height 0, a collection of vertices at 
height 1, a small flat disc, parallel to the x-y plane, around each vertex, and a collection of 
smooth arcs from various points on the edges of the max vertex discs to various points on 
the min vertex discs. The vertices and their discs remain fixed and only the edges move. We 
now regard @ not as a set of discrete moves, but as a continuous isotopy of graphs, with 
a finite number of singularities, or places where two edges cross. Specifically, 0 is a collec- 
tion of maps J:S’ x 0 -+ R3, one map for each edge. J(*, x) is constant for x E (0, l}. We 
have arranged it so that x(0, *) : 0 + R3 is monotonic in its z-coordinate for each 8, and so 
we may actually assume that p&(0, t)) = t for all j, where pZ is the projection to the 
z-coordinate. We lose the orientation information about each edge this way, but we can 
mark each edge as oriented “up” or “down”, so that is not a problem. Now assume that each 
edge is actually given by a map fj x id, where id is the identity map and fj :S1 x 0 + R2. We 
may extend each fj to a map Fj: ID2 x 0 + R2 that agrees with fj on the boundary of D2. 
The extension is of course not remotely unique, and we only require that Fj(*, x) be constant 
for x E (0, l}. The idea is to perturb the Fj so that the set of w in ID2 such that the maps 
Fj(W, *) x id: II + R2 x 0 give a graph of order k - 1 is dense in ID’, and is a disjoint union of 
a finite number of open two-cells. The picture is in Fig. 19. Consider the maps Ei,j = Fi - Fj 
for i <j. It is clear that two edges i and j will intersect exactly when Ei,j = 0. Let 
Bi,j = E,~j’(O). We can inductively perturb the Fj, keeping them fixed on the boundary of 0, 
so that 
(2.10) Bi,j is a one-dimensional submanifold of D2 x 0. 
(2.11) Bi,j and &,i do not intersect unless i = j and k = 1. 
(2.12) The projection phi : DZ x 0 -+ ID2 is an immersion of each Bi,j. 
(2.13) pD,l(Bi,j) is transverse to ph@,J for i <j and k c 1. 
(2.14) No point of D2 is the inverse image under phi of more than two points in the 
union of the Br,j. 
IQ40 Ted Stanford 
?- 
i \ 
* 
Pure braid 
on ‘cables’ 
Pure braid 
on ‘cables’ 
Fig. 17. 
Fig. 18. 
Note that the boundary of B,,j must lie in the boundary of D2, and not in the boundary 
of U. It is not hard to see that each two-cell in this decomposition corresponds to a graph of 
order k - 1, each l-cell to a graph of order k, and each O-cell to a graph of order k + 1. We 
orient the one-cells so that as one crosses from one graph of order k - 1 to another, the 
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arrow points to the right if the crossing change is from negative to positive, and to the left 
if the change is from positive to negative. The local picture around each O-cell is given in 
Fig. 20. Observe that a closed singular isotopy which traces a small circle around a O-cell 
will yield a vertex-vertex relation. But the sum around (0 is now just the sum of the sums 
around each O-cell, and so the sum around CD must be 0. n 
We have now shown that ker(d,,,) is generated by inadmissible graphs and vertex-edge 
relations, The next two lemmas will complete the proof of Theorem 1. 
LEMMA 2.3. Let G,, G2 E FTk,, of order k, be s.i.-equivalent and inadmissible. Then 
G1 = G1. 
Proof: Let G be a graph which is s.i.-equivalent o both Gi and Gz, with every 
inadmissible crossing vertex of G trivial. There are then singular isotopies from Gi to G and 
from G2 to G, with every G, E Mk+ i in both of the singular isotopies inadmissible. 
Inadmissible graphs in Mk+ 1 must be 0 in FTk,,, so G1 = G and Gz = G. n 
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Recall that two vertexedge relations are said to be similar if they involve corresponding 
edges and vertices from s.i.-equivalent graphs. 
LEMMA 2.4. Any two similar vertex-edge relations of order k are equal in FTk,,. 
Proof: When we wish to make a vertex-edge relation out of a vertex and an edge of 
a graph, we make three choices. We choose a cyclic ordering of the edges around the vertex 
which is compatible with the dihedral ordering, we choose a linear ordering compatible 
with the cyclic ordering, and we choose an orientation on the chosen edge. We can see that 
the two possible first choices are equivalent by turning the whole picture in Fig. 9 over. We 
know from Fig. 9 that the order of the crossings in a vertex-edge relation is unimportant, 
and it is clear then from Fig. 21 that the linear order that we assume on the edges of the 
vertex is also unimportant. From Fig. 22 it is clear that the orientation on the chosen edge 
does not matter. We can reduce the proof, then, to considering two vertex-edge relations, 
a+ and a_, which differ only by a crossing change in a neighborhood removed from the 
neighborhood where the actual crossing changes of the relation are taking place. Consider 
the two sums 
i$o @, + sign(i) (2.15) 
and 
jlo @f, - sign(i) (2.16) 
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where we may simply write sign(i) because the signs are the same for the two relations. Let 
G,, =@,,letG,. =cD,,,letG,+ =@~;~,Xsign(i),andletG,_ =@$‘sign(i).Thenby 
(2.1) 
@i+ - #_ = (@f;t,X - #;l)sign(i) (2.17) 
so 
izo i*+ cDk sign(i) = f OF,_ sign(i) + 5 (QFr:X - Q$‘) i=O i=O (2.18) 
where the summing of the indices is modulo m, the length of the closed singular isotopy (in 
this case the valence of the chosen vertex). It is clear that the last sum is zero. This concludes 
the proof of the lemma, and of Theorem 1. n 
Remark. There is in general a great redundancy in the set of linear equations on A, 
indexed by similarity classes of vertexedge relations. Some of this can be eliminated in 
fairly obvious ways, such as considering only “admissible” similarity classes of vertexedge 
relations, but much of it seems more deeply rooted. In the case of knots, for example, where 
I is a circle, it is not known how to count the number of independent linear relations on A, 
without actually solving the equations. 
3. KNOTS 
When I is a circle, FT,(I) = FT,(l) is dual to the space of rational Vassiliev invariants 
of order less than or equal to II (modulo the constant invariant). In order to consider the 
possibility that there is interesting information in finite-type knot invariants which take 
values in an abelian group with torsion, we consider not just the nth finite-type space of 
knots, but the nth finite-type abelian group, FG,, generated by the same relations as the 
vector space. Finite-type invariants taking values in an abelian group B will then be 
elements of Hom(FG,, B). Of course, if FG, has no torsion then there is nothing to be gained 
by considering B-valued invariants instead of rational-valued invariants. 
THEOREM 2. Let FG, be the abelian group generated by the relations in (1.1) and (1.2). 
Then FG, is jinitely generated by the admissible graphs in A,, subject to one vertex-edge 
relation from each similarity class of order less than or equal to n. 
Proof We need to modify the arguments of the previous section so that they apply to 
abelian groups. The only place where we needed the vector space structure was in the proof 
of Lemma 2.2, when we concatenated the closed singular isotopy @ with itself to ensure that 
vertices and edges returned to their original position, and to ensure that vertices did not 
rotate. In the case of knots (and links), the rotation of vertices can be stopped in a different 
way. Since two complete rotations is equivalent o no rotation at all, we may assume that 
each vertex rotates once or not at all. Fix a vertex so that it does not rotate, and at the end of 
Q, the discrepancy between @kYll and (I$ ’ is locally given by the picture in Fig. 23. This 
discrepancy is easily remedied by two crossing changes which cancel each other out, as 
shown. Because in the case of knots the only nontrivial vertices are crossing vertices, this is 
enough to allow us to assume that the vertices do not rotate. 
In order to deal with the problem of the permuting of edges around Q’, choose 
a basepoint on the circle I-. Consider two graphs equal only when the isotopy between them 
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preserves the basepoint. Now everything we did in the last section goes through as before, 
except that there are far more s.i. classes of graphs and similarity classes of vertexedge 
relations than before. But now in any closed singular isotopy Q’, edges and vertices are 
forced to return to their original positions, and we need not concatenate @ with itself to 
obtain the results of Lemma 2.2. Choose the graphs in A, so that two graphs which are 
s.i.-equivalent without their basepoints are actually isotopic without their basepoints. Any 
two such graphs must in fact be equal, because ach may be written as the same signed sum 
of knots, basepoints being irrelevant o knot isotopy. So we only need to consider s.i. classes 
without basepoints after all. A similar choice of vertex-edge relations allows us to disregard 
the basepoints in our list of similarity classes. w 
Remark. The s.i. classes of singular knots are often represented by chord diagrams, as in 
the example in Fig. 24. A knot with four singularities is shown, and the corresponding chord 
diagram indicates the order in which the singular points are encountered as the knot is 
traversed. Our vertex-edge relations give rise to what are called the 4-term relations on 
chord diagrams by Bar-Natan, and are also equivalent o relations that Vassiliev derives by 
a certain resolution of knots with triple intersection points ([l, 2,5]). 
4. LINKS 
Now let r be a disjoint union of 4 circles, d+_(q) = A’,JJ, and IT,(q) = FT,(T). An s.i. 
class of order k may now be represented by a more general chord diagram, with k pairs of 
points chosen on q circles, and with equivalence up to rotation of each circle as well as 
permutation of the circles among themselves. 
We give an example that shows that finite-type invariants can distinguish links with the 
same HOMFLY and Kauffman polynomials. Consider chord diagrams with two circles 
and four chords. There are two kinds: those which have arcs between circles and those that 
do not. Call them unseparated and separated iagrams, and call G E d(2) separated if it is 
the disjoint union of two graphs. Call a similarity class of vertex-edge relations separated if
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there are no chords between the circles, and if the marked arc and the marked chord are on 
the same circle. Choose A4 so that separated configurations are respected by separated 
graphs. Choose the relations so that separated similarity classes are respected by relations 
among separated graphs. All unseparated similarity classes will only be respected by 
relations that relate graphs that respect unseparated configurations. Hence the separated 
graphs of A4 subject to the separated relations will give a subspace C c FT4. We give in 
Fig. 25 an actuality subtable for C. We have left out the zeroth-order invariant, which is 
constant on all links with two components, and we have not listed inadmissible graphs or 
configurations. Consider a two component link L which is the disjoint union of two knots. 
When reducing L to a sum of graphs in A,, we need only consider the separated graphs. 
Hence all the finite-type invariants of L of order less than or equal to four may be calculated 
from our subtable for C. In Fig. 26 we use our subtable to calculate invariants for two such 
links, and we find that these links are distinguished by finite-type invariants. These two links 
have the same HOMFLY and Kauffman polynomials because both of these polynomials 
are multiplicative under connected sum, regardless of which components are used for the 
sum. 
What we have so far is a separate space for each number of components in a link. We 
would like to relate these spaces. Consider pq: FT,(q) -+ FT,,(q + 1) given by p,(G) = (G 
II unknot). 
PROPOSITION 4.1. pg is an injectiue linear map. 
Proof: Every G which is f.s.i.-equivalent to a link has a well-defined singular component 
number-the number of link components which actually have vertices on them. Every graph 
in any vertex-edge relation has the same singular component number. If we have chosen 
a set of variables and equations for FT,(q) then we may use those same variables and 
equations to represent he s.i. classes and similarity classes in FT,(q f 1) with singular 
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component number less than or equal to q. We do this by simply adding a disjoint unknot 
to each variable and equation used to calculate FT,(q). The extra equations used to 
calculate FT,(q + 1) do not generate any new relations on the image of pq, since they all 
relate graphs with singular component number q + 1. n 
PROPOSITION 4.2. If q > 2n then pq: FT,(q) + FT,(q + 1) is an isomorphism. 
Proof Any graph with singular component number greater than 2n must have order 
more than n, and must therefore be 0. H 
PROPOSITION 4.3. Let FTL, be the direct limit over q (with respect to the maps p,) of 
FT,(q). Then FTL, is generated by all graphs&xi.-equivalent to a link, subject to thefollowing 
relations: 
G, =G+ -G_ (4.1) 
G = 0 if the order of G is greater than or equal to n (4.2) 
G = GLI unknot. (4.3) 
Proof The map given by the inclusion of A(q) into &’ (space generated by all links) 
induces an inclusion of FT,(q) into FTL, for all q, and these injections commute with the 
pq. FTL, must satisfy (4.1) and (4.2) because these are satisfied by each FT,(q), and it must 
satisfy (4.3) because this is the identification of graphs given by the pq. n 
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FTL, also has a characterization analogous to the alternative characterization given for 
FIT,(T) after (1.3). A finite-type link invariant is just a functional on FTL,, for some n. We 
generalize a theorem of Birman and Lin: 
THEOREM 3. Given the number of components in a link, the Jones, NOMFLY, and 
Kauffman polynomials are each equivalent to an injnite sequence of$nite-type link invariants. 
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Proof: The proof is from [Z], with one modification to accommodate (4.3). We sketch 
the proof in the case of the Jones polynomial. The Jones polynomial is a link invariant 
which satisfies the following recursive relation: 
PJ(L+) - tJ@_) = (P - Ci’2)J(Lo). (4.4) 
We wish to obtain from the polynomial a series of rational link invariants which are 
compatible with (4.1)-(4.3). Begin by replacing twith ext and obtain for every link L a power 
series P(L) in x. We can extend this to a power series invariant of graphs in Mk: 
2’ - 1 
P(G) = 1 &iP(Li) 
i=O 
(4.5) 
where the notation is the same as for (1.3). This is easily seen to satisfy (4.1). Furthermore, 
this invariant is seen to satisfy (4.4) when the links L+, etc., are replaced by the graphs G+, 
etc., and when the invariant J is replaced by the invariant P. The Jones polynomial, 
however, is not consistent with (4.3), and neither is this power series. Adding a disjoint 
unknot to a link multiplies the Jones polynomial by a factor of N = - Pi2 - t-1/2, So 
define the power series invariant R(G) to be NieqP(G), where 4 is the number of compo- 
nents in (the f.s.i. type of) G. This makes sense, because although N is not invertible in the 
ring of rational Laurent polynomials, it is invertible in the ring of rational power series. 
Now R satisfies (4.1) and (4.3). Let R(G) = c r,(G) xi. We shall show that each r’i vanishes on 
graphs of order greater than i, and this will complete the proof. What we need to show is 
that if G E Mi then R(G) = xi S,(G) for some power series S in x, and we will show this 
inductively. It is obviously true for i = 0. Assume it is true for i, and let G, E Mi+ i, Then 
combining (4.1) and (4.4) we have 
R(G,) = R(G+) - R(G_) = (t2 - l)R(G_) + t(t”2 - t-“2)NaR(Go). (4.6) 
The factor N” occurs because the number of components in Go is not the same as the 
number of components in G, and in G_ . Remembering that t = eX, we see that an x factors 
out of t2 - 1, and also out of t1j2 - t-ij2, and this completes the induction. 
For more details, and for the cases of the HOMFLY and Kauffman polynomials, see 
Section 4 of [2]. The only modification that needs to be made for those cases is to note that 
we can again normalize the power series by dividing by a factor that is invertible as a power 
series, so that the new series do not detect the addition of disjoint unknots. n 
(4.7) Remarks (1) The proof from [Z] works without modification if one considers 
a separate set of invariants for each number of components in a link. 
(2) There are no nontrivial finite-type knot invariants of order 1, but there is exactly one 
finite-type first-order link invariant up to constant multiplication, because there is exactly 
one admissible s.i. type of first-order graphs f.s.i.-equivalent to a link (up to adding and 
deleting nonsingular components). A representative of this s.i.-type is G, in Fig. 1. The 
unique first-order link invariant is just the total linking number of a link. 
5. GRAPHS 
We give in Fig. 27 an actuality table for all the invariants of order less than or equal to 
two of the I shown. Again we have not listed inadmissible s.i. types, and we have not 
included the constant invariant. Remember that the vertex of I is treated differently here 
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than the crossing vertices. The latter resolve according to (0,l) and the former does not. In 
Fig. 28 we give the values of these invariants on a few examples. 
All of our graphs in this paper have had rigid vertices. There is another type of vertex 
possible in a spatial graph, a loose or topological vertex. If we have such a vertex in a graph, 
then we must add another Reidemeister move, shown in Fig. 29 ([4, 63). We may consider 
finite-type equivalence of embeddings of graphs with topological vertices using the same 
defining axioms as before, but then in order to calculate these spaces we need to make an 
additional assumption, namely that any graph with the local picture in Fig. 30 is 0. The 
vertex on the right in the figure is a crossing vertex; the one on the left is not. Crossing 
vertices remain rigid, and are not affected by the extra move or its resulting condition. If we 
consider I in Fi + g. 26 to have a topological rather than a rigid vertex, then all of the 
graphs in the given actuality table will have u = 0, except for Gs. This does not leave us with 
a very interesting invariant, but it is possible that there are higher-order finite-type 
invariants of topological embeddings of this I which contain useful information. 
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