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Magnetic field effects on the finite-frequency noise and ac conductance of a Kondo
quantum dot out of equilibrium
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We present analytic results for the finite-frequency current noise and the nonequilibrium ac con-
ductance for a Kondo quantum dot in presence of a magnetic field. Using the real-time renormal-
ization group method, we determine the line shape close to resonances and show that while all
resonances in the ac conductance are broadened by the transverse spin relaxation rate, the noise
at finite field additionally involves the longitudinal rate as well as sharp kinks resulting in singular
derivatives. Our results provide a consistent theoretical description of recent experimental data for
the emission noise at zero magnetic field, and we propose the extension to finite field for which we
present a detailed prediction.
PACS numbers: 73.63.Kv, 72.70.+m, 72.15.Qm, 73.23.-b
I. INTRODUCTION
The understanding of quantum many-body effects and
their characteristic signatures in transport properties
represents a fundamental topic in mesoscopic physics.
Beside the average current, its fluctuations described
by the current noise contain additional information on
the interplay of strong correlations and quantum fluctu-
ations. In particular, the finite-frequency noise reveals
the characteristic time scales of the system and provides
information about the dynamics of excitations. The de-
velopments in the nanoscale device fabrication technol-
ogy led to the experimental analysis of the noise in vari-
ous systems ranging from Josephson junctions to single-
electron transistors1.
It is by now well established that strong correlations
play a crucial role for the transport properties of quan-
tum dots. For example, for quantum dots in the so-called
Kondo regime the transport is dominated by spin fluctu-
ations leading, at sufficiently low energies, to a universal
conductance of G = 2e2/h due to resonant tunneling pro-
cesses2. Recently it has also become possible to measure
the current noise in such Kondo quantum dots realized
in carbon-nanotube devices.3,4 In particular, Basset et
al.4 measured the finite-frequency emission noise and ob-
served resonances when the external frequency equaled
the applied bias voltage.
The nonequilibrium finite-frequency noise in quantum
dots has theoretically been studied for the Anderson
model, resonant level models, and spin valve systems5.
For quantum dots in the Kondo regime previous stud-
ies focused either on the shot noise (zero frequency)6 or
on the exactly solvable Toulouse limit7, while the finite-
frequency noise has only very recently started to attract
attention4,8–10. Of particular interest in this context is
the nontrivial interplay of the different energy scales,
which manifests itself in the appearance of characteristic
resonances whose line shapes contain information about
the underlying microscopic relaxation mechanisms. For
quantum dots in the Kondo regime these are the trans-
verse and longitudinal relaxation of the dot spin, which
are identical at zero magnetic field, but acquire different
values when the rotational symmetry is broken.
In this work we provide an analytic analysis of the
finite-frequency current noise and the ac conductance in
the nonequilibrium Kondo model. We apply the real-
time renormalization group (RTRG) method11,12, which
is based on a systematic expansion in the reservoir-
system coupling. Using the solution of the two-
loop RG equations we derive analytic results for the
noise and ac conductance in the weak-coupling regime
max{|Ω|, |V |, |h0|} ≫ TK , where TK denotes the Kondo
scale at which the system enters the strong-coupling
regime. We analyze the characteristic features in the
noise and conductance in detail. We particularly focus
on the effects of a finite magnetic field and show that
it leads to (i) characteristic resonances as a function of
the frequency and bias voltage, and (ii) the appearance
of both the longitudinal and transverse spin relaxation
rates in the broadening of these resonances as well as
sharp kinks in the noise. We find excellent agreement
with existing experimental data4 for the emission noise
at zero magnetic field, and propose the measurement at
finite field for which we present a detailed analysis.
The paper is organized as follows. In the next section
we define the symmetric and antisymmetric current noise
as well as their relation to the ac conductance. After in-
troducing the Kondo model we describe the calculation of
the dynamical current-current correlation function with
the RTRG method in Sec. III, the technical details are
reported in the appendices. In Secs. IV, V we present the
analytic results for the finite-frequency current noise ob-
tained from the solution of the flow equations and discuss
their experimental observation in connection with recent
data.4 We finally determine the real and imaginary part
of the nonequilibrium ac conductance, and conclude with
a summary.
2II. CURRENT-CURRENT CORRELATIONS
AND AC CONDUCTANCE
The nonequilibrium dc current through Kondo quan-
tum dots has been intensively studied13–15 in the past.
Here we investigate the zero-temperature fluctuations of
the current in the stationary state, which are captured
by the symmetric and antisymmetric current noise
S±(t) =
1
2
〈[I(t)− 〈I〉, I(0)− 〈I〉]±〉 , (1)
where I = −N˙L = −i[H,NL]− denotes the current op-
erator in the left lead with the corresponding particle
number NL, and 〈I〉 is the stationary current. Due to
the fixed number of electrons on the dot, other lead com-
ponents of the noise are given by S±αβ(Ω) = αβS
±(Ω)
with α, β = ± for left/right leads. The finite-frequency
noise refers to the Fourier transform
S±(Ω) =
∫ ∞
−∞
dteiΩtS±(t) , (2)
with S±(Ω) = ±S±(−Ω). The symmetric and antisym-
metric noise determine the absorption and emission noise
induced by photon absorption and emission16
Sa/e(Ω) = S+(Ω)± S−(Ω) , (3)
related by Sa(−Ω) = Se(Ω). Positive (negative) frequen-
cies correspond to photon emission (absorption). In equi-
librium, S+(Ω) and S−(Ω) are related by the fluctuation
dissipation theorem17 (FDT), which at T = 0 reads
S−(Ω) = sgn(Ω)S+(Ω) . (4)
As a consequence, the emission (absorption) noise in
equilibrium vanishes for positive (negative) frequencies.
In order to calculate S±(Ω) it is useful to introduce
the auxiliary current-current correlation function
C±(Ω) =
0∫
−∞
dte−iΩt〈[I(0), I(t)]±〉 , (5)
which is related to the symmetric and antisymmetric
noise by12
S+(Ω) = ReC+(Ω)− 2pi〈I〉2δ(Ω), (6a)
S−(Ω) = ReC−(Ω). (6b)
The calculation of C±(Ω) will be addressed in the next
section.
In addition to the finite-frequency noise, we study
the nonequilibrium ac conductance G(Ω) induced by
a small ac voltage modulation of the dc bias V (t) =
V + δV e−iΩt. The real part is determined by the an-
tisymmetric noise10,19
ReG(Ω) =
S−(Ω)
Ω
, (7)
J
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FIG. 1: (Color online) Sketch of the considered quantum dot
in the Kondo regime.
and the imaginary part can be obtained by the Kramers-
Kronig relations, with ReG(Ω) = ReG(−Ω) and
ImG(Ω) = −ImG(−Ω). Alternatively, generalizing the
Kubo formula to nonequilibrium distributions allows to
derive both the real and imaginary part of G(Ω) from the
auxiliary function C−(Ω) by18,19
G(Ω) =
1
Ω
[
C−(Ω)− C−(0)] , (8)
without resorting to the Kramers-Kronig relations. A de-
tailed derivation of this extension is provided in App. A.
Combining Eqs. (3) and (7), the absorption noise is
determined by the emission noise and the real part of
the ac conductance
Sa(Ω) = Se(Ω) + 2Ω ReG(Ω) . (9)
Alternatively, measuring the emission and the absorp-
tion noise allows to extract the ac conductance, which
may represent an advantage with respect to a direct ac
detection. We note that the real part of the ac conduc-
tance relates the symmetric noise to the emission noise
by
Se(Ω) = S+(Ω)− ΩReG(Ω) . (10)
Hence, the emission excess noise ∆Se(Ω), defined as the
difference between the emission noise at finite V and
V = 0, is given by ∆Se(Ω) = ∆S+(Ω) − ΩRe [∆G(Ω)].
In the linear voltage regime the ac conductance is approx-
imately constant in V , implying Re [∆G (Ω)] = 0; there-
fore the emission excess noise coincides with the symmet-
ric excess noise and is thus an even function of frequency.
In the nonlinear regime, the V dependence of Re [∆G(Ω)]
leads to an asymmetric emission excess noise.
III. MODEL AND RTRG METHOD
A. Model
We consider a Kondo quantum dot consisting of a
spin-1/2 S subject to a local magnetic field h0, which
is coupled to two noninteracting electronic leads via an
3isotropic exchange interaction (see Fig. 1),
H = Hres + h0S
z +
1
2
∑
αα′kk′σσ′
Jαα′a
†
αkσS · σσσ′aα′k′σ′ .
(11)
Here a†αkσ and aαkσ create and annihilate electrons with
momentum k and spin σ = ↑, ↓ in lead α = L,R, and
σ are the Pauli matrices. The leads are described by
Hres =
∑
αkσ εka
†
αkσaαkσ , with a flat density of states
in a band of width 2D, and chemical potentials µL/R =
±V/2. The exchange interaction is assumed to be derived
from an Anderson impurity model via the Schrieffer-
Wolff transformation and thus satisfies J2nd = JLJR,
where Jnd = JRL = JLR and Jα = Jαα. We use the
parametrization JL/R = 2xL/RJ0 with xL+xR = 1. The
system is at zero temperature and we use units such that
e = ~ = kB = 2µB = 1.
B. RTRG method
We calculate the current noise using the RTRG ap-
proach11,12. Here we present the essentials, for a detailed
derivation including technical details we refer to App. B.
The dynamics of the reduced density matrix of the
dot ρD(t) = Trresρ(t), obtained by tracing out the lead
degrees of freedom from the full density matrix of the
system, is described by the von Neumann equation
ρ˙D(t) = −iLDρD(t)− i
∫ t
t0
dt′Σ(t− t′)ρD(t′) , (12)
for an initially decoupled system ρ(t0) = ρD(t0)ρLρR
with an arbitrary dot density matrix ρD(t0) and the left
and right reservoir given by grand-canonical distribu-
tion functions. The first term describes the dynamics
of the isolated dot, and the dissipative kernel Σ(t − t′)
contains the information about the effects on the local
spin due to the coupling to the reservoirs. Introduc-
ing a Laplace variable z, the effective dot Liouvillian
LeffD (z) = LD +Σ(z)
ρD(z) =
∫ ∞
t0
dteiz(t−t0)ρD(t) =
i
z − LeffD (z)
ρD(t0) ,
(13)
governs the time evolution of the reduced density ma-
trix of the dot. The stationary reduced density matrix is
obtained by carrying out the limit t0 → −∞, or equiva-
lently in Laplace space
ρstD = lim
z→i0+
z
z − LeffD (z)
ρD(t0) . (14)
The effective dot Liouvillian LeffD (z) incorporates all in-
formation about the relaxation dynamics of the spin on
the dot encoded in the renormalized magnetic field h and
the longitudinal and transverse spin relaxation rates Γ1
and Γ2.
In general, the noise (2) is determined by the real part
of the auxiliary function (5), which can be expressed12 as
C±(Ω) = − iTrD
[
ΣI(Ω)
1
Ω− LeffD (Ω)
Σ±I (Ω, i0
+)ρstD
]
− iTrD
[
Σ±II(Ω, i0
+)ρstD
]
.
(15)
The kernels ΣI(Ω), Σ
±
I (Ω, i0
+), and Σ±II(Ω, i0
+) obey RG
equations similar to that of the Liouvillian (see Appendix
for further details).
The RTRG weak-coupling analysis is based on a sys-
tematic expansion in the renormalized exchange cou-
plings around the poor man’s scaling solution J(Λ) given
by J(Λ) = [2 ln(Λ/TK)]
−1. Here Λ denotes the flow pa-
rameter, and the Kondo temperature is defined by TK =
De−1/2J0 . Before Λ reaches TK in the flow from high to
low energy scales, that is in the range Λ ≥ Λc ≫ TK ,
where Λc =
√
Ω2 + V 2 + h2, we can carry out an ex-
pansion of the noise in a power series of J(Λ). In doing
so, we are able to identify which resonant features in
the noise get broadened by relaxation rates and which
remain sharp. The latter effect, in particular, occurs
in the nonequilibrium setup at finite magnetic field and
Ω = ±V . Technically, this is seen in the RTRG equations
as the influence of the resolvent projection P0
1
Ω−Leff
D
(Ω)
onto the zero eigenvalue subspace of the Liouvillian. This
represents a nontrivial feature of the two-point functions
(2), in contrast to one-point functions which receive no
contribution from the zero eigenvalue subspace11.
IV. FINITE-FREQUENCY NOISE
We have analytically derived S±(Ω) up to second order
in the poor man’s scaling solution J = J(Λc). In the
scaling limit (D →∞, J0 → 0 at fixed TK) and for Ω≫
TK they read
S+(Ω) = piJ2ndMh+
pi
8
J2nd
∑
α,σ=±
|Ω+ αV + σh|2
+
pi
2
J2nd
∑
α=±
[
M2|Ω+ αV | −
(
M2 − 1
4
)
|Ω+ αV |1
]
,
(16a)
S−(Ω) =
3pi
4
J2ndΩ +
pi
4
J2ndM
∑
α,σ=±
σ|Ω + αV + σh|2 ,
(16b)
where |x|i = (2x/pi) arctan(x/Γi) is the absolute value
function smeared on the scale Γi. The longitudinal and
transverse relaxation rates are given by Γ1 = pi(J
2
L +
J2R)|h|/2+piJ2ndmax{|V |, |h|} and Γ2 = piJ2nd|V |/2+Γ1/2
respectively14. The dot magnetization is M = −(1 +
r)2h/[2(1+ r2)|h|+4rmax{|V |, |h|}], with the renormal-
ized magnetic field h = (1 − J)h0 and the asymmetry
r = xL/xR.
We stress that the RTRG method provides a consistent
derivation of the relaxation rates appearing in Eqs. (16)
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FIG. 2: (Color online) Upper panel: Symmetric noise S+(Ω)
for V = 100 TK , r = 1, and different magnetic fields. Lower
panel: Derivative dS+/dΩ showing a discontinuous jump at
Ω = V for finite magnetic fields (zoom in the inset), see
Ref. 20.
via the smeared absolute value function. In particular,
these are absent in bare second-oder perturbation theory
which is obtained by replacing the renormalized exchange
coupling J with the bare one J0 and taking the limit
Γi → 0. We note that in this limit the contribution
proportional to M2 in S+ vanishes, which within the
RTRG analysis introduces new effects discussed in the
following.
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FIG. 3: (Color online) Symmetric noise S+(Ω) as a function
of bias voltage V for magnetic field h0 = 100 TK leading to
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A. Symmetric noise
We plot the symmetric noise and its derivative20 in
Fig. 2. We consider r = 1, the asymmetry effects are
discussed below. For vanishing magnetic field Eq. (16a)
simplifies to
S+(Ω) =
3pi
8
J2nd
∑
α=±
|Ω + αV |Γ , (17)
where |x|Γ = (2x/pi) arctan(x/Γ) with Γ = Γ1 = Γ2 =
piJ2ndV for h0 = 0. The pronounced feature at Ω = V
(blue curve) leads to a characteristic resonance in the
derivative. For finite magnetic fields additional features
at Ω = |V ± h| arise, which yield enhancements in the
derivative broadened by the transverse spin relaxation
rate Γ2. Furthermore, due to the terms proportional to
M2 in (16a) at Ω = ±V we find a contribution to S+
which is not broadened by any microscopic decay rate.
As shown in Fig. 2 the sharp kink at V = Ω yields a
discontinuity in the derivative with the jump given by
∆ = piJ2ndM
2 . (18)
For h < V the contribution proportional to (M2 − 1/4)
provides a superposition with a continuous enhancement
at Ω = V broadened by Γ1. This dependence on the mag-
netic field is shown in the inset of Fig. 2. We note that
the singular behavior can already be observed in equilib-
rium (see Fig. 3). For zero voltage and finite magnetic
field Eq. (16a) reads
S+(Ω) =
pi
4
J2nd
[
|Ω| − 2h+
∑
σ=±
|Ω+ σh|2
]
(19)
with Γ2(V = 0) = 2piJ
2
c |h|. The absolute value at Ω = 0
is shifted to Ω = ±V for finite voltages.
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FIG. 5: (Color online) Fluctuation-dissipation ratio f(Ω) for
V = 100 TK , r = 1, and different magnetic fields.
In contrast to S+(Ω), the antisymmetric noise S−(Ω)
contains only terms with resonances broadened by Γ2.
This behavior is reflected in the ac conductance and will
be discussed below.
In Fig. 4 we consider asymmetry effects, which involve
a rescaling of the exchange couplings J2nd by 4r/(1+ r)
2.
The magnetization depends only weakly on r. As a conse-
quence, the reduced relaxation rates lead to a sharpening
of the features close to the resonances.
For Ω ≫ TK the irreducible contribution to C±(Ω)
(given by its first term) is dominant, while the reducible
one (the second term) is subleading ∼ O(J4). However,
for Ω ≪ TK the reducible term contributes in order J2
supplementing Eq. (16a) in the limit Ω→ 0 by
− pi
2J4nd
2Γ1
[
2VM +
(
M2 +
1
4
)
m(V, h)
]
m(V, h) , (20)
with m(V, h) = |V + h|2 − |V − h|2. In total, this result
generalizes the nonequilibrium shot noise6 of a Kondo
quantum dot to the case of finite magnetic fields.
We finally consider the noise to current14 ratio
S+(0)/I. For V < h we obtain
S+(0)
I
=
V − 2h+∑σ=± |V + σh|2
3V −∑σ=± σ|V + σh|2 . (21)
In equilibrium S+(0)/I = 1/3 for h ≫ TK . The noise
to current ratio increases with bias voltage, reaching the
Poisson limit S+(0)/I = 1 for V ≫ h. Similar results are
obtained in the Toulouse limit7.
B. Fluctuation-dissipation ratio
In equilibrium, the symmetric and antisymmetric noise
S±(Ω) satisfy the FDT. For vanishing magnetic field, the
limit Ω→∞ reads
S+(Ω) =
3pi
4
J2nd|Ω| (22a)
S−(Ω) =
3pi
4
J2ndΩ , (22b)
that is Eq. (4) is obviously satisfied.
To investigate the violation of the FDT out of equilib-
rium we introduce the fluctuation-dissipation ratio
f(Ω) =
S−(Ω)
S+(Ω)
, (23)
which in equilibrium is given by f(Ω) = sgn(Ω) at zero
temperature. Using the results (16) we obtain
f(Ω) =
2Ω∑
α=± |Ω + αV |Γ
. (24)
We find f(Ω > V ) = 1, i.e. the equilibrium result holds,
whereas for small frequencies we obtain the linear behav-
ior f(Ω≪ V ) = Ω/|V |Γ.
At either large magnetic fields or strong asymmetries
r, the voltage effects are suppressed, see Fig. 5. In par-
ticular, we note that f(Ω) = 1 for Ω > V + h.
C. Emission noise
From the expressions (16) we determine the emission
noise Se(Ω) = S+(Ω) − S−(Ω) describing the noise in-
duced by photon emission
Se(Ω) = piJ2ndMh−
3pi
4
J2ndΩ
+
pi
2
J2nd
∑
α=±
[
M2|Ω+ αV |−
(
M2 − 1
4
)
|Ω+ αV |1
]
+
pi
4
J2nd
∑
α,σ=±
(1
2
− σM
)
|Ω+ αV + σh|2 .
(25)
It inherits the features of the symmetric noise discussed
above, which can be probed in the measurements of
dSe(Ω)/dΩ or dSe(Ω)/dV .
From Eq. (25) the voltage and frequency dependence
of Se(Ω) appear to be very similar except for the addi-
tional features at V = h due to the voltage dependence of
the magnetization. As the voltage dependence is experi-
mentally more easily accessible, we focus on the voltage
dependence shown in Fig. 6. For zero magnetic field the
emission noise reduces to
Se(Ω) =
3pi
8
J2nd
( ∑
α=±
|Ω + αV |Γ − 2Ω
)
, (26)
leading to a suppression for V < Ω. At finite magnetic
fields we distinguish two regimes. For h < V , the photon
emission is suppressed for V < |Ω − h|. For larger mag-
netic fields h > V , the feature at V = |Ω− h| disappears
for M = −1/2.
The emergence of the singular behavior in the emis-
sion noise at Ω = ±V can be attributed to the fact that
60
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FIG. 6: (Color online) Emission noise Se(V ) (upper panel)
and derivative dSe(V )/dV (lower panel)20 for Ω = 100 TK ,
r = 1, and different magnetic fields. In the inset the depen-
dence of the discontinuity ∆ on the magnetic field is shown
for V = 100 TK and different asymmetries r.
at large fields, h > V , the spin on the dot is fixed to
its ground state (see Fig. 7). Processes at external fre-
quencies Ω = V probe the charge transfer between the
leads, which are not broadened due to the sharpness of
the Fermi edges at zero temperature. At smaller fields,
0 < h < V , the spin becomes dynamical, and virtual
processes involving longitudinal spin fluctuations give an
additional, continuous, contribution broadened by Γ1. In
turn, processes involving a spin flip on the dot, which
appear at Ω = |V ± h|, are broadened by Γ2. The lat-
ter behavior is also found for all resonances appearing
in the current14. Thus the noise offers a way to study
richer relaxation phenomena than those present in the
current. We note that a discontinuity in the derivative of
the noise was also found7 in the strong-coupling regime
of the Kondo model at the Toulouse point; we therefore
expect it to be a generic feature of the finite-frequency
noise in Kondo quantum dots.
The inset of Fig. 6 displays the jump ∆ as a function
of the magnetic field for different asymmetries. For h <
V the increase of M2 leads to a maximum at h = V ,
while for h > V the decrease of J2nd dominates. The
most pronounced jump is obtained for the symmetric case
with r = 1. The reduction with increasing asymmetry is
inferred by the r dependence of J2nd, in addition to the r
dependence of the magnetization for h < V .
V. EXPERIMENTAL OBSERVATION
The emission noise describing the noise induced by
photon emission16 can be probed in the measurements of
dSe(Ω)/dΩ or dSe(Ω)/dV . In particular, at finite mag-
netic field a very sharp feature is expected at Ω = ±V
which in experiments will only be broadened by finite
temperatures, instrumental resolution, or charge fluctua-
tions not captured in the Kondo model (11). We compare
our results for the emission noise to the experimental data
by Basset et al.4 at zero field and find very good agree-
ment without adjustable parameters. We moreover dis-
cuss the predictions for a measurement at finite magnetic
fields.
A. Comparison to zero field data
We first consider vanishing magnetic field as in the
recent experiments by Basset et al.4 on the emission noise
of a carbon nanotube quantum dot in the Kondo regime.
For this case Eq. (26) yields
dSe(Ω)
dV
=
3
4
J2nd
(
arctan
Ω + V
Γ
− arctan Ω− V
Γ
)
,
(27)
where J2nd = xL(1−xL)/ ln2(
√
Ω2 + V 2/TK). We empha-
size that Eq. (27) contains only two unknown parameters,
namely the Kondo temperature TK and the asymmetry
xL, which are extracted from the differential conductance
(see below). The previous theoretical analysis of the data
in Ref. 4 used a frequency-dependent RG analysis which
required, however, the fitting of the line shape close to
the resonances with phenomenological relaxation rates.
Here, in contrast, the rate Γ was derived consistently
and does not contain free fit parameters.
In order to determine TK and xL we fit the mea-
sured differential conductance4 to the theory15 (see in-
set of Fig. 8). The asymmetry is extracted21 from
G(V = 0) = 1.194 e2/h and amounts to xL ≈ 0.82
(or 0.18), while the Kondo temperature is obtained from
G(V = T ∗K) =
2
3G(V = 0) and T
∗
K = 10.57TK
22 and
equals TK ≈ 110mK ≈ 0.01mV. Using these parame-
ters we plot Eq. (27) against the experimental results4
in Fig. 8. In the range |V | . 1mV we find excel-
lent agreement for both frequencies; for larger voltages
charge fluctuations set in, and the Kondo model (11) is
no longer adequate. For this reason our analysis of the
features at V = ±Ω is limited to Ω . 1mV. On the
other hand, it is restricted by the weak-coupling condi-
tion Ω≫ TK ≈ 0.01mV, leaving two orders of magnitude
in the window of admissible frequencies.
B. Predictions for finite field
We propose to measure the emission noise of a quan-
tum dot in the Kondo regime at finite magnetic field (see
Fig. 9). As can be easily inferred from Eq. (25) the energy
scale h has two effects on dSe(Ω)/dV : (i) It introduces
additional features at V = ±|Ω + h|, V = ±|Ω − h|,
and V = ±h, which originate from the onset of addi-
tional transport processes as well as from the voltage
dependence of the dot magnetization M . (ii) At large
magnetic fields h > Ω the resonances at V = ±Ω turn
7V
Ω
Vh
Ω
Vh
Ω
FIG. 7: (Color online) Visualization of the origin and behavior of the discontinuity in dSe(V )/dV at V = Ω for different
magnetic fields.
into discontinuous jumps. At smaller fields these jumps
are superimposed with a contribution broadened by the
longitudinal spin relaxation rate Γ1, while all other res-
onances are broadened by the transverse rate Γ2. For
illustration we show dSe(Ω)/dV for the parameters of
Ref. 4 but finite magnetic fields in Fig. 9. In experiments
the jumps at V = ±Ω will be broadened by finite temper-
ature T . This broadening is linear in T , in contrast to the
other resonances which are broadened by Γ2+O(T ). For
this reason the features at V = ±Ω stay much sharper
than all other ones as long as T ≪ Γ2 ∼ TK .
VI. AC CONDUCTANCE
Finally we discuss the nonequilibrium ac conductance.
We consider a setup23 at finite dc bias V modulated by a
small ac voltage δV , V (t) = V + δV e−iΩt. This induces
a frequency-dependent current I(V, δV,Ω) from which
the nonequilibrium ac conductance can be extracted via
G(Ω) = limδV→0
1
δV [I(V, δV,Ω)−I(V )] with I(V ) denot-
ing the stationary dc current. We stress that G(Ω) is the
ac conductance in a nonequilibrium stationary state, i.e.
in the presence of the finite dc bias V .
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FIG. 8: (Color online) Comparison of Eq. (27) to the experi-
mental data of Ref. 4 for the derivative of the emission noise
dSe/dV at h0 = 0. We stress that Eq. (27) does not con-
tain any free parameter. Inset: Fit of G(V ) to the theoretical
result15.
Using Eq. (8), the real and imaginary part of G(Ω) are
determined by C−(Ω). As a consequence, the singular
behavior in S+(Ω) due to the terms characterized by the
absence of any decay rate is not reflected in the ac con-
ductance. To second order in the renormalized exchange
coupling we find
ReG(Ω) =
3pi
4
J2nd +
piM
4Ω
J2nd
∑
α,σ=±
σ |Ω + αV + σh|2
(28a)
Im G(Ω) = −M
2Ω
J2nd
∑
α,σ=±
σ
[
L2(Ω + αV + σh)
− L2(αV + σh)
]
, (28b)
where L2(x) = x ln(Λc/
√
x2 + Γ22) gives rise to loga-
rithmic behavior at the resonances, which is a charac-
teristic feature of Kondo systems. Similarly to S+(Ω),
for small frequencies ReG(Ω) is supplemented by the
contribution pi2J
2
ndm(V, h) (∂M/∂V ) for V > h, where
∂M/∂V = −MΓ−11 (∂Γ1/∂V ), originating from the re-
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FIG. 9: (Color online) Voltage derivative of the emission
noise for the experimental parameters of Ref. 4 with Ω/2pi =
78GHz (blue line). For comparison we show the result for
small (red line) and large (green line) magnetic fields. For
finite fields we observe discontinuous jumps at V = ±Ω.
The relation between h0 and the applied field is given by
h0 = g
∗happ/2 with the material specific effective g-factor g
∗.
Inset: Magnetic-field dependence of the jump height.
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FIG. 10: (Color online) Real and imaginary part of the ac
conductance G(Ω)25 for V = 100 TK , r = 1, and different
magnetic fields h0. We observe no feature at Ω = V .
ducible part of C−(Ω). We note that for the conduc-
tance this contribution is more pronounced due to the
additional factor of 1/Ω in (8). Thus in the limit Ω→ 0
one recovers the nonequilibrium dc conductance14, while
for V → 0 one obtains the equilibrium ac conductance24
ReGeq(Ω) =
3pi
4
J2nd +
piM
2Ω
J2nd
∑
σ=±
σ |Ω+ σh|2 , (29a)
ImGeq(Ω) = −M
2Ω
J2nd
∑
σ=±
σ
[
L2(Ω + σh)− L2(σh)
]
,
(29b)
with features at Ω = ±h. We observe that in contrast to
the symmetric noise (28) presents no feature at Ω = V
for finite magnetic fields. Moreover, all resonances are
broadened by the transverse rate Γ2, thus the finite-
frequency noise contains more information on the relax-
ation processes than the conductance.
For zero magnetic field (28a) simplifies to ReG(Ω) =
3piJ2nd/4, the imaginary part vanishes. The frequency
and voltage dependence of the real part originates in
the Λc-dependence of the renormalized exchange cou-
pling Jnd. This behavior is displayed in Fig. 10 (blue
curve), where we show results for the frequency depen-
dence of G(Ω) at finite bias voltage. At finite magnetic
field additional features appear close to the resonances
at Ω = |V ± h| in both the real and imaginary part.
The voltage dependence of G(Ω) at fixed frequency is
shown in Fig. 11 and exhibits a qualitatively similar be-
havior. The real part exhibits a characteristic enhance-
ment at V = h due to the onset of inelastic cotunneling
processes. For finite frequencies this step-like enhance-
ment is replaced by a continuous increase in the range
V = |h ± Ω| with reduced height. The effect of the ad-
ditional contribution for Ω → 0 is clearly visible. The
slight change in the slope at V = h is due to the volt-
age dependence of the dot magnetization. The imaginary
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FIG. 11: (Color online) Nonequilibrium ac conductance
G(Ω)25 for h0 = 100 TK , r = 1, and different frequencies
Ω.
part, shown in the lower panel, vanishes for Ω = 0. For
small frequencies Ω < h the lineshape is approximately
antisymmetric around V = h except for the offset at zero
voltage.
VII. CONCLUSION
We have studied the effects of a finite magnetic field on
the finite-frequency current noise and nonequilibrium ac
conductance of a Kondo quantum dot. Using the RTRG,
we present analytic solutions of the flow equations in the
weak-coupling regime. These exhibit a novel contribution
in the symmetric noise S+, characterized by the absence
of any decay rate as microscopic cutoff scale. Due to the
interplay of the different energy scales both observables
exhibit various resonances, close to which the lineshapes
are governed by self-consistently derived decay rates. In
particular, at finite magnetic field the symmetric noise
possesses a sharp feature at Ω = ±V resulting in dis-
continuous derivatives with respect to frequency or bias
voltage. We propose to measure the emission noise of a
Kondo quantum dot at finite magnetic field, for which we
have derived the full line shape including the characteris-
tic resonances and a discontinuous jump in its derivative.
The extension of the present results to the regime of
strong coupling15 represents an interesting question to
address in future investigations.
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Appendix A: Generalization of the Kubo formula to
nonequilibrium distributions
We provide here the derivation of Eq. (8), for a setup
with a small ac voltage δV modulating the dc bias V by
V (t) = V + δV e−iΩt. We split the Hamiltonian in its
time-independent part H0 and the perturbation
H1(t) = h1δV e
−iΩt , (A1)
with h1 =
1
2
∑
α αNα. To calculate the average current
induced by H1 to linear order in δV , we determine the
density matrix to the same order. Expanding ρ(t) =
ρ(0)(t)+ρ(1)(t)+ · · · in power series of δV , we obtain the
set of von Neumann equations for contributions of every
order
d
dt
ρ(0)(t) = −i[H0, ρ(0)(t)]− (A2a)
d
dt
ρ(1)(t) = −i[H0, ρ(1)(t)]− − i[H1(t), ρ(0)(t)]− . (A2b)
The first equation is solved by the density matrix of the
unperturbed system in Heisenberg representation
ρ(0)(t) = U0(t)ρ0U
†
0 (t) , U0(t) = e
−iH0t , (A3)
where ρ0 is the initial density matrix. To solve the equa-
tion for ρ(1)(t), we introduce a correction U1(t) to the un-
perturbed time evolution operator U0(t), which includes
the linear effects of the perturbation
U1(t) =
− iU0(t)
∫ t
0
dt′e−iΩt
′
U †0 (t
′)h1U0(t
′) . (A4)
Assuming that the initial density matrix ρ0 is indepen-
dent of δV , we express
ρ(1)(t) = U1(t)ρ0U
†
0 (t) + U0(t)ρ0U
†
1 (t) . (A5)
The average current induced by the perturbation to lin-
ear order in δV is then given by
〈I(1)α 〉(t) = Tr{I(0)α ρ(1)(t)} , (A6)
as I
(1)
α = −i[H1(t), Nα]− = 0. Using Eq. (A5) and the
relation I(1)(t) = G(Ω, t)e−iΩtδV we obtain the ac con-
ductance
G(Ω, t) = −ieiΩt
∫ t
0
dt′e−iΩt
′
Tr{ [I(0)α (t), h1(t′)]−ρ0}
=
1
Ω
Tr{ [I(0)α (t), h1(t)]−ρ0} −
eiΩt
Ω
Tr{ [I(0)α (t), h1]−ρ0}
− 1
Ω
∫ t
0
dt′eiΩ(t−t
′)Tr{ [I(0)α (t),
d
dt′
h1(t
′)]−ρ0} ,
(A7)
where we performed an integration by parts. The second
term vanishes as the system is initially decoupled and
[h1, ρ0]− = 0. By virtue of
d
dt′
h1(t
′) = i[H0, h1(t
′)]− = −I(0)(t′) , (A8)
G(Ω, t) can be expressed as a commutator of the current
operators at different times
G(Ω, t) =
1
Ω
∫ t
0
dt′(eiΩ(t−t
′)−1)Tr{ [I(0)α (t), I(0)(t′)]−ρ0} .
(A9)
In the stationary limit t → ∞ the ac conductance is
determined by the antisymmetric current-current corre-
lation function C−(Ω)
G(Ω) =
1
Ω
∫ 0
−∞
dt(e−iΩt − 1)〈[I(0)(0), I(0)(t)]−〉
=
1
Ω
[C−(Ω)− C−(0)] , (A10)
where G(Ω) is the ac conductance in a non-equilibrium
stationary state, i.e. in presence of the finite dc bias V .
Appendix B: RTRG analysis of the current-current
correlation function
In this section we set up generic RG equations for
the calculation of the current-current correlation func-
tion for a model of a quantum dot coupled to electronic
leads with spin and/or orbital fluctuations. We extend
the calculations for dynamical correlation functions of
Ref. 12 to current-current correlations. For completness
we will report the basic ideas of the RTRG, with the
definitions and notations of Refs. 11,14 in the first sub-
section. Afterwards we will present the calculation of the
irreducible part of the current-current correlation func-
tion C±(Ω) (15) in detail. The reducible part of Eq. (15)
will be discussed in the subsection B3, as it contributes
only in the zero frequency limit.
1. Basic definitions
We consider the reduced density matrix ρD(t), which
is obtained from the full density matrix ρ(t) by tracing
out the reservoir degrees of freedom ρD(t) = Trresρ(t).
The full density matrix is given by the solution of the
von Neumann equation
ρ(t) = e−iHtρ(0)eiHt = e−iLtρ(0) , (B1)
where L = [H, . ]− is the Liouvillian acting on the op-
erators in Hilbert space. Similarly to the Hamiltonian
10
H = HD + Hres + V , the Liouvillian contains corre-
sponding contributions for the dot, the reservoirs, and
the coupling of the dot to the reservoirs. For an initially
decoupled system ρ(0) = ρD(0)ρLρR with an arbitrary
dot density matrix ρD(0), and the left and right reservoir
described by grand-canonical distribution functions, the
dynamics of the reduced dot density matrix ρD(t) can be
obtained from the quantum kinetic equation
ρ˙D(t) = −iLDρD(t)− i
∫ t
0
dt′Σ(t− t′)ρD(t′) . (B2)
Here the first term describes the dynamics of the isolated
dot and the kernel Σ(t−t′) contains all information about
the dissipation due to the coupling to the reservoirs. In
Laplace space this equation is solved to
ρD(z) =
∫ ∞
0
dteiztρD(t) =
i
z − LeffD (z)
ρD(0) , (B3)
where LeffD (z) = LD+Σ(z) is the effective dot Liouvillian
consisting of the bare dot Liouvillian LD and the dissipa-
tive kernel Σ(z) encoding the relaxation and decoherence
processes of the dot. The stationary state is obtained by
ρstD = lim
z→i0+
z
z − LeffD (z)
ρD(0) (B4)
in Laplace space. The kernel Σ(z) is determined by a
diagrammatic expansion in the interaction between the
dot and the reservoirs.
In the following we report the definitions of Refs. 11,14.
The interaction vertex Gpp
′
11′ is defined via the interaction
part of the Liouvillian
LV =
1
2
p′Gpp
′
11′ : J
p
1 J
p′
1′ : , (B5)
where we implicitly sum over the indices 1 = ηαω and
the Keldysh indices p, p′ = ±. Jp1 is a quantum field
superoperator in Liouville space of the reservoirs
Jp1 =
{
a1C for p = +
Ca1 for p = −
, (B6)
where C is an arbitrary reservoir operator; a1 is a cre-
ation/annihilation operator for η = +/−; and Gpp′11′ is
a superoperator acting on the states of a quantum dot,
defined by
Gpp
′
11′ =
{
g11′C for p = +
−Cg11′ for p = −
. (B7)
The contractions are represented by
γpp
′
11′ = p
′〈Jp1 Jp
′
1′ 〉ρres = δ11¯′ρ(ω)p′fα(αp′ω) , (B8)
with ρ(ω) being the density of states and fα(x) being the
Fermi function of reservoir α. The free propagation of the
system between two interaction vertices is described by
resolvents of the form
Π(z) =
1
z − LeffD (z)
. (B9)
An exact derivation of the diagrammatic rules can be
found in Ref. 11.
The stationary current
〈I〉st = −i lim
z→0+
TrDΣI(z)ρ
st
D(z) (B10)
and the current-current correlation function (5) can be
expressed in terms of corresponding current kernels after
integrating out the reservoir degrees of freedom12. Here
ΣI(Ω) is the current kernel corresponding to the current
operator Ipp
′
11′ , Σ
±
I (Ω, ξ) to the current vertex (I
±)pp
′
11′ , and
Σ±II(Ω, ξ) to the vertex (II
±)pp
′
11′ with both current opera-
tors. The current operators are defined in the same way
as the Liouvillian, via the commutator and anticommu-
tator LI =
i
2 [I, ·]+ and LI± = i[I, ·]±, related to the
interaction vertex Gpp
′
11′ by
Ipp
′
11′ = c
L
11′δpp′pG
pp
11′ , (B11a)
(I+)pp
′
11′ = 2c
L
11′δpp′pG
pp
11′ , (B11b)
(I−)pp
′
11′ = 2c
L
11′δpp′G
pp
11′ , (B11c)
where cL11′ = − 12 (ηδαL+η′δα′L) accounts for the antisym-
metry in the lead indices. In the diagrammatic expansion
it is important to distinguish between theses current ver-
tices, since the first one (B11a) has to be at the leftmost
position of a diagram, while the other two can be at ar-
bitrary positions. Furthermore, the current vertex I±
acts as a separator between the two frequencies Ω and ξ
occurring in Eq. (15): In front of I± the variable Ω of
the Fourier transform of the current-current correlation
function occurs in the respective resolvents, and after I±
it is replaced by the Laplace variable ξ, which is later
sent to zero for the stationary state.
Eq. (15) consists of two different terms C± = C±red +
C±irr. The first one is reducible with respect to the current
vertices, and it is composed of two individual current ker-
nels each containing only one current vertex. The second
one is irreducible and given by the current-current ker-
nel Σ±II containing all irreducible diagrams incorporating
both current vertices. For the calculation of the current
noise up to second order in the interaction between the
quantum dot and the leads, we introduce a dimension-
less coupling constant J , which fulfills Gpp
′
11′ ∝ J . Since
all kernels contain at least two vertices, all are of order
J2. Thus the irreducible term proportional to Σ±II always
contributes, while in general the reducible one is of higher
order. Only in the limit Ω→ 0 it might be possible that
the resolvent [Ω − LeffD (Ω)]−1 becomes of the order J−2
and thus reduces the order of this term. For the Kondo
model, which will be discussed in Appendix B 2b, this
is indeed the case. However, since the reducible term
11
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FIG. 12: (Color online) Diagrams for the integration of the
symmetric part for the current-current kernel Σ±
II
. The two
adjacent dots symbolize the two reservoir field operators be-
longing to one vertex. s(a) denotes the symmetric (antisym-
metric) contraction γs(γa).
only contributes in the low frequency limit, we will focus
on the determination of the current-current kernel Σ±II in
the next section, while the additional Ω→ 0 contribution
will be discussed in Appendix B 3.
2. Finite-frequency current-current correlation
function
In this subsection we first set up the RG equations
for the current-current kernel Σ±II(Ω, ξ) and the required
vertices for an arbitrary model with spin/orbital fluc-
tuations. These equations are solved explicitly for the
isotropic Kondo model. We finally derive the ac conduc-
tance from the finite-frequency current-current correla-
tion function.
a. Generic RG equations of the current-current kernel
The RG procedure presents two steps. In the first step
the symmetric part of the reservoir contractions γpp
′
11′ is
integrated out in a discrete step. In the second one a
cutoff Λ is introduced in the contractions via the Fermi
function.
Discrete Step. For the discrete step we split the reser-
voir contraction into a symmetric and an antisymmetric
part
γpp
′
11′ = δ11¯′p
′γs1 + δ11¯′γ
a
1 , (B12)
where γs1 =
1
2ρ(ω¯) and γ
a
1 = ρ(ω¯)
[
fα(ω¯)− 12
]
with
ω¯ = ηω. In Fig. 12 we show the lowest order diagrams
for the discrete RG step for the kernel Σ±II . Using the di-
agrammatic rules11 and the decomposition (B12) yields
I¯
±a(2)
11′ =
∞∫
−∞
dω¯2p
′γs2(I
±)pp12
1
E12 + ω¯1 + ω¯2 − LDG
p′p′
2¯1′
+
∞∫
−∞
dω¯2p
′γs2G
pp
12
1
E12 + ω¯1 + ω¯2 − LD (I
±)p
′p′
2¯1′
− (1↔ 1′) ,
(B13a)
I¯I
±a
11′ = p
′γs2I
pp
12
1
E12 + ω¯12 − LD (I
±)p
′p′
2¯1′
− (1↔ 1′) , (B13b)
Σ±aII =
∞∫
−∞
dω¯1
∞∫
−∞
dω¯′1
(
1
2
γs1′ + p
′γa1′
)
γs1I
pp
11′
1
E11′ + ω¯1 + ω¯′1 − L(0)S
(I±)p
′p′
1¯′1¯
. (B13c)
Performing the frequency integrations11 and neglecting terms of order 1/D we obtain
I¯±a11′ = I¯
±
11′−i
pi
2
(
I¯±12G˜2¯1′ − I¯±1′2G˜2¯1 + G¯12I˜±2¯1′ − G¯1′2I˜±2¯1
)
, (B14a)
I¯I
±a
11′ = −i
pi
2
(I¯12I˜
±
2¯1′
− I¯1′2I˜±2¯1) , (B14b)
Σ±aII = −i
pi2
16
DI¯11′ I¯
B±
1¯′1¯
− ipi
4
I¯11′
(
E11′ − L(0)S
)
I˜±
1¯′1¯
+
pi2
32
I¯11′
(
E11′ − L(0)S
)
I¯±
1¯′1¯
− pi
4
DI¯11′ I˜
±
1¯′1¯
. (B14c)
where we used the averaged vertices G¯11′ =
∑
pG
pp
11′ and G˜11′ =
∑
p pG
pp
11′ (analog for the current vertices). These
results represent the initial condition for the RG equations set up in the following.
Continuous Step. In the continuous RG step the kernel Σ±II(Ω, ω, ξ, ξ
′) and the vertices I¯±11′ (Ω, ω, ξ, ξ
′, ω1, ω1′) and
I¯I
±
11′(Ω, ω, ξ, ξ
′, ω1, ω1′) acquire an additional dependence on the Laplace variables Ω + iω and ξ + iξ
′, as well as on
the Matsubara frequencies ω1 and ω1′ . In Fig. 13 the diagrams for the current kernel Σ
±
II are shown. According to
the diagrammatic rules developed in Ref. 11 we determine the RG equations for the kernel and the vertices
12
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12
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±
2¯3
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FIG. 13: (Color online) RG diagrams for the renormalization of the current-current kernel Σ±
II
.
−dI¯
±
11′(Ω, ω, ξ, ξ
′;ω1, ω1′)
dΛ
=− iI¯±12(Ω, ω, ξ, ξ′;ω1,Λ)Π(ξ12, ξ′ + ω1 + Λ)G¯2¯1′(ξ12, ξ′ + ω1 + Λ,−Λ, ω1′)
− iG¯12(Ω, ω;ω1,Λ)Π(Ω12, ω + ω1 + Λ)I¯±2¯1′(Ω12, ω + ω1 + Λ, ξ, ξ′;−Λ, ω1′)
+ I¯±12(Ω, ω, ξ, ξ
′;ω1,Λ)Π(ξ12, ξ
′ + ω1 + Λ)G¯1′3(ξ12, ξ
′ + ω1 + Λ, ω1′ , ω3)
×Π(ξ11′23, ξ′ + ω1 + ω1′ + Λ+ ω3)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + Λ + ω3,−ω3,−Λ)
+ G¯12(Ω, ω, ω1,Λ)Π(12, ω + ω1 + Λ)I¯
±
1′3(E12, ω + ω1 + Λ, ω1′ , ω3)
×Π(E11′23, ω + ω1 + ω1′ + Λ+ ω3)G¯3¯2¯(E11′23, ω + ω1 + ω1′ + Λ+ ω3,−ω3,−Λ)
+ G¯12(Ω, ω, ω1,Λ)Π(Ω12, ω + ω1 + Λ)G¯1′3(Ω12, ω + ω1 + Λ, ω1′ , ω3)
×Π(Ω11′23, ω + ω1 + ω1′ + Λ+ ω3)I¯±3¯2¯(Ω11′23, ω + ω1 + ω1′ + Λ + ω3, ξ, ξ′;−ω3,−Λ)
− I¯±23(Ω, ω, ξ, ξ′; Λ, ω3)Π(ξ23, ξ′ + Λ+ ω3)G¯3¯1(ξ23, ξ′ + Λ+ ω3,−ω3, ω1)
×Π(ξ12, ξ′ + ω1 + Λ)G¯1′2¯(ξ12, ξ′ + ω1 + Λ, ω1′,−Λ)
− G¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ+ ω3)I¯±3¯1(Ω23, ω + Λ+ ω3, ξ, ξ′;−ω3, ω1)
×Π(ξ12, ξ′ + ω1 + Λ)G¯1′2¯(ξ12, ξ′ + ω1 + Λ, ω1′,−Λ)
− G¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ+ ω3)G¯3¯1(Ω23, ω + Λ + ω3,−ω3, ω1)
×Π(Ω12, ω + ω1 + Λ)I¯±1′2¯(Ω12, ω + ω1 + Λ, ξ, ξ′;ω1′ ,−Λ)
+ (1↔ 1′)
− I¯±23(Ω, ω, ξ, ξ′; Λ, ω3)Π(ξ23, ξ′ + Λ+ ω3)G¯11′(ξ23, ξ′ + Λ+ ω3;ω1, ω1′)
×Π(ξ11′32, ξ′ + ω1 + ω1′ + ω3 + Λ)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + ω3 + Λ;−ω3,−Λ)
− G¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ+ ω3)I¯±11′ (Ω23, ω + Λ+ ω3, ξ, ξ′;ω1, ω1′)
×Π(ξ11′32, ξ′ + ω1 + ω1′ + ω3 + Λ)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + ω3 + Λ;−ω3,−Λ)
− G¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ+ ω3)G¯11′(Ω23, ω + Λ+ ω3, ω1, ω1′)
×Π(Ω11′32, ω + ω1 + ω1′ + ω3 + Λ)I¯±3¯2¯(Ω11′23, ω + ω1 + ω1′ + ω3 + Λ, ξ, ξ′;−ω3,−Λ) ,
(B15)
13
−dI¯I
±
11′(Ω, ω, ξ, ξ
′;ω1, ω1′)
dΛ
=− iI¯12(Ω, ω, ω1,Λ)Π(Ω12, ω + ω1 + Λ)I¯±2¯1′(Ω12, ω + ω1 + Λ, ξ, ξ′;−Λ, ω1′)
− iI¯I±12(Ω, ω, ξ, ξ′;ω1,Λ)Π(ξ12, ξ′ + ω1 + Λ)G¯2¯1′(ξ12, ξ′ + ω1 + Λ,−Λ, ω1′)
+ I¯12(Ω, ω, ω1,Λ)Π(Ω12, ω + ω1 + Λ)I¯
±
1′3(Ω12, ω + ω1 + Λ, ξ, ξ
′;ω1′ , ω3)
×Π(ξ11′23, ξ′ + ω1 + ω1′ + Λ+ ω3)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + Λ+ ω3,−ω3,−Λ)
+ I¯12(Ω, ω, ω1,Λ)Π(Ω12, ω + ω1 + Λ)G¯1′3(Ω12, ω + ω1 + Λ, ω1′ , ω3)
×Π(Ω11′23, ω + ω1 + ω1′ + Λ+ ω3)I¯±3¯2¯(Ω11′23, ω + ω1 + ω1′ + Λ+ ω3, ξ, ξ′;−ω3,−Λ)
+ I¯I
±
12(Ω, ω, ξ, ξ
′;ω1,Λ)Π(ξ12, ξ
′ + ω1 + Λ)G¯1′3(ξ12, ξ
′ + ω1 + Λ, ω1′ , ω3)
×Π(ξ11′23, ξ′ + ω1 + ω1′ + Λ+ ω3)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + Λ+ ω3,−ω3,−Λ)
− I¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ + ω3)I¯±3¯1(Ω23, ω + Λ+ ω3, ξ, ξ′;−ω3, ω1)
×Π(ξ12, ξ′ + ω1 + Λ)G¯1′2¯(ξ12, ξ′ + ω1 + Λ, ω1′ ,−Λ)
− I¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ + ω3)G¯3¯1(Ω23, ω + Λ+ ω3,−ω3, ω1)
×Π(Ω12, ω + ω1 + Λ)I¯±1′2¯(Ω12, ω + ω1 + Λ, ξ, ξ′;ω1′ ,−Λ)
− I¯I±23(Ω, ω, ξ, ξ′; Λ, ω3)Π(ξ23, ξ′ + Λ+ ω3)G¯3¯1(ξ23, ξ′ + Λ+ ω3,−ω3, ω1)
×Π(ξ12, ξ′ + ω1 + Λ)G¯1′2¯(ξ12, ξ′ + ω1 + Λ, ω1′ ,−Λ)
+ (1↔ 1′)
− I¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ + ω3)I¯±11′(Ω23, ω + Λ+ ω3, ξ, ξ′;ω1, ω1′)
×Π(ξ11′32, ξ′ + ω1 + ω1′ + ω3 + Λ)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + ω3 + Λ,−ω3,−Λ)
− I¯23(Ω, ω,Λ, ω3)Π(Ω23, ω + Λ + ω3)G¯11′(Ω23, ω + Λ + ω3, ω1, ω1′)
×Π(Ω11′32, ω + ω1 + ω1′ + ω3 + Λ)I¯±3¯2¯(Ω11′23, ω + ω1 + ω1′ + ω3 + Λ, ξ, ξ′;−ω3,−Λ)
− I¯I±23(Ω, ω, ξ, ξ′; Λ, ω3)Π(ξ23, ξ′ + Λ+ ω3)G¯11′(ξ23, ξ′ + Λ+ ω3, ω1, ω1′)
×Π(ξ11′32, ξ′ + ω1 + ω1′ + ω3 + Λ)G¯3¯2¯(ξ11′23, ξ′ + ω1 + ω1′ + ω3 + Λ,−ω3,−Λ) ,
(B16)
dΣ±II(Ω, ω, ξ, ξ
′)
dΛ
= + I¯12(Ω, ω; Λ, ω2)Π(Ω12, ω + ω2 + Λ)I¯
±
2¯1¯
(Ω12, ω + Λ+ ω2, ξ, ξ
′;−ω2,−Λ)
+ I¯I
±
(Ω, ω, ξ, ξ′; Λ, ω2)Π(ξ12, ξ
′ + ω2 + Λ)G¯2¯1¯(ξ12, ξ
′ + Λ+ ω2,−ω2,−Λ)
− iI¯12(Ω, ω,Λ, ω2)Π(Ω12, ω + ω2 + Λ)I¯±2¯3(Ω12, ω + ω2 + Λ, ξ, ξ′;−ω2, ω3)
×Π(ξ13, ξ′ + ω3 + Λ)G¯3¯1¯(ξ13, ξ′ + ω3 + Λ,−ω3,−Λ)
− iI¯12(Ω, ω,Λ, ω2)Π(Ω12, ω + ω2 + Λ)G¯2¯3(Ω12, ω + ω2 + Λ,−ω2, ω3)
×Π(Ω13, ω + ω3 + Λ)I¯±3¯1¯(Ω13, ω + ω3 + Λ, ξ, ξ′;−ω3,−Λ)
− iI¯I±12(Ω, ω, ξ, ξ′; Λ, ω2)Π(ξ12, ξ′ + ω2 + Λ)G¯2¯3(ξ12, ξ′ + ω2 + Λ,−ω2, ω3)
×Π(ξ13, ξ′ + ω3 + Λ)G¯3¯1¯(ξ13, ξ′ + ω3 + Λ,−ω3,−Λ) , (B17)
where the resolvent is given by
Π(E,ω) =
1
E + iω − LeffD (E,ω)
. (B18)
Furthermore, on the r.h.s. we implicitly sum over repeated indices not occurring on the l.h.s., and integrate
∫ Λ
0
dω2
and
∫ Λ
0
dω3. Since except for Ω all frequencies are bound by Λ and Λ → 0 during the RG flow, we expand around
zero Matsubara frequency26 I¯±11′ (Ω, ξ) = I¯
±
11′(Ω, 0, ξ, 0; 0, 0) and analogously for I¯I
±
. The frequency dependence of the
vertices in lowest order is taken into account by setting all Matsubara frequencies on the r.h.s. of Eq. (B15)-(B16) to
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zero and neglecting higher order contributions:
d
dΛ
[
I¯±11′(Ω, ω, ξ, ξ
′;ω1, ω1′)− I¯±11′ (Ω, ξ)
]
= iI¯±12(Ω, ξ)[Π(ξ12 , ξ
′ + ω1 + Λ)−Π(ξ12,Λ)]G¯2¯1′(ξ12)
+ iG¯12(Ω)[Π(Ω12, ω + ω1 + Λ)−Π(Ω12,Λ)]I¯±2¯1′(Ω12, ξ)− (1↔ 1′) ,
(B19)
d
dΛ
[
I¯I
±
11′(Ω, ω, ξ, ξ
′;ω1, ω1′)− I¯I±11′(Ω, ξ)
]
= iI¯12(Ω)
[
Π(Ω12, ω + ω1 + Λ)−Π(Ω12,Λ)
]
I¯±
2¯1′
(Ω12, ξ)
+ iI¯I
±
12(Ω, ξ)
[
Π(ξ12, ξ
′ + ω1 + Λ)−Π(ξ12,Λ)
]
G¯2¯1′(ξ12)− (1↔ 1′) .
(B20)
Introducing the function F (Ω, ω) defined by
iΠ(Ω, ω) =
d
dω
F (Ω, ω) , (B21)
we can integrate these differential equations to
I¯±11′(Ω, ω, ω1, ω1′)
∼= 1
2
I¯±11′(Ω) + I¯
±
12(Ω) [F (Ω12, ω + ω1 + Λ)− F (Ω12,Λ)] G¯2¯1′(Ω12)
+ G¯12(Ω) [F (Ω12, ω + ω1 + Λ)− F (Ω12,Λ)] I¯±2¯1′(Ω12)− (1↔ 1′) , (B22)
I¯I
±
11′(Ω, ω;ω1, ω1′)
∼= 1
2
I¯I
±
11′(Ω) + I¯I
±
12(Ω) [F (Ω12, ω + ω1 + Λ)− F (Ω12,Λ)] G¯2¯1′(Ω12)
+ I¯12(Ω) [F (Ω12, ω + ω1 + Λ)− F (Ω12,Λ)] I¯±2¯1′(Ω12)− (1↔ 1′) . (B23)
Here we used
iΠ(Ω, ω + Λ) ≈ d
dΛ
F (Ω, ω + Λ) , (B24)
neglecting the implicit Λ-dependence due to LeffD in the resolvents. The analog expressions for the expanded vertex
G¯(Ω) and I¯(Ω) can be found in Ref. 26. The RG equations (B17)-(B16) thus reduce to
dI¯±11′(Ω, ξ)
dΛ
= iI¯±12(Ω, ξ)Π(ξ12,Λ)G¯2¯1′(ξ12)− iI¯±1′2(Ω, ξ)Π(ξ1′2,Λ)G¯2¯1(ξ1′2)
+ iG¯12(Ω)Π(Ω12,Λ)I¯
±
2¯1′
(Ω12, ξ)− iG¯1′2(Ω)Π(Ω1′2,Λ)I¯±2¯1(Ω1′2, ξ)
+ I¯±23(Ω, ξ)Π(ξ23,Λ + ω3)G¯11′(ξ23)Π(ξ11′32, ω3 + Λ)G¯3¯2¯(ξ11′23)
+ G¯23(Ω)Π(Ω23,Λ + ω3)I¯
±
11′ (Ω23, ξ23)Π(ξ11′32, ω3 + Λ)G¯3¯2¯(ξ11′23)
+ G¯23(Ω)Π(Ω23,Λ + ω3)G¯11′ (Ω23)Π(Ω11′32, ω3 + Λ)I¯
±
3¯2¯
(Ω11′23) , (B25)
dI¯I
±
11′(Ω, ξ)
dΛ
= iI¯12(Ω)Π(Ω12,Λ)I¯
±
2¯1′
(Ω12, ξ)− iI¯1′2(Ω)Π(Ω1′2,Λ)I¯±2¯1(Ω1′2, ξ)
+ iI¯I12(Ω, ξ)Π(ξ12,Λ)G¯2¯1′(ξ12)− iI¯I1′2(Ω, ξ)Π(ξ1′2,Λ)G¯2¯1(ξ1′2)
+ I¯23(Ω)Π(Ω23,Λ + ω3)I¯
±
11′(Ω23, ξ)Π(ξ11′32, ω3 + Λ)G¯3¯2¯(ξ11′23)
+ I¯23(Ω)Π(Ω23,Λ + ω3)G¯11′(Ω23)Π(Ω11′32, ω3 + Λ)I¯
±
3¯2¯
(Ω11′23, ξ)
+ I¯I23(Ω, ξ)Π(ξ23,Λ + ω3)G¯11′(ξ23)Π(ξ11′32, ω3 + Λ)G¯3¯2¯(ξ11′23), (B26)
dΣ±II(Ω, ξ)
dΛ
= −iI¯12(Ω)K(Ω12)I¯±2¯1¯(Ω12, ξ)− iI¯I12(Ω, ξ)K(ξ12)G¯2¯1¯(ξ12)
− 2iI¯12(Ω)K(Ω12)I¯±2¯3(Ω12, ξ)K(ξ2¯3)G¯3¯1¯(ξ2¯3)
− 2iI¯12(Ω)K(Ω12)G¯2¯3(Ω12)K(Ω13)I¯±3¯1¯(Ω13, ξ)
− 2iI¯I12(Ω, ξ)K(ξ12)G¯2¯3(ξ12)K(ξ13)G¯3¯1¯(ξ13) , (B27)
where we used
K(Ω) = i
Λ∫
0
dωΠ(Ω, ω + Λ) . (B28)
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Weak-coupling analysis above Λc. As discussed in detail in Refs. 11 and 14 for Λ > Λc = max{|Ω|, |V |, |h|} the
cutoff scales in the resolvents can be neglected. This leads to a reference solution G¯(1) ∝ J , which can be used as a
starting point for a systematic expansion of the RG equations in orders of the coupling constant J at scale Λ.
For the solution of the flow equations it is important to note that terms proportional to Jn/Λ on the r.h.s. lead
to contributions Jn−1. Furthermore, by expanding the resolvent it can be shown11,12,14, that the vertices and the
corresponding RG equations can be split in a frequency dependent and a frequency independent part
I¯±(Ω, ξ) = I¯±(1) + iI¯±(2a1) + I¯±(2a2) + I¯±(2b)(Ω, ξ) . (B29)
Here the superscripts (1) and (2) indicate the order of the vertex in J . For the frequency-independent part of the RG
equations we consider a differential equation for the imaginary part (2a1) and one for the real part containing the
sum of I¯±(1) and I¯±(2a2) of the vertices
dI¯
±(1+2a2)
11′
dΛ
=
1
Λ
[
I¯±12G¯
(1)
2¯1′
− I¯±1′2G¯(1)2¯1 + G¯
(1)
12 I¯
±
2¯1′
− G¯(1)1′2I¯±2¯1
+ I¯±12G¯
(2a2)
2¯1′
− I¯±1′2G¯(2a2)2¯1 + G¯
(2a2)
12 I¯
±
2¯1′
− G¯(2a2)1′2 I¯±2¯1
− I¯±(1)12 Z(1)G¯(1)2¯1′ − G¯
(1)
12 Z
(1)I¯
±(1)
2¯1′
+ I¯
±(1)
1′2 Z
(1)G¯
(1)
2¯1
+ G¯
(1)
1′2Z
(1)I¯
±(1)
2¯1
− 1
2
I¯
±(1)
23 G¯
(1)
11′G¯
(1)
3¯2¯
− 1
2
G¯
(1)
23 I¯
±(1)
11′ G¯
(1)
3¯2¯
− 1
2
G¯
(1)
23 G¯
(1)
11′ I¯
±(1)
3¯2¯
]
, (B30a)
dI¯
±(2a1)
11′
dΛ
=
1
Λ
[
I¯
±(1)
12 G¯
(2a1)
2¯1′
+ I¯
±(2a1)
12 G¯
(1)
2¯1′
− I¯±(1)1′2 G¯(2a1)2¯1 − I¯
±(2a1)
1′2 G¯
(1)
2¯1
+ G¯
(1)
12 I¯
±(2a1)
2¯1′
+ G¯
(2a1)
12 I¯
±(1)
2¯1′
− G¯(1)12 I¯±(2a1)2¯1′ − G¯
(2a1)
12 I¯
±(1)
2¯1′
]
, (B30b)
dI¯I
±(1+2a2)
11′
dΛ
=
1
Λ
[
I¯
(1)
12 I¯
±(1)
2¯1′
− I¯(1)1′2 I¯±(1)2¯1 + I¯
(1)
12 I¯
±(2)
2¯1′
− I¯(1)1′2 I¯±(2)2¯1 + I¯I
±
12G¯
(1)
2¯1′
− I¯I±1′2G¯(1)2¯1
− I¯(1)12 Z(1)I¯±(1)2¯1′ + I¯
(1)
1′2Z
(1)I¯
±(1)
2¯1
− I¯I±(1)12 Z(1)G¯(1)2¯1′ + I¯I
±(1)
1′2 Z
(1)G¯
(1)
2¯1
− 1
2
(I¯
(1)
23 I¯
±(1)
11′ G¯
(1)
3¯2¯
+ I¯
(1)
23 G¯
(1)
11′ I¯
±(1)
3¯2¯
+ I¯I
±(1)
23 G¯
(1)
11′G¯
(1)
3¯2¯
)
]
, (B30c)
dI¯I
±(2a1)
11′
dΛ
=
1
Λ
[
I¯
(1)
12 I¯
±(2a1)
2¯1′
+ I¯
(2a1)
12 I¯
±(1)
2¯1′
− I¯(1)1′2 I¯±(2a1)2¯1 − I¯
(2a1)
1′2 I¯
±(1)
2¯1
+ I¯I
±(1)
12 G¯
(2a1)
2¯1′
+ I¯I
±(2a1)
12 G¯
(1)
2¯1′
− I¯I±(1)1′2 G¯(2a1)2¯1 − I¯I
±(2a1)
1′2 G¯
(1)
2¯1
]
, (B30d)
where Z(1) parametrizes the frequency dependence of the Liouvillian in first order14 by L
(1)
D (Ω) = L
(1)
D − ΩZ(1).
The initial conditions of the RG equations are given by the discrete RG step (B14a)-(B14b). We note that only the
imaginary parts of I¯±a and I¯I
±a
are generated during the discrete step. Thus the real part of I¯± is given by the bare
vertex; I¯I
±
is initially zero.
The frequency-dependent part I¯± and I¯I
±
can be integrated to
I¯
±(2b)
11′ (Ω, ξ) = I¯
±(1)
12 ln
Λ− iξ12 + iL(0)D
Λ
G¯
(1)
2¯1′
+ G¯
(1)
12 ln
Λ− iΩ12 + iL(0)D
Λ
I¯
±(1)
2¯1′
− (1↔ 1′), (B31)
I¯I
±(2b)
11′ (Ω, ξ) = I¯I
±(1)
12 ln
Λ− iξ12 + iL(0)D
Λ
G¯
(1)
2¯1′
+ I¯
(1)
12 ln
Λ− iΩ12 + iL(0)D
Λ
I¯
±(1)
2¯1′
− (1↔ 1′) . (B32)
In order to distinguish between the different orders in J we expand K(z) as
KΛ(z) = ln
2Λ− iz
Λ− iz =
iz
2Λ
+ K˜Λ(z) . (B33)
The terms proportional to Jn/Λ on the r.h.s. lead to contributions Jn−1 after the integration over Λ, while those
proportional to K˜Λ(z) remain of the same order.
Similarly to the vertices, the RG equation of the kernel Σ±II can be split in one for the real and one for the imaginary
part. Since for the derivation of the noise only the imaginary part of Σ±II is needed, we will restrict our analysis to
ImΣ±II here. The real part will be considered in Appendix B 2 c, for the calculation of the imaginary part of the ac
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conductance. In analogy to the equations of I¯± and I¯I
±
the imaginary part of Σ±II is given by
dImΣ±II
dΛ
=
1
2Λ
[
I¯
(1)
12 (Ω12 − L(0)D )I¯±(2a1)2¯1¯ + I¯
(2a1)
12 (Ω12 − L(0)D )I¯±(1)2¯1¯ + I¯I
±(1)
12 (ξ12 − L(0)D )G¯(2a1)2¯1¯ + I¯I
±(2a1)
12 (ξ12 − L(0)D )G¯(1)2¯1¯
]
− I¯(1)12 Im K˜Λ(Ω12)I¯±(1)2¯1¯ − I¯I
±(1)
12 Im K˜Λ(ξ12)G¯
(1)
2¯1¯
,
(B34)
with initial condition given by Eq. (B14c). In order to
distinguish between contributions involving K˜Λ(z) and
the ones proportional to 1/Λ it is useful to split the RG
equation for Σ±II in
dImΣ
±(2a)
II
dΛ
=− I¯(1)12 Im K˜Λ(Ω12)I¯±(1)2¯1¯
− I¯I±(1)12 Im K˜Λ(ξ12)G¯(1)2¯1¯ , (B35)
dImΣ
±(2b)
II
dΛ
=
1
2Λ
[
I¯
(1)
12 (Ω12 − L(0)D )I¯±(2a1)2¯1¯
+ I¯
(2a1)
12 (Ω12 − L(0)D )I¯±(1)2¯1¯
+ I¯I
±(1)
12 (ξ12 − L(0)D )G¯(2a1)2¯1¯
+ I¯I
±(2a1)
12 (ξ12 − L(0)D )G¯(1)2¯1¯
]
. (B36)
Using K˜Λ(z) = dF˜Λ(z)/dΛ, with
F˜Λ(z) = Λ ln
2Λ− iz
Λ− iz −
iz
2
(
ln
(2Λ− iz)Λ
2(Λ− iz)2 + 1
)
, (B37)
(B35) can be integrated to
ImΣ
±(2a)
II
= −I¯(1)12 Im F˜Λc (Ω12)I¯±(1)2¯1¯ − I¯I
±(1)
12 Im F˜Λc(ξ12)G¯
(1)
2¯1¯
,
(B38)
where we used F˜Λ(z) → Λ ln 2 + ΛO(z/Λ)2 for Λ ≫ |z|.
Thus the contribution at Λ0 is canceled by the first term
of the initial condition (B14c) for14
Λ0 =
pi2
16 ln 2
D . (B39)
Weak-coupling analysis below Λc. As explained in
Ref. 14, up to Λc we resummed all leading and subleading
logarithmic contributions in ln(D/Λc) for the renormal-
ized vertex. Thus at Λ = Λc the bare coupling constant
is replaced by t
Jc =
1
2 ln ΛcTK
, (B40)
providing the starting point for an expansion in Jc ≪ 1
for Λc ≫ TK .At the same time the Liouvillian in the
resolvents is replaced by the full effective one LeffD (z).
Since we stop the flow of the coupling J at Λc also
the RG flow of all vertices is stopped at this scale. The
current-current kernel Σ±II at Λ = 0 is calculated pertur-
batively in Jc by replacing all vertices by their values at
Λ = Λc in the following indicated by the index c (e.g.
G¯c(1)). Carrying out this replacement in Eq. (B27) we
find for the RG equation of the imaginary part of the
current-current kernel up to second order in Jc
dImΣ
±(2)
II
dΛ
= −I¯c(1)12 ImK(Ω12)I¯c±(1)2¯1¯ − I¯I
c±(1)
12 ImK(ξ12)G¯
c(1)
2¯1¯
,
(B41)
which can be easily integrated from Λc to 0 by using
K(z) = dFΛ(z)/dΛ with
FΛ(z) = F˜Λ(z) +
iz
2
(
ln
iΛ
2z
+ 1
)
. (B42)
The contribution proportional to F˜Λc(z) is canceled by
the corresponding term from above Λc, and hence we find
ImΣ±II =− I¯c(1)12 Im
Ω12 − LeffD (Ω)
2
×
(
ln
iΛc
2(Ω12 − LeffD (Ω))
+ 1
)
I¯
c±(1)
2¯1¯
− I¯Ic±(1)12 Im
ξ12 − LeffD (ξ)
2
×
(
ln
iΛc
2(ξ12 − LeffD (ξ))
+ 1
)
G¯
c(1)
2¯1¯
,
(B43)
where F˜Λ=0 = 0.
In order to obtain analytic solutions for the RG equa-
tions we decompose the effective Liouvillian into eigenval-
ues and projectors LeffD (z) =
∑
i λi(z)Pi(z) and expand
around the poles given by the self-consistency equations
zi = λi(zi). With this approximation ImΣ
±
II at Λ = 0 is
given by
ImΣ±II
= −
∑
i
Ω12 − Re zi
2
arctan
Ω12 − Re zi
Im zi
I¯
c(1)
12 PiI¯
c±(1)
2¯1¯
−
∑
i
ξ12 − Re zi
2
arctan
ξ12 − Re zi
Im zi
I¯I
c±(1)
12 PiG¯
c(1)
2¯1¯
.
(B44)
As explained in detail in Ref. 11 the eigenvalue zi =
0 characterizing the stationary state, could in principle
lead to divergencies. Performing the discrete RG step
its contribution vanishes, if the vertex G¯ stands right of
the projector P0 since P0G¯ = 0. This is the case for
the second contribution of (B44), but not for the first
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one. From the definitions (B11) we obtain the relations
I¯+11′ = 2G˜11′ and I¯
−
11′ = 2G¯11′ . Since I¯
− is proportional
to G¯, also the contribution of P0 in the first term of
(B44) is zero. For I¯+ this does not hold and the zero
eigenvalue will lead to a contribution characterized by the
absence of any finite relaxation rate leading to a sharp
kink in the symmetric noise and a discontinuity in its
derivative. However, there are no contributions of the
zero eigenvalue27 in order J3c ln(Λc/|x+ iΓ|) and thus no
divergent logarithmic contributions emerge in ImΣ+II .
b. Application to the isotropic Kondo model
In the following we solve the RG equations set up in
the previous section explicitly for the isotropic Kondo
model. The interaction part of the Hamiltonian (11) is
given by
V =
1
2
g11′ : a1a1′ : , (B45)
where we used the notation 1 = ηασω and sum (inte-
grate) implicitly over all indices (frequencies). Here g11′
is the coupling vertex acting on the dot states only and :.:
denotes normal-ordering of the reservoir field operators,
meaning that no contractions within the normal-ordered
product are allowed. A contraction is defined by
a1 a1′ ≡ 〈a1a1′〉ρres = δ11¯′ρ(ω)fα(ηω) , (B46)
with fα(ηω) = (e
ω/Tα + 1)−1 = 1 − fα(−ω) the Fermi
distribution function at the corresponding temperature
Tα of the reservoir and δ11′ ≡ δηη′δαα′δσσ′δ(ω − ω′) is
the δ distribution in compact notation. Furthermore,
we introduce the cutoff band width D via the density of
states
ρ(ω) =
D2
D2 + ω2
. (B47)
For the isotropic Kondo model we consider (see Fig. 1
and Eq. (11)) the coupling vertex
g11′ =
1
2
{
(Jαα′)0S
iσiσσ′ for η = −η′ = +
−(Jα′α)0Siσiσ′σ for η = −η′ = −
. (B48)
In Liouville space it reads
Gpp11′ =
1
2
{
(Jαα′ )0L
piσiσσ′ for η = −η′ = +
−(Jα′α)0Lpiσiσ′σ for η = −η′ = − ,
(B49)
with the spin superoperators Lp = (Lpx, Lpy, Lpz) de-
fined by their action on an arbitrary operator A in the
dot Hilbert space
L
+A = SA , L−A = −AS . (B50)
The explicit matrix structure of these spin matrices can
be found in Ref. 12. For the solution of the RG equations
these matrices will always occur in the combinations
L
1 =
1
2
(L+ −L−)− iL+ ×L− (B51a)
L
2 = −1
2
(L+ +L−) (B51b)
L
3 =
1
2
(L+ −L−) + iL+ ×L− (B51c)
La =
3
4
1+L+ · L− (B51d)
Lb =
1
4
1−L+ · L− (B51e)
Lc =
1
2
1+ 2L+zL−z (B51f)
Lh = L+z + L−z = −2L2z . (B51g)
With these spin superoperators the Liouvillian in zeroth
order is given by
L
(0)
D = [HD, ·]− = h0Lh . (B52)
The results for the coupling vertex, the Liouvillian and
the current vertex I for η = −η′ = + determined in
Refs. 11,14 read
G¯
(1)
11′ = −Jαα′L2σσσ′ (B53a)
G˜
(1)
11′ =
1
2
Jαα′(L
1 +L3)σσσ′ (B53b)
G¯
(2a1)
11′ =
pi
2
JαβJβα′L
3
σσσ′ (B53c)
L
(1)
D =
1
2
trJh0L
h (B53d)
I¯
(1)
11′ =
1
2
JLαα′L
1
σσσ′ (B53e)
I¯
(2a1)
11′ = −
3pi
8
(JLαβJβα′ − JαβJLβα′)Lbδσσ′ , (B53f)
where σ is a vector consisting of the Pauli matrices and
JLαα′ = c
L
αα′Jαα′ . The vertex for η = −η′ = − is
obtained by using G¯11′ = −G¯1′1, which also holds for
the current vertices. Furthermore the coupling constant
Jαα′ = 2
√
xαxα′J fulfills the poor man’s scaling equation
dJ(Λ)
dΛ
= − 2
Λ
J(Λ)2 (B54)
which is solved by
J(Λ) =
1
2 ln ΛTK
, TK = Λ0e
−1/(2J0) , (B55)
where J0 = J(Λ0) is the initial value of the coupling
constant at Λ0.
According to Eqs. (B11b) and (B11c), the initial values
for I¯± and I˜± are given by
I¯
+(1)
11′ = 2G˜
(1)
11′ = J
L
αα′(L
1 +L3)σσσ′ (B56a)
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I˜
+(1)
11′ = 2G¯
(1)
11′ = −2JLαα′L2σσσ′ (B56b)
I¯
−(1)
11′ = 2G¯
(1)
11′ = −2JLαα′L2σσσ′ (B56c)
I˜
−(1)
11′ = 2G˜
(1)
11′ = J
L
αα′(L
1 +L3)σσσ′ . (B56d)
Inserting these initial vertices in Eqs. (B30) and using
the poor man’s scaling equation (B54) the vertices I¯±11′
as well as I¯I
±
11′ can be determined up to second order
in J . Since for the derivation of the imaginary part of
the current-current kernel the real part of the vertices is
needed only in first order, we skip the second order of
the real part here. In first order I± is given by its initial
value with Λ-dependent coupling J . The imaginary part
of the second order is given by its initial condition (B14a)
with the initial couplings J0 replaced by the Λ-dependent
ones
I¯
+(2a1)
11′ =− i
3pi
4
(
JLαβJβα′ − JαβJLβα′
)
Lbδσσ′
+ i
pi
4
(
JLαβJβα′ − JαβJLβα′
)
Laδσσ′
− ipi(JLαβJβα′ + JαβJLβα′)L2iσiσσ′ .
(B57a)
I¯
−(2a1)
11′ = ipi(JαβJ
L
βα′ + Jβα′J
L
αβ)L
3iσiσσ′ (B57b)
The generated vertex I¯I
±
is initially given by (B14b)
I¯I
+a
11′ = ipiJ
L
αβJ
L
βα′L
1iσiσσ′ (B58)
I¯I
−a
11′ = 0 (B59)
with no contribution in first order. Solving Eqs. (B30c)
and (B30d) we find that I¯I
+
remains zero in first order,
while I¯I
−
is given by
I¯I
−(1)
11′ = a
LL
αα′L
1iσiσσ′ , (B60)
with
aLLαα′ =
1
4
[
− 1
2
J2
J0
+
1
2
J0
]
1+
1
4
[
J − 1
2
J2
J0
− 1
2
J0
]
σx .
(B61)
We note that the contribution of (B60) to the antisym-
metric noise as well as to the ac conductance will turn
out to vanish. For the contributions in second order I¯I
−
is zero while of I¯I
+
is given by
I¯I
(2a1)
11′ =
pi
2
(JLαβJ
L
βα′ + J
L
βα′J
L
αβ)L
1
σσσ′ . (B62)
The RG equation (B36) for the contribution from Λ > Λc
of Σ±II(Ω, ξ) can be solved by inserting these vertices and
using the poor man’s scaling equation (B54).
Using for the poles zi and projectors Pi (see Ref. 14)
z0 = 0 P0 = L
b + 2ML3z (B63)
z1 = −iΓ1 P1 = La − Lc − 2ML3z (B64)
z± = ±h− iΓ2 P± = 1
2
(Lc ± Lh) , (B65)
with the renormalized magnetic field h, relaxation rates
Γ1/2 and the magnetization M , Eq. (B44) gives for the
current-current kernel in the limit ξ → 0+,
ImΣ+II =
pi
2
J2ndhL
1z +
pi
8
J2nd
∑
α,σ=±
|Ω + αV + σh|2Lb
+
pi
4
J2nd
∑
α=±
[
|Ω+ αV | − |Ω− αV |1
]
ML1z
+
pi
2
J2nd
∑
α=±
|Ω+ αV |1Lb
(B66)
ImΣ−II =
3pi
4
J2ndΩL
b +
pi
8
J2nd
∑
α,σ=±
σ|Ω + αV + σh|2L1z .
(B67)
The symmetric and the antisymmetric noise (16) are ob-
tained by multiplying with the stationary density ma-
trix14 ρst =
1
21 + 2MS
z from the right, and perform-
ing the trace over the dot degrees of freedom, with
TrDL
bρst = 1 and TrDL
1zρst = 2M .
c. AC conductance
The real part of the ac conductance is given by Eq. (7)
and thus can directly be calculated from the antisymmet-
ric current noise (16b).
According to Eq. (8), the imaginary part of the ac con-
ductance is given by
ImG(Ω) =
1
Ω
[
ImC−(Ω)− ImC−(0)] , (B68)
with
ImC−(Ω) = −TrD[ReΣ−II(Ω, i0+)ρstD ] . (B69)
Starting from Eq. (B27), and following the calculation of
ImΣ−II we obtain the flow equation for the real part
dReΣ−II
dΛ
=
1
2Λ
I¯
(1)
12 (Ω12−L(0)D )I¯−(2a2)2¯1¯ +
1
2Λ
I¯
(2a2)
12 (Ω12−L(0)D )I¯−(1)2¯1¯
+
1
2Λ
I¯I
(1)
12 (ξ12−L(0)D )G¯(2a2)2¯1¯ +
1
2Λ
I¯I
(2a2)
12 (ξ12−L(0)D )G¯(1)2¯1¯
− I¯(1)12 Re K˜Λ(Ω12)I¯−(1)2¯1¯ − I¯I
(1)
12 Re K˜Λ(ξ12)G¯
(1)
2¯1¯
.
(B70)
As a consequence of (B68), all Ω-independent terms will
not contribute. In addition the current vertices I¯(2a2)
and I¯−(2a2) determined by the RG equation (B30a) do
not contribute due to the matrix structure as I¯(2a2) ∝ L1
and I¯−(2a2) ∝ L1. Using (B53e) and (B56c) for I¯(1) and
I¯−(1), we thus obtain
ReΣ−II =
1
4
J2nd
∑
α,σ=±
σL2(Ω + αV + σh)L1z , (B71)
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which yields
ImC−(Ω) = −1
2
J2nd
∑
α,σ=±
σL2(Ω+αV +σh)M . (B72)
For the imaginary part of the ac conductance (B68) we
finally obtain
ImG(Ω)
= −M
2Ω
J2nd
∑
α,σ=±
σ
[
L2(Ω + αV + σh)− L2(αV + σh)
]
.
(B73)
The real part of the ac conductance (28a) and its imag-
inary part can be combined to a single complex function.
IntroducingH2(x) = L2(x)+ipi|x|2/2 the ac conductance
is given by
G(Ω) =
3pi
4
J2nd − i
M
2Ω
J2nd
∑
α,σ=±
σ
[
H2(Ω + αV + σh)
−H2(αV + σh)
]
.
(B74)
3. Low frequency limit
In this appendix we discuss the additional contribu-
tions to the current noise and the ac conductance arising
from the reducible part of the current-current correlation
function (15)
C±red(Ω) = −iTrD
[
ΣI(Ω)
1
Ω− LeffD (Ω)
Σ±I (Ω, i0
+)ρstD
]
(B75)
in the low frequency limit. For Ω→ 0, the contribution of
the eigenvalue z1 appears to be of order J
2. In addition,
the zero eigenvalue leads to a singularity. In the following
we analyze these contributions.
First we compute the current kernels ΣI and Σ
±
I .
The kernel of the normal current operator ΣI derived
in Ref. 14 for zero frequency is obtained by replacing the
Laplace variable by the frequency Ω
ΣI(Ω) = i
3pi
8
V J2ndL
b+
1
8
J2nd
∑
α,σ=±
ασH2(Ω+αV +σh)L1z .
(B76)
For the derivation of the kernel Σ±I (Ω, ξ) we have to take
into account all diagrams withe the current vertex on
arbitrary position. In particular, we have to distinguish
between the two frequencies, Ω occurring to the left of
I±, and ξ → 0+ to the right. Furthermore, since ΣI(Ω)
is on the leftmost position in Eq. (B75) we can neglect all
contributions vanishing under the trace. Differently for
Σ±I (Ω, ξ) all terms have to be taken into account. This
yields the RG equation
dΣ±I (Ω, ξ)
dΛ
= −iI¯±12(Ω, ξ)K(ξ12)G¯2¯1¯(ξ12)
− iG¯12(Ω)K(Ω12)I¯±2¯1¯(Ω12, ξ)
− 2iG¯12(Ω)K(Ω12)I¯±2¯3(Ω12, ξ)K(ξ2¯3)G¯3¯1¯(ξ2¯3)
− 2iG¯12(Ω)K(Ω12)G¯2¯3(Ω12)K(Ω13)I¯±3¯1¯(Ω13, ξ)
− 2iI¯±12(Ω, ξ)K(ξ12)G¯2¯3(ξ12)K(ξ13)G¯3¯1¯(ξ13) .
(B77)
Solving this equation in an analog way as the one for Σ±II ,
we obtain
Σ+I (Ω, 0
+) = −1
2
J2nd
∑
α,σ=±
ασH2(Ω + αV + σh)L3z
+ i
pi
2
J2ndV (3L
b − La) + ipi
2
J2nd
∑
σ=±
σ|V + σh|2L1z
(B78a)
Σ−I (Ω, 0
+) = 2J2nd
∑
σ=±
L2(V + σh)La
− J2nd
∑
α,σ=±
αH2(Ω + αV + σh)La .
(B78b)
Now we discuss the contribution of the eigenvalue z1.
With (B76) and (B78a), the reducible contribution at
Ω = 0 to the symmetric current-current correlation func-
tion is given by
C+red(0)|z1 = TrDΣI(0)
1
Γ1
P1Σ
+
I (0, i0
+)ρstD
= −2piJ4nd
1
Γ1
VM
∑
σ=±
σ|V + σh|2
−
(
2M2 +
1
2
)
J4nd
1
Γ1
[∑
σ=±
σ|V + σh|2
]2
.
(B79)
Since C+red(0)|z1 is real and ReC+ = S+, it represents
the reducible contribution to the symmetric noise. Since
Σ−I (0, 0
+) = 0 there is no additional contribution to the
antisymmetric noise at Ω = 0.
In the limit Ω → 0, Eq. (8) for the ac conductance
reads
G(Ω→ 0) = dC
−
dΩ
∣∣∣∣
Ω=0
. (B80)
Using Eq. (B75) the reducible part of the conductance
can be expressed directly by the current kernels ΣI and
Σ−I
Gred(Ω→ 0)|z1 = −
1
Γ1
TrD
[
ΣI(0)P1
dΣ−I
dΩ
∣∣∣∣
Ω=0
ρstD
]
,
(B81)
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where we used that P1 and Γ1 are independent of the
external frequency Ω and Σ−I (0, 0) = 0. With
dΣ−I
dΩ
∣∣∣∣
Ω=0
= −2idΓ1
dV
La (B82)
we obtain
Gred(Ω = 0)|z1 = −
pi
2
J2nd
M
Γ1
dΓ1
dV
∑
σ=±
σ|V +σh|2 . (B83)
We finally note that this term is real and thus does not
affect the imaginary part of the ac conductance.
The reducible contribution of (B75) of the zero eigen-
value is given by
C±red(Ω)|z0 = −iTrDΣI(Ω)
1
Ω
P0Σ
±
I (Ω, 0
+)ρstD , (B84)
which leads to a singularity in the limit Ω→ 0. To study
the singular behavior in detail we use the kernels ΣI(Ω)
and Σ±I (Ω, 0
+) given by (B76) and (B78) respectively.
The contribution to S+(0) is
S+red(Ω)|z0 = ReC+red(Ω)|z0
= −piTrDΣI(Ω)P0Σ+I (Ω, 0+)ρstDδ(Ω) , (B85)
due to Im 1Ω+iδ = −piδ(Ω). Inserting (B76) and (B78a)
we find
S+red(0)|z0 =
[
9pi3
8
J4ndV
2 +
3pi3
2
J4ndVM
∑
σ=±
|V + σh|2
+ pi2J4nd
(
M
∑
σ=±
|V + σh|2
)2]
δ(Ω)
= 2pi〈I〉2stδ(Ω) , (B86)
where we used14
〈I〉st = 3pi
4
J2ndV +
pi
2
J2ndM
∑
σ=±
σ|V + σh|2 . (B87)
Thus this term is exactly canceled by the second term of
Eq. (6a) and does not lead to any singularities.
As Σ−I ∝ La and P0La = 0 there is no singular behav-
ior in S−(0) and hence G(Ω→ 0) is not affected.
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