Complementary regularity between the integrand and integrator is a well known condition for the integral ∫ T 0 f (r) dg(r) to exist in the Riemann-Stieltjes sense. This condition also applies to the multi-dimensional case, in particular the 2D integral
Introduction
The theory of the Young-Stieltjes integral is one of the main foundations of rough paths theory [6, 13, 12, 11] , which gives new estimates and insight into stochastic integrals by allowing them to be examined in a path-wise, or deterministic, manner in addition to the usual probabilistic approach. In the one-dimensional case, the key contribution of Young-Stieltjes integration is that the integrator need not be of bounded variation; rather, the integrator and integrand need only have complementary regularity, i.e. they only need to be of finite p and q variation respectively where
This notion of complementary regularity for integration has also been extended to the multidimensional case [16] . For a function of two variables, 2D p-variation over a region, say [0, T ] 2 , is defined as
where the supremum runs over all partitions π ∶= {(u i , v j )} of [0, T ] 2 . Theorem 1.2(a) in [16] shows that the Stieltjes sums of ∫ [0,T ] 2 f dg converge if the integrand and integrator have complementary 2D variation. In particular, this result has been used in [7] to construct the geometric rough path over Gaussian processes with low regularity, and in the recent paper [3] , which gives a link between the Cameron-Martin norm and the 2D Young integral, and allows for the generalization of the classical Itô-Stratonovich formula beyond standard Brownian motion.
In this paper, we will show that given that the integrator is a covariance function, and under a certain natural condition on its structure, one can bypass the requirement of complementary regularity for the existence of ∫ [0,T ] 2 f dg in the Young-Stieltjes sense. More precisely, we can weaken this requirement and consider integrands with finite 2D p-variation where p ≥ 3, even if the integrator only has finite 2D q-variation with q ≥ 3 2 . This case arises in situations where the functions have low regularity, e.g. when considering integrals w.r.t. the covariance function of fractional Brownian motion with Hurst parameter H ≤ 1 3 [7] . Before we proceed, we will review other results in the literature to motivate the need for a new approach. To simplify things and be concrete, we will illustrate their inadequacy by considering integrands of the form
where we assume, for reasons of symmetry, that f 1 and f 2 are both continuous with finite p-variation for p ≥ 3 but infinite p-variation if p < 3.
One of the earliest results for multi-dimensional integration can be found in Young's original paper [19] ; see also [17] for a recent application to Brownian motion local time. Here, the result is formulated in terms of bivariations rather than complementary regularity. We say
Moreover, if we also assume that the integrator g satisfies
(the definition of the rectangular increment is given in (6)) and if there exists α ∈ (0, 1) such that
then the integral ∫ [0,T ] 2 f dg exists in the Young-Stieltjes sense; see e.g. Corollary 1.1 in [17] .
However, we see that if the integrand is of product form (2), then it is at best of (p, p)-bivariation with p ≥ 3, and we can also take α = 1 2 by symmetry. (4) then dictates that the integrator must satisfy (3) withp =q < 6 5 for the existence of the integral. Returning to [16] , Theorem 1.2(b) in the paper gives a slight generalization on the condition on complementary regularity by also allowing one to consider the variation on each variable separately. To do so, we have the notion of mixed variation, where we say that
and the 2D integral exists if the integrator is in V (p,q)−var
Although this is an improvement over the bivariation condition in (4), we see that in the symmetric case (2), p must equal q and we are back to the case where f ∈ V p−var
with p ≥ 3, which means that the integrator is required to be of finite 2D q-variation with q < In this paper, we will improve the existing results such that q can be greater than 3 2 , under the assumption that the integrator has Volterra structure, as is the case when it is the covariance function of a Gaussian process with the same regularity as the integrand; see [7] . The techniques we use stem from the fractional calculus, but we have generalized the analysis to deal with general Volterra operators that include the fractional operators. In the process, we discover that in place of complementary regularity, what we need is the notion of strongbicontinuity in the Hölder sense, which allows us to extend the class of integrands included in the result beyond those of the form (2).
The paper is organized as follows: Section 2 give a brief introduction to the preliminary information and notation that will be used throughout the sequel. In Section 3, we summarize Volterra kernels and their relation to covariance functions, and we also introduce strongly Hölder bi-continuous functions. Finally in Section 4, we state the main theorem (Theorem 4.1) and provide its proof, as well as apply it to show convergence of the Stieltjes sums of a 2D integral without the need for complementary regularity.
The bulk of the content in this paper can be found in the author's doctoral dissertation [10] .
We will use V p−var
2 ; E ) to denote the set of functions (resp. continuous functions) which satisfy (5) . We will use the notation 
i.e. for each ε > 0, there exists a δ > 0 such that for all partitions
2 with mesh π < δ, the quantity on the left of (7) is less than ε. In this case, we use
Definition 2.2. We say that
The significance of this definition lies in the following theorem, which gives the existence of the Young-Stieltjes integral and Young's inequality in two dimensions; see [11] , [6] , [8] for the one-dimensional version.
regularity. We also assume that f (s, ⋅) and f (⋅, u) have finite p-variation, and that f and g have no common discontinuities. Then the 2D Young-Stieltjes integral exists and the following Young's inequality holds;
where
Proof. See [16] , [7] . ∎
Volterra processes
Associated with any Volterra kernel is a lower triangular, Hilbert-Schmidt operator
Given a standard Brownian motion B and a Volterra kernel K, we define a Volterra process
this is a centered Gaussian process with covariance function [18] R(s, t) = t∧s 0 K(t, r)K(s, r) dr.
Example 2.4. (i) Standard fractional Brownian motion B H , with Hurst parameter H ∈ (0, 1), is the centered Gaussian process with covariance function
It is well-known that B H has a Volterra representation of the form [18] 
(
ii) The Riemann-Liouville process with Hurst parameter
H ∈ (0, 1) is determined by the kernel K(t, s) ∶= C H (t − s) H− 1 2 1 [0,t) (
s). Like the fractional Brownian motion, it is a self-similar process with variance t 2H ; however, it does not have stationary increments.
We will need the following condition on the kernel K.
Condition 1.
There exists constants C < ∞ and α ∈ 0,
(ii)
∂K(t,s) ∂t
exists for all 0 < s < t ≤ T and satisfies
For standard fractional Brownian motion with the kernel is given by (11), for any H ∈ (0, 1), we have (see Theorem 3.2 in [18] )
for all 0 < s < t ≤ T , and we also have
see [4] and [14] . Thus, Condition 1 is satisfied by the kernel as a consequence of the bounds above.
Given a Banach space E and a kernel K satisfying Condition 1 for some α ∈ 0, 1 4 , we introduce the linear operator K * (see [2] , [5] )
where the signed measure K(dr, s) ∶=
for which the integral on the right-hand side exists. In particular, if φ is a λ-Hölder continuous function in the norm of E for some λ > α, then one can verify simply that
whenever φ is, and we have the identity
where δ T is the Dirac mass at T . Using integration-by-parts, we have
and note that the adjoint K of K * is equal to 
and for any partition
Then if λ > α, we have
where K * is defined as in (14) .
Proof. The proof follows that of Proposition 8 in [1] . We reproduce it as the estimates derived here will be required later, and also because there is a minor error in the original proof.
For the second term, we have
For the third term, since r − s k ≤ r − s if s ∈ [s i , s i+1 ) and s k ≥ s i+1 , we have
where ε is chosen such that λ − α − ε > 0. Hence
Finally for the first and fourth terms, we have
Thus for k = 1, 4, we obtain
where B(⋅, ⋅) in the second line denotes the beta function and is well-defined since 4λ+ 1 > 0 and 1 − 4α > 0. ∎
The operator K * ⊗ K * and Hölder bi-continuity
In this section, we will continue to use E to denote a general Banach space with norm ⋅ E .
which is defined for any measurable function ψ ∶ [0, T ] This definition is motivated by the following observation: if ψ has the product form ψ (s, t) = ψ 1 (s) ⊗ ψ 2 (t) for some ψ 1 , ψ 2 ∶ [0, T ] → F , then by applying the previous definition with E ∶= F ⊗ F (completed with respect to any cross-norm) we have
whenever the terms on the right side exist.
We also have the following technical lemma, which shows that the action of K * ⊗ K * on a function φ is the same as the iterated application of K * to the first, then second variable (or vice-versa) of φ.
for which both sides of the equation are well-defined. Similarly, if
Proof. We have
and the second statement can be proved by a similar computation. ∎
As with the operator
(T,T ) − written in Marchaud form; see Chapter 24 in [15] .
Moving beyond product functions in the domain of K * ⊗ K * , we extend the discussion to
Hölder bi-continuous functions. 
We have the following simple lemmas.
Lemma 3.5. If a function φ is λ-Hölder bi-continuous, then it is strongly
λ 2 -Hölder bi-continuous.
and
Now taking square roots on both sides of (20) and (21) 
Then φ ○ ψ is strongly λ-Hölder bi-continuous in the norm of E.
E denote the supremum norms of φ and ψ respectively.
We have 
→ E is strongly λ-Hölder bi-continuous in the norm of E and λ > α, then
Proof. It follows that for λ > α, because of Condition 1 and strong Hölder bi-continuity, we have
The proof is complete when we use the fact that α < 
Main result
We now arrive at the main result of the paper, which demonstrates that complementary regularity between the integrand and integrator is a sufficient but not necessary condition for the multi-dimensional Young-Stieltjes integral to exist. The following theorem is key to showing the main result, but due to its length, we will defer its proof until the end of the section. 
In addition, let K * ⊗ K * denote the operator in Definition 3.1, where the Volterra kernel K satisfies Condition 1 for some α ∈ 0,
The following corollary is an immediate consequence of the preceding theorem and Lemma 3.5. We now prove the following proposition. 
Proof. Fixing an arbitrary partition of
We have
By Theorem 4.1, this converges to ∫ T 0 K * ⊗ K * φ(r, r) dr as the mesh of the partition goes to zero. ∎ As a particular application of this result, we can consider the case where φ is a product of two single-variable λ-Hölder continuous functions φ 1 and φ 2 . We then have
Another application of Theorem 4.1 is in proving the existence of iterated 2D Young integrals. 
exists, and is equal to
Proof. Denoting ψ
Using Theorem 4.1, and the continuity of the inner product ⟨f, g⟩ ∶= ∫ [0,T ] 2 f (r 1 , r 2 )g(r 1 , r 2 ) dr 1 dr 2 , we see that the above expression converges to (25).
∎
Proof of Theorem 4.1.
We will examine each of the terms on the right side of the above expression. To bound the terms, we will use the functions ξ i,k , k = 1, 2, 3, 4, in Proposition 2.5, which are defined for any partition π = {r i } of [0, T ]. In particular, recall that for k = 1, 2, 3, 4,
and here we use ∆ i to denote [r i , r i+1 ).
For the first term on the right of (27), we have (ψ
and thus We thus obtain the bound 
and thus (ii) To show the second result (23), we set u = v = r and simply apply Cauchy-Schwarz to each term in (29), (30) and (35) before using (28). ∎
