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Alternating Minimization Algorithm with Automatic Relevance Determination
for Transmission Tomography under Poisson Noise
Yan Kaganovsky∗, Shaobo Han∗, Soysal Degirmenci†, David G. Politte‡, David J. Brady∗,
Joseph A. O’Sullivan†, and Lawrence Carin∗. §
Abstract. We propose a globally convergent alternating minimization (AM) algorithm for image reconstruction
in transmission tomography, which extends automatic relevance determination (ARD) to Poisson
noise models with Beer’s law. The algorithm promotes solutions that are sparse in the pixel/voxel-
differences domain by introducing additional latent variables, one for each pixel/voxel, and then
learning these variables from the data using a hierarchical Bayesian model. Importantly, the pro-
posed AM algorithm is free of any tuning parameters with image quality comparable to standard pe-
nalized likelihood methods. Our algorithm exploits optimization transfer principles which reduce the
problem into parallel 1D optimization tasks (one for each pixel/voxel), making the algorithm feasible
for large-scale problems; This approach considerably reduces the computational bottleneck of ARD
associated with the posterior variances. Positivity constraints inherent in transmission tomography
problems are also enforced. We demonstrate the performance of the proposed algorithm for x-ray
computed tomography using synthetic and real-world datasets. The algorithm is shown to have much
better performance than prior ARD algorithms based on approximate Gaussian noise models, even
for high photon flux. Sample code is available at http://www.yan-kaganovsky.com/#!code/c24bp.
Key words. Alternating minimization, Automatic relevance determination, Transmission tomography, Poisson
noise, X-ray CT, Optimization Transfer.
1. Introduction. Tomographic image reconstruction is the process of estimating an object
from measurements of its line integrals along different angles [1]. Tomographic reconstruction
is an ill-posed problem [2] in the sense that there are multiple solutions that are consistent
with the data. It is therefore desirable to make use of prior knowledge, which includes the
statistical characteristics of the measured data, and properties that are expected of the image.
The images in transmission tomography represent attenuation per unit length of the im-
pinging beam due to energy absorption inside the imaged object. Well known examples are
x-ray computed tomography (CT) [3], and electron tomography [4]. The attenuation must be
nonnegative, since a negative value corresponds to an increase in the intensity of the exiting
beam, which is non-physical. These images can often be well approximated by a sparse repre-
sentation in some transform domain. In some applications, sparsity is present directly in the
native image domain [5], but more commonly it is present in the pixel-difference domain [6]
or in some transform domain, such as the wavelet, curvelet or shearlet transforms [7, 8].
There are generally two types of approaches for tomographic image reconstruction. The
first type consists of one-shot algorithms, such as filtered back-projection [1] and its exten-
sions, which rely on analytic formulas. These algorithms do not incorporate the type of prior
knowledge mentioned above and also produce prominent artifacts when some of the data are
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missing. The second type consists of iterative algorithms which are based on minimizing some
objective function. The latter enable the incorporation of prior knowledge about the data and
the image of interest, e.g., the objective function can put less emphasis on measurements that
are expected to be more noisy, include penalties that promote sparsity of the image in some
representation, and positivity constraints for the image can also be included. In addition,
iterative algorithms are far more robust to missing data.
Many transmission tomography problems involve physical processes consisting of quanta,
e.g., the number of transmitted photons in x-ray CT, or the number of transmitted electrons
in electron tomography. Therefore, there is a strong physical motivation for modeling these
processes using independent Poisson random variables [4, 6]. In the medical CT community,
the Poisson noise model is commonly used [6] and provides the basis for a well known class of
iterative algorithms [6, 9, 11, 12, 13]. In addition, the mean of each measurement is modeled
according to Beer’s law [6], which is an inherent non-linearity in transmission data.
In this paper, we develop a new class of statistical iterative algorithms for image recon-
struction in transmission tomography that is inspired by automatic relevance determination
(ARD) [14, 15, 16, 17]. It incorporates prior knowledge that includes Poisson statistics of
the underlying signals, Beer’s law, positivity of the image, and also sparsity of the image in
some underlying representation. What sets this new class apart from prior art is the fact that
it automatically learns the balance between data-fidelity and prior knowledge, thus avoiding
the use of any tuning parameters and the difficulty in determining them. In addition, it also
computes posterior variances, which can be used for adaptive sensing/experimental design, or
for determining the system’s sensitivity to noise. To the best of our knowledge, the proposed
algorithm is the first ARD-based algorithm for Poisson noise that is both scalable to very
large problems and that is also guaranteed to converge.
Our work is motivated by x-ray CT which is used in medical and security applications
[1]. Nevertheless, the methods presented here can be applied more generally to any type of
transmission tomography that involves count data. In formulating the problem presented in
Sec. 1.1 we have tried to retain some generality in the hope that other imaging modalities could
potentially benefit from the proposed approach. Naturally, this entails some simplifications
of the forward model which are discussed later in Sec. 7.
It should be noted that most modern commercial CT scanners do not employ photon
counting detectors. However, there are already photon counting detectors used in clinical
studies [18], and it is certainty possible that they will be integrated into commercial CT
scanners in the near future. Modern CT scanners also utilize a high photon flux, which led
various researchers to propose algorithms that are based on an approximate post-log Gaussian
noise model [19, 20, 21] rather than a Poisson noise model. The Gaussian model can be derived
by making a 2nd order Taylor series approximation to the log-likelihood corresponding to the
Poisson noise model with Beer’s law, under the assumption of moderate to high photon flux.
This results in a data-weighted least-squares datafit term [19], which also corresponds to a
post-log Gaussian noise model. However, in low-count scenarios, which are critical to maintain
low radiation dose in pediatric and small animal CT, there could be a substantial performance
benefit in using the Poisson model once photon-counting detectors become widely available.
For example, it has been shown empirically that the approximate Gaussian model leads to a
systematic negative bias that increases as photon flux decreases [22].
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1.1. Model. We consider a Poisson noise model for transmission tomography [6] given by
p(y|x) =
n∏
i=1
p(yi|x) =
n∏
i=1
Poisson[ηi exp(−φTi x)],(1.1)
where here and henceforth p(y|x) denotes the likelihood function, y ∈ Zn contains the mea-
surements, Poisson[λ] denotes the Poisson univariate probability distribution with rate λ, and
the exponential function encompasses Beer’s law (a physical property of the signals [6]). The
column vector x ∈ Rp×1+ denotes the lexicographical ordering of the 2D/3D image to be re-
constructed, where the entry xj is the linear attenuation coefficient at the jth pixel/voxel in
units of inverse length. The operation φTi x represents a line integral over the image corre-
sponding to the ith source-detector pair (see Fig. 1) and to the measurement yi. We denote
by Φ ∈ Rn×p+ the system matrix that is formed by concatenating the row vectors φTi ∈ R1×p+
(i = 1, 2, ..., n). ηi is the mean number of photons that would have been measured using the
ith source-detector pair if the imaged object was removed. We make the standard assumption
that ηi was measured for all i in an independent calibration experiment and is known to us.
We construct Φ using the approach in [23], where an entry φij at the ith row and jth
column of Φ is equal to the length at which the line between the ith source-detector pair
intersects the jth pixel/voxel (see Fig. 1). Each ray transverses at most O(p1/D) pixels/voxels,
where p is the total number of pixels/voxels and D = 2, 3 for 2D/3D images, respectively.
Accordingly, each row φTi in the system matrix has only O(p
1/D) non-zero entries. Henceforth,
we absorb a reference linear attenuation coefficient into Φ so that x is dimensionless.
1.2. Background. The method proposed in this paper is an extension of automatic rel-
evance determination (ARD). For the convenience of readers unfamiliar with ARD we first
provide background to explain the potential advantages of ARD motivating this work and
discuss the key differences between ARD and other more common sparse estimation methods.
Our aim here is to emphasize previous challenges in adapting ARD to the Poisson model in
(1.1), challenges which we aim to resolve with the proposed method.
1.2.1. Maximum a Posteriori (MAP) Estimation. Statistical iterative methods for CT
[6, 9, 11, 13] cast the problem of image reconstruction as a penalized maximum likelihood
estimation problem, given by
x∗ = argmax
x
[log p(y|x) + log p(x|β)],(1.2)
where log p(y|x) is the log-likelihood function which represents the datafit. For the Poisson
model in (1.1), maximizing the log-likelihood is equivalent to minimizing the I-divergence 1
between the actual measurements y and the predicted measurements η ⊙ exp(−Φx) [13],
where ⊙ denotes an elementwise product. p(x|β) in (1.2) is the prior probability distribution
representing prior knowledge about x and log p(x|β) is a penalty that promotes solutions
with desired properties according to this prior knowledge, e.g., the ℓ1 penalty [5], or the total
variation (TV) penalty [25, 26], which promote sparse solutions. β is a tuning parameter
1I-divergence between two vectors p, q ∈ RM+ is defined as I(p||q) =
∑M
j=1 pj log(
pj
qj
)− pj + qj [24]
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Figure 1. Tomographic measurements in 2D.
The total linear attenuation for the ith measure-
ment is equal to the line integral over the imaged
domain along the path defined by the ith source-
detector pair. Several measurements are collected
simultaneously using several detectors. The source
and detectors are rotated to collect different views.
Each line integral is modeled as φTi x =
∑
j φijxj
where xj is the linear attenuation coefficient at
the jth pixel in units of inverse length and φij is
the intersection length of the ith line with the jth
pixel. If p is the total number of pixels, then each
line intersects at most O(p1/2) pixels.
1/4
1/41/4
1/4
1/4
1/4
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Figure 2. An example for an adjacency graph
defining a neighborhood Θ in (2.3). Each node
represents a pixel in the image and {j, k} ∈ Θ iff
the jth and kth nodes are connected by an edge. In
this example, the node colored in light green and
marked by a star has 4 neighboring pixels shown
in dark green. Each neighbor has a weight of 1/4
when computing their average. The image is aug-
mented to introduce a boundary of pixels with zero
values, represented by white nodes. The latter are
not included in the forward model and are merely
introduced to provide the interpretation for the 1/4
weight when averaging less than 4 neighbors, e.g.,
consider the node colored in light red and marked
by a square.
that determines the tradeoff between the datafit and the prior, or the bias-variance tradeoff.
The “best” value of β is usually unknown and depends on the imaged object at hand. To
determine β, it is often required to solve (1.2) many times for different values of β, examine
all reconstructed images and then select the value that best fits the needs of the application,
based on some chosen figure of merit. For many common choices of p(x|β) considered below,
decreasing β will put more weight on the datafit term and will result in increased variance
and in noisier images. Increasing β will put more weight on the penalty term, and will result
in increased bias and increased artifacts in the image, e.g., staircase artifacts. For a given β,
the solution in (1.2) can be interpreted as the maximum a posteriori (MAP) solution, i.e., the
maximizing point of the posterior distribution, which is given by Bayes’ theorem
p(x|y) = p(y|x)p(x)/p(y).(1.3)
The ℓ1 and TV penalties are non-differentiable and do not allow the use of standard gradient-
based methods for solving (1.2). An alternative to TV is the class of neighborhood roughness
penalties (Gibbs priors) [11] which have the following form
− log p(x|β) = β
∑
{j,k}∈Θ
wjkπ(xj − xk),(1.4)
where wjk is a positive weight inversely proportional to the distance between the centers of the
jth and kth pixels/voxels, Θ is a set of ordered pairs {j, k} defining a neighborhood system
and π(x) is chosen to be a positive, even, and twice continuously differentiable function. To
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preserve sharp edges in the image, π(x) is often chosen such that π(x) ∝ |x| for large |x| and
can be viewed as a smooth version of the ℓ1 penalty. A common choice is [10, 11]
π(x) = δ2[|x/δ| − log(1 + |x/δ|)],(1.5)
which approaches the quadratic x2 for δ → ∞ and the linear function δ|x| as δ → 0. This
type of penalties allows the use of standard gradient-based methods but comes with the price
of having an additional tuning parameter δ, so the search for the tuning parameters becomes
even more cumbersome. Decreasing δ too much will result in noisy images but with sharp
edges, and increasing δ too much will result in blurred images.
1.2.2. Automatic Relevance Determination (ARD). A different approach to sparse es-
timation is “automatic relevance determination” (ARD) [14]. Originally, ARD has been pro-
posed for Gaussian likelihoods with the prior [15]
p(x|γ) = N (x|0,Γ), Γ = Diag(γ),(1.6)
where Diag(γ) denotes a diagonal matrix with main diagonal γ. In this approach sparsity is
promoted by treating x as latent variables and seeking the newly introduced hyperparameters
γ ∈ Rp+ that maximize the marginal likelihood p(y|γ) (also called the “model evidence” [16])
γ∗ = max
γ
log p(y|γ).(1.7)
Once γ∗ is found, the estimate for x is given by the mean of the posterior distribution
p(x|y,γ∗). Interestingly, the solutions to (1.7) have many γj ≈ 0 and the posterior distri-
bution for the corresponding parameters xj becomes highly concentrated around zero
2. The
mechanism that promotes sparsity of γ∗ has been revealed by Wipf et al. [27, 28], with the
analysis specifically tailored for Gaussian likelihoods.
The solution of (1.7) was originally addressed by Tipping in [15] using an expectation-
maximization (EM) algorithm [29]. In the E-step, the Gaussian posterior probability distribu-
tion p(x|y,γ) is computed for given hyperparameters γ. In the M-step, γ are updated based
on the mean and variances of the posterior distribution found in the E-step. As opposed to
MAP estimation methods, which focus on the mode (maximum) of the posterior distribu-
tion, ARD methods also compute the covariance matrix (during the E step), or at least the
marginal variances, which provide additional information. ARD-based algorithms are there-
fore computationally more demanding than MAP methods, mainly due to the expensive task
of estimating the variances. Previous extensions of ARD [28, 30] require the same type of
operations and rely on approximations to the variances [30] to maintain scalability.
Despite computational complications, the ARD approach can be quite rewarding and excel
in hard or ill-posed problems, as evidenced in several recent applications [31]. A very significant
advantage of ARD methods is their ability to automatically learn the balance between the
datafit and the degree of sparsity. This avoids the tuning of nuisance parameters, which is
often nonintuitive, object-dependent, and requires many trials. The posterior variances are key
in determining this tradeoff. The variances can also be used for adaptive sensing/experimental
design [17, 30], which is outside the scope of this paper and will be the subject of future work.
2By employing Bayes’ rule in (1.3), it can be easily shown that if the prior is concentrated around xi = 0
then the corresponding posterior distribution is also concentrated around xi = 0
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1.2.3. Difficulties in Previous ARD-based Methods for Poisson Models. The ARD-EM
algorithm [15] described in Sec. 1.2.2 cannot be directly applied to the Poisson likelihood
in (1.1) since the E-step is intractable due to the non-conjugacy3 of the prior in (1.6) and
the likelihood. Although we are not aware of any previously published work on ARD for
Poisson models with Beer’s law, a simple remedy to the non-conjugacy is the Laplace method,
discussed in [15]. In that approach, the posterior is approximated during the E-step using
a multivariate Gaussian distribution, with the mean equal to the MAP solution and the
covariance matrix equal to the inverse of the Hessian matrix for the log-likelihood, evaluated at
the MAP solution. However, the resulting “EM-like” algorithm is not based upon a consistent
objective function, and is not guaranteed to converge. In addition, it requires inversions of
the Hessian matrix with computational complexity O(p3), where p is the total number of
pixels/voxels. This is infeasible for x-ray CT, where p could be very large, e.g., p = 108 or
higher. Instead, one can use more sophisticated methods [30, 32, 33] to indirectly estimate the
diagonal of the inverse, i.e., the marginal variances, since only these are required for updating
the hyperparameters γ [15]. Note however that the work in [30, 32, 33] does not consider
Laplace approximations, so these methods have not been tested for this case. Irrespective of
how the variances are computed, the “EM-like” algorithm with the Laplace approximation
is unsatisfactory from a principled perspective due to the lack of an objective function and
due to the lack of convergence guarantees. The objective is also desired in order to assess
convergence in practice and in order to verify the correctness of the implementation. In
addition, we are faced with conceptual difficulties, since the analysis that revealed the sparsity
promoting mechanism of ARD by Wipf et al. [16, 27, 28] is restricted to Gaussian likelihoods.
1.2.4. Previous ARD Method for Transmission Tomography Based on an Approximate
Post-Log Gaussian Noise Model. As mentioned in the introduction, it is reasonable to replace
the model in (1.1) with an approximate post-log Gaussian noise model under moderate to
high photon flux conditions. An ARD algorithm for transmission tomography based on the
Gaussian model and the EM algorithm in [15] was proposed by Jeon et al. [17]. It should be
noted that the original ARD algorithm in [15] has a computational cost of O(p3) due to the
computation of posterior variances, and therefore, it is not practical for large scale problems.
In contrast, the algorithm proposed in [17] scales as O(np1/D) where D = 2, 3 for 2D and 3D
images, respectively. There are several disadvantages of the algorithm in [17]: (1) it does not
enforce positivity of the solution; (2) due to the approximate estimation of posterior variances,
the overall algorithm does not have convergence guarantees; (3) it requires one to choose the
type and number of probing vectors for estimating the variances [17], which depends on the
specific geometry of the system and on the imaged object; (4) in order to estimate the posterior
variances it requires solving many p×p matrix equations, which is computationally expensive;
(5) computing the objective function scales as O(p3), making this operation infeasible for large
scale problems; (6) it is limited to proper priors and complete sparse representations.
1.3. Contributions. The contributions of this paper are summarized as follows.
1. We present a new alternating minimization (AM) algorithm for transmission tomogra-
3A prior is said to be conjugate to the likelihood if both the prior and posterior probability distributions
are in the same family. The posterior is then given in closed-form.
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phy, which extends automatic relevance determination (ARD) to Poisson noise models
with Beer’s law. The proposed algorithm is free of any tuning parameters and unlike
prior ARD methods, also has a consistent objective function that can be evaluated
in a computationally efficient way, in order to assess convergence in practice and to
verify the correctness of the implementation.
2. We reveal the sparsity-promoting mechanism in the proposed ARD-based algorithm
for Poisson likelihoods. This preserves insights similar to those gained from previous
work [16, 27, 28] for Gaussian likelihoods.
3. We derive a scalable AM algorithm for transmission tomography, that is well adapted
to parallel computing. We reduce the computational complexity considerably by sim-
plifying the algorithm into parallel 1D optimization tasks (for each pixel/voxel) with
the scalar mean and variance updates also done in parallel.
4. We present a convergence analysis for the scalable AM algorithm and establish guaran-
tees for global convergence4. To the best of our knowledge, this is the first ARD-based
algorithm for Poisson models that has convergence guarantees.
5. We study the performance of the algorithm on synthetic and real-world x-ray datasets.
6. We compare the proposed algorithm to the Gaussian ARD method in [17] and demon-
strate that the proposed algorithm leads to better performance under Poisson dis-
tributed data, even for high photon flux.
1.4. Outline of the Paper. The rest of this paper is organized as follows. In Sec. 2
we present a general overview of the proposed AM algorithm and explain how sparsity is
promoted. In Sec. 3 we present a scalable AM algorithm based on separable surrogates for
the objective function, which is well adapted to parallel computing and feasible for large-
scale problems. In Sec. 4 we present a detailed analysis of the convergence properties of the
algorithm presented in Sec. 3. In Sec. 5 we make connections between the proposed algorithm
and related previous methods. We also present an alternative view of the proposed ARD
method that further explains how sparsity is promoted. In Sec. 6 we extend the proposed
ARD framework to allow the modeling of sparsity in overcomplete representations and the use
of improper priors, while retaining the convergence properties studied in Sec. 4. In Secs. 7–8 we
discuss model limitations and possible alternative optimization methods related to our work.
In Sec. 9 we study the performance of the proposed scalable ARD algorithm on synthetic and
real-world datasets (with a parallel implementation used in the experiments) and compare it
to prior MAP estimation methods as well as to the ARD method in [17] which is based on a
post-log Gaussian noise model. Conclusions are presented in Sec. 10.
2. Variational ARD.
2.1. Prior. In many applications of transmission tomography sparsity is not present di-
rectly in the native basis but in some transform domain. Therefore, we consider a generalized
prior (similar to Seeger and Nickisch [30]) to address these cases
p(x|γ) = N (x|0, (ΨTΓ−1Ψ)−1), Γ = Diag(γ),(2.1)
4An algorithm is said to be “globally convergent” if for arbitrary starting points the algorithm is guaranteed
to converge to a point satisfying the necessary optimality conditions (local optima included) [34].
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where γ ∈ Rp+ are newly introduced hyperparameters, and we assume a transformation
s = Ψx,(2.2)
where Ψ is known and s is approximately sparse. By choosing Ψ = I, the prior in (2.1)
reduces to (1.6). To provide some insight into the mechanism of the proposed algorithm we
assume for now that Ψ is square and invertible. We shall present a more general approach in
Sec. 6 to allow for cases where these assumptions are not met in practice.
Any scalable algorithm will rely on efficient matrix-vector multiplication Ψx. This is
achieved if Ψ is sparse or has some special structure, such as discrete Fourier or wavelet
transforms. In this work we focus on neighborhood penalties, which are commonly used for
x-ray CT, the application explored in Sec. 9. We first consider Ψ given by
(Ψ)jk = ψjk =
{ 1 if j = k
−1/Nj if {j, k} ∈ Θ
0 otherwise
,(2.3)
where Θ is the set of ordered pairs {j, k} defining a neighborhood system and Nj is the number
of neighbors for the jth pixel/voxel. An example is shown in Fig. 2. The neighborhood is
usually chosen to be small enough such that Ψ will be sparse with Nj+1 non-zero elements in
the jth row. For the choice in (2.3), each sj in (2.2) is equal to the difference between the jth
pixel/voxel and the average of its neighboring pixels/voxels, i.e., sj = xj −
∑
k:{j,k}∈Θ[xk/Nj ].
Note that sparsity of these pixel/voxel differences implies piecewise smooth images. Lastly,
we note that the choice in (2.3) implies Dirichlet boundary conditions, which is equivalent to
assuming additional neighbors outside the image domain with values set to zero, such that the
number of neighbors for each pixel/voxel is equal, i.e., Nj = N (see Fig. 2). These boundary
conditions agree with physical constraints typical of many real experimental setups, where the
attenuation is zero outside the region of interest. We shall remove these restrictions in Sec. 6.
2.2. Variational View of the EM Algorithm for ARD. We start with a known variational
view [35] of the EM algorithm which is used to solve (1.7) for Gaussian noise models. Here we
introduce some of the notation used throughout this work, and discuss the type of difficulties
encountered when trying to extend ARD to non-Gaussian noise models.
We rewrite the model evidence as
log p(y|γ) = −F [q(x),γ] +DKL
[
q(x)||p(x|y,γ)],(2.4)
where
F [q(x),γ] = Eq(x) log[q(x)/p(y,x|γ)],(2.5)
DKL
[
q||p] = Eq(x) log[q(x)/p(x|y,γ)].(2.6)
q(x) is the proposed variational distribution and p(x|y,γ) is the exact posterior distribution,
F is the free variational energy (FVE) or negative evidence lower bound (ELBO), DKL[q||p]
is the Kullback-Leibler (KL) divergence, and Eq is the expected value with respect to q(x).
The EM algorithm can be viewed [35] as minimizing the free variational energy (FVE) function
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F in (2.5) (or maximizing the ELBO) by alternating between updating q(x) in the E-step
and updating γ in the M-step, as summarized below
E : q(t+1) = argmin
q
F [q(x),γ (t)],(2.7)
M : γ(t+1) = argmin
γ
F [q(t+1)(x),γ].(2.8)
In the E-step, the optimal solution with zero KL divergence is q(t+1) = p(x|y,γ(t)), i.e., the
exact posterior based on the previous γ(t) values, which can be computed directly from (1.3).
In the M-step, minimizing F with respect to γ can only increase the KL term, since it is
nonnegative and overall the model evidence is also increased.
For non-Gaussian likelihoods and the prior in (2.1), the E step in (2.7) is intractable,
i.e., the expression for p(x|y,γ(t)) is unknown and its direct calculation according to (1.3)
involves a high-dimensional integral that is prohibitive to compute. Instead, we are forced
to restrict q(x) to a tractable family of distributions to approximate the posterior. However,
this results in an algorithm that is no longer guaranteed to increase the evidence [36]. This
occurs because the KL term in (2.4) is never zero and can either decrease or increase after
updating γ. Furthermore, a local maximum of the evidence with respect to γ is generally not
a local minimum of F (or a local maximum of the ELBO), except for degenerate cases [36].
Therefore, when considering the above approach to extend ARD, we immediately en-
counter a conceptual difficulty, since most previous theoretical studies of ARD [16, 27, 28] are
based on the maximization of the evidence and its specific closed-form expression for the Gaus-
sian likelihood. It is not immediately clear how to extend the ARD framework to the Poisson
noise model in (1.1) in a manner which will preserve the insights gained from [16, 27, 28] and
will explain why sparsity is being promoted by the ARD algorithm.
Perhaps surprisingly, we shall show that the variational algorithm discussed above still
preserves the principles of ARD, despite the fact that it is not based on maximizing the
evidence, but rather on maximizing the ELBO (lower bound for the evidence). We call this
framework “Variational ARD” (VARD).
2.3. Alternating-Minimization Algorithm for Variational ARD. As mentioned in Sec. 2.2,
the true posterior distribution p(x|y,γ) corresponding to the Poisson model in (1.1) and the
prior in (2.1) is intractable, so we cannot solve the E-step in (2.7) exactly, and an approx-
imation to the posterior should be used instead. Perhaps the most common approach is to
use a free-form factorized posterior distribution (mean field variational Bayes) [37], however
this is also intractable here due to the lack of conditional conjugacy. Instead, we restrict the
posterior to a parametric multivariate Gaussian form. In addition, in order to reduce the
computational complexity, we restrict ourselves to factorized distributions, i.e.,
D , {h(x) | h(x) =
p∏
i=1
N (xi|mi, vi), for some mi, vi, i = 1, ..., p},(2.9)
where N (xi|mi, vi) denotes a normal univariate distribution with mean mi and variance vi.
We propose to modify the EM algorithm in (2.7)–(2.8) by adding the constraint q ∈ D during
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the E-step in (2.7). The resulting algorithm is defined by the following two steps
B : (m(t+1),v(t+1)) = arg min
m0,v0
Eq(x;m,v)[− log p(y|x)] +DKL[q(x;m,v)||p(x|γ(t))],
(2.10)
F : γ(t+1) = argmin
γ
DKL[q(x;m
(t+1),v(t+1))||p(x|γ)],
(2.11)
which are repeated until convergence. Note that we have rewritten the FVE of (2.5) as
F = Eq(x;m,v)
[ − log p(y|x)] + DKL[q(x;m,v)||p(x|γ)]. The first term in (2.10) does not
depend on γ and was therefore omitted in (2.11). In the backward (B) step in (2.10), we
update the approximation to the posterior q, which is reduced to only searching for the
variational parameters (m,v). In the forward (F) step in (2.11), we update the generative
(forward) model by finding γ. Note that due to the constraint q ∈ D in (2.9), this is no longer
an EM algorithm, and therefore we distinguish between the “E-step” and the “B-step,” and
similarly between the “M-step” and the “F-step.”
Note that the posterior mean m is the main object of interest and provides the esti-
mates for the linear attenuation coefficients, which must be nonnegative. Accordingly, a
non-negativity constraint on m was added in (2.10). The function in (2.10) is only defined
for positive v values and using the extended-value function we assume F =∞ for any vj ≤ 0.
The AM algorithm formed by repeating the updates in (2.10)–(2.11) will reduce the FVE
at each iteration (and increase the ELBO). Importantly, as shown below, the AM algorithm
leads to near-sparse solutions, i.e., many of the marginal posterior distributions will be highly
concentrated around zero in the transform space defined by (2.2). The roles of v and γ in
promoting sparse solutions will be made clear in Sec. 2.4.
For the Poisson model in (1.1), the prior in (2.1) and the approximate posterior proposed
in (2.9), the objective function in (2.10) can be written as (dropping iteration number)
F = F1(m,v)︸ ︷︷ ︸
=Eq(x;m,v)[− log p(y|x)]
+ F2(m,γ) + F3(v,γ)︸ ︷︷ ︸
=DKL[q(x;m,v)||p(x|γ)]
,(2.12)
F1(m,v) =
n∑
i=1
[
yi
p∑
j=1
φijmj + ηi exp(−
p∑
j=1
φijmj +
p∑
j=1
φ2ijvj/2)
]
,(2.13)
F2(m,γ) = 1
2
p∑
k=1
γ−1k (
p∑
j=1
ψkjmj)
2,(2.14)
F3(v,γ) = 1
2
p∑
k=1
p∑
j=1
γ−1k ψ
2
kjvj −
1
2
p∑
j=1
log vj +
1
2
p∑
k=1
log γk,(2.15)
where φij = (Φ)ij are the entries of the system matrix defined after (1.1), and ψij = (Ψ)ij are
the entries of the Ψ matrix defined in (2.1). In deriving the last term in (2.15), we assumed
that Ψ is square and non-singular5. We provide a generalization in Sec. 6 which removes this
5In deriving (2.15) we used log |(ΨTΓ−1Ψ)−1| = − log |ΨTΓ−1Ψ| = log |Γ| + C =
∑
k log γk + C, where
C is a finite constant and can be excluded. Note that (ΨTΓ−1Ψ) has to be non-singular in order for this
expression to be well-defined. The second equality with C <∞ only holds when Ψ is square and non-singular.
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restriction and allows any Ψ.
Recalling the discussion in Sec. 1.1 about the sparse structure of φi, we note that the
objective function in (2.12)–(2.15) has a computational complexity of O(np1/D) 6 which is
feasible to compute in order to assess convergence in practice. In contrast, the original ARD
[15] or other extensions [28, 30] require O(p3) operations to evaluate the objective which
is prohibitive for large scale problems where p is very large, so the objective can only be
approximated, e.g., via the stochastic estimator of Papandreou and Yuille [33].
The solution to the F-step in (2.11) is obtained by solving ∇γDKL[q||p] = 0 which yields
γ(t+1) = [Ψm(t+1)]⊙ [Ψm(t+1)] + [Ψ⊙Ψ]v(t+1),(2.16)
where ⊙ denotes elementwise product. It is straightforward to verify that (2.16) is indeed a
minimizing point of (2.11) (for finite γ). For fixed γ, the FVE objective function is jointly
convex with respect to (m,v), which implies that any local minimum of the objective in (2.10)
is also a global minimum. Note that the FVE function is not jointly convex with respect to
(m,v,γ), so local minima are possible. In a similar way, the original ARD-EM algorithm [15]
is also only guaranteed to find a local maximum of the evidence [40].
2.4. Discussion. The B-step in (2.10) is well understood from a Bayesian variational in-
ference perspective, and it is equivalent to minimizing the KL divergence between the proposed
posterior q(x) and the true posterior p(x|y,γ), as described in Fig. 3(a).
However, the F-step in (2.11) is somewhat puzzling, as it is unclear why it promotes sparse
solutions, especially since using a Gaussian prior for MAP estimation does not lead to sparse
solutions. To explain how sparsity is promoted, consider the s-space defined in (2.2), where
the image has a sparse representation. Note that the KL divergence in (2.11) is invariant
under the transformation in (2.2). The prior and posterior distributions become
p(s|γ) = N (s|0,γ), q(s) = N (s|µ,Σ), µ = Ψm, Σ = ΨDiag(v)ΨT ,(2.17)
where Ψ is assumed to be invertible. Next, we make use of the following representation for a
factorized Student’s-t distribution [27]
t(s|ν) ,
∏p
j=1
t(sj |ν) =
∏p
j=1
max
γi≥0
N (sj|0, γj)ϕ(γj |ν),(2.18)
where t(sj |ν) = Γ[(ν+1)/2)](1+s2j /ν)−(ν+1)/2/[
√
νπ Γ(ν/2)] is a univariate Student’s-t distri-
bution with Γ(·) denoting the Gamma function, and ϕ(γj |ν) = γ−ν/2j exp(−ν/2γj). To obtain
(2.18), one exploits Fenchel duality [41] log t(
√
sj|ν) = maxλj≤0(λjsj − f∗(λj)) where f∗(λj)
is the Fenchel dual of log t(
√
sj|ν), and then uses the monotonically increasing transformation
λj = −1/2γj to obtain log t(√sj|ν) = maxγj≥0(−sj/2γj + f∗(−1/2γj)). By exponentiat-
ing both sides of the dual representation for log t(si|ν) one obtains (2.18) [27]. For ν → 0,
t(si|ν) ∝ 1/|si| with sharp spikes at si = 0. Note in (2.18) that ν → 0 implies ϕ → 1, and
the multivariate t-distribution t(s|ν) becomes an envelope for the ARD prior p(s|γ) in (2.17).
6For convenience we restate the definitions here: n is the number of measurements, p is the total number
of pixels/voxels, and D = 2, 3 for 2D/3D images, respectively.
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This is illustrated in Fig. 3(b) using a 2D example with s ∈ R2, which depicts the proposed
posterior q(s) and the prior p(s|γ), with the latter “trapped” inside the level sets of t(s|ν)
due to (2.18). One can see in Fig. 3(b) how selecting the widths γ of the Gaussian prior p(s)
to minimize the KL divergence between q(s) and p(s) promotes the shrinking of γk for some
k (minimizing KL divergence between the two distributions is illustrated as maximizing the
overlap between the level-set ellipsoids corresponding to the majority of the probability mass
of these distributions). In the example of Fig. 3, the posterior has a much lower mean and
variance along s2 than along s1, and the F-step will further shrink γ2. The corresponding
parameter s2 will be shrunk in the sense that the marginal prior p(s2|γ2) = N (s2|0, γ2) will
be more concentrated around zero, and so will the true posterior p(s2|y) (see (1.3)). In the
following B-step, the approximate posterior q will also concentrate further around zero due
to the zero-forcing property of the KL divergence [42] (recall that in the B-step we minimize
KL-divergence between q and the true posterior). Note that repeating the B and F steps is
required to obtain sparse solutions.
p(x)
x
x
q(x)
p(y|x)2
1
(a) Backward Step
p(s;     )
s
s
q(s)
(1)
 
p(s;      ) 
1
2
(2)
(b) Forward Step
Figure 3. Description of the AM algorithm proposed in (2.10)–(2.11). (a) Backward step: level sets
for the likelihood p(y|x) (red curve), prior p(x) (blue curve) and the proposed posterior q(x) (black curve);
true posterior p(x|y) is concentrated in the orange region; proposed posterior q(x) is chosen to minimize the
KL divergence with p(x|y). (b) Forward step: a level set for the student’s t distribution (dashed black curves)
forming an envelope for the level set of the zero mean Gaussian prior p(s) (blue curves); p(s|γ(1)) and p(s|γ(2))
correspond to two different choices for γ where p(s|γ(2)) assigns equal variance along s1 and s2 and p(s|γ
(1))
assigns small variance along s2 and large variance along s1. Choosing p(s|γ
(1)) maximizes the overlap between
the prior p(s) and the proposed posterior q(s) (leading to lower KL divergence). s2 is shrunk in the sense
that its exact and proposed posterior distributions are further concentrated around smaller values due to the
concentration of the prior about zero. Note that Fig. (a) is in the x domain whereas Fig. (b) is in the s domain.
The description of the mechanism responsible for promoting sparsity was inspired by the
work of Wipf et al.[27], which uses similar arguments. However, that work relies entirely
on the evidence function p(y|γ) in (2.4) since a Gaussian noise model was considered. In
contrast, our proposed approach is based on the free variational energy (FVE) function and
applies more generally, even to cases where the expression for the evidence is unknown and an
algorithm that increases the evidence is unavailable. This is important for non-Gaussian noise
models, for which the evidence function is intractable, so we are forced to work with the FVE
function instead. Another important difference between our work and that of Wipf et al.[27]
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is that we show how sparsity is promoted during the iterations of the algorithm, whereas in
[27] it has been shown that a solution to (1.7) is sparse. Note also that [27] considers the
original ARD prior in (1.6), whereas we consider the more general case in (2.1).
3. Parallel AM Algorithm. Here we present a modified AM algorithm, which uses an
alternative B-step. The rationale behind the modified algorithm lies in decoupling the vari-
ational parameters mj , vj of each pixel/voxel. This reduces the algorithm into simple 1D
optimization tasks that can be computed in parallel, leading to high scalability. First, note
that (2.13) and (2.14) are not additively separable with respect to the individual parameters
mj, vj . We shall therefore introduce a surrogate function, making use of the following lemma.
Lemma 3.1 (The convex decomposition lemma [13]). Let f(x) be a convex function with x ∈
R
p and let x̂ ∈ Rp be a reference point. Let rj ≥ 0 such that
∑p
j=1 rj = 1. Then
f(x) ≤
p∑
j=1
rjf(x̂+
xj − x̂j
rj
ej),(3.1)
where ej denotes a column vector with all zeros except 1 at the jth entry. Equality in (3.1)
is obtained if xj = x̂j for all j or if f is affine.
Proof. The proof readily follows from Jensen’s inequality [41]
f(x) = f(x̂+
p∑
j=1
(xj − x̂j)ej) = f
(
x̂+
p∑
j=1
rj
xj − x̂j
rj
ej
) ≤ p∑
j=1
rjf(x̂+
xj − x̂j
rj
ej),(3.2)
where we added and subtracted a reference point x̂ and then applied Jensen’s inequality to
g(
∑
j rj [νj/rj ]) where νj , (xj − x̂j)ej and g(x) , f(x̂+ x). Equality is obtained iff νj/rj
is independent of j or f is affine. The former is obtained if xj = x̂j, ∀j.
We will also use a minor (but useful) extension of lemma 3.1 by O’Sullivan and Benac
[13], where we introduce a dummy variable denoted x0 with a corresponding weight r0 ≥ 0,
such that f(x0,x) = f(x). Accordingly, x and r in (3.1) are replaced by (x0,x) and (r0, r),
respectively (r is the collection of all rj’s), and the summation in (3.1) over j from 1 to p
is replaced by a summation from 0 to p. This modification leads to the requirement that∑p
j=1 rj + r0 = 1 which allows the freedom to choose
∑p
j=1 rj ≤ 1 instead of strict equality as
in Lemma 3.1 (which of course requires that r0 = 1−
∑p
j=1 rj). We choose to fix the dummy
variable x0 = xˆ0 so that the term corresponding to j = 0 on the right hand side of (3.1) is
just a constant and will not be involved in the following optimization.
Before we proceed, we make several definitions to simplify the following derivations,
p
(t)
i ,
∑
j
φijm
(t)
j , p˜
(t)
i ,
∑
j
φ2ijv
(t)
j ,(3.3)
µ
(t)
i , Eq(x;m(t),v(t))
[
ηi exp(−φTi x)
]
= ηi exp(p˜
(t)
i /2) exp(−p(t)i ),(3.4)
byj ,
∑
i
φijyi, b
(t)
j ,
∑
i
φijµ
(t)
i , b˜
(t)
j ,
∑
i
φ2ijµ
(t)
i /2,(3.5)
where yi, φi and ηi are defined in (1.1). To distinguish between quantities associated with the
mean and variance, we denote any quantities associated with the variance using a tilde. In
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(3.3), p
(t)
i is the projection of the posterior mean m
(t) along the ith line, which we shall call
“mean-type” projection; p˜
(t)
i is a projection of the posterior variance v
(t) along the ith line
using an elementwise squared system matrix, which we term a “variance-type” projection. In
(3.4), µ
(t)
i is the predicted Poisson rate for the ith measurement, based on the expectation
with respect to posterior distribution q computed at iteration t. In (3.5), byj is the back-
projection of measurements y to the jth pixel; b
(t)
j and b˜
(t)
j are the back-projections of the
predicted Poisson rate in (3.4) to the jth pixel, using the backward (adjoint) operator and
the squared backward operator, respectively, which we call “mean-type” and “variance-type”
backprojections.
By noting that (2.13) can be written as F1 =
∑
i F1i and that F1i is jointly convex with
respect to (m,v), we apply Lemma 3.1 to each F1i separately. Using (3.1) with its minor
extension (mentioned after Lemma 3.1) and x = (m,v), x̂ = (m(t),v(t)), and choosing a
dummy variable m0 which is set to zero, we obtain the bound F1 ≤ S(t)1 (m,v) at iteration t
with S(t)1 defined as
S(t)1 (m,v) =
∑
i
∑
j
yiφijmj + µ
(t)
i rij exp
[− φij
rij
(mj −m(t)j )
]
+ µ
(t)
i r˜ij exp
[φ2ij
r˜ij
(vj − v(t)j )/2
]
,
(3.6)
where we made use of (3.3)–(3.5) and rij corresponds to mj while r˜ij corresponds to vj (for
the ith measurement). Note that the summation over j in (3.6) includes the dummy variable
m0 with m0 = m
(t)
0 = 0 for any t. Also note that (3.6) is separable with respect to the compo-
nents mj and vj . According to the extended Lemma 3.1 we are free to choose rij, r˜ij as long as∑
j
rij +
∑
j
r˜ij ≤ 1,(3.7)
which must be satisfied for each i. We make the following choice for rij and r˜ij
rij =
φij
Z1
, r˜ij =
φ2ij
2Z1
, Z1 = max
i
∑
j
φij + φ
2
ij/2,(3.8)
which can be easily verified to satisfy the condition in (3.7). Substituting (3.8) into (3.6), and
using the definitions in Eq. (3.5), we obtain
S(t)1 (m,v) =
∑
j
byjmj +
b
(t)
j
Z1
exp
[− Z1(mj −m(t)j )]+ b˜(t)jZ1 exp [Z1(vj − v(t)j )].(3.9)
The particular choice in (3.8) is very useful since the sum over i in (3.6) needs to be done only
once instead of repeating it for each update of mj during the search for the minimum of S1.
We derive a separable bound for (2.14), F2 ≤ S(t)2 (m,v), by noting that x2 is a convex
function and using lemma 3.1 again to obtain
S(t)2 (m,v) =
1
2
∑
k
1
γ
(t)
k
∑
j
skj
[
(d
(t)
k )
2 + 2d
(t)
k
ψkj
skj
(mj −m(t)j ) +
ψ2kj
s2kj
(mj −m(t)j )2
]
,(3.10)
Y. Kaganovsky et al. (Preprint Version) 15
where d
(t)
k ,
∑
j ψkjm
(t)
j (also defined in (3.13)). Similarly to (3.7), we require
∑
j skj ≤ 1
using the dummy variable extension. One choice for skj is
skj =
|ψkj |
Z2
, Z2 = max
k
∑
j
|ψkj|.(3.11)
Substituting (3.11) into (3.10), we obtain
S(t)2 (m,v) = h(t) +
∑
j
[f
(t)
j (mj −m(t)j ) + g(t)j (mj −m(t)j )2],(3.12)
where we introduced the following definitions
d
(t)
k ,
∑
j
ψkjm
(t)
j , f
(t)
j ,
∑
k
ψkjd
(t)
k /γ
(t)
k ,(3.13)
g
(t)
j , Z2
∑
k
|ψkj |/2γ(t)k , h(t) ,
∑
k
(d
(t)
k )
2/2γ
(t)
k ,(3.14)
ξ
(t)
j ,
∑
k
ψ2kj/γ
(t)
k .(3.15)
d
(t)
k in (3.13) is the estimated kth element in the sparse representation for the object based
on the posterior mean m(t), e.g., if Ψ is chosen according to (2.3) (assuming sparsity in
the pixel/voxel-difference space) then d
(t)
k = m
(t)
k −
∑
j:{j,k}∈Θ[m
(t)
j /N ] where Θ defines the
neighborhood system and N is the number of neighbors. In deriving (3.14) we made use of∑
j skj = 1.
Combining (3.9),(3.12), and (2.15) (the latter is already separable), we obtain a surrogate
function S(t) that is a global majorizer of F , i.e., F(m,γ) ≤ S(t)(m,v), given by
S(t)(m,v) =
∑
j
S(t)mj (mj) +
∑
j
S(t)vj (vj),(3.16)
S(t)mj (mj) = byjmj +
b
(t)
j
Z1
exp
[− Z1(mj −m(t)j )]+ f (t)j (mj −m(t)j ) + g(t)j (mj −m(t)j )2,(3.17)
S(t)vj (vj) =
b˜
(t)
j
Z1
exp
[
Z1(vj − v(t)j )
]
+ ξ
(t)
j vj/2− log vj/2.(3.18)
Note that the surrogate function S in (3.16) is separable with respect to both the components
of m and v. This yields a modified B-step where S is minimized by simultaneous (parallel)
1D optimization tasks, each with respect to a different component mj or vj. The iterations
are defined as
m
(t+1)
j = argmin
mj≥0
S(t)mj (mj),(3.19)
v
(t+1)
j = argmin
vj≥0
S(t)vj (vj).(3.20)
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Algorithm 1 : PAR-VARD (VARD with Separable Surrogates)
1: Initialize m(1),v(1),γ(1)
2: Compute by in (3.5) % backprojection of data %
3: for t=1 to N do % AM iterations %
4: p(t) ← Φm(t) %“mean-type ”projections %
5: p˜(t) ← (Φ⊙Φ)v(t) % “variance-type” projections %
6: µ(t) ← η ⊙ exp(p˜(t)/2) ⊙ exp(−p(t))
7: Compute g(t), ξ(t) and f (t) defined in (3.13)–(3.15)
8: b(t) ← ΦTµ(t) % “mean-type” backprojections of µ(t) %
9: b˜
(t) ← (Φ⊙Φ)Tµ(t) % “variance-type” backprojections of µ(t) %
10: for j=1 to p do % executed in parallel %
11: m
(t+1)
j ← argminmj≥0 S
(t)
mj (mj;m
(t)
j , b
(t)
j , f
(t)
j , g
(t)
j ) % see (3.17) %
12: v
(t+1)
j ← argminvj≥0 S
(t)
vj (vj; v
(t)
j , b˜
(t)
j , ξ
(t)
j ) % see (3.18) %
13: γ(t+1) ← [Ψm(t)]⊙ [Ψm(t)] + [Ψ⊙Ψ]v(t) % see (2.16) %
Combining the modified B-step in (3.19)–(3.20) with the F-step in (2.16), we obtain the
parallel VARD algorithm described in Algorithm 1. Each iteration requires a “mean-type”
forward-projection p(t) and a “variance type” forward-projection p˜(t) (lines 4-5 in Algorithm 1)
which can be computed in parallel. It also requires a “mean-type” backprojection b(t) and a
“variance-type” backprojection b˜
(t)
(lines 8-9 in Algorithm 1), which can also be computed in
parallel. Each iteration also requires solving two types of 1D optimization problems, one for the
mean componentsmj and one for the variance components vj (lines 11-12 in Algorithm 1). The
1D optimization tasks for all pixels/voxels can be done in parallel and the scalar updates for
mean and variance can also be done in parallel. Note that despite the latter parallelization, b(t)
and b˜
(t)
provide information about both the mean and variance at the previous iteration which
is shared during the mean and variance updates in (3.19)–(3.20) (lines 11-12 in Algorithm 1).
Also note that these subiterations for (m,v) are themselves iterations of another alternating
minimization algorithm (lines 4-12 of Algorithm 1). Here we chose to use only one subiteration,
but any number can be used instead.
A considerable advantage of this algorithm is that it allows fast parallel computing on
multi-core computers, or on dedicated hardware such as field-programmable gate arrays
(FPGA). Another advantage is that the solution to the constrained problem in (3.19) can
be obtained by first solving the unconstrained problem using simple gradient-based methods;
if mj < 0 then the solution to the constrained problem must be mj = 0, otherwise the so-
lution is the same. This simple thresholding for mj leads to the optimal solution only in
one-dimensional minimization problems, and the same procedure for the original B-step in
(2.10) can lead to sub-optimal solutions or even lack of convergence.
The computational complexity of a forward/backprojection is O(np1/D), where n is the
number of measurements, p is the total number of pixels/voxels and D = 2, 3 for 2D/3D
images, respectively (recall the discussion about the sparsity of Φ in Sec. 1.1). The computa-
tional complexity of the operations Ψm and (Ψ⊙Ψ)v is O(p(N+1)), where N is the number
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of neighboring pixels/voxels defined by the prior (recall the discussion on the sparsity of Ψ in
Sec. 2.1). Typically, N ≈ 3D − 1, n ≥ p, and p1/D ≫ N , so the forward/backprojection cost
dominants the cost of Ψm and (Ψ⊙Ψ)v. The details regarding the implementations of the
1D optimization tasks (lines 11-12 in Algorithm 1) are given in Appendix B.
4. Optimality Conditions and Convergence Analysis. First we provide the necessary
optimality conditions for the minimization problems presented in Secs. 2–3 as well as a few
definitions in order to simplify the following analysis. We then present a detailed study of
the convergence properties of the parallel AM algorithm derived in Sec. 3 (Algorithm 1). We
shall refer to this algorithm as “PAR-VARD” (parallel VARD).
4.1. Necessary Optimality Conditions. Proposition 4.1.
1. The necessary Karush-Kuhn-Tucker (KKT) optimality conditions [41] for (m,v) to
be a solution to (2.10) are given by
byj +
∑
k
ψkjdk/γ
(t)
k − bj
{
= 0 ∀j s.t. mj > 0
≥ 0 ∀j s.t. mj = 0 ,(4.1)
b˜ = ξ
(t)
j − 1/vj , ∀j,(4.2)
where byj , bj , b˜j are defined by (3.5) with m
(t+1)
j and v
(t+1)
j replaced by mj and vj,
respectively; dk is defined by d
(t)
k in (3.13) with m
(t)
j replaced by mj; ξ
(t)
j is defined in
(3.15).
2. The necessary KKT condition for γ to be a solution to (2.11) is given by
γ = (Ψm(t+1))⊙ (Ψm(t+1)) + (Ψ⊙Ψ)v(t+1).(4.3)
3. The necessary KKT conditions for (m,v,γ) to be a minimizer of the FVE objective
in (2.12)-(2.15) subject to m  0 are given by
byj + fj − bj
{
= 0 ∀j s.t. mj > 0
≥ 0 ∀j s.t. mj = 0 ,(4.4)
b˜ = ξj − 1/vj , ∀j,(4.5)
γ = (Ψm)⊙ (Ψm) + (Ψ⊙Ψ)v,(4.6)
where ξj is defined as ξ
(t)
j in (3.15) with γ
(t)
j replaced by γj ; fj is defined as f
(t)
j in
(3.13) with d
(t)
k and γ
(t)
k replaced by dk and γk, respectively (see also definitions after
(4.2)).
Proof. Follows directly from the KKT conditions ∇mjF ≥ 0 ∀j s.t. mj = 0, ∇mjF = 0
∀j s.t. mj > 0, ∇vF = 0, ∇γF = 0, and by plugging in (2.12)–(2.15). For (1) substitute
γ = γ(t) and use only KKT conditions for (m,v); For (2) substitute (m,v) = (m(t+1),v(t+1))
and use KKT condition for γ.
Remark 1: note that vj > 0 due to the − log vj term in (2.15). Remark 2: note that (4.3) is
the F-step update in (2.16) so it is satisfied at the end of each iteration of PAR-VARD.
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Proposition 4.2.
1. The necessary KKT conditions for mj to be a solution to (3.19) are
byj − b(t)j exp
[− Z1(mj −m(t)j )]+ f (t)j + 2g(t)j (mj −m(t)j ){ = 0 ∀j s.t. mj > 0≥ 0 ∀j s.t. mj = 0 ,
(4.7)
where byj , b
(t)
j , f
(t)
j , g
(t)
j and Z1 are defined in (3.5),(3.13), (3.14) and (3.8), respectively.
2. The necessary KKT condition for vj to be a solution to (3.20) is
b˜
(t)
j exp
[
Z1(vj − v(t)j )
]
+ ξ
(t)
j /2− 1/2vj = 0,(4.8)
where b˜(t), ξ
(t)
j are defined in (3.5) and (3.15).
Proof. Conditions (4.7)–(4.8) follow directly from the KKT conditions: ∇mjSmj ≥ 0 ∀j
s.t. mj = 0, ∇mjSmj = 0 ∀j s.t. mj > 0, ∇vjSvj = 0 ∀j, and by plugging in (3.17)–(3.18).
Remark: Note that vj > 0 due to the − log vj term in (3.18).
4.2. Definitions. To simplify the convergence study in Sec. 4.3, we introduce a few defi-
nitions concerning the solutions to (3.19)–(3.20).
Definition 4.3.Let m¯
(t)
j be a solution to (3.19) but without the non-negativity constraint.
The corresponding solution to (3.19) with the non-negativity constraint can be expressed as
m
(t+1)
j =
[
m¯
(t)
j −
1
Z1
log
(β(t)j
b
(t)
j
)]
+
,(4.9)
where [x]+ = max[0, x] and β
(t)
j is defined as
β
(t)
j , b
y
j + f
(t)
j + 2g
(t)
j (m¯
(t)
j −m(t)j ).(4.10)
Remark: note from (3.5) that b
(t)
j ≥ 0, and from (4.7) and (4.10) it follows that β(t)j ≥ 0, so
the logarithm in (4.9) is well defined.
Definition 4.4.The solution to (3.19) can alternatively be expressed as
m
(t+1)
j = m
(t)
j −
1
Z
(t)
j
log
(β(t)j
b
(t)
j
)
,(4.11)
where we define
Z
(t)
j ,

Z1 for m¯
(t)
j ≥ 0
1
m
(t)
j
log
(β(t)j
b
(t)
j
)
for m¯
(t)
j < 0 and m
(t)
j > 0
∞ for m¯(t)j < 0 and m(t)j = 0.
(4.12)
Remark 1: introducing Z
(t)
j in (4.11) has the same effect as thresholding in (4.9). Remark 2:
note that since m(t+1) ≥ m¯(t) we have Z(t)j ≥ Z1. We also introduce a similar definition for
the variance.
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Definition 4.5.The solution to (3.20) can be expressed as
v
(t+1)
j = v
(t)
j +
1
Z1
log
( β˜(t)j
b˜
(t)
j
)
,(4.13)
where β˜
(t)
j is defined as
β˜
(t)
j ,
1
2v
(t+1)
j
− ξ(t+1)j /2.(4.14)
Remark: since b˜
(t)
j ≥ 0 and ξ(t)j ≥ 0, it follows from (4.8) that v(t+1)j > 0.
Definition 4.6.The I-divergence between two vectors p, q ∈ RM+ is defined as
I(p||q) =
M∑
j=1
pj log(
pj
qj
)− pj + qj .(4.15)
We define log(00 ) = 0. Remark: the I-divergence is nonnegative.
Definition 4.7.The Itakura-Saito (IS) divergence between two vectors p, q ∈ RM+ is defined
as
DIS(p||q) =
∑
k
[log(pk/qk) + qk/pk − 1].(4.16)
We define log(00 ) = 0, and
0
0 = 1. Remark: DIS is nonnegative.
4.3. Convergence Analysis. For simplicity we shall denote F (t) , F(m(t),v(t),γ(t)).
Corollary 4.8. A fixed point of the iterates of PAR-VARD satisfies the necessary KKT
conditions in (4.4)–(4.6) and also (4.1)–(4.3).
Proof. Substituting a fixed point mj = m
(t)
j and γk = γ
(t)
j into (4.7) and (4.1) reduces
(4.7) to (4.4) and (4.1). Substituting a fixed point vj = v
(t)
j and γk = γ
(t)
k into (4.8) and (4.2)
reduces (4.8) to (4.5) and (4.2). Recall the definitions after (4.2) and (4.6). The condition in
(4.6) is obtained by substituting m(t+1) =m and v(t+1) = v into (4.3).
The following theorem is due to Degirmenci and O’Sullivan.
Theorem 4.9. The objective function of (2.12)–(2.15) decreases monotonically during the
iterations of PAR-VARD, and the decrease between subsequent iterations is lower bounded by
F (t) −F (t+1) ≥ I
(
β(t)
Z(t)
∣∣∣∣ b(t)
Z(t)
)
+ I
(
β˜
(t)
Z1
∣∣∣∣ b˜(t)
Z1
)
+
∑
j
g
(t)
j
[
1
Z
(t)
j
log
(
β
(t)
j
b
(t)
j
)]2
+
1
2
DIS(γ
(t)||γ(t+1)),
(4.17)
where β(t), β˜
(t)
, and Z(t) are vectors with components β
(t)
j , β˜
(t)
j , and Z
(t)
j , defined in (4.10),(4.14)
and (4.12), respectively. b(t), b˜
(t)
are vectors with components b
(t)
j and b˜
(t)
j defined in (3.5),
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and g
(t)
j is defined in (3.14) (g
(t)
j ≥ 0). Dividing two vectors should be interpreted as done
elementwise.
Proof. The proof is very technical and therefore moved to Appendix A.
Several properties follow from Theorem 4.9 as stated in Theorem 4.10.
Theorem 4.10. Assume that F (1) is finite. Then
(a) The I-divergence I( β
(t)
Z(t)
|| b(t)
Z(t)
) converges to zero.
(b) The I-divergence I( β˜
(t)
Z1
|| b˜(t)Z1 ) converges to zero.
(c) The set of limit points of the mean iterates m(t) is a connected set.
(d) The set of limit points of the variance iterates v(t) is a connected set.
Proof. (a)-(b): From theorem 4.9 we have
F (1) −F (t) =
t−1∑
s=1
[F (s) −F (s+1)] ≥ t−1∑
s=1
I
(
β(s)
Z(s)
∣∣∣∣ b(s)
Z(s)
)
+
t−1∑
s=1
I
(
β˜
(s)
Z1
∣∣∣∣ b˜(s)
Z1
)
+
t−1∑
s=1
∑
j
g
(s)
j
[
1
Z
(s)
j
log
(
β
(s)
j
b
(s)
j
)]2
+
t−1∑
s=1
1
2
DIS(γ
(s)||γ(s+1)).(4.18)
As t→∞ all term on the right-hand side of (4.18) must go to zero since they are nonnegative
and have a finite positive upper bound due to the fact that F (1) is finite and due to the
monotonically decreasing and positive sequence F (t).
(c)-(d): Connectedness of the limit set of the iterates follows from convergence of the I-
divergences to zero which implies by Pinsker’s inequality [46][Lemma 12.6.1] that ‖β(t) −
b(t)‖1 → 0 and ‖β˜(t) − b˜(t)‖1 → 0. This together with (4.11) and (4.13) implies that m(t+1)j −
m
(t)
j → 0 ∀j, v(t+1)j − v(t)j → 0 ∀j.
We are now able to state the guarantees for global7 convergence of PAR-VARD.
Theorem 4.11 (Global Convergence Theorem). Let {z(t)}∞t=0 = {(m(t),v(t),γ(t))}∞t=0 be the
sequence of iterates generated by Algorithm 1. Let the solution set Γ be the set of points
(m,v,γ) which satisfy the KKT conditions in (4.4)–(4.6). Assume there exists z(1) such that
F (1) = F(z(1)) is finite. Then
(a) The iterates are contained in a compact set.
(b) For z(t) ∈ Γ,F (t) ≥ F (t+1).
(c) For z(t) /∈ Γ,F (t) > F (t+1).
(d) The point-to-set mapping defined by Algorithm 1 is closed.
(e) All limit points of the iterates are in the solution set Γ and F (t) → F(m,v,γ) as t→∞
for some (m,v,γ) ∈ Γ.
Proof. (a) By assumption, there is an initial guess z(1) such that F (1) = F(z(1)) is finite.
From the F-monotonicity of the sequence {z(t)}∞t=1, as asserted by theorem 4.9, and the
positivity constraints incorporated into the algorithm, the iterates {z(k)}∞k=1 are contained in
7Please see footnote 4 on page 6.
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a sub-level set of F given by {z : z  0,F(z) ≤ F (1)}. To show that this set is compact we
only need to show that lim‖z‖2→∞F(z) =∞. Using (2.12)–(2.15), it can be verified that this
condition is satisfied for any combination of mj →∞, vj →∞, γk →∞.
(b) Follows from (4.17).
(c) Equivalently, we show that if F (t) ≤ F (t+1) then z(t) ∈ Γ. Assume that F (t) ≤ F (t+1),
then from (4.17) we must have F (t) = F (t+1) and all I divergences in (4.17) must equal zero
(as they are nonnegative). This implies that β
(t)
j → b(t)j and β˜(t)j → b˜(t)j , ∀j. From (4.11) and
(4.13) it follows that m
(t+1)
j → m(t)j , and v(t+1)j → v(t)j so z(t) is a fixed point. It then follows
from corollary 4.8 that z(t) satisfies the KKT conditions, i.e., z(t) ∈ Γ
(d) We use a result by Gunawardana and Byrne [36] which is restated here for convenience.
Proposition 4.12 (Proposition 7 in [36]). Given a real-valued continuous function f on A×
B, define the point-to-set map F : A→ B by
F (a) = argmin
b∈B
f(a, b) = {b : f(a, b) ≤ f(a, b′), ∀b′ ∈ B}.(4.19)
Then, the point-to-set mapping a→ F (a) is closed at a = a′ if F (a′) is nonempty.
The surrogate functions in (3.17)–(3.18) are continuous and convex, and they also satisfy Smj ≥
0 and Svj ≥ 0 for any mj, vj ≥ 0, thus insuring the existence of the solutions to (3.19)–(3.20).
From Proposition 4.12 it follows that the mapping (m(t),v(t)) → (m(t+1),v(t+1)) defined
by (3.19)–(3.20) (lines 11-12 of Algorithm 1) is a closed point-to-set mapping. Performing
several iterations of (3.19)–(3.20) also constitutes a closed mapping, since it is a composition
of closed mappings. The mapping γ(t) → γ(t+1) defined by (2.16) (line 15 of Algorithm 1) is
a continuous and therefore closed point-to-point mapping. Finally, the composition of both
closed mappings (m(t),v(t),γ(t))→ (m(t+1),v(t+1),γ(t+1)) is also closed.
(e) Follows from (a)–(d) and Zangwill’s generalized convergence theorem [43].
5. Different Perspectives on VARD and Connections to Prior Art.
5.1. A Different View of VARD. We present an alternative view of the proposed VARD
framework, which will provide further insight into the sparsity-promoting mechanism and
will later enable extensions of the AM algorithm. The minimum of the objective function in
(2.13)-(2.15) with respect to γ is given by
γ∗k = (
∑
j
ψkjmj)
2 +
∑
j
ψ2kjvj.(5.1)
Substituting (5.1) into (2.13)-(2.15) we obtain an alternative formulation for VARD
min
m0,v0
Eq(x|m,v)
[− log p(y|x)]+ 1
2
∑
k
log(µ2k + σ
2
k)− h[q(x;m,v)],(5.2)
µk =
∑
j
ψkjmj, σ
2
k =
∑
j
ψ2kjvj , h[q(x;m,v)] =
1
2
∑
j
log vj ,(5.3)
where the explicit expression for Eq(x|m,v)
[− log p(y|x)] is given by (2.13), and h[q(x;m,v)]
in (5.3) denotes the differential entropy of the distribution q. µ and σ in (5.3) are the posterior
mean and standard deviation (std) in the transform domain s = Ψm, respectively.
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Note in (5.2) that the term
∑
k log(µ
2
k + σ
2
k) promotes sparsity of both the posterior
mean and standard deviation in the transform domain. In fact, without the entropy term
h[q] =
∑
j log vj/2 in (5.2), any (µ,σ) with at least one pair of components (µk, σk) = (0, 0)
would be a global minimum of (5.2), with 2p possible combinations. The entropy term serves
as a barrier preventing solutions with vj = 0, thus avoiding these unwanted minima. Note
that the concave term
∑
k log(µ
2
k+σ
2
k) in (5.2) is not separable with respect to the components
of m and v, and the convex decomposition approach used in Sec. 3 is not applicable here.
5.2. Connections to Reweighted ℓ2 Algorithms. The ARD approach is related to the
reweighted ℓ2 algorithm [44] and the comparison between the two for Gaussian likelihoods has
been presented in [45]. It is natural to consider the reweighted ℓ2 algorithm for the Poisson
likelihood as well, which consists of the following two steps
x(t+1) = argmin
x0
− log p(y|x) + 1
2
∑
k
(Ψx)2k/γ
(t)
k ,(5.4)
γ
(t+1)
k = (Ψx
(t+1))2k + ǫ,(5.5)
where ǫ > 0 is a fixed parameter that needs to be tuned. Note that we cannot choose ǫ = 0
since some entries in Ψx are zero and this will result in infinite weights for the penalty in
(5.4). For an easy comparison of (5.4)–(5.5) to the VARD algorithm in (2.10)–(2.11), we
provide here again the update equations for VARD with the posterior variance fixed
m(t+1) = min
m0
Eq(x|m,v)
[− log p(y|x)]+ 1
2
∑
k
(Ψm)2k/γ
(t)
k ,(5.6)
γ
(t+1)
k = (Ψm
(t+1))2k + (ΨDiag[v
(t+1)]ΨT )k.(5.7)
It can be seen that in (5.4) the data-fidelity term is the negated log-likelihood, whereas for
VARD in (5.6) it is the expectation of this term with respect to the approximate posterior q.
A key difference between the two algorithms is that in (5.5) a tuning parameter ǫ is required,
whereas in (5.7) the variances serve as “tuning parameters” with one parameter for each
pixel/voxel, and are automatically learned from the data during the B-step.
Next, we make another comparison between the two approaches. We rewrite the reweighted
ℓ2 algorithm in (5.4)–(5.5) as x
(t+1) = minx0Q(x,γ
(t)) and γ(t+1) = minγ Q(x
(t+1),γ),
where Q is defined as
Q(x,γ) = − log p(y|x) + 1
2
∑
k
[(Ψx)2k + ǫ]/γk +
1
2
∑
k
log γk.(5.8)
Minimizing (5.8) with respect to γ by solving ∇γQ = 0 results in (5.5) with the superscript
(t+1) removed. Substituting this solution into (5.8), we obtain the equivalent MAP estimation
problem
min
x0
− log p(y|x) + 1
2
∑
k
log[(Ψx)2k + ǫ].(5.9)
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The result in (5.9) can be compared to the alternative formulation for VARD given in (5.2)–
(5.3). Note that small values of ǫ in (5.9) introduce many local minima, since any solution
with at least one component (Ψx)k = 0 will result in a large negative penalty. In this case,
any standard gradient-based algorithm will be easily trapped at a sub-optimal solution. On
the other hand, large values of ǫ avoid local minima but do not promote sparse solutions. The
correct choice for the parameter ǫ is therefore critical.
To facilitate the comparison between reweighted ℓ2 and PAR-VARD, we propose to modify
the former using the separable surrogate approach as in Sec. 3, and derive the corresponding
surrogate function. The surrogate function for the log-likelihood is given by
− log p(y|x) ≤
∑
j
Smlej (xj;x(t)j ) ,
∑
j
{
byjxj +
b
(t)
j
Z1
exp
[− Zmle(xj − x(t)j )]},(5.10)
where b
(t)
j and b
y
j are computed according to (3.5) and (3.4) with p˜
(t)
j = 0 plugged in, and
Zmle = max
i
∑
j
φij.(5.11)
Smlej (xj) in (5.10) was derived in [13] and can be obtained as a special case of the PAR-
VARD surrogate in (3.17) when m is replaced by x, v → 0, and γ → ∞, with consequently
f
(t)
j , g
(t)
j → 0. Adding the surrogate function for the quadratic penalty in (5.4), we obtain the
update equation
x
(t+1)
j = argminx≥0
Sxj (x;x(t)j ),(5.12)
Sxj (x;x(t)j ) = Smlej (x;x(t)j ) + f (t)j (x− x(t)j ) + g(t)j (x− x(t)j )2,(5.13)
where f
(t)
j , g
(t)
j are defined in (3.13)–(3.14) with γ
(t)
j given by (5.5) and m
(t)
j replaced by x
(t)
j .
The reweighted ℓ2 algorithm is then described in Algorithm 2. To the best of our knowledge,
this algorithm has not been previously reported in the literature and can be considered as
another contribution of this paper.
5.3. Comparison to Maximum Likelihood Estimation (MLE) and Maximum a Posteriori
(MAP) Estimation. Next, we compare VARD to the AM algorithm for maximum likelihood
estimation (MLE) in [13] and the AM algorithm for penalized maximum likelihood estimation
(MAP) in [47, 48]. The model in [13] is beyond the scope of our work, but it can be reduced
to the special case of a monoenergetic model with no background events given in (1.1) (See
also Sec. 7 for a more detailed discussion). Although the derivations in this section can be
found in [13, 47, 48] we present them here to allow for an easier comparison to the proposed
VARD algorithm.
The surrogate function for MLE is given by (5.10). The minimizer of this surrogate is
given in closed form, leading to the update equation
x
(t+1)
j =
[
x
(t)
j +
1
Zmle
log
(b(t)j
byj
)]
+
,(5.14)
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Algorithm 2 : Reweighted ℓ2 with Separable Surrogates
1: Initialize x(1),γ(1)
2: Compute by in (3.5) % backprojection of data %
3: for t=1 to N do % AM iterations %
4: p(t) ← Φx(t) % projections %
5: µ(t) ← η ⊙ exp(−p(t))
6: Compute g(t), and f (t) % defined in (3.13)–(3.14) with m(t) replaced by x(t) %
7: b(t) ← ΦTµ(t) % backprojections of µ(t) %
8: for j=1 to p do % executed in parallel %
9: x
(t+1)
j ← argminx≥0 Sx(x;x(t)j , b(t)j , f (t)j , g(t)j ) % see (5.12)–(5.13) %
10: γ(t+1) ← [Ψx(t)]⊙ [Ψx(t)] + 1ǫ % 1 is the vector of all ones %
Algorithm 3 : MLE/ MAP with Separable Surrogates
1: Initialize x(1)
2: Compute by in (3.5) % backprojection of data %
3: for t=1 to L do % convex decomposition iterations %
4: p(t) ← Φx(t) % projections %
5: µ(t) ← η ⊙ exp(−p(t)) % predicted mean for measurements %
6: b(t) ← ΦTµ(t) % backprojections of µ(t) %
7: for j=1 to p do % executed in parallel %
8: x
(t+1)
j =
[
x
(t)
j + log(b
(t)
j /b
y
j )/Zmle
]
+
% only for MLE %
9: or x
(t+1)
j ← argminx≥0 Smap(x;x(t)j , b(t)j ) % only for MAP (see (5.17)) %
with b
(t)
j and b
y
j computed according to (3.5) and (3.4) with p˜
(t)
j = 0 plugged in, and Zmle is
defined in (5.11). The resulting algorithm is described in Algorithm 3.
Using the same approach, it is also possible to add a penalty to the log-likelihood and
obtain an AM algorithm for MAP estimation [47, 48]. In the following comparisons, we shall
use the smooth edge preserving neighborhood penalty given by (1.4)–(1.5). The surrogate
function for this penalty involving the jth pixel is given by
Spenj (x;x(t)j ) = βδ2
∑
k: {j,k}∈Θ
1
Nj
[∣∣x(t)j − x(t)k +Nj(x− x(t)j )∣∣/δ − log (∣∣x(t)j − x(t)k +Nj(x− x(t)j )∣∣/δ)],
(5.15)
where Nj is the number of neighbors of the jth pixel. The updates for the MAP estimate are
then given by
x
(t+1)
j = argminx≥0
Smapj (x;x(t)j ),(5.16)
Smapj (x;x(t)j ) = Smlej (x;x(t)j ) + Spenj (x;x(t)j ),(5.17)
where Smlej and Spenj are given by (5.10) and (5.15), respectively. See Algorithm 3.
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5.4. Connections to Previous Variational Inference Methods. The approximation of the
posterior using a Gaussian distribution has been studied by Challis and Barber [49]. Although
they did not consider the Poisson likelihood in (1.1) specifically, their approach is the same as
our B-step in (2.10) if the posterior is chosen to be factorized and if γ are fixed and known. We
emphasize that this is very different from the AM algorithm proposed here, which alternates
between the B-step and the F-step where γ are also updated. In fact, a single B-step does not
result in sparse solutions. In order to obtain sparse solutions, the B and F steps need to be
repeated. This is similar in principle to the original EM-ARD algorithm [15], where a single
E-step would not result in sparse solutions. Also, the parallel algorithm we propose in Sec. 3
is completely new. An alternative approach to [49] was proposed by Khan et al.[50] but it
requires the inversion of a p×p matrix (p is the number of pixels/voxels) so it is not feasible for
large scale problems. We note that the method by Seeger and Nickisch [30] cannot be applied
here for approximating the posterior since it is restricted to super-Gaussian likelihoods and
the Poisson likelihood we consider (see (1.1)) is not super-Gaussian.
6. Generalization of VARD to Improper Priors and Overcomplete Representations.
Building on Sec. 5.1, we extend VARD to cases when the prior is improper or when one
wishes to use a non-square Ψ matrix in (2.1). Recall that when deriving the AM algorithm
in Sec. 2.3, we assumed a proper prior (the matrix ΨTΓ−1Ψ is non-singular) and that Ψ
is a non-singular square matrix (see footnote 5). These assumptions are violated when the
Dirichlet boundary conditions in Sec. 2.1 cannot be used. For example, in cone beam CT,
the object extends beyond the region of interest along one spatial direction, and the Dirichlet
boundary conditions are violated in that direction. It is well known that without boundary
conditions, the neighborhood penalties of the form in (1.4) correspond to a singular Ψ matrix
in (2.1) [51], leading to an improper prior. The case when Ψ is non-square arises when
one wishes to use an overcomplete sparse representation, which is shown in Sec. 9 to yield
better image quality. Even if Ψ is chosen such that the prior is proper, introducing a non-
square Ψ in the AM algorithm of (2.10)–(2.11) results in a considerable complication of the
γ update (F-step). The objective includes log |(ΨTΓ−1Ψ)−1| which can no longer be reduced
to
∑
k log γk (Γ = Diag(γ)) if Ψ is non-square. Taking the gradient of this expression with
respect to γ yields γ−2⊙Diag[Ψ(ΨTΓ−1Ψ)−1ΨT ]. Both the objective and the gradient have
a computational complexity of O(p3) (p =number of pixels/voxels) which is prohibitive for
large-scale problems.
To avoid the above complications, we use a different approach, where we start with the
objective function in (5.2)–(5.3), regardless of how it was derived, where Ψ can be square
but singular or non-square. This can be justified by the insights gained from Secs. 5.1–5.2.
The objective in (5.2)–(5.3) can be minimized by using an AM algorithm for minimizing
the objective function in (2.12)–(2.15). The latter objective can no longer be interpreted as
the free variational energy (FVE) in (2.5), even when the prior is proper, since we replaced
log |(ΨTΓ−1Ψ)−1| with ∑k log γk. Since the replaced term is independent of m and v, min-
imizing the objective in (2.12)–(2.15) with respect to (m,v) during the B-step of the AM
algorithm is still equivalent to minimizing the KL divergence between the proposed poste-
rior q and the true posterior8. The F-step, on the other hand, can no longer be interpreted
8Note that the posterior distribution defined by (1.3) can be well-defined even though the prior is improper.
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as minimizing the KL divergence between q and the prior, as in (2.11). Nevertheless, the
promotion of sparsity is still asserted by the equivalent formulation in (5.2)–(5.3), where the∑
k log(µ
2
k + σ
2
k) term promotes sparsity in the transform domain, and it is also supported by
numerical experiments in Sec. 9. It is important to note that although the interpretation of
the objective function during the F-step is different, it is still the same objective as before,
given by (2.12)–(2.15), so the convergence analysis in Sec. 4 still applies.
To illustrate the type of priors that the above extension allows, we give an example for
2D-images where Ψ is a difference matrix given by
Ψ = [Ψh;Ψv], (Ψh,v)jk =
{ 1 if j = k
−1 if {j, k} ∈ Θh,v
0 otherwise
,(6.1)
where [ ; ] denotes row-wise concatenation, and Θh, Θv define pairs of neighboring pixels
located along the same horizontal or vertical lines in the image, with corresponding matrices
Ψh,Ψv, respectively. We assign the same weight to horizontal and vertical pixel-differences,
so γ is replaced by [γ;γ]. It is also possible to incorporate differences between additional
neighbors by concatenating additional Ψ matrices for these additional neighbors in (6.1), and
it is also easily extendible to 3D images. To understand the difference between the above
construction and the original one in (2.3), we write the sparsifying penalty from the objective
function in (5.2) for both cases with only 2 neighbors per pixel for simplicity
P1 =
p∑
j=1
log
{√(
mj − (mj1 +mj2)
2
)2
+ vj +
1
4
vj1 +
1
4
vj2
}
,(6.2)
P2 =
p∑
j=1
log
{√
(mj −mj1)2 + (vj + vj1) + (mj −mj2)2 + (vj + vj2)
}
,(6.3)
where P1 corresponds to the original construction in (2.3) and P2 corresponds to the con-
struction in (6.1). In both cases, j1 and j2 denote the indexes of the horizontal and vertical
neighbors of the jth pixel, respectively. For P1 we have {j, j1} ∈ Θ and {j, j2} ∈ Θ, so both
neighbors are included in the same neighborhood defined by Θ. For P2 we have {j, j1} ∈ Θh
and {j, j2} ∈ Θv, using two different neighborhoods. In the limit of the variances going to zero,
(6.3) reduces to the logarithm of the isotropic total variation (TV) penalty, i.e., P2 promotes
small differences between neighbors equally in each direction. In contrast, using the same
limit in the argument of the logarithmic function in (6.2) reduces it to differences between a
pixel and the average of its neighbors, so P1 promotes piecewise smoothness.
7. Model Limitations. The algorithm presented in this paper is designed to solve a spe-
cific ARD problem. As with all models, the model assumed in Sec. 1.1 is only approximate,
capturing some but not all of the underlying physics. Considering a simplified physical model
also facilitated our theoretical study which could potentially apply more broadly to applica-
tions other than the one we consider to motivate our work. Next, we discuss the limitations
of the forward model presented in Sec. 1.1 when applying it to x-ray CT.
The actual data in X-ray transmission tomography are typically not Poisson distributed
due to either system non-linearities or fundamental physical considerations. For example,
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the solid state detectors currently used by modern CT scanners are energy-integrating de-
tectors, not photon-counting detectors. The signal statistics for energy-integrating detectors
are studied by Whiting et al. [52, 53]. As mentioned in Sec. 1, there is a growing interest in
photon-counting detectors, which are already used in clinical studies [18], and it is possible
that this type of detectors will be integrated into commercial CT systems in the near future.
Various researchers have developed algorithms for models that account for various physical
phenomena such as the poly-energetic nature of the source [13], background events due to
scatter [12, 13], and electronic noise, which are beyond the scope of this work. A review on
modelling the physics in iterative algorithms can be found in Nuyts et al. [54].
Another simplification we have used is in the construction of the system matrix Φ which
was based on line length intersections. This approach does not take into account the detector
pixel size or the focal spot size of the source. More realistic approaches for computing the
system matrix can be found in the work by Basu and DeMan [55, 56].
Finally, we would like to point to the limitations of the specific priors presented in Sec. 2.1
and Sec. 6 which use the Ψ matrix defined in (2.3) and (6.1), respectively. As mentioned in
Sec. 6, in the case of cone-beam CT, the object often extends beyond the region of interest
in one spatial direction, so the Dirichlet boundary conditions assumed implicitly in (2.3) and
(6.1) cannot be applied in this direction. In this case, the extension of VARD presented
in Sec. 6 can be used to choose a different Ψ matrix which does not implicitly assume any
boundary conditions.
8. Alternative Algorithms. In developing the parallel AM algorithm of Sec. 3 we adopted
a particular optimization transfer technique for the B-step based on separable surrogates
that were derived via the convex decomposition lemma (see lemma 3.1). There are several
alternative approaches in the literature for CT reconstruction that could be used for the B-step
as well. Two important examples are the separable paraboloidal surrogates (SPS) algorithm
[12] and the iterative coordinate descent (ICD) algorithm [19, 57]. Each different choice of an
optimization method for the B-step would result in a different VARD algorithm, which could
be compared to the corresponding MAP algorithm using the same optimization method. Here
we consider only one possible choice and exploring the others is left for future research.
9. Numerical Results. In the following section we study the performance of the proposed
VARD algorithm for x-ray CT. We consider both simulated and real data for x-ray CT with
source intensity levels (η values in (1.1)) which are typical of clinical settings. The geometry
considered in the experiments is shown in Fig. 4.
We compare the following algorithms: (1) The proposed PAR-VARD algorithm described
in Algorithm 1; (2) Maximum likelihood estimator (MLE) from [13] described in Algorithm 3;
(3) Maximum a Posteriori (MAP) estimator from [47, 48] described in Algorithm 3; (4) The
reweighted ℓ2 algorithm described in Algorithm 2. For simplicity, we shall slightly abuse
notation and refer to PAR-VARD as VARD. For reweighted ℓ2 and VARD, we use the prior
in (2.1) with two choices for Ψ given by (2.3) and (6.1), which we refer to as “complete” (C)
and “over-complete” (O) representations, respectively. In (2.3) we choose Θ to correspond
to a neighborhood of 1 horizontal and 1 vertical neighbors. For MAP, we use a sum of
two penalties constructed by using (1.4)–(1.5), one for the horizontal neighbor and one for
the vertical neighbor with Dirichlet boundary conditions (consistent with (2.3) and (6.1)). All
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Figure 4. Fan-beam geometries with flat detector panels used for all results. For simulated data we used
ρ = 100mm, ∆1 = 0mm, ∆2 = 0.2mm, r = Rx = 400mm. For experimental data ρ = 58mm, ∆1 = 1.2mm,
∆2 = 0mm, r = 484.6mm, Rx = 290.2mm.
algorithms were run for 2000 iterations to ensure convergence (a “flat” objective). The images
were initialized by setting all pixel values to zero. For VARD, all posterior variances v were
initialized to 1. For VARD and reweighted ℓ2, the hyperparameters γ were initialized to 100
to make the datafit term dominant in the first iteration. All algorithms were implemented in
MATLAB and ran on a desktop PC with 4 Intel Xeon E7 CPU’s (8 cores each) running a
Linux operating system. Sample code is available online [58].
9.1. Simulated Data. The simulated data were generated for a Shepp-Logan phantom
with Poisson noise according to the model in (1.1) and source intensities η = 104, 105, which
are typical of clinical systems. We use an image resolution of 256×256, which for the geometry
specified in Fig. 4 required 1372 view-angles (full scan around the object) and 512 detectors
for each view (702, 464 measurements in total). The required angular and detector resolutions
were calculated according to classical sampling theory as detailed in [2].
For MAP we had to check different values for two tuning parameters (β, δ) in (1.4)–
(1.5), and perform many trials. For reweighted ℓ2 we had to check different values for ǫ in
(5.5) and run multiple trials as well. The normalized root-mean-square errors (NRMSE) in
the reconstructions obtained using these methods with different values of tuning parameters
are shown in Tables 1–2, with source intensity set to η = 105 and η = 104, respectively,
and compared to VARD. The normalization in the NRMSE is done using the ℓ2 norm of the
vectorized ground truth image. One can see that VARD with the over-complete representation
(VARD-O) yields NRMSE that is comparable to the best result with the alternative methods
but without any tuning, and using only a single reconstruction. By comparing Tables 1(a),(c)
and Tables 2(a),(c), one can see that both reweighted ℓ2 and MAP are significantly more
sensitive to the choice of tuning parameters when the noise level is higher. Both methods
result in much higher NRMSE than VARD when the tuning parameters are not properly
chosen. It is important to note that in practice the object is unknown (NRMSE cannot be
computed) so the tuning parameters are chosen by either examining the reconstructed image
for each and every trial, or using cross-validation, which are very time consuming. The lowest
NRMSE is obtained using reweighted ℓ2 but the differences in the image compared to VARD
are visually very minor, as shown below.
Some of the reconstructed images using these methods are shown in Fig. 5. For MAP
and reweighted ℓ2 we present the results for two different choices of tuning parameters, one of
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(a) MAP
δ = 10−5 δ = 10−4 δ = 10−3 δ = 10−2
β = 105 1.79 % 1.52 % 0.65 % 2.10 %
β = 106 1.51 % 0.54 % 1.16 % 9.26 %
β = 107 0.55 % 0.96 % 7.22 % 40.01 %
β = 108 1.61 % 11.5 % 43.69 % 64.59 %
(b) MLE/VARD
MLE 1.63 %
VARD-C 0.85 %
VARD-O 0.68 %
(c) Reweighted ℓ2
ǫ = 10−8 ǫ = 10−6 ǫ = 10−4 ǫ = 10−2
Reweighted ℓ2-C 11.03 % 0.66 % 1.32 % 1.81 %
Reweighted ℓ2-O 2.88 % 0.41 % 0.99 % 1.79 %
Table 1
Normalized root-mean-square errors (NRMSE) for reconstructions from synthetic data with Poisson noise
using different methods and different values of tuning parameters. RMSE is normalized relative to the ℓ2 norm
of the vectorized ground truth image. C=“Complete” and O=“over-complete” indicate the use of Ψ in (2.3)
and (6.1), respectively. Here η = 105. The standard deviation (std) of the NRMSE over 50 different noise
realizations was negligible and therefore was not taken into account, e.g., for VARD-O, std ≈ 0.015%.
(a) MAP
δ = 10−5 δ = 10−4 δ = 10−3 δ = 10−2
β = 105 5.29 % 3.01 % 1.51 % 9.30 %
β = 106 2.99 % 1.36 % 7.27 % 40.00 %
β = 107 1.85 % 11.60 % 43.69 % 64.59 %
β = 108 21.94 % 58.19 % 73.94 % 76.32 %
(b) MLE/VARD
MLE 5.64 %
VARD-C 2.45 %
VARD-O 1.76 %
(c) Reweighted ℓ2
ǫ = 10−8 ǫ = 10−6 ǫ = 10−4 ǫ = 10−2
Reweighted ℓ2-C 46.2 % 3.54 % 2.49 % 5.23 %
Reweighted ℓ2-O 21.34 % 1.5 % 1.16 % 4.80 %
Table 2
Same as Table 1 but for η = 104.
which is the best choice we could find, and the other is a bad choice. One can see in Figs. 5(d)
and 5(f) how significant artifacts occur when the tuning parameters are not chosen correctly.
In contrast, the VARD reconstruction in Fig. 5(g) does not have any significant artifacts and
the image quality is comparable to the best results obtained with the alternative methods
(Figs. 5(c),5(e)). The reconstructed hyperparameters γ are shown in Fig. 6(a) where one
can see that γ has large values at discontinuities and very low values in regions where the
attenuation levels are constant. Recall that VARD with the prior in (6.1) promotes sparsity in
the pixel-difference domain. Figure 6(a) clearly indicates that VARD has learned the correct
support of the object in the pixel-differences domain. The posterior standard deviation (std)
is shown in Fig. 6(b) and has a similar structure to γ. Note that one should be careful when
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Figure 5. Reconstructions of attenuation images (relative to water) from synthetic data with Poisson noise
using different methods. All images have resolution 256 × 256. (a) Truth; (b) Maximum likelihood (MLE)
estimate; (c) Maximum a posteriori (MAP) estimate using the smooth edge-preserving neighborhood penalty
with β = 106 and δ = 10−4; (d) same as Fig. (c) but with β = 107 and δ = 10−3; (e) Reweighted ℓ2-O with
ǫ = 10−6; (f ) same as (e) but with ǫ = 10−8 ; (g) Posterior mean using VARD-O; (h) Objective functions
for all methods (note that each algorithm is optimizing a different objective). All images are displayed using
the window [0.15, 0.35], even though the phantom includes values in [0, 1], in order to enhance the differences
between the different methods. A zoom-in view of the region inside the small red frame is shown in the inset to
the left in figures (a)–(g). All algorithms except MLE use a neighborhood penalty with one horizontal and one
vertical neighbor per pixel. All algorithms were run till 2000 iterations to ensure convergence. We recommend
viewing the figures with at least 150% zoom-in.
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interpreting the posterior std since the support of the posterior is (−∞,∞) (see (2.9)) and
one std from the mean can extend to negative attenuation values. In Sec. 9.2 we show a useful
interpretation of the posterior variances.
Figure 5(h) presents the objective function for VARD-O ((2.12)–(2.15)) vs. number of
iterations, as well as the objectives for all the other methods. The objective is seen to decrease
monotonically, as predicted by theory, and can be used to assess convergence in practice, as
well as to verify the correctness of the implementation. It can also be seen that all methods
share similar convergence rates. It is important to note that each algorithm is optimizing a
different objective function so to compare convergence rates one needs to compare the slopes
of the objectives and not the objective values.
In Table 3 we compare VARD to the ARD method from [17] (SBL) which is based on an
approximate post-log Gaussian noise model. Details about SBL can be found in Appendix C.
After convergence, we set all the negative pixel values in the SBL image to zero in order to
obtain a physically meaningful result (since SBL does not impose positivity). From Table 3
one can see that SBL leads to higher NRMSE than VARD-C. For the highest photon flux
(lowest noise level) with η = 105, SBL [17] is comparable to VARD-C, but as the photon
flux gets lower (η = 104 and η = 103), the difference between SBL and VARD-C becomes
more noticeable. Since SBL and VARD-C use the same prior, the results suggest that the
approximate Gaussian noise model is quite effective for the highest photon flux but becomes
less effective as the flux decreases, as expected. Importantly, SBL has a notably higher RSME
than VARD-O, especially for lower flux levels, which suggests that the over-complete prior in
(6.1) used by VARD-O provides another advantage over SBL. Note that SBL does not allow
the use of the over-complete prior due to the assumptions used in deriving the M-step [17],
which are similar to the ones used for the F-step in Sec. 2.3 but were later lifted in Sec. 6.
We initialized SBL in the same way as VARD, and SBL took 100 iterations to converge. Note
that each iteration of SBL has a much higher computational cost than an iteration of VARD
(see details in Sec. 9.4). To illustrate the differences in computational costs, we note that
VARD took about 20 minutes to run whereas SBL took 5 hours! (SBL was run on CPU’s,
like VARD, and not on a GPU as in [17]).
η = 105 η = 104 η = 103
SBL 0.97 % 3.15 % 9.82 %
VARD-C 0.85 % 2.45 % 7.35 %
VARD-O 0.68 % 1.76 % 5.2 %
Table 3
Comparison of the NRMSE obtained using VARD and SBL [17] for different photon flux levels.
There are several additional advantages to using VARD instead of SBL: (1) SBL does not
enforce positivity of the solution, whereas in VARD, it is built into the algorithm. Note that
setting all the negative pixel values to zero after SBL converges might be sub-optimal. (2)
Generally, the straightforward computation of the posterior variances requires O(p3) opera-
tions and O(p2) of memory (p is the number of pixels/voxels) which is infeasible for large
scale problems so approximations are needed [17]. However, these approximations result in
the loss of convergence guarantees for the overall SBL algorithm. In contrast, VARD assumes
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a posterior distribution that while inexact naturally leads to lower computational costs and
guarantees convergence. (3) In SBL, one is required to choose the type and number of probing
vectors for approximating the variances, which are system and object dependent. (4) Com-
puting the objective function of SBL scales as O(p3), making this operation infeasible (in this
example, we could not compute the SBL objective within reasonable time), whereas comput-
ing the objective for VARD scales as O(np1/D) with n being the number of measurements and
D = 2, 3 for reconstruction of 2D/3D images, respectively. The objective provides another
tool for checking the implementation and can be used to assess convergence.
 
 
0
0.01
0.02
0.03
0.04
0.05
(a) VARD hyperparameters γ (std)
 
 
0
0.002
0.004
0.006
0.008
0.01
(b) VARD posterior std
Figure 6. Reconstructed standard deviations (std) using VARD on synthetic data. (a) squared root of
hyperparameters γ; (b) squared root of posterior variances v.
9.2. Real Data. Next we present reconstructions for a dataset acquired at an experimen-
tal laboratory at Duke University with the geometry specified in Fig. 4. The number of views
was 360 (full scan around the object) with view-angle resolution of 1◦. For each view 1781
detector pixels were used. The total number of measurements was 641, 160. Additional details
about the experimental setup are provided in Appendix D. We measured a 2D cross section
of an acrylic glass cylinder full of cylindrical holes with different diameters. In this case, the
image for the ground truth is unknown. However, a good estimate of the truth is based on
the specifications from the manufacturer of this phantom. The attenuation of the acrylic glass
relative to water is 1.5, and for the inside of the rods it is 0 (air). Figure 7 presents recon-
structions using different methods. Image resolution is 256 × 256. For MAP and reweighted
ℓ2 we show two examples of reconstructions, one for the best choice of the tuning parameter
that we could find, and one with significant artifacts for a bad choice of tuning parameters.
Again, one can see how VARD produces images which are comparable in quality to the best
trial with MAP or reweighted ℓ2 but without any need for repeated trials. Figure 8 shows the
reconstructed posterior variances and hyperparameters, where one can see again how VARD
learns the correct support of the object in the pixel-differences domain.
Finally, in Figs. 9–10 we present an example which illustrates the robustness of VARD to
missing data and also demonstrates a useful interpretation of the posterior variances. In this
example we scanned a “DUKE” letters object suspended in mid-air using the same experi-
mental system. The letters are made from VeroBlue material with a linear attenuation
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Figure 7. Reconstructions of attenuation maps (relative to water) from real data using different methods.
(a) Maximum likelihood (MLE) estimate; (b) VARD-O; (c) Maximum a posteriori (MAP) estimate using the
smooth edge-preserving neighborhood penalty with β = 103 and δ = 0.1; (d) Same as (c) but with β = 102;
(e) Reweighted ℓ2-O with ǫ = 10
−5; (f ) Same as (e) but with ǫ = 10−3. All algorithms use 2000 iterations to
ensure convergence. All except MLE use a neighborhood penalty with one horizontal and one vertical neighbor
per pixel. We recommend viewing the figures with at least 150% zoom-in. All objectives were monotonically
decreasing and flat when the algorithms were terminated.
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coefficient of 1.458 relative to water (more details in caption of Fig. 9). The expected image
is sparse so we used the prior in (2.1) with Ψ = I to promote sparsity in the pixel basis.
We subsampled the angular grid for the source-locations (views) so only 1/8 or 1/16 of
the views are used; the VARD reconstructions for these two cases are shown in Fig. 9(a) and
Fig. 9(b), respectively. In addition, we include in Fig. 9(c) and 9(d) the reconstructions
using filtered-back-projection (FBP) [1], which is a linear reconstruction method based on
Fourier inversion. Note that the FBP reconstruction exhibits much more prominent artifacts
than VARD in the form of streaks, which are due to view undersampling. We present the
FBP reconstructions again in Figs 10(a)–10(b) where the displayed attenuation values were
limited to a smaller range in order to enhance the artifacts. There is a striking resemblance
between the streaks in the posterior std images obtained by VARD in Figs 10(c)–10(d) and the
streaks in the FBP reconstructions in Figs 10(a)–10(b). This demonstrates that the variances
can indicate regions in the image which are insufficiently sampled. A more detailed study of
this relationship will be deferred to a subsequent publication. Lastly, we note that although
we have focused on the 2D fan-beam geometry in the numerical experiments, the proposed
method can be applied to any other geometry.
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Figure 8. Reconstructed standard deviations (std) using VARD on real data. (a) squared root of hyperpa-
rameters γ; (b) squared root of posterior variances v.
9.3. Implementation Details. In our implementation, the 1D optimizations in lines 11–12
of Algorithm 1, line 9 of Algorithm 2 and Algorithm 3 are all done in parallel using MATLAB’s
vectorization. Since it is not necessary to solve the 1D surrogate problems exactly, we found
that it is more efficient to use Newton’s method and perform just one Newton step for each
iteration. However, for MAP this leads to divergence whenever the solution is in the linear
regime of the smooth edge preserving penalty. Therefore, we use a 1D trust-region Newton
method (see details in Appendix B), which typically costs about 1 − 5 Newton steps. For
VARD we could use Newton steps for the mean updates, but had to resort to the trust-
region method for the variance updates (see details in Appendix B) to ensure decrease of
the objective. For reweighted ℓ2 the Newton steps worked successfully. For the problem
sizes considered here, we could store the system matrix and its transpose in memory using
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Figure 9. Reconstructions from real data. (a) VARD with sparsity promoted in the pixel basis and using
1/8 of the views; (b) same as (a) but using 1/16 of the views; (c) Filtered back projection using 1/8 of the views;
(d) same as in (c) but using 1/16 of the views. For FBP, we used cubic interpolation for the backprojection, and
a cropped Ram-Lak (ramp) filter. Image resolution is 128× 128. The full dataset (before the view subsampling)
was acquired using a full 360◦ scan around the object with view-angle resolution of 1◦ and 1573 detector pixels
per view. 510 iterations were used for VARD.
MATLAB’s compressed sparse representation. The time for the forward/back-projections was
negligible relative to the trust-region Newton updates due to MATLAB’s highly optimized
code for matrix-vector multiplications. However, this is certainty not a typical situation
to be expected in large scale problems since it will not be possible to store the matrices
in memory (even in sparse format) and “on-the-fly” implementations of the forward/back-
projection operations would be required. Therefore, we do not report actual run time but
instead discuss below the computational complexity per iteration for large scale problems.
Details regarding the implementation of SBL can be found in Appendix C.
9.4. Computational Complexity. In analyzing the computational complexity per itera-
tion for large scale problems it is common to consider only the forward/back-projections. It
is also usually the case that these operations dominate the execution time per iteration in
large scale problems. The MAP and reweighted ℓ2 algorithms both have the same computa-
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tional complexity, as they both require one forward-projection and one back-projection per
iteration. To compare VARD to the other algorithms, first note that a variance-type oper-
ation (corresponding to an elementwise squared system matrix) requires double the number
of multiplications relative to a mean-type operation when the projections are performed via
ray-tracing and computing line intersections. If the mean-type and variance-type operations
can be done in parallel then VARD requires the same number of forward/backprojections as
MAP but it will have double the complexity of MAP due to the ×2 larger number of multipli-
cations in the variance-type operations. Also, if the computational resources are limited and
the mean-type and variance-type operations can only be performed sequentially, then VARD
will be at least 3 times more expensive per iteration than a single MAP or reweighted ℓ2
trial. However, in cases when the tuning parameters are unknown or better ones are needed,
MAP-based methods require multiple trials to determine the values of the tuning parameters,
while VARD requires a single run. In these cases, VARD can still offer a lower total run-time
than the alternative methods and it may be more convenient since it does not rely on human
expert evaluation of the different images for different values of tuning parameters.
Each iteration of SBL involves the solution of several p × p matrix equations using the
conjugate gradient (CG) method [59] in order to estimate the posterior variances (see details
in Appendix C) with one additional equation for computing the mean. The solution to each
matrix equation requires multiple CG sub-iterations, each sub-iteration requiring one forward
projection and one back-projection. Denoting K as the number of matrix equations for the
variance estimation, and denoting Im, Iv as the number of CG sub-iterations for the mean
and variance parts, respectively, each iteration of SBL involves K × Iv + Im forward/back-
projections. The choice for K and the typical values of Im, Iv depend on the specific system
and object of interest. For the example in Sec. 9.1 we used K = 64, and the chosen residual
thresholds (see Appendix C) lead to Iv ≈ 10 and Im ≈ 100, resulting in 2 orders of magnitude
more forward and back-projections per iteration than VARD.
10. Conclusions. We presented a new framework for automatic relevance determination
(ARD), which we call variational ARD (VARD). It provides an extension of previous ARD
methods to Poisson noise models for transmission tomography and allows the use of neigh-
borhood penalties that promote sparsity in the pixel/voxel difference domain. We revealed
the sparsity-promoting mechanism in VARD, and established key differences compared to
previous ARD methods that are applicable only to Gaussian noise models. In addition to
computing the estimate for the imaged object, which is given by an approximation to the
posterior mean, VARD also provides posterior variances, i.e., Bayesian confidence intervals.
An important advantage of the VARD framework is that it avoids the cumbersome process of
choosing tuning parameters, while still retaining good image quality. We have shown that the
posterior variances play a key role in learning the correct balance between the datafit and the
prior. Straightforward simplifications that avoid using posterior variances, such as reweighted
ℓ2, do not retain this auto-tuning property.
We presented a parallel AM algorithm for VARD (PAR-VARD) which is applicable to
large scale problems. We studied a parallel implementation of VARD using both synthetic and
real data. The numerical experiments demonstrate that the images produced by VARD are
comparable in quality to the best maximum a posteriori (MAP) and reweighted ℓ2 estimates.
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Figure 10. Comparing artifacts in FBP to the posterior variances obtained via VARD. (a) Zoom-in view
of Fig. 9(c); (b) Zoom-in view of Fig. 9(d); (c) VARD posterior std using 1/8 of the views; (d) same as (c) but
using 1/16 of the views. Note the resemblance between the streaks in (a) and (c), and also (b) and (d).
However, VARD needs to be run only once, whereas MAP and reweighted ℓ2 need to be
run multiple times whenever the tuning parameters are unknown or better ones are needed.
For MAP-based algorithms, it is possible to speed-up the search for tuning parameters by
employing a continuation approach where the algorithm is initialized using the solution from
a previous point in parameter space. A more principled approach to determine the tuning
parameters in MAP-based algorithms is cross-validation, which requires multiple runs for
different subsets of the data and becomes computationally involved when the number of tuning
parameters increases.
The unique features of VARD such as auto-tuning and computation of variances do not
come without a price. We have shown that VARD has at least double computational complex-
ity than a MAP-based algorithm for large scale problems. For commercial CT systems which
are based on protocols with preset values for the tuning parameters, the auto-tuning feature
of VARD might not be needed and would entail a longer reconstruction time. However, we ex-
pect our method to be useful in non-standard situations when the preset values for the tuning
parameters are not satisfactory and better values need to be found. In addition, auto-tuning
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can greatly simplify research when investigating non-standard geometries for which the tun-
ing parameters might not be known. Exploring ways to reduce the computational burden of
VARD so that is compares more favorably to MAP-based algorithms seems like an important
direction for future work.
Nevertheless, we have considerably advanced the computational feasibility of ARD for
large scale problems in this work. In the EM algorithm for ARD [15] with a Gaussian noise
model, the straightforward computation of the posterior variances scales cubically with the
number of pixels/voxels, which is infeasible for large scale problems, so approximations are
needed. The scalable ARD algorithm in [17] (SBL) which uses sophisticated approximations
to the variances does not have convergence guarantees. In contrast, the proposed VARD
algorithm is feasibly for large-scale problems and also has guarantees for global convergence.
By comparing VARD to SBL, we have shown that for low photon flux (high noise levels)
VARD leads to better image quality than SBL, when the data is generated from the considered
Poisson model. Furthermore, this is also true for high photon flux (low noise levels), when
the Gaussian approximation to the Poisson distribution is good enough, and seems to be due
to the over-complete prior that can be used by VARD but cannot be used by SBL. We have
shown that VARD is much more efficient computationally than SBL, requiring considerably
less forward/back-projections (the main computational bottleneck), and VARD is also much
simpler to implement. As opposed to previous ARD methods [15, 17], the exact evaluation of
the VARD objective is feasible for large-scale problems and can be used to assess convergence
in practice and to verify the correctness of the implementation.
We have shown that when the object is undersampled, the posterior variances computed
by VARD can indicate regions in the image where sampling is insufficient. The variances
can therefore be used to define relative levels of confidence in the reconstruction at particular
regions in the image. The variances can also be used for adaptive sensing/experimental
design [17, 30]. Our results suggest that the variances can be used for image segmentation
or boundary detection. These potential uses are not studied here, and will be the subject of
future work.
Finally, we note that many algorithms for transmission tomography use ordered subsets
(OS) to accelerate convergences while sacrificing guarantees for convergence [6, 12, 47, 48]. In
this paper we have excluded the use of ordered subsets and focused on convergent algorithms in
order to be consistent with the convergence theory presented in the paper. Initial experiments
with OS for VARD appear to be promising but will be reported in a future publication.
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Appendix A. Proof of Theorem 4.9.
Proof. We split the difference in (4.17) into two terms
F(m(t),v(t),γ(t))−F(m(t+1),v(t+1),γ(t+1)) = F(m(t),v(t),γ(t))−F(m(t+1),v(t+1),γ(t))
+ F(m(t+1),v(t+1),γ(t))−F(m(t+1),v(t+1),γ(t+1)).
(A.1)
First we focus on the first difference in (A.1) and write it explicitly using (3.4)-(3.5)
F(m(t),v(t),γ(t))−F(m(t+1),v(t+1),γ(t)) =
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Next, we present several bounds for terms in (A.2). Using (3.7)–(3.8) and (3.5) we obtain
∑
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where the last inequality is based on the definition for Z
(t)
j in (4.12). We bound the exponential
term in (A.2) using the convex decomposition lemma (lemma 3.1)
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where we used (3.8) with Z1 replaced by Z
(t)
j ≥ Z1 in rij (lemma 3.1 with the dummy variable
extension applied), and also used (3.5). Using lemma 3.1 for the quadratic term in (A.2) we
obtain
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(A.5)
where the derivation is similar to the one in (3.10) and we also used (3.13)–(3.14). Substituting
(4.11), (4.13) into the right hand sides of (A.4) and (A.5) and then substituting the result
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into (A.2), we obtain
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We also use
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where we have used (4.7) and (4.11). Next, we use (4.10) in (A.7) to obtain
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and substituting into (A.6) we have
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Finally, we use log(x) ≥ 1− 1/x applied to the last term in (A.9), which gives
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where we used (4.13). Substituting (A.10) into (A.9), using (4.14) and the definition of the
I-divergence in (4.15), we obtain
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Next, we calculate the second difference in (A.1)
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Substituting (2.16) into (A.12) we obtain
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where we used the definition in (4.16). Combining the results in (A.11) and (A.13) we have
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which is the result stated in Theorem 4.9.
Appendix B. Implementation Details. Next, we address the implementation of lines 11-12
in algorithm 1 which involve minimization of 1D surrogate functions. Since it is not necessary
to find the exact solutions for the surrogate problems, we use Newton’s method with a single
Newton step when solving for the mean and using thresholding to impose positivity, i.e.,
m
(t+1)
j =
[
m
(t)
j −
(
∂xS(x)/∂2xS(x)
)∣∣
x=m
(t)
j
]
+
=
[
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(t)
j −
(
byj − b(t)j + f (t)j )/(Z1b(t)j + 2g(t)j )
]
+
,
(B.1)
where ∂x denotes the derivative with respect to x, S denotes the surrogate in (3.17), and
all parameters are defined in (3.5), (3.8),(3.13),(3.14). While Newton steps as in (B.1) are
not guaranteed to decrease the objective function, we have found that in all our numerical
experiments the objective function decreased at each iteration. If the objective function is not
monotonically decreasing, then the step size can be adjusted or a trust-region approach can
be used, as described next for the variance updates.
When solving for the variance, we use a Newton trust region approach [61] where Newton
steps for vj are considered (similarly to (B.1)) but the step sizes are adjusted such that the
solution will lie within a trusted region. At each iteration, the trust region is adjusted from
both left and right by comparing predicted reduction based on a local quadratic approximation
and the actual reduction of the 1D surrogate function. If the prediction is poor, the trust
region is shrunk. The left boundary is limited to the positive axis. This approach also ensures
the decrease of the objective function at each step.
For MAP with the smooth edge-preserving neighborhood penalties we found that a trust
region approach is also required to guarantee convergence in cases where the linear part of
the penalty dominates. For reweighted ℓ2, taking a single Newton step each iteration was
sufficient.
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Appendix C. Details about the SBL Algorithm. We provide a short overview of the SBL
algorithm in [17]. For further details please see [15, 17]. A commonly used alternative to the
Poisson noise model in (1.1) is the post-log Gaussian noise model given by
y˜i = log(ηi/yi), p(y˜|x) =
n∏
i=1
p(y˜i|x) =
n∏
i=1
N (y˜i|φTi x, y−1i ),(C.1)
where y˜ denotes the post-log calibrated measurements. Note that the variance is inversely
proportional to the data yi. The Gaussian model in (C.1) can approximate the Poisson model
in (1.1) quite well for moderate to high photon flux. As described in Sec. 1.2.2, the solution
to (1.7) under the Gaussian model in (C.1) can be found using an expectation maximization
(EM) algorithm [15]. In the expectation (E) step, one uses the conjugate gradient method
[59] to solve the following matrix equation for the posterior mean m [17]
Pm = ΦTBy˜,(C.2)
where P is a p× p matrix, defined as
P = ΦTBΦ+ΨTΓ−1Ψ,(C.3)
with B = Diag(y) and Γ = Diag(γ) (γ and Ψ are defined in (2.1)). Another operation
required for the E-step is the computation of the diagonal of the covariance matrix [17]
Σ = ΨTP−1Ψ,(C.4)
which direct computation has O(p3) complexity (p=number of pixels/voxels) due to the matrix
inverse, which is not practical. To resolve this issue, Jeon et al. [17] used an estimator for the
diagonal of the covariance matrix based on a method proposed by Tang and Saad [60]. The
general idea is to use the conjugate gradient (CG) method [59] to solve the following matrix
equations for xk
Pxk = Ψ
Tqk, k = 1, 2, .....,K(C.5)
where P is given in (C.3) and qk are user-specified “probing vectors”, and then use all the
solutions xk (k = 1, 2, ...,K) to construct an estimator for the diagonal of Σ in (C.4) in
a manner described in [17]. Since the CG method only requires the multiplication of the
matrix P with some vector, the computational complexity is reduced from O(p3) to O(np1/D)
(D = 2, 3 for 2D/3D images, respectively). Here we used the probing vectors that are based
on the graph coloring scheme in [17]. Note that the structure and number of probing vectors
required for some given accuracy depend on the properties of the matrix P , so they are system
and object dependent. In the M-step, γ is updated as
γ = [(Ψm)⊙ (Ψm) + diag(Σ)]−1,(C.6)
where the inverse is performed elementwise. The E and M steps are repeated till convergence.
We define the residuals for the matrix equations in (C.2) and (C.5) as Rm = ‖Pm −
ΦTBy˜‖2 and Rv = ‖Pxk − ΨTqk‖2, respectively, for a given m and xk (k = 1, 2., ...,K).
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The CG iterations for (C.2) and (C.5) are stopped when Rm ≤ εm and Rv ≤ εv, where εm
and εv are thresholds for the residuals. In the example of Sec. 9.1, we performed several trials
with different choices for K and for the thresholds εm and εv . Based on the outcomes of these
trials, we chose K = 64, εm = 10
−8, and εv = 10
−2. Note that decreasing εv had negligible
effect on the accuracy of the mean m. Increasing εm led to significantly larger error in m in
later iterations.
Appendix D. Details for the Experimental Lab Setup. The real data has been ac-
quired at the Duke Multi-Modality Imaging Lab (MMIL) [62]. The x-ray source specifica-
tions are 60kVp, 50mA, and 25ms. A 0.55mm Cerium filter was used to strongly filter the
Bremsstrahlung (continuous spectrum x-rays) and create a pseudo monoenergetic source spec-
trum. The detector has a pixel pitch of 127µm and a fill-factor of 0.75 (pixel pitch divided
by pixel size). By integrating the flux-energy curve computed using the XSPECT software
[63] and accounting for detector fill-factor, we estimated a total of η = 2 × 103 photons per
detector pixel. The view angle resolution is 1◦.
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