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a b s t r a c t
In this paper, we found some exact solutions of the Cahn–Hilliard equation and the system
of the equations by considering a modified extended tanh function method. A numerical
solution to a Cahn–Hilliard equation is obtained using a homotopy perturbation method
(HPM) combined with the Adomian decomposition method (ADM). The comparisons are
given in the tables.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlinear phenomena play an important role in applied mathematics and physics. Calculating exact and numerical
solutions of nonlinear equations in mathematical physics play an important role in soliton theory [1,2]. Many explicit exact
methods have been introduced in literature [3–16].
The Cahn–Hilliard equation is relatedwith a number of interesting physical phenomena like the spinodal decomposition,
phase separation and phase ordering dynamics. On the other hand this equation is very hard and difficult to solve. In this
paper, by considering themodified extended tanhmethod, we find some exact solutions of the Cahn–Hilliard equation. This
equation is very crucial in materials science [17–19]. Many articles have investigated mathematically and numerically this
equation [20–22].
2. An analysis of the analytic method and its application
First, we will give a simple description of the modified extended tanh method. For doing this, we consider a partial
differential equation (for short, PDE) in two variables given by
Q (u, ut , ux, uxx, . . .) = 0. (1)
We first consider its travelling solutions u (x, t) = u (z) , z = x + ct or z = x − ct . Then Eq. (1) becomes an ordinary
differential equation. The next important step is to expand the solution u in the form
u(z) = a0 +
M∑
i=1
aiwi + biw−i, (2)
where
w′ = b+ w2, (3)
∗ Corresponding author.
E-mail address: dkaya@firat.edu.tr (D. Kaya).
0898-1221/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2008.07.007
Y. Ugurlu, D. Kaya / Computers and Mathematics with Applications 56 (2008) 3038–3045 3039
where b is a parameter to be determined later,w = w(z), w′ = dwdz . The parameterM can be found by balancing the highest
order linear term with the nonlinear terms. Inserting (2) and (3) into the ordinary differential equation will yield a system
of algebraic equations with respect to ai, bi, b and c (where i = 1, . . . ,M) since all the coefficients ofwi have to disappear.
With the aid of Mathematica, one can determine ai, bi, b and c . The Riccati Eq. (3) has the following general solutions:
(i) If b < 0
w = −√−b tanh[√−bz],
w = −√−b coth[√−bz],
it depends on the initial conditions.
(ii) If b = 0
w = −1
z
.
(iii) If b > 0
w = √b tan[√bz],
w = −√b cot[√bz],
it depends on the initial conditions.
Example. Consider the Cahn–Hilliard equation
ut + uxxxx =
(
u3 − u)xx + β ux. (4)
To investigate the travelling wave solution of Eq. (4), we use the transformation u (x, t) = u (z) , z = x+ct . Then Eq. (4)
becomes (for β = 1)
cu′ + u(4) − 6u (u′)2 − 3u2u′′ + u′′ − u′ = 0. (5)
Balancing the linear term of the highest order with the nonlinear term yieldsM = 1. Therefore, we have
u (x, t) = a0 + a1w + b1w−1. (6)
Substituting Eq. (6) into Eq. (5) and using Eq. (3), we obtain a system of algebraic equations for a0, a1, b1, b and c:
24b1b4 − 12b2b31 = 0,
−18a0b2b21 = 0,
40b1b3 − 6a1b2b21 − 18bb31 − 6a20b2b1 + 2b1b2 = 0,
−b1bc − 24a0bb21 + b1b = 0,
16b1b2 − 6a1bb21 − 6b31 − 6a20bb1 + 2b1b = 0,
a1bc − b1c − 6a0a21b2 − 6a0b21 − a1b+ b1 = 0,
16a1b2 − 6a31b2 − 6a21bb1 − 6a20a1b+ 2a1b = 0,
a1c − 24a0a21b− a1 = 0,
40a1b− 18a31b− 6a21b1 − 6a20a1 + 2a1 = 0,
−18a0a21 = 0,
24a1 − 12a31 = 0. (7)
Solving the above system (7) using Mathematica, we get
a0 = 0, a1 = 0, b = −12 , b1 = −
1√
2
, c = 1, (8)
a0 = 0, a1 = 0, b = −12 , b1 =
1√
2
, c = 1, (9)
a0 = 0, a1 = −
√
2, b = −1
2
, b1 = 0, c = 1, (10)
a0 = 0, a1 = −
√
2, b = −1
8
, b1 = − 1
4
√
2
, c = 1, (11)
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a0 = 0, a1 =
√
2, b = −1
2
, b1 = 0, c = 1, (12)
a0 = 0, a1 =
√
2, b = −1
8
, b1 = 1
4
√
2
, c = 1, (13)
a0 = 0, a1 = −
√
2, b = 1
4
, b1 = − 1
2
√
2
, c = 1, (14)
a0 = 0, a1 =
√
2, b = 1
4
, b1 = 1
2
√
2
, c = 1. (15)
(i) According to Eq. (8), the solution to Eq. (4), for b < 0 reads
u (x, t) = coth
[√
2
2
(x+ t)
]
. (16)
(ii) In view of Eq. (9), for b < 0 we obtain a solution of Eq. (4)
u (x, t) = − coth
[√
2
2
(x+ t)
]
. (17)
(iii) Due to Eq. (10) it is clear that for the case b < 0,
u (x, t) = tanh
[√
2
2
(x+ t)
]
. (18)
(iv) In Case (11), b < 0 the solution is
u (x, t) = 1
2
(
tanh
[
1
2
√
2
(x+ t)
]
+ coth
[
1
2
√
2
(x+ t)
])
. (19)
(v) According to Case (12), b < 0 we have
u (x, t) = − tanh
[√
2
2
(x+ t)
]
. (20)
(vi) In Case (13), b < 0,
u (x, t) = −1
2
(
tanh
[
1
2
√
2
(x+ t)
]
+ coth
[
1
2
√
2
(x+ t)
])
. (21)
(vii) According to Case (14), b > 0 we obtain,
u (x, t) = −
√
2
2
tan
[
1
2
(x+ t)
]
−
√
2
2
cot
[
1
2
(x+ t)
]
. (22)
(viii) Finally, in Case (15), b > 0, we have
u (x, t) =
√
2
2
tan
[
1
2
(x+ t)
]
+
√
2
2
cot
[
1
2
(x+ t)
]
. (23)
3. An analysis of the numerical method and its application
3.1. Homotopy perturbation method
In this section, the homotopy perturbation method (HPM) is proposed. Instead of ordinary perturbation methods, this
method doesn’t need a small parameter in an equation. According to thismethod, a homotopywith an embedding parameter
p ∈ [0, 1] is constructed and the embedding parameter is considered as a ‘‘small parameter’’. Thus, this method is called the
homotopy perturbation method. In this investigation; HPM is used to obtain the numerical solution of the Cahn–Hilliard
equation. The numerical solutions which are found are compared with the exact solutions.
To illustrate the HPM, we consider the following nonlinear differential equation:
A (u)− f (r) = 0, r ∈ Ω, (24)
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with boundary condition
B
(
u,
∂u
∂n
)
= 0, r ∈ Γ , (25)
where A (u) is written as follows:
A (u) = L (u)+ N (u) . (26)
Here A is a general differential operator, B is a boundary operator, f (r) is a known analytic function, Γ is the boundary
of the domainΩ . The operator A can be generally divided into two parts L and N , where L is linear, while N is nonlinear. So,
Eq. (24) can be rewritten as follows:
L (u)+ N (u)− f (r) = 0. (27)
By the homotopy technique [23], we construct a homotopy v (r, p) : Ω × [0, 1]→ Rwhich satisfies
H (v, p) = (1− p) [L (v)− L (u0)]+ p [A (v)− f (r)] = 0, p ∈ [0, 1] , r ∈ Ω, (28)
where p ∈ [0, 1] is an embedding parameter, u0 is an initial approximation of Eq. (24), which satisfies the boundary
conditions (25). Obviously, from (28) we have
H (v, 0) = L (v)− L (u0) = 0, H (v, 1) = A (v)− f (r) = 0.
The changing process of p from zero to unity is just that of v (r, p) from u0 (r) to u (r). In topology, this is called
deformation, and L (v)− L (u0) and A (v)− f (r) are called homotopy.
We consider v as following:
v = v0 + pv1 + p2v2 + p3v3 + · · · . (29)
According to the HPM, the best approximate solution of Eq. (27) can be explained as a series of powers of p,
u = lim v
p→1 = v0 + v1 + v2 + v3 + · · · . (30)
The above convergence is given in [24]. Some results have been discussed in [25–28].
Example. Let us consider the Cahn–Hilliard equation
ut + uxxxx =
(
u3 − u)xx + βux. (31)
We can construct a homotopy as following:
(1− p) [Y˙ − u˙0]+ p [Y˙ + Y (4) − (3Y 2 − 1) Y (2) + (−β − 6YY (1)) Y (1)] = 0, (32)
where Y˙ = ∂Y
∂t , Y
(1) = ∂Y
∂x , Y
(2) = ∂2Y
∂x2
, Y (4) = ∂4Y
∂x4
and p ∈ [0, 1].
With the initial approximation Y0 = u0 = tanh
(√
2
2 x
)
, suppose the solution of Eq. (32) has the form:
Y = Y0 + pY1 + p2Y2 + p3Y3 + · · · =
∞∑
n=0
pnYn (x, t) . (33)
Then, substituting Eq. (33) into Eq. (32), and equating the terms with same powers of p,
p0 : Y˙0 − u˙0 = 0, (34)
p1 : Y˙1 + u˙0 + Y (4)0 − 3Y 20 Y (2)0 + Y (2)0 − βY (1)0 − 6Y0
(
Y (1)0
)2 = 0, (35)
p2 : Y˙2 + Y (4)1 − 6Y0Y1Y (2)0 − 3Y 20 Y (2)1 + Y (2)1 − βY (1)1 − 12Y0Y (1)0 Y (1)1 − 6Y1
(
Y (1)0
)2 = 0, (36)
p3 = Y˙3 + Y (4)2 − 3Y (2)0 Y 21 − 6Y0Y2Y (2)0 − 6Y1Y0Y (2)1 − 3Y 20 Y (2)2 + Y (2)2 − 6Y0(Y (1)1 )2
− 12Y0Y (1)0 Y (1)2 − 12Y1Y (1)0 Y (1)1 − 6Y2(Y (1)0 )2 − βY (1)2 = 0. (37)
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By solving Eqs. (34)–(37) we obtain
Y0 = tanh
(√
2
2
x
)
, (38)
Y1 = t
β
(
sech
[
x√
2
])2
√
2
, (39)
Y2 = − t
2
2
β2
(
sech
[
x√
2
])2
tanh
[
x√
2
]
, (40)
Y3 =
t3β3
(
−2+ cosh
[√
2x
] ) (
sech
[
x√
2
])4
6
√
2
, (41)
....
And so on, the above terms of the series (33) could be calculated. When we consider the series (33) with the terms
(38)–(41) and suppose p = 1, we obtain the approximated solution of Eq. (31) as following:
u (x, t) = tanh
(√
2
2
x
)
+ t
β
(
sech
[
x√
2
])2
√
2
− t
2
2
β2
(
sech
[
x√
2
])2
tanh
[
x√
2
]
+
t3β2
(
−2+ cosh
[√
2x
] ) (
sech
[
x√
2
])4
6
√
2
+ · · · . (42)
As a result, the components Y0, Y1, Y2, . . . are identified and the series solution thus entirely determined.
3.2. The Adomian decomposition method
In this section, we will not use any transformation to reduce the problem (4) to a system of simpler partial differential
equations or any linearization, perturbation scheme. The original nonlinear equation is directly solvable preserving the
actual physics and involving much less calculation. The decomposition scheme will be illustrated by studying Eq. (4) to
compute approximate solutions for this problem.
To apply the decomposing method, we write Eq. (4) in operator form
Ltu+ L4xu− L2xu3 + L2xu− βLxu = 0, (43)
u (x, 0) = g (x) , x ∈ R, (44)
where the notations Lt = ∂∂t , Lx = ∂∂x , L2x = ∂
2
∂x2
, L4x = ∂4∂x4 symbolize the linear differential operators. We assume that the
inverse of the operator L−1t =
∫ t
0 (.) dt exists and it can conveniently be taken as the definite integral with respect to t from
0 to t . Thus, applying the inverse operator L−1t to Eq. (43) yield
L−1t Ltu = −L−1t (L4xu− L2xφ(u)+ L2xu− βLxu) , (45)
where φ(u) = u3. Therefore, it follows that
u (x, t) = g (x)− L−1t (L4xu− L2xφ(u)+ L2xu− βLxu) . (46)
We decompose the unknown function u (x, t) as a sum of components defined by the series
u (x, t) =
∞∑
n=0
un (x, t) . (47)
Substituting (47) into (46) leads to the recursive relationship
u0 = g (x) , un+1 = −L−1t (L4xun − L2xAn + L2xun − βLxun) , for n ≥ 0, (48)
where An are called the Adomian polynomials. These polynomials can be calculated for all forms of nonlinearity according
to specific algorithms constructed by Adomian [29], namely
An = 1n!
[
dn
dλn
φ
( ∞∑
k=1
λkuk
)]∣∣∣∣∣
λ=0
, n > 0. (49)
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Table 1
The absolute error, between the exact solution (18) and the numerical HPM and ADM solutions for n = 3
|u (x, t)− φ3 (x, t)|
ti/xi 0.1 0.2 0.3 0.4 0.5
0.1 1.38405× 10−6 5.5541× 10−5 1.45714× 10−4 5.08825× 10−4 1.35103× 10−3
0.2 2.41841× 10−6 4.15291× 10−5 2.23339× 10−4 7.43035× 10−4 1.89412× 10−3
0.3 3.25955× 10−6 5.42246× 10−5 2.8357× 10−4 9.20286× 10−4 2.29455× 10−3
0.4 3.85452× 10−6 6.28898× 10−5 3.231× 10−4 1.03167× 10−4 2.53422× 10−3
0.5 4.18093× 10−6 6.72263× 10−5 3.41078× 10−4 1.07589× 10−4 2.61307× 10−3
This formula is easy to set in a computer code to get as many polynomials as we need in the calculation of the numerical,
as well as, explicit solutions.
It is useful to note that the recursive relationship is constructed on the basis that the zeroth component u0 (x, t) is defined
by all terms that arise from the initial condition and from integrating the source term if present. The remaining components
un (x, t), n ≥ 1, can be completely determined such that each term is computed by using the previous term. Accordingly,
the relation Eq. (48) gives
u0 = g (x) , u1 = −L−1t (L4xu0 − L2xA0 + L2xu0 − βLxu0) ,
u2 = −L−1t (L4xu1 − L2xA1 + L2xu1 − βLxu1) ,
...
un+1 = −L−1t (L4xun − L2xAn + L2xun − βLxun) , n ≥ 0. (50)
For g (x) = tanh
(√
2
2 x
)
, the components u0, u1, u2, . . . can be calculated using MATHEMATICA and the series solution
thus entirely determined. Some of the terms are
u0 = tanh
(√
2
2
x
)
, u1 = t
β
(
sech
[
x√
2
])2
√
2
, u2 = − t
2
2
β2
(
sech
[
x√
2
])2
tanh
[
x√
2
]
,
u3 =
t3β3
(
−2+ cosh
[√
2x
] ) (
sech
[
x√
2
])4
6
√
2
, · · · , (51)
which is the same as (42) when summed up as in (47). For numerical purposes, the approximation
u (x, t) = lim
n→∞ϕn (x, t) , (52)
where
ϕn (x, t) =
n−1∑
n=0
uk (x, t) , n ≥ 1, (53)
can be used. The decomposition series (33) and (47) solutions generally converge very rapidly in real physical problems [29].
The convergence of the decomposition serieswas investigated by several authors, [30–32]. They obtained some results about
the speed of convergence of this method for solving linear and nonlinear functional equations. In this work, we demonstrate
how close is an approximate solution of the Cahn–Hilliard equation to the exact solution. Tables 1–3 shows the absolute
error. In order to verify numerically whether the proposed methodology leads to higher accuracy, we can evaluate the
numerical solutions using the n-term approximation (53). The numerical results are illustrated in Tables 1–3 using the 3-
terms, 5-terms and 10-terms. We achieved a very good approximation with the actual solution by using 10 terms only
of the decomposition derived above. It is evident that the overall errors can be made smaller by adding new terms of
the decomposition series. Numerical approximations show a high degree of accuracy and, in most cases, ϕn, the n-term
approximation, is accurate for quite low values of n.
The solutions are very rapidly convergent by utilizing the HPM and ADM. The numerical results we obtained justify the
advantage of this methodology. Furthermore, as the HPM and ADM do not require discretization of the variables, i.e., time
and space, not affected by computation round off errors and one is not faced with necessity of large computer memory and
time. A clear conclusion can be drawn from the numerical results that the HPM and ADM algorithm provide highly accurate
numerical solutions without spatial discretizations for nonlinear PDEs. In over all, the HPMmethodology has an advantage
over the ADMmethodology in the stage of construction of the Adomian polynomials. This advantage is very important when
one try to obtain more complicate nonlinear terms.
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Table 2
The absolute error, between the exact solution (18) and the numerical HPM and ADM solutions for n = 5
|u (x, t)− φ5 (x, t)|
ti/xi 0.1 0.2 0.3 0.4 0.5
0.1 3.69247× 10−9 2.62689× 10−7 3.27375× 10−6 1.98563× 10−5 8.08272× 10−5
0.2 6.38909× 10−9 4.2806× 10−7 5.06855× 10−6 2.94126× 10−5 1.15193× 10−5
0.3 8.22396× 10−9 5.36269× 10−7 6.19427× 10−6 3.51361× 10−5 1.34758× 10−5
0.4 9.02784× 10−9 5.78222× 10−7 6.56682× 10−6 3.66604× 10−5 1.3851× 10−5
0.5 8.81956× 10−9 5.56681× 10−7 6.23413× 10−6 3.43388× 10−5 1.28083× 10−5
Table 3
The absolute error, between the exact solution (18) and the numerical HPM and ADM solutions for n = 10
|u (x, t)− φ10 (x, t)|
ti/xi 0.1 0.2 0.3 0.4 0.5
0.1 1.60982× 10−15 3.1784× 10−12 2.64047× 10−10 5.97802× 10−9 6.62632× 10−8
0.2 7.77156× 10−16 1.4877× 10−12 1.1458× 10−10 2.38135× 10−9 2.39313× 10−8
0.3 1.11022× 10−16 4.49363× 10−13 5.11822× 10−11 1.486× 10−9 2.02687× 10−8
0.4 9.4369× 10−16 1.97331× 10−12 1.77619× 10−10 4.34647× 10−9 5.19732× 10−8
0.5 1.33227× 10−15 2.6838× 10−12 2.32734× 10−10 5.50447× 10−9 6.37992× 10−8
4. Conclusions
In this paper, the modified extended tanh method based on the ansatz (3) has been presented for the Cahn–Hilliard
equation. We have obtained some new and more general solutions at the same time. The method can be used for many
other nonlinear equations or coupled ones. In addition, this method is also computerizable, which allows us to perform
complicate and tedious algebraic calculation on a computer.
In closing, the HPM and ADM avoid the difficulties and massive computational work by determining analytic solutions
of the nonlinear equations. Numerical approximations show a high degree of accuracy and in most cases ϕn, the n-term
approximation is accurate for quite low values of n (such as, n = 5).
The solutions are very rapidly convergent by utilizing the HPM and ADM.We have got many results taken from the both
method by using Eq. (4) with initial values (18). We have come to conclusion that the numerical results are very similar in
at least 1017 number of digits. Because of this experience, we have taken the numerical results in the same table for both
methods.
One can ask what the difference of these methods is; there are many theoretical and numerical comparisons in [33–35].
In our case, it is not easy to come to a conclusion that one method is better than the other, but our previous experience
shows that ADM is better than HPM. This also depends on which equation and initial values are chosen for applications.
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