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The first dipole magnet for the Super-FRS (FRagment Separator) was built in 
close collaboration with the Budker Institute for Nuclear Research in 
Novosibirsk. It is approx. 3m x 3m x 3m in size and weighs 95 tons. 
Originally to be thought as a prototype it will be used within the Super-FRS 
as it fulfils the specification completely.  
The magnet needs to be radiation resistant as it will be used in the vicinity of 
the Super-FRS target. It was built without any organic material to guarantee a 
life time of 20 years. The design allows a remote controlled assembly of the 
magnet as well as remote controlled alignment. 
After delivery the magnet was assembled by a mixed german-russian team in 
the so-called testing hall. There it is awaiting the latest tests and will be used 
to train the special assembly and alignment procedures. 
 
 
Successful collaboration - staff of GSI and Budker Institute assembled the 
dipole. From left to right: Victor Shardrin (Budker Institute), Yuriy 
Kolokolnikov (Budker Institute), Carsten Mühle (GSI), Christina Will (GSI), 
Denis Gurov (Budker Institute), Claus-Herbert Mühle (GSI) und Alexander 
Zhigaleev (Budker Institute).  
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Foreword
FAIR is on its way! During the past year GSI, and its national and in-
ternational partners, have achieved important milestones on the path of the
construction towards the Facility of Antiproton and Ion Research, Europe’s
next-generation flagship in basic research. Fittingly on December 6 - Santa
Clause day - GSI received a sizable gift: Dr. Helge Braun, Germany’s Par-
liamentarian Undersecretary for Education and Research, brought the first
cheque for 50 Million Euros, which has been used in the meantime to order
the first magnets for the new SIS100 accelerator for FAIR. Also the outer
appearance of GSI has changed: road works have started, trees have been
cut and sediment tests have been performed. Since February 2011 GSI greets
visitors with a new office building which hosts the scientists of the ALICE
and Hades collaborations and of the theory department. Furthermore the
new building is home to the Helmholtz Alliance EMMI and to the FAIR
directorate and administration. Furthermore the ground floor boosts an au-
ditorium and a foyer which can be used to further strengthen the ties between
GSI and FAIR scientists and the public; a partnership, which, for example,
has been very successfully demonstrated when EMMI hosted the interna-
tional exhibition about the ’world machine’ and GSI invited the public for
its summer open house.
Partnership - a word which has strong tradition in GSI’s history and
which becomes even more relevant when we look towards our future. Of
course, FAIR is a truly international facility with more than 2500 scientists
and engineers from institutions from more than 40 countries being involved
in designing, constructing and, later, using the worldwide unique new ac-
celerator and experimental infrastructures. Besides this impressive interna-
tional and also nationwide participation, a crucial role is clearly played by
our partner universities in Darmstadt, Frankfurt, Giessen, Heidelberg, Jena
and Mainz, and the Frankfurt Institute of Advanced Studies FIAS. Here a
strongly intertwined network of collaborations and synergies has been built
to optimally incorporate the expertise present at the partner institutions into
our challenging project. The heart of the network is the Helmholtz Interna-
tional Center for FAIR funded within the excellence initiative Loewe of the
Hessian state. Originally proposed by the universities of Darmstadt, Frank-
furt and Giessen together with FIAS and GSI, this think-tank has the goal
to develop novel methods and models for the accelerators and experiments
at FAIR. In 2011 an international expert committee evaluated HIC for FAIR
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and stressed its impressive success and importance which is also reflected in
the fact that the other universities in Hessen and the Hochschule Darmstadt
have joined as associated partners. An extremely positive evaluation was also
given to the Helmholtz Alliance EMMI which has clearly established itself as
an international institution bringing together researchers from particle, nu-
clear, atomic, plasma and astrophysics to perform interdisciplinary research
on strongly correlated systems.
The third pillar connecting GSI with its partner universities is the Helm-
holtz Graduate School (HGS) ”Hire for FAIR”. Supported with funds from
the Helmholtz Association a structured education for graduate students has
been developed and, now in its third year, the school comprises nearly 300
students doing FAIR-related research under the supervision of about 80 pro-
fessors at the 6 partner universities. HGS ”Hire for FAIR” draws strong
international attention: applications are coming in worldwide and talks have
started to connect the school with partners abroad, making it even more
attractive for our own students, but also allowing students from foreign uni-
versities to participate in the unique opportunities offered with FAIR at the
horizon.
EMMI, HIC for FAIR and, not the least the graduate school ”Hire for
FAIR” are backbones for the coming years, when GSI will focus its efforts
towards the construction of FAIR. During this period of reduced GSI beam-
times and associated research activities they guarantee the continuation and
conservation of the unique research expertise present in the GSI environment
and so much needed once FAIR will be operational. The same role, of course,
is played by the two Helmholtz Institutes in Jena and Mainz. Both Institutes
foster the synergy to the university, on which campus they are established,
and bring in strong expertise on FAIR-related topics, focusing mainly on
hadron and nuclear physics as well as on accelerator development in Mainz
and on atomic and plasma physics in Jena.
We have also gladly witnessed our network growing and adding new part-
ners during last year. NAVI - the Nuclear Astrophysics Virtual Institute
newly established with the help of funds from the Helmholtz Association -
brings in researchers from the University of Wu¨rzburg who, together with
colleagues from GSI and several other national and international institutions
want to perform interdisciplinary research in observational astronomy, astro-
physics and experimental and theoretical nuclear physics, preparing for the
new era in nuclear astrophysics offered by FAIR. Finally GSI was proud to see
three young female researchers succeed in the competition for the prestigious
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Helmholtz Young Investigator Awards.
2011 was also a year of many research highlights, several of them due to
the unique synergy and collaboration between scientists from the accelerator
and research departments. Due to progress on the path advancing the cur-
rent GSI accelerator facility to meet the goals needed for FAIR, the intensity
and time-structure of the uranium beams at the highest energies have been
improved to new world-leading levels. This, in turn, allowed the production
of about 40 new isotopes strengthening the position of GSI as the premier
laboratory for the discovery of new isotopes in the world for the last two
decades. The close collaboration of the ion source group, accelerator scien-
tists, the target laboratory and members of the TASCA collaboration led to
the development of the first high-intensity and long-time stable 50Ti beam
in the world, thus - hopefully - opening the door to the discovery of the new
elements in the periodic table with charge numbers Z=119 and 120. Fur-
ther highlights of the NuSTAR activities include the successful completion
of the PRESPEC in-flight gamma-spectroscopy equipment at the fragment
separator FRS, an important milestone towards the first AGATA campaign
in 2012/13. Another step towards the future has been witnessed in June
2011 when the first magnet for the SuperFRS arrived at GSI. The 95-tons
magnet has been designed, constructed and tested by our Russian partners
from the Budker Institute in Novosibirsk. Although originally anticipated as
a prototype, it meets all specifications and can thus be used in the SFRS.
In biophysics, a new treatment of tumors has been proposed which is
based on the radiation with 4.5 GeV protons and promises highest precision
and cures with higher doses than possible with carbon therapy. In another
branch of the APPA pillar, atomic physicists, with strong GSI participation,
succeeded to observe the spin-flip of a single proton in an electromagnetic trap
deducing in this way its magnetic moment. The novel trap device has been
designed for protons and antiprotons alike. Hence the present experiment,
although an important achievement in its own rights, is a major milestone
towards the goal to determine the magnetic properties of the antiproton
with many orders better accuracy than is currently possible. These high-
precision tests of the matter-antimatter symmetry is a cornerstone of the
physics program at FLAIR.
GSI plays an important role in the physics program of the ALICE detector
at the CERN Large Hadron Collider. Here the unprecedentedly high Pb-Pb
interaction rates, achieved at the current world machine for ultra-relativistic
heavy-ion collisions, allowed an exciting new view on the properties of nuclear
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matter showing, that at even the highest transverse momenta of 50 GeV/c
achievable today nuclear matter is not yet transparent in head-on collisions.
The present Scientific Report gives again proof of the widespread and
high-quality research activities performed at GSI. I wish you much pleasure
at reading about achieved scientific milestones, but also about the plans and
progress which brings us closer to our ultimate goal - to construct FAIR (the
next ’world machine’) and to exploit its unprecedented research opportuni-
ties.
Karlheinz Langanke
GSI Director of Research
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The ExtreMe Matter Institute EMMI
P. Braun-Munzinger1,2,3 and C. Ewerz1,4
1ExtreMe Matter Institute EMMI, GSI, Darmstadt, Germany; 2Research Division, GSI, Darmstadt, Germany; 3TU
Darmstadt, Germany; 4University of Heidelberg, Germany
Since 2008 the Helmholtz Alliance ‘Cosmic Matter in
the Laboratory’ is funded in the framework of the Alliance
program of the Helmholtz Association. The aim of the Al-
liance program is to strategically enhance the profiles of the
participating Helmholtz Centres and to transfer success-
ful developments into one of the Helmholtz Association’s
research programs. The research performed within the
Helmholtz Alliances is collaborative and brings together
universities, Helmholtz Centres and other non-university
research institutions. In the case of the alliance ‘Cosmic
Matter in the Laboratory’ the funding contribution from
the Helmholtz Association amounts to 18.745 Mio. Euro
for six years.
A key step in the strategic positioning of the Helmholtz
Alliance ‘Cosmic matter in the Laboratory’ was to estab-
lish a new, world-leading institute for research on matter
at the extremes of density and temperature: the ExtreMe
Matter Institute EMMI hosted by GSI. It was founded si-
multaneously with the start of the Alliance in April 2008.
The scientific aim of the ExtreMe Matter Institute is
to perform forefront research in the area of matter un-
der extreme conditions. This comprises in particular four
key areas of the research field ‘Structure of Matter’ of the
Helmholtz Association:
• quark-gluon plasma and the phase structure of
strongly interacting matter
• neutron matter
• electromagnetic plasmas of high energy density
• cold quantum gases and extreme states in atomic
physics.
The relevant science themes range from the quark-gluon
plasma as it existed shortly after the Big Bang to ultra-
cold quantum gases created in laboratory experiments, to
the quantum dynamics of extreme fields, and from hot and
highly compressed classical bulk plasmas and to the astro-
physically relevant dense medium of nucleons and neutrons
that governs the properties of the evolution of supernovae
and neutron stars. It hence comprises the study of the cold-
est, of the hottest, and of the densest known forms of mat-
ter in the Universe. The key idea is to conduct this research
in an interdisciplinary framework, based upon common un-
derlying concepts for the theoretical and phenomenological
understanding of the physical phenomena in the four areas.
Under the lead management of the GSI Helmholtz Cen-
tre for Heavy Ion Research the Alliance links 13 German
and international research centers and universities as part-
ner institutions:
• GSI Helmholtzzentrum fu¨r Schwerionenforschung,
Darmstadt, Germany
• Forschungszentrum Ju¨lich, Germany
• Ruprecht-Karls-Universita¨t Heidelberg, Germany
• Goethe Universita¨t Frankfurt, Germany
• FIAS Frankfurt Institute for Advanced Studies, Ger-
many
• Technische Universita¨t Darmstadt, Germany
• Universita¨t Mu¨nster, Germany
• Universite´ VI, Paris, France
• Max-Planck-Institut fu¨r Kernphysik, Heidelberg, Ger-
many
• Lawrence Berkeley National Laboratory, Berkeley,
USA
• Joint Institute for Nuclear Astrophysics (JINA), USA
• RIKEN, Saitama, Japan
• University of Tokyo, Japan.
In addition, the Alliance benefits from the expertise of in-
ternationally renowned scientist who are closely linked to
it as Associated Partners. Currently, the Alliance has 31
Associated Partners, among them two Nobel laureates.
The partner institutions have committed themselves to
creating 18 senior positions, including full professorships
and equivalent tenure-track and tenured positions, in the
framework of the Alliance. By the end of 2011, 15 of
these 18 positions are filled. Among these positions are
four EMMI Fellow positions in experimental physics at
GSI, one for each of the main research areas of EMMI. The
EMMI fellows lead their own research groups and organize
joint activities.
EMMI is strongly committed to fostering the educa-
tion and training of young researchers through a post-
doctoral research program and training of graduate stu-
dents. Structured PhD education for students within the
Alliance is offered in close collaboration with the various
Graduate Schools at the partner institutions, for example
with the Helmholtz Graduate School for Hadron and Ion
Research (HGS-HIRe), the Heidelberg Graduate School
of Fundamental Physics (HGSFP) and the Helmholtz Re-
search School Quark Matter Studies (H-QM). Many of the
students in the Alliance have participated in various events
(lecture weeks of HGS-HIRe, H-QM and HGSFP, gradu-
ate days of the HGSFP etc.) of these Graduate Schools in
2011.
An important activity of the ExtreMe Matter Institute
EMMI is to organize and to host workshops and research
programs on topical and interdisciplinary subjects in the
area of matter under extreme conditions. 8 EMMI Work-
shops and one three-week EMMI Program with strong in-
ternational participation took place in 2011. In Novem-
ber 2011, the EMMI Physics Days were organized at GSI
in which 120 EMMI members participated. In December
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2011, the first EMMI Rapid Reaction Task Force was orga-
nized and addressed the problem of thermalization in heavy
ion collisions. The Rapid Reaction Task Forces are a new
instrument which allows EMMI to gather a group of 15 to
20 world experts in order to address a particular scientific
question in intense discussion. These meetings can be or-
ganized on a short timescale in order to react quickly to
current and emerging questions.
Several renowned experts have visited EMMI partner in-
stitutions for extended periods in 2010 as EMMI Visiting
Professor, and have made progress in their collaborations
with EMMI members.
In March 2011 EMMI has moved to the new office build-
ing at GSI. The building offers a lecture hall and four sem-
inar rooms and provides a unique infrastructure for the
activities of EMMI, in particular for workshops and pro-
grams.
In March 2011, as the first event organized in the new
building, the Midterm Review of the ExtreMe Matter Insti-
tute and of the Helmholtz Alliance ‘Cosmic Matter in the
Laboratory’ took place. It was conducted by a high-profile
review committee in collaboration with the Helmholtz As-
sociation. More than 200 EMMI scientists from all par-
ticipating institutions were present during the review. The
review committee gave a very positive evaluation and
strongly recommended to continue the activities of EMMI
on a long-term basis.
For two weeks in August and September 2011, EMMI
hosted the LHC exhibition ‘Weltmaschine’ in the new
building. The exhibition explained to the general public,
with the help of genuine samples, how physicists investi-
gate the fundamental questions about the Universe at the
LHC. Pictures and displays showed the construction and
functionality of the LHC. Physicists working at the LHC
were present during the exhibition and answered the many
questions raised by the visitors. Public lectures on the
weekends informed the visitors about the current questions
in elementary particle physics and cosmology. In total, the
exhibition had more than 4500 visitors.
On November 23, 2011, EMMI participated in the na-
tionwide ‘Tag der Weltmaschine’, marking two years of
particle collisions at the LHC. EMMI offered a public
evening lecture and a video transmission of an interview
with the CERN Director General, followed by ample op-
portunity to ask questions.
In 2011 the research within EMMI resulted in more than
250 publications in refereed journals. Many important re-
sults are described in various contributions to the GSI Sci-
entific Report 2011.
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Excellent year for HIC for FAIR
B. Ba¨uchle∗, M. Bleicher, and G. Meyer
Helmholtz International Center for FAIR, Max-von-Laue-Straße 1, 60438 Frankfurt am Main, Germany
After a successful evaluation in March 2011, the
Helmholtz International Center for FAIR (HIC for FAIR)
has been granted prolongation of the center for another
three years. Thus, the ambitious research activities for
FAIR conducted at the Universities of Frankfurt, Darmstadt
and Gießen, the Frankfurt Institute for Advanced Studies
(FIAS) together with the partners GSI, and the Helmholtz
Association continue. Total support by the LOEWE pro-
gram initiated by the state of Hesse amounts to 19.4 million
Euro for the second funding period.
Ground-breaking research for FAIR
HIC for FAIR has been founded in 2008 in the first call
of the Hessian LOEWE initiative (Landes-Offensive zur
Entwicklung Wissenschaftlich-o¨konomischer Exzellenz).
The Universities of Frankfurt, Darmstadt and Gießen, the
Frankfurt Institute for Advanced Studies (FIAS), GSI, and
the Helmholtz Association have bundled their resources
and research activities to foster FAIR-related research in
Hesse. HIC for FAIR covers all four research pillars of
FAIR including especially PANDA, CBM, nuclear astro-
physics (NuSTAR), APPA and accelerator physics. Exper-
tise and funding is provided for the development of the var-
ious experiments, theoretical investigations and large-scale
computing via LOEWE-CSC (Center for Scientific Com-
puting).
∗ baeuchle@fias.uni-frankfurt.de
LOEWE professorships, Helmholtz Young
Investigators and young scientists
The hiring of faculty members at the HIC for FAIR part-
ner institutions is nearly completed: 13 W2/Fellow- and
seven W3-positions out of 26 have been filled. HIC for
FAIR is actively promoting young scientists. Out of nine
W1/Junior Fellow positions, five have been filled. In ad-
dition, three Helmholtz Young Investigator (HYI) groups
have succeeded in a competitive selection procedure of the
Helmholtz Association and will join HIC for FAIR in 2012.
In 2011, the number of doctoral students working in HIC
for FAIR has increased to nearly 200 young scientists com-
ing from 30 different nations.
International visibility
More than 30 international conferences and workshops
have been (co-)funded and organized by HIC for FAIR sci-
entists. More than 150 visiting scientists from all over the
world have contributed to the scientific program at HIC for
FAIR.
Acknowledgements
HIC for FAIR thanks all its partners for continuing sup-
port and a lively and fruitful collaboration. HIC for FAIR is
supported by the Hessisches Ministerium fu¨r Wissenschaft
und Kunst, EMMI, F+E, GSI and the Helmholtz Associa-
tion.
Figure: Prof. Kester (on the
right, HIC for FAIR, Univ.
Frankfurt, head of the accel-
erator division at GSI) dis-
cussing with the reviewers
sitting in the front row (left:
Prof. Harris, Yale Univ.;
right: Prof. Lippert, Ju¨lich).
MC in the left background:
Prof. Bleicher. Photo: c©
Uwe Dettmar, Frankfurt am
Main.
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The second year of physics and data taking with the ALICE experiment at the
LHC
The ALICE Collaboration∗
The activities of the GSI/EMMI ALICE group in 2011
were mainly focussed on two issues. One is the analysis of
the first data from Pb–Pb collisions at √sNN = 2.76 TeV
which were taken at the end of 2010 at the CERN LHC
accelerator. The second is the preparation for the second
Pb–Pb run which took place in November/December 2011
and the analysis of the data that were taken during this run.
In addition, the analysis of pp data taken at
√
s = 7 TeV in
2010 and 2011 as well as at
√
s = 2.76 TeV in 2011 was
continued, with interesting physics results and, in particu-
lar, also providing a reference for the Pb–Pb physics. The
GSI/EMMI ALICE group, together with colleagues at sur-
rounding universities, played a crucial role in the operation
and calibration of the TPC as well as of TRD data.
A number of important physics topics were addressed,
with particular emphasis on the following measurements:
1. nuclear modification factor of unidentified charged
particles in Pb–Pb collisions, extending the reach in
transverse momentum to 50 GeV/c.
2. higher harmonics in the anisotropic flow of charged
particles in Pb–Pb collisions.
3. J/ψ production cross section and its dependence on
multiplicity in pp collisions; the nuclear modification
factor of J/ψ production in Pb–Pb collisions.
4. production of antinuclei and hypernuclei in Pb–Pb
collisions.
5. Hanbury Brown Twiss (Bose-Einstein) correlations in
Pb–Pb collisions.
6. identified charged particle transverse momentum
spectra in pp and Pb–Pb collisions.
7. π0- and η-meson production in pp and Pb-Pb colli-
sions via conversion electron measurements.
8. open charm production in pp and Pb–Pb collisions via
the measurement of hadronic decays.
9. open charm and open beauty production in pp and Pb–
Pb collisions via the measurement of semi-electronic
decays.
10. low mass electron-positron continuum and low mass
vector mesons in pp and Pb–Pb collisions.
∗Work supported by GSI, BMBF, and the Helmholtz Alliance
HA216/EMMI. The list of ALICE members and institutions is available at
http://aliweb.cern.ch/General/Members/List_Institutes.
html
Final results from most of these analyses have been pub-
lished in refereed journals or are in the process of beeing
published. Preliminary results have been presented at con-
ferences and published as proceedings. A selection of re-
sults can be found in separate contributions to this report.
The preparation of the 2011 Pb–Pb run with ALICE at
the LHC was of particular importance. The Pb–Pb lu-
minosity delivered by the LHC improved drastically from
2010 to 2011, i.e. the hadronic collision rate was increased
from 150-200 Hz in 2010 to 3-4 kHz in the 2011 run. In
order to cope with the resulting increase in data rate AL-
ICE had to be operated in a different mode in 2011 com-
pared to 2010. First, a complex trigger scheme had to be
put in place. Second, the data delivered by the TPC had to
be compressed online in the ALICE HLT compute cluster.
The GSI/EMMI group played a crucial role in the valida-
tion of this approach in which a compression factor of four
was achieved. The number of most central Pb-Pb collisions
could be increased from ∼ 2 million recorded in 2010 to
∼ 30 million in the 2011 run.
In addition to the tasks related to the operation of the ex-
periment, calibration of detectors, data reconstruction and
physics analysis, the GSI/EMMI ALICE group, together
with GSI-IT, is responsible for the operation of the ALICE
Tier2/3 computing center at GSI, where an analysis plat-
form is provided to all ALICE members in Germany.
In the following, the performance of the TPC and TRD
detectors is illustrated with a few selected results.
Figure 1: TPC signal vs. rigidity for Pb-Pb events with
at least one particle with charge |z| ≥ 2. Only negatively
charged particles are shown.
The unique TPC particle identification capability is il-
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lustrated in Fig. 1, where we show the energy loss of neg-
atively charged particles in the TPC, dE/dx, vs. rigidity
for all Pb-Pb events with at least one track with charge
|z| ≥ 2. The four anti-α candidates found in 16 million
Pb-Pb events are indicated in red. The insert shows the
combined mass measurement with the TOF system which
is in particular needed to separate the α¯ candidate with
the largest momentum from the ¯3He particles. The power
of the TPC particle identification, alongside that of other
ALICE subsystems, is crucial for the study of several ob-
servables, like the nuclear modification factor and flow
for identified particles, while (anti-)matter and exotic light
(anti-)nuclei production in Pb-Pb collisions at the LHC re-
mains as well in our focus.
]σ [
electron
TPC dE/dx - <dE/dx>|
-10 -5 0 5 10
Co
un
ts
1
10
210
310
410
without TRD
with TRD
p = 2.0 GeV/c
6 Tracklets
Pion Rejection Factor: 23
Electron Efficiency: 0.89
ALICE Performance
10/03/2011
 = 7 TeVspp, 
Figure 2: TPC dE/dx signal (in units of resolution) relative
to the electron Bethe-Bloch line, with and without electron
tagging in the TRD.
In Fig. 2 we show the distribution of the TPC signal rel-
ative to the electron Bethe-Bloch line for 2 GeV/c tracks,
with and without electron tagging in the TRD. Obtained for
pp collisions at 7 TeV, this result demonstrates, for tracks
with 6 TRD tracklets, a TRD pion rejection factor of 23 for
90% electron efficiency, obtained with a likelihood method
employing the integral charge deposit in a TRD chamber.
Ongoing studies show that a bidimensional likelihood ex-
ploiting the position information in the TRD via computing
the detector signal in 2 spatial regions leads to the design
rejection factor of 100. The present TRD electron identifi-
cation capability is already instrumental in physics results.
For instance, in the measurement of electrons from the de-
cay of hadrons carrying charm or beauty quarks in pp col-
lisions the TRD allows to extend the transverse momentum
range up to 10 GeV/c (while the combination of TPC and
TOF would allow for a clean electron identification only up
to ∼4 GeV/c).
Another demonstration of the crucial role the TRD plays
for electron identification, this time in central (0-40%) Pb-
Pb collisions, is given in Fig. 3. We show the invariant
mass of electron-positron pairs selected using either the
TPC alone or, in addition, the TRD to identify electrons and
)2 (GeV/ceem
1.5 2 2.5 3 3.5 4 4.5
-100
0
100
200
300
400
500  262±Signal: 1427 
 0.004±S/B: 0.021 
 0.14±Signif.: 5.45 
SE-ME
MC shape
TPC and TRD combined
2
e
n
tri
es
 p
er
 4
0 
M
eV
/c
2000
4000
6000
8000
10000
12000
14000 Centrality: 0 - 40%
=2.76 TeVNNsPb-Pb, 
 events610×6 
Same event
Mixed event
TPC only
TPC and TRD combined 2012-01-30
Figure 3: Invariant mass of electron-positron pairs selected
with TPC and TRD for central Pb-Pb collisions.
positrons. While, thanks to the good TPC electron identifi-
cation, the J/ψ signal is already visible without the TRD, it
is improved when employing the TRD to suppress hadrons.
Only 7 out of 18 TRD supermodules were installed in year
2010 when the data shown in Fig. 3 were taken, but with the
10 supermodules available in 2011 (and another 3 which
have just been installed) the efficiency of TRD is sizably
improved. Employing the TRD for triggering is a major
goal for the upcoming data taking in the year 2012.
The second year of physics with ALICE at the LHC has
produced many exciting new results. Publications in refer-
eed journals are listed below for reference.
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Suppression of High Transverse Momentum Particles in Pb–Pb Collisions at√
sNN = 2.76 TeV in ALICE
P. Lu¨ttig1, H. Appelsha¨user1, H. Bu¨sching1, M. Ivanov2, M. Knichel2, J. Otwinowski2
for the ALICE Collaboration
1Institut fu¨r Kernphysik, Goethe University, Frankfurt; 2GSI, Darmstadt
In 2010, the ALICE experiment at the CERN-LHC has
measured the first heavy ion collisions at a center-of-mass
energy of √sNN = 2.76 TeV, an energy which has never
been measured before. Here we report on the production of
charged particles as a function of the transverse momentum
(pT ). The particle yield in nucleus-nucleus collisions is
compared to the scaled particle yield in nucleon-nucleon
(pp) collisions in terms of the nuclear modification factor
RAA:
RAA (pT ) =
(
1/NAAevt
)
d2NAAch /dηdpT
〈Ncoll〉 (1/Nppevt) d2Nppch/dηdpT
(1)
where 〈Ncoll〉 denotes the average number of superposi-
tioned independent nucleus-nucleus collisions. In the ab-
sence of nuclear modification RAA will reach unity at high
pT .
Details of the analysis as well as the determination of the
centrality of the collisions have been published in [1] [2].
For the determination of RAA a well described pp base-
line at the same center-of-mass energy is needed. A total
of 50.5 ·106 minimum-bias nucleon-nucleon collisions at√
s = 2.76 TeV has been recorded and analyzed in 2011
and is used to construct a reference.
The pp yield has been parametrized with a so-called Hage-
dorn function to extrapolate it to hight pT (pT = 50
GeV/c):
1
2πpT
d2Nch
dηdpT
= A
pT
mT
(
1 +
pT
pT,0
)−n
(2)
mT denotes the transverse mass mT =
√
m2π + p2T , where
the pion mass has been assumed for all tracks.
The final reference is constructed from the measured data
points up to pT = 5 GeV/c and the extrapolation from the
parametrization.
To check the quality of the reference it can be compared to
references constructed using alternative methods.
A pT spectrum simulated with Pythia8 agrees well with
our reference for pT > 1 GeV/c, while the reference con-
structed by the CMS collaboration agrees only for pT > 15
GeV/c.
Figure 1 shows the nuclear modification factor for three
different centrality selections, the most central collisions
(0 - 5%), a semi-central class (20 - 40%) and a semi-
peripheral (40 - 80%) class. The suppression is highest
Work supported by H-QM, HGS-HIRe, GSI, BMBF, and Helmholtz
Alliance HA216/EMMI.
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Figure 1: RAA of charged particles measured with ALICE
in central Pb−Pb collisions in three centrality intervals.
for the most central collisions and reaches a factor seven
for pT = 6 − 7 GeV/c. It decreases for more peripheral
collisions. A strong pT dependence for the most central
collisions is observed, which seems to flatten out for more
peripheral collisions and for pT > 30 GeV/c. The boxes at
unity show the systematic uncertainty on the determination
of the average number of collisions 〈Ncoll〉.
A suppression of high pT particles has been observed by
the RHIC experiments in Au–Au collisions at √sNN =
200 GeV before. A similar pT dependence has been mea-
sured, but the suppression is less strong at RHIC and a rise
with pT was not evident.
The Pb–Pb collisions measured in fall 2011 will increase
the transverse momentum range and ongoing studies of the
detectors involved will increase the momentum resolution
at high pT .
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High pT suppression of Λ and K0s in Pb–Pb collisions at
√
sNN = 2.76 TeV with
ALICE∗
S. Schuchmann and the ALICE collaboration1
1Goethe-University Frankfurt, Institut fu¨r Kernphysik, Germany
The investigation of transverse momentum spectra of
identified particles is not only important for the studies of
hadro-chemistry, i.e. particle ratios at freeze-out, but also
for the examination of parton energy loss in the medium.
In particular, identified baryon and meson spectra at high
pT may allow to disentangle differences between the en-
ergy loss of quarks and gluons. This energy loss before
hadronization is believed to lead to a suppression of high
transverse momentum (pT) hadrons in AA collisions rela-
tive to pp. The nuclear modification of particle production
is commonly expressed in terms of the so-called nuclear
modification factor RAA[1]:
RAA =
1
〈Nbin〉 ·
(dN/dpT)AA
(dN/dpT)pp
(1)
〈Nbin〉: number of binary NN collisions in AA collisions.
In this article, we address the question if the Λ baryon and
the K0s meson show different modification patterns at high
pT which may help to shed light on the underlying energy
loss mechanism.
The Λ and K0s are reconstructed employing a topolog-
ical secondary vertex finder using tracking information
from the Time Projection Chamber and the Inner Track-
ing System of the ALICE experiment. Further details
about the analysis and the corrections can be found in
[2]. The following results are extracted from two cen-
trality classes in Pb–Pb collisions (0 – 5%, 60 – 80%) at√
sNN = 2.76 TeV and from the corresponding pp refer-
ence data at
√
s = 2.76 TeV.
In figure 1 the RAA of Λ and K0s are shown together with
the RAA of charged particles [3] in peripheral and central
collisions, respectively. As seen with the charged particles
above pT = 7 GeV/c, the suppression of K0s in peripheral
events with respect to pp collisions (upper panel) is simi-
lar. While the K0s RAA remains rather constant with pT at a
moderate suppression of RAA ≈ 0.6, the Λ shows little nu-
clear modification at pT = 2 – 5 GeV/c, RAA ≈ 1, which
is decreasing with pT and finally approaching the suppres-
sion level of K0s as well as that of the charged particles at
high pT. In the lower panel in figure 1 the Λ- and K0s -
RAA for central events reveal a strong suppression at high
pT for both hadrons which again is similar to the modifica-
tion of charged particles. This particle-type independence
of the nuclear modification suggests that the ernergy loss
happens on a partonic level and that the difference between
light quarks and gluons is small. Regarding the low-to-
intermediate pT region, we observe an enhancement of Λ-
∗Work supported by BMBF, Helmholtz Association and GSI
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Figure 1: RAA of K0s and Λ for peripheral (upper panel)
and for central (lower panel) collisions. The boxes around
the data points and the vertical error bars of the charged
particles RAA [3] show the systematic uncertainties.
RAA over the K0s -RAA which can be interpreted in terms
of a baryon-to-meson anomaly [4]. The impact of these
results will be further investigated and compared to model
calculations.
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A study of jet fragmentation properties in proton-proton collisions at √s = 7
TeV with ALICE at the LHC∗
H. Leo´n Vargas1, C. Blume1, and C. Klein-Bo¨sing2 for the ALICE Collaboration
1IKF, University of Frankfurt, Germany; 2Institut fu¨r Kernphysik Mu¨nster, Germany
Introduction
In this report we present the preliminary results of a
study of charged jet properties as a function of the asso-
ciated event multiplicity. The data used to produce the fig-
ures of this report is from Pythia6 and Phojet, including the
full detector simulation of the ALICE experiment. Charged
jets are those found by the jet finding algorithms using as
input charged tracks. The multiplicity estimator was devel-
oped such that it quantifies the global soft event character-
istics. The observable used to characterize the charged jets
is NT90, which was introduced in a previous report [1].
Multiplicity estimator
The multiplicity estimator is based on the track multi-
plicity measured in the ALICE TPC. In order to minimize
the influence of the jet fragmentation in the multiplic-
ity estimator the event geometry is separated into two
regions in the η − φ space (η = −ln[tan(θ/2)]). One
region contains mainly the jet activity and is defined by
the jet finder output. The region that contains the jet
activity is extended such that the di-jet activity is also
taken into account. The region of the acceptance that
remains after subtracting from the total acceptance these
regions is used to estimate the associated event multiplicity.
In order to further separate the jet properties from the
multiplicity estimator, a transverse momentum gap be-
tween the tracks used in the observable measurement
(pTrackT > 1 GeV/c) and the tracks used for the multiplicity
estimation (150 MeV/c < pTrackT < 900 MeV/c) is intro-
duced.
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Figure 1: Distribution of the mean values of the associated
event multiplicity as a function of the total multiplicity.
Figure 1 shows the distribution of the mean values of
the multiplicity measured in the region without jet activity
∗Supported by HGS-HIRe, H-QM, GSI, BMBF, and Helmholtz Al-
liance HA216/EMMI.
(soft TPC multiplicity) as a function of the total number
of charged tracks within the range 150 MeV/c < pTrackT <
900 MeV/c measured in the whole acceptance. The dashed
line in plot shows the result that would be expected in the
case that the exclusion regions produce a trivial decrease in
the multiplicity due to geometrical exclusion.
Results
Figure 2 shows the distribution of NT90 as a function of
the normalized soft TPC multiplicity. The soft TPC multi-
plicity was separated into 6 multiplicity ranges (1-5, 5-10,
10-15, 15-20, 20-30 and ≥ 30 tracks). The mean value
in each multiplicity range 〈TPCBinSoft〉 was normalized to
the global mean multiplicity 〈TPCTotalSoft 〉 of each data sam-
ple. The data points were parametrized using the function
〈NT 90〉 = m ln 〈V0BinSoft〉〈V0TotalSoft 〉 + b.
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Figure 2: Experimental results and the predictions from
Pythia6 and Phojet for 〈NT90〉 as a function of the nor-
malized soft TPC multiplicity.
The parametrization of the dependency of 〈NT90〉 on
the normalized multiplicity shows that Phojet and Pythia6
predict a different dependence of the observable on the
normalized soft TPC multiplicity. The value of the slope
for Phojet is m = 0.123 ± 0.004 and for Pythia m =
0.205 ± 0.007. Both Monte Carlo models show a depen-
dence of the observable on the associated soft TPC multi-
plicity. This could be related to the fact that the underly-
ing event model used by both Phojet [2] and Pythia6 [3] is
based on multiple parton interactions.
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Sources of Event Background Fluctuations for Jet Reconstruction in Pb-Pb
Collisions at the LHC ∗
C. Klein-Bo¨sing†1,2, J. Anielski1, B. Bathen1, O. Busch3, L. Cunqueiro4, T. Dietel1, D.
Emschermann1, L. Feldkamp1, M. Heide1, A. Passfeld1, H. Poppenborg1, E. Sicking1, M. Wilde1, J. P.
Wessels1, M. Verweij5, U. Westerhoff1, and M. Zimmermann1 for the ALICE Collaboration
1Institut fu¨r Kernphysik, University of Mu¨nster, Germany; 2ExtreMe Matter Institute EMMI, GSI Darmstadt, Germany;
3Physikalisches Institut, University of Heidelberg, Germany; 4INFN, Frascati, Italy; 5Institute for Subatomic Physics,
Utrecht University, Netherlands
The reconstruction of jets in elementary pp-collisions
provides the most direct access to the properties of hard
scattered (large momentum transfer Q2) partons. In heavy-
ion collisions the initial hard parton scattering, occurs
before the formation of a thermalized medium (t ≈
1/Q 1 fm/c) and the modification of the jet fragmenta-
tion process compared to the QCD vacuum potentially al-
lows to map out the properties of the QCD-medium. How-
ever, in heavy-ion collisions the reconstruction of full jets is
complicated by the background from the underlying event
and its fluctuations not associated with the hard scattering.
For data collected by the ALICE-experiment during the
first Pb–Pb run of the LHC, jets have been reconstructed
based on charged particle tracks measured with the central
barrel Inner Tracking System and Time Projection Cham-
ber. For jets in the 10% most central collisions with
distance parameter of R = 0.4 and momentum cut-off
pmint = 0.15GeV/c the typical background contribution to
the reconstructed transverse momentum is about 70 GeV/c.
In practice the jet pt is corrected for the background p t-
density ρ in each event using the jet area Ajet,rec with
pjett = p
jet,rec
t −ρ ·Ajet,rec [1]. After this correction region-
to-region background fluctuations are the main source of jet
momentum uncertainty. They can have a large impact on
jet structure observable and will e.g. distort the measured
jet energy balance even in the absence of medium effects
[2].
To study different sources of background fluctuations in
an unbiased fashion a single cone with radius R = 0.4
is placed in each reconstructed event at random φ and η.
The background fluctuations are characterized by calculat-
ing the difference of the scalar sum of all track p t in the
cone and the expected background: δp t =
∑
i pt,i −A · ρ,
where A = πR2. The resulting distributions are centered
at zero with standard deviation σ(δpt) shown in Fig. 1 for
three variations of the random cone method: (i) sampling
of measured Pb–Pb events, (ii) sampling of measured Pb–
Pb events, but requiring a distance D = 1.0 to the axis
of the leading jet, and (iii) sampling of Pb–Pb events in
which the (η,φ) direction of the tracks has been randomized
within the acceptance, which destroys all correlations in the
event. The width of the δpt distribution due to purely ran-
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Figure 1: Multiplicity dependence of charged particle
background fluctuations in Pb–Pb collisions.
dom fluctuations can be estimated from the expected num-
ber of tracks in the cone area NA and the measured single
particle spectrum via its average pt and standard deviation
σ(pt). Local variations of the average multiplicity, 〈p t〉,
or σ(pt), lead to additional fluctuations. These region-to-
region variations can be induced e.g. by (mini-)jets, where
the particle pt spectrum is considerably harder than for
the global event average, and by collective flow. Uncorre-
lated non-Poissonian (NP) fluctuations can be added know-
ing their standard deviation, e.g. for additional region-to-
region variation of the average multiplicity:
σ(δpt) =
√
NA · σ2(pt) + (NA + σ2NP(NA)) · 〈pt〉2.
(1)
The multiplicity dependence of purely statistical fluctua-
tions well describes the randomized events in Fig. 1, while
the inclusion of elliptic and triangular flow induced multi-
plicity fluctuations accounts for the deviation from the
√
N
increase. Using Eq. 1 the background induced fluctuations
for jet reconstruction can be estimated based on few exper-
imental observables.
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Three-Particle Correlations With an Intermediate or High-pT Trigger Particle∗
J.G. Ulery† for the ALICE Collaboration
Institut fu¨r Kernphysik, Goethe Universita¨t, Frankfurt, Germany
Introduction
The Large Hadron Collider has collided lead ions at en-
ergies up to 2.76 TeV per nucleon pair in the ALICE de-
tectors. These collisions produce a hot and dense mat-
ter, which may be a deconfined state of quarks and gluons
called a Quark Gluon Plasma. This matter can be stud-
ied by examining correlations of particles with an interme-
diate or high-pT trigger particle, which likely come from
jets. These correlations can be used to study how the jet
and medium produced in these collisions interact. Three-
particle correlations provide us with different insights and
systematics than two-particle correlations.
Analysis
This analysis has a complicated background structure
and the background subtraction technique has been im-
proved in the past year. One change is that the additional
background that arises from the third flow harmonic has
been incorporated and now the analysis subtracts contribu-
tions from the second, third and fourth harmonics. There
has also been a change in how the two-particle correlations
are subtracted from the three-particle correlations. This
change has resulted in greatly reduced systematics in the
flow measurements, which is essential due to the increased
uncertainty from the additional flow harmonic.
The three-particle correlation before background sub-
traction contains two-particle correlations from jets and
flow which are subtracted using a two-particle correlation
and a normalized mixed event. Mixed event backgrounds
are normalized assuming the background subtracted signal
is zero at its minimum to correct for trigger bias. The three-
particle flow correlation was calculated for this analysis
and was subtracted using flow values measured by the AL-
ICE flow group. Additionally a jet flow cross term, where
two particles are jet-like correlated and the third particle is
correlated from flow, is estimated and subtracted.
Results
A three-particle correlation is shown in Fig. 1 as a func-
tion of the azimuthal angle of the associated particles rel-
ative to the trigger particle. A near-side peak can be seen
at (0,0) while the away-side displays predominately a four
peak structure with peaks at (π ± 1.5, π ± 1.5). This
type of structure is what is expected from conical emis-
sion in three-particle correlations[1],[2] which could come
∗Supported by GSI, BMBF, and Helmholtz Alliance HA216/EMMI.
† ulery@ikf.uni-frankfurt.de
from a Mach Cone shock wave[3] or ˇCerenkov emission of
gluons[4].
A projection of the away-side along the δφ1 + δφ2 = π
axis is also shown. The systematic errors are shown by the
grey band. The central peak should come from jet parti-
cles that do not deviate significantly in angle when passing
through the medium. The two side peaks which are con-
sistent with conical emission are systematically significant
though the error band is large. There has been extensive
study into the systematic errors in this analysis over the
year. The dominant contributions to the systematic error
are from different methods used to measure the flow and
from the estimation of the flow correlation of two-particle
jet-like correlated particles.
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Figure 1: Three-particle correlation for 2.5 < pTrigT < 4
GeV/c and 1 < pAssocT < 2 GeV/c in 0-2% most central
Pb-Pb collisions at √sNN = 2.76 TeV. Left panel shows
the away-side projection along the Δφ1 +Δφ2 = 2π axis.
Summary
In conclusion, a significant signal consistent with coni-
cal emission is seen in this analysis in Pb-Pb collisions at√
sNN = 2.76 TeV. Additional simulations and systematic
checks still need to be completed. However, this analysis
will soon be finalized.
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Measurement of J/ψ Production as a Function of Charged-Particle
Multiplicity in
√
s = 7 TeV pp Collisions∗
F. Kramer1, A. Andronic2, I. Arsene2, C. Blume1, and the ALICE Collaboration
1Goethe University, Frankfurt, Germany; 2GSI, Darmstadt, Germany
The understanding of hadronic production mechanisms
of quarkonia is subject of ongoing work (for a review see
e.g. [1]) and still a challenge. So far models treat the cor-
responding hard process independently from the underly-
ing event and disregard a possible effect of multiple par-
tonic interactions [2]. Especially at LHC energies, there
might be a correlation between the two [3]. Therefore, AL-
ICE [4] investigated the dependence of J/ψ production on
the charged-particle multiplicity for the first time [5].
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Figure 1: The distribution of the relative charged-particle
density (dNch/dη)/ 〈dNch/dη〉.
A total of 3.0 · 108 minimum bias pp events at √s =
7 TeV have been analyzed from the 2010 LHC running
period. The number of tracklets in the SPD N trk mea-
sured within the pseudorapidity range of |η| < 1.0, is used
for the determination of the charged-particle multiplicity.
Assuming a linear dependence of Nch on Ntrk, one can
thus obtain the relative density of primary charged particles
around mid-rapidity: (dNch/dη)/ 〈dNch/dη〉. The distri-
bution of the relative charged-particle density is shown in
Fig. 1. Monte Carlo studies have been performed to verify
that Ntrk is proportional to dNch/dη.
For the J/ψ → e+e− analysis, the same track selection
criteria have been used as in [6]. Electrons are measured
in |η| < 0.9. J/ψ are reconstructed in |y| < 0.9 down to
pt = 0. The total sample of events has been divided in five
multiplicity intervals, their boundaries are indicated by the
vertical lines in Fig. 1. A separate invariant mass analysis
has been performed in each interval.
Figure 2 shows the result of this analysis (red circles),
∗Work supported by GSI, BMBF, Helmholtz Alliance HA216/EMMI,
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expressed as the relative yield:
Y iJ/ψ
Y
ppinel
J/ψ
=
dNJ/ψ/dy〈
dNJ/ψ/dy
〉 , (1)
where the J/ψ yield in each multiplicity interval i is nor-
malized to the total J/ψ yield in all inelastic pp collisions.
On both axes relative numbers are given to facilitate com-
parisons to other experiments and theoretical models and
to minimize systematic uncertainties. An approximately
linear increase of the relative yield with the multiplicity is
found. A corresponding analysis has been performed in the
muon spectrometer at forward rapidities (blue triangles),
showing a very similar trend [7]. This result calls for the-
oretical interpretations. Studies with different event gener-
ators are ongoing. In [8] it has been conjectured that the
observed dependence could be due to gluon density fluctu-
ations and the transverse structure of the proton.
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Elliptic flow of heavy-flavor electrons in Pb-Pb collisions at 2.76 TeV with
ALICE∗
R. Bailhache†1 and T. Rascanu for the ALICE Collaboration1
1IKF, Frankfurt
In ultra-relativistic heavy-ion collisions, heavy quarks,
i.e charm and beauty, are produced in the early stage of the
reaction. Therefore, they are uniquely suited to probe the
Quark-Gluon-Plasma (QGP), which is formed in such re-
actions. The properties of the QGP can be studied via the
azimuthal anisotropy of the heavy-quark emission in the
transverse plane. Anisotropic flow can be quantified by the
elliptic flow, i.e. the second moment of the Fourier expan-
sion of the particle azimuthal distribution. Experimentally,
the heavy-quark anisotropy can be measured indirectly via
the semi-leptonic decays of heavy-flavor hadrons to elec-
trons.
Minimum bias Pb-Pb collisions at √sNN=2.76 TeV were
recorded by the ALICE experiment during the 2010 LHC
heavy-ion run. The centrality of the collision is estimated
with the signal amplitude in two scintillator arrays, i.e.
VZERO detectors, placed on both side of the interaction
point[1]. Electrons are tracked in the ALICE central bar-
rel (|η|<0.8). To minimize the contribution from electrons
coming from photon conversions in the detector material,
the tracks were required to have a hit in the first silicon
pixel layer, situated at a radius of 3.9 cm from the beam
line. The energy loss in the Time Projection Chamber
(TPC) and the particle velocity measured with the Time-
Of-Flight (TOF) detector are used to identify electrons in
the momentum range 1.5<pt<6 GeV/c. Fig.1 shows the
TPC dE/dx of tracks with a Time-Of-Flight within 3 sigma
of the electron expectation in central Pb-Pb collisions. The
upper half of the electron dE/dx distribution is selected
for the analysis. Below 1.5 GeV/c, remaining proton and
kaon contamination are present. The hadron contamination
reaches about 10% at 6 GeV/c in central Pb-Pb collisions.
The elliptic flow analysis is performed with methods based
on two-particle correlations, i.e. the event plane method
v2{EP} and second order cumulant v2{2}, as well as four-
particle correlations, i.e; fourth order cumulant v2{4}.
The inclusive electron spectrum consists of electrons
from heavy-flavor hadron decays, Dalitz decays of light
mesons, photon conversions in the material, and dielec-
tron decays of vector mesons. Photon conversions and
π0 Dalitz decays represent the largest background contri-
butions. At high pt, the heavy-flavour hadron decays be-
come dominant. In order to measure the anisotropic flow
of heavy-flavor electrons, the contribution to the inclusive
electron v2 from the other electron sources must be sub-
tracted. Therefore a fast simulation is being implemented
to calculate the background electron v2. The measured v2
∗Work supported by GSI, BMBF, Helmholtz Alliance HA216/EMMI,
and HQM.
† rbailhache@ikf.uni-frankfurt.de
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Figure 1: TPC dEdx distribution of tracks with a Time-Of-
Flight measurement within 3 sigma of the electron expec-
tation in 0-10% central Pb-Pb collisions.
of the background sources (π0. . .) is parametrized and the
decay kinematics is applied to estimate the resulting v2 of
the decay electrons. Fig.2 shows the elliptic flow of π0,
simulated with preliminary pt and v2 distributions of π±
measured by ALICE in 30-40% central Pb-Pb collisions
at 2.76 TeV[2], and the elliptic flow of the corresponding
Dalitz electrons. Due to the decay kinematics, the v2 of the
electrons is shifted in pt in comparison to the pion v2.
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Figure 2: Elliptic flow of π0, simulated with preliminary
measured pt and v2 distributions in 30-40% central Pb-Pb
collisions[2], and v2 of the Dalitz decay electrons.
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Measurement of low-mass dielectrons with ALICE∗
C. Baumann1, M.K. Ko¨hler†2, and the ALICE collaboration
1IKF, Goethe-Universita¨t Frankfurt, Germany; 2GSI, Darmstadt, Germany
Low-mass dielectrons are a powerful tool to investigate
the different stages of heavy-ion collisions since they do
not interact strongly. One result in the search for the quark-
gluon plasma is the observation of an enhancement over the
expected hadronic sources in the mass region mee ≈ 0.5
GeV/c2, observed in heavy-ion collisions. In pp collisions,
which can be seen as a medium-free reference for the pos-
sible modifications from medium effects in heavy-ion col-
lisions, this enhancement is not seen [1].
Another interesting measurement is the search for an en-
hanced production of direct photons. These contribute via
virtual photons to the dielectron channel. An enhanced pro-
duction in central Au+Au collisions with respect to the pp-
baseline has been observed at low momenta [2]. Among the
four large experiments at LHC, the ALICE detector system
[3] provides unique capabilities for the tracking and iden-
tification of low-momentum particles. It separates into the
central barrel around mid-rapidity and detectors at forward
rapidity. Electrons can be identified in the central barrel at
|η| ≤ 0.9 due to their specific energy-loss in the Inner
Tracking System (ITS) and the Time Projection Chamber
(TPC), with the Time-Of-Flight detector (TOF) and with
the Transition Radiation Detector (TRD).
Besides the challenge of identifying electrons with a
high purity at low momenta, another main issue in the
analysis of low-mass dielectrons is the precise description
of the combinatorial background. Since the origin of an
electron or a positron is not known, every combination
of electrons and positrons has to be taken into account in
one event. As a consequence, a background from uncor-
related pairs arises, which can be described and then sub-
tracted by the like-sign method: N CB+− = 2×
√
N++N−−,
where NCB+− is the combinatorial background of the mea-
sured mass spectrum and N++ and N−− are the invariant
mass spectra from combinations with the same sign.
The resulting mass spectrum after the subtraction of the
combinatorial background for pp collisions at
√
s = 7 TeV
is shown in Figure 1. The resonances up to the J/ψ are vis-
ible as well as a continuum which can at least be partially
attributed to semi-leptonic decays of heavy flavor particles.
The measurement of pp collisions are an important base-
line: We can test our models describing the vacuum decay
of hadrons and use it as a baseline for the analysis of Pb–Pb
collisions.
The search for a possible thermal enhancement in the
production of virtual photons is a strong focus of the ongo-
∗Work supported by GSI, BMBF, and Helmholtz Alliance
HA216/EMMI.
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Figure 1: Raw dielectron invariant mass spectrum
of proton-proton collisions at a collision energy of√
s = 7 TeV.
ing analyses. In Figure 2 the signal extracted in the invari-
ant mass region relevant for such a photon signal from pp
collisions is compared to a cocktail-simulation containing
the known contributions from hadronic decays.
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Figure 2: Raw dielectron invariant mass spectrum from pp
collisions at a collision energy of
√
s = 7 TeV compared
to a simulation of the signal expected from hadronic de-
cays.
In summary, we have presented first results from the on-
going analyses of the dielectron signal in pp collisions mea-
sured with ALICE, which provide the baseline for the on-
going analysis of the Pb–Pb data. Besides studies of the
efficiency and different methods for the description of the
combinatorial background, a focus of the ongoing work is
the development of new strategies for reducing the com-
binatorial background and also evaluate possible improve-
ments by the ALICE upgrade.
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Simulations for the Measurement of Electron-Positron Pairs with Reduced
Magnetic Field in the Central Barrel of ALICE∗
O. Hinrichs1, P. Reichelt1, and the ALICE collaboration
1IKF, Goethe-Universita¨t Frankfurt, Germany
The measurement of electron-positron pairs in the low
mass region (mee < 2 GeV/c2) gives access to the pro-
duction and modiﬁcation of light vector mesons during the
evolution of a collision [1]. In ALICE, electrons are identi-
ﬁed using TPC dE/dx information, supported by TOF for
momenta p > 400 MeV/c [2]. We present an efﬁciency
study of this combined PID method for two settings of the
magnetic ﬁeld in the ALICE central barrel. The simula-
tions have been performed within the AliRoot framework.
Detecting soft electrons (p < 150 MeV/c) with the ITS
helps reducing the combinatorial background. The inﬂu-
ence of the magnetic ﬁeld is discussed.
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Figure 1: Reconstruction efﬁciency for electrons (top) and
light vector mesons decaying to electrons (bottom).
After track reconstruction, electrons are identiﬁed using
their energy loss in the TPC. The electron sample is cleaned
either by excluding 3σ bands around the expected energy
loss values of pions, kaons and protons in the TPC (”TPC
only” PID), or by a 3σ cut around the expected electron
signal in the TOF (”TPC and TOF” PID). Figure 1, upper
panel, shows the single track efﬁciencies1 for ”TPC only”
with squares and ”TPC and TOF” with circles, for the nom-
inal ﬁeld of B = 0.5 T with open markers and for a re-
duced ﬁeld of B = 0.2 T with closed markers.
The electron efﬁciency is optimized by switching from the
”TPC only” to the ”TPC and TOF” PID at p = 400MeV/c,
∗Work supported by BMBF, GSI and the Helmholtz Association
1Fraction of all tracks within geometrical acceptance that is measured.
where the ”TPC only” efﬁciency drops due to the cuts on
the hadrons. At full ﬁeld a clearly reduced efﬁciency is
seen at pT ≈ 400 − 700 MeV/c, while at reduced ﬁeld
the TOF efﬁciency has already saturated in this region. In
total, an improvement over the full pT range is seen.
The reconstruction efﬁciency of light vector mesons decay-
ing to electron-positron pairs was simulated based on the
single track efﬁciencies described above. The lower panel
of Figure 1 shows the pair pT spectra for both magnetic
ﬁelds and the Monte Carlo truth. Comparing the integrated
yields for both ﬁelds shows a ratio of 3.5. This indicates the
potential improvement of the dielectron signal when reduc-
ing the magnetic ﬁeld from 0.5 T to 0.2 T.
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Figure 2: pT distribution of second leg from π0 Dalitz de-
cays for which ﬁrst leg is reconstructed as a global track.
For an invariant mass analysis, the rejection of electron-
positron pairs from photon conversions and π0 Dalitz de-
cays is essential to reduce the combinatorial background.
For that, both tracks have to be found. Figure 2 shows, for
global electron tracks from π0 Dalitz decays, the pT distri-
bution of the partner track. Circles are lost tracks, squares
reconstructed ones. At nominal ﬁeld (open markers), the
ITS reconstructs tracks down to pT ≈ 100 MeV/c. With
B = 0.2 T (closed markers), 30 % more tracks are found
with the currently implemented tracking, which is opti-
mized for B = 0.5 T and does not fully exploit the kine-
matically possible low-pT reach. The rejection efﬁciency
of found π0 Dalitz electron pairs is > 99 %, using an in-
variant mass cut of mee = 150 MeV/c2. This roughly
doubles the signiﬁcance ( S
2
2B ) of light vector meson signals
compared to the 0.5 T magnetic ﬁeld.
References
[1] I. Tserruya, arXiv:0903.0415v3 [nucl-ex] (2010).
[2] ALICE Collaboration, ALICE Experiment at the CERN
LHC, CERN, ALICE Technical Paper I, (2008).
GSI SCIENTIFIC REPORT 2011 PHN-NQM-ALICE-10
17
Photons, Neutral Pions, and Eta Mesons via External Conversions in ALICE∗
K. Aamodt1, F. Bock2, P. Braun-Munzinger3, T. Dietel4, P. Gonzalez5, M. Heide4, M. Ivanov3,
K. Koch2, P. Ladro´n de Guevara6, S. Lindal5, D. Lohner2, A. Marı´n3, K. Reygers2, D. Ro¨hrich1,
R. Rusanov2, E. Serradilla6, J. Stachel2, T.S. Tveter5, J.P. Wessels4, M. Wilde4, and
the ALICE Collaboration
1Department of Physics, University of Oslo, Oslo, Norway; 2Physikalisches Institut, Ruprecht-Karls-Universita¨t
Heidelberg, Heidelberg, Germany; 3ExtreMe Matter Institute EMMI, GSI Helmholtzzemtrum fu¨r
Schwerionenforschung, Darmstadt, Germany; 4Institut fu¨r Kernphysik, Westfa¨lische Wilhems-Universita¨t Mu¨nster,
Mu¨nster, Germany; 5Department of Physics, University of Oslo, Oslo, Norway; 6Centro de Investigaciones Energeticas,
Medioambientales y Tecnolo´gicas (CIEMAT), Madrid, Spain
With the ALICE detector at the LHC photons can be
measured with electromagnetic calorimeters (PHOS, EM-
CAL) and by reconstructing e+e− track pairs from photon
conversions in the inner detectors with the Time Projec-
tion Chamber (TPC). The photon conversion probability in
the relevant detector material is about 8.5 %. In conjunc-
tion with the track reconstruction efficiency in the TPC this
leads to a reconstruction efficiency for the two-photon de-
cay of π0’s and η’s of only 0.34 % at maximum. How-
ever, a unique feature of the conversion method compared
to calorimetric measurements is the excellent photon mo-
mentum resolution at low pT (pT < 6 GeV/c). Thus, the
conversion method is well-suited for photon measurements
in a range where in Pb+Pb collisions thermal photons from
the quark-gluon plasma are expected to contribute signif-
icantly. Moreover, owing to the large acceptance of the
TPC, the photon statistics at larger pT is sufficient to study
particle production in the hard scattering regime.
The motivation for photon, π0, and η measurements in
p+p collisions is to characterize particle production in a
new, unexplored energy regime. In particular, one can test
perturbative QCD at the highest available energies and con-
strain the g → π0,η fragmentation function as most π0’s
and η’s in the covered pT range originate from gluons.
In Pb+Pb collisions one can in addition study hadron sup-
pression due to jet-quenching and thermal photon produc-
tion. Moreover, the reconstruction of converted photons
provides a detailed measurement of the material budget
which is important for many analyses.
The measured π0 spectra (Figure 1) exhibit a power law
shape above pT > 1− 2 GeV/c as expected from perturba-
tive QCD. A detailed comparison reveals that for a standard
range of scales (µ = 0.5pT , pT ,2pT ) the π0 and η spectra
at
√
s = 2.76 and 7 TeV are not well described by NLO
QCD calculations employing gluons fragmentation func-
tions which provide a good description of RHIC data [1].
In Pb+Pb collisions at √sNN = 2.76 TeV it was found that
the maximum suppression (RAA ≈ 0.1 at pT ≈ 6 GeV/c) is
slightly stronger than the suppression observed in central
Au+Au collisions at RHIC (Figure 2) [2].
∗ Work supported by GSI, BMBF, HGS-HIRe, and Helmholtz Alliance
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Event-by-event mean pT fluctuations in pp and Pb–Pb collisions measured by
the ALICE experiment at the LHC
S. Heckel1, H. Appelsha¨user1, H. Bu¨sching1, and the ALICE collaboration
1Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt/Main, Germany
Event-by-event fluctuations of mean transverse momen-
tum 〈pT〉 contain information on the dynamics and corre-
lations in pp and heavy-ion collisions. Measurements in
pp serve as a baseline. In heavy-ion collisions, fluctuations
may be related to critical behaviour of the system in the
vicinity of a phase boundary [1] or the occurrence of ther-
malization and collectivity [2].
In this analysis, non-statistical event-by-event fluctua-
tions of 〈pT〉 of charged particles are studied using the AL-
ICE detector at the LHC [3]. The analysis is performed in
0.15 < pT < 2 GeV/c and |η| < 0.8. Multiplicity depen-
dent results are obtained for pp collisions at
√
s = 0.9, 2.76
and 7 TeV and Pb–Pb collisions at √sNN = 2.76 TeV.
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Figure 1:
√
Cm/〈pT〉m as a function of Nacc in pp colli-
sions at different energies and comparison to event genera-
tors: PYTHIA6 (solid line) and PHOJET (dashed line).
The two-particle correlator C = 〈ΔpT,i,ΔpT,j〉 is a
measure of the dynamical fluctuations [4]. It is defined as
C =
1∑nev
k=1 N
ps
k
nev∑
k=1
Nk∑
i=1
Nk∑
j=i+1
(pT,i−〈pT〉)(pT,j−〈pT〉),
where nev is the number of events, Nk is the number
of particles and N psk = 0.5 · Nk · (Nk − 1) the number
of particle pairs in event k. By construction, C = 0 in
the presence of only statistical fluctuations. The correlator
is calculated in bins of the event multiplicity Nacc, where
Nacc is the number of tracks accepted by the analysis cuts.
Supported by GSI, BMBF, and Helmholtz Alliance HA216/EMMI.
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Figure 2:
√
Cm/〈pT〉m as a function of Nacc in pp and
Pb–Pb collisions at √sNN = 2.76 TeV and comparison to
the HIJING event generator. Power law fits for the pp data
(solid line) and for HIJING (dashed line) are also shown.
The results are presented in terms of the relative fluctua-
tions
√
Cm/〈pT〉m, where m indicates the given multiplic-
ity class. Figure 1 shows the results for pp collisions to-
gether with Monte Carlo simulations using PYTHIA6 (Pe-
rugia0 tune) and PHOJET. Significant non-statistical fluc-
tuations are observed, demonstrating a dilution with in-
creasing multiplicity. In this relative representation the data
look universal at LHC energies.
Pb–Pb collisions also show significant non-statistical
fluctuations and dilution with increasing multiplicity as is
presented in figure 2 together with pp data and a compari-
son to the HIJING event generator. The pp data are fitted
with a power law. The Pb–Pb data agree well with this
pp baseline up to Nacc ≈ 600. Central Pb–Pb collisions
show a significant additional reduction of the fluctuations.
Further studies are needed to identify possible mechanisms
leading to this non-trivial reduction.
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Upgrade of the ALICE experiment at the LHC
The ALICE Collaboration∗
The Large Hadron Collider (LHC) at CERN dedicates
the last period of operation of each year (roughly 4 weeks
between November and December) to the collisions of lead
beams, for the moment at the energy of √sNN = 2.76 TeV.
In 2011, the LHC reached and even exceeded the design
heavy-ion interaction rate (hitting the record of 7 kHz). For
the near future, after the long shutdown in 2012-2013, the
expectation is to have Pb–Pb collision rates of about 10 kHz
at full LHC energy, namely √sNN = 5.5 TeV.
In 2010 and 2011, during the first two Pb–Pb runs, AL-
ICE recorded an integrated luminosity of ≈ 10µb−1 and
≈ 100µb−1, respectively. In 2012, ALICE will record p–
Pb collisions, which are crucial to understand initial state
modifications in nuclei, such as shadowing or a non-linear
QCD evolution.
The present ALICE detector is well suited to cope with
the expected rates over the following few years. By collect-
ing a few hundred µb−1 per year, at full energy, by 2017
ALICE will reach a data sample of the order of ≈ 1 nb−1.
After the second long shutdown in 2018, the LHC
plans to deliver Pb beams colliding at an interaction rate
of about 50 kHz, i.e. instantaneous luminosities up to
6·1027 cm−2s−1. In order to cope with these higher rates,
to be able to inspect a major fraction of the collisions, and,
therefore, offer an unprecedented physics reach, the AL-
ICE detector requires several modifications [1].
With the perspective to accumulate of the order of
10 nb−1 in Pb–Pb collisions, the physics plans focus on
rare probes both at low and high transverse momenta,
which will allow a much more precise determination and a
deeper understanding of the properties of the Quark-Gluon
Plasma (QGP) produced in heavy-ion collisions. Here, we
mention a few topics of interest.
The present results on the nuclear modification factor for
charged particles in central collisions question the applica-
bility of perturbative methods to describe the regime in the
dense QGP. The hot fireball is so dense and strongly in-
teracting that the concept of quasi-particles might cease to
exist, and the perturbative QCD regime is not reached even
for asymptotic transverse momenta above 100 GeV/c. To
better characterize such strongly coupled matter, our under-
standing of parton energy loss needs a significant improve-
ment. Precision data, both at intermediate and very high
transverse momenta, are necessary, for example in jet-jet
and photon-jet measurements, and with particle identifica-
tion (which is one of the distinctive capabilities of ALICE).
∗Work supported by GSI, BMBF, and the Helmholtz Alliance
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In the area of heavy quarks and quarkonia, it will be im-
portant to make a precision measurement of the open charm
and beauty cross section in Pb–Pb collisions. Charmed
hadrons have to be studied at low momenta where they can
provide stringent tests of models of the bulk medium, as
their large mass and small cross sections make them more
sensitive to details of equilibration. We want to further in-
vestigate the possible hydrodynamic flow of c and b quarks
to see to what extent heavy quarks participate in the col-
lective expansion of the medium. Ground states as well as
excited cc¯ and bb¯ states could be studied in detail at mid-
rapidity, down to low transverse momenta. This will further
test models of suppression and generation of quarkonia in
the medium.
A more detailed study of thermal photons and low-mass
lepton pairs emitted from the hot fireball can shed light on
the initial temperature and degrees of freedom of the QGP,
as well as to offer means to study the nature of the chiral
phase transition.
Finally, another area where ALICE measurements are
unique is the search for exotic objects produced in heavy-
ion collisions, e.g. multi-Λ hypernuclei, bound states of
ΛΛ, or black holes.
We concentrate the attention on the upgrade of the AL-
ICE central barrel, to be able to make full use of the much
increased luminosity. This includes a new, high resolution,
low material silicon tracking system based on active pixel
sensors, and in conjunction a topological trigger for the se-
lection of rare events; upgrades to improve the rate capabil-
ity of the TPC, TRD, and TOF detectors; extension of the
current electromagnetic calorimeter in coverage and trigger
capabilities; new concept for the data acquisition system
and the high level trigger.
In particular, the least biased investigation of the high
rates could be achieved with a dead-time free readout of
the ALICE Time Projection Chamber (TPC). This would
be possible by equipping the TPC readout chambers with
the GEM technology. This option will be investigated.
Driven by the fascinating extension of the physics which
will become accessible, the GSI/EMMI group expresses in-
terest and offers competences in the areas of the TPC, TRD,
and HLT upgrades, as well as for the development of on-
line selection algorithms, in synergy with applications in
the experiments at FAIR.
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The CBM Experiment at SIS100∗
P. Senger1 and the CBM Collaboration
1GSI, Darmstadt, Germany
Introduction
The mission of high-energy nucleus-nucleus collision
experiments worldwide is to investigate the properties of
strongly interacting matter under extreme conditions. At
very high collision energies as available at RHIC and LHC,
the measurements concentrate on the study of the proper-
ties of deconfined QCD matter at very high temperatures
and almost zero net baryon densities. The goal of the Com-
pressed Baryonic Matter (CBM) experiment at the FAIR
SIS100/300 accelerator system is to explore the QCD phase
diagram in the region of very high baryon densities. In
particular, the experiments will focus on the search for the
phase transition between hadronic and quark-gluon matter,
the QCD critical endpoint, new forms of strange matter, in-
medium modifications of hadrons and the onset of chiral
symmetry restoration. A detailed discussion of the physics
of compressed baryonic matter can be found in the CBM
Physics Book [1].
The research on compressed baryonic matter will start
already with beams from the SIS-100 accelerator as an in-
tegral part of the physics programme of the FAIR modular-
ized start version as presented in the FAIR Green Paper [2].
In the SIS-100 energy range, the physics topics of dilepton
and strangeness production will be addressed by two col-
laborations, HADES and CBM, sharing the same experi-
mental area. The layouts and acceptances of both experi-
ments are optimized for different beam energy regimes but
provide sufficient overlap in beam energy to ensure two in-
dependent evaluations of these challenging measurements
and to allow experimental crosschecks for the lighter colli-
sion systems. The investigation of dilepton-, strangeness-,
and charm production over the full range of beam nuclei
and energies will be conducted with a basis version of the
CBM setup. The various observables and the correspond-
ing experimental requirements will be discussed in the fol-
lowing.
The CBM research programme at SIS100
The SIS-100 accelerator will deliver beams of heavy
ions (Au) up to 11A GeV (√sNN = 4.7 GeV), light ions
(e.g. Ca) up to 14A GeV (√sNN = 5.3 GeV) and pro-
tons up to 29 GeV (√sNN = 7.5 GeV). The research pro-
gramme based on these beams will address the following
fundamental questions:
• What is the equation of state of nuclear matter at neu-
tron star densities (up to 6 times saturation density ρ0),
∗Supported by the Hessian LOEWE initiative through the Helmholtz
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and what are the relevant degrees of freedom at these
densities? Are there new phases of QCD matter like
quarkyonic matter?
• How far can we extend the chart of nuclei towards
the third (strange) dimension by producing single and
double hypernuclei? Does strange matter exist in the
form of heavy multi-strange objects?
• To what extent are the properties of hadrons modified
in dense baryonic matter, and are there signatures for
chiral symmetry restoration?
• How is charm produced at threshold beam energies,
how does charm propagate in nuclear matter, and what
are the in-medium properties of charmed particles?
Experimental setup
The measurement of bulk hadrons, multi-strange hy-
perons, hypernuclei, lepton pairs and charmed particles
in nuclear collisions at SIS-100 energies requires a large-
acceptance, high-rate detector system. The Compressed
Baryonic Matter (CBM) experimental setup is being de-
signed to fulfill these requirements (see figure 1 and Table
1). The setup comprises:
• A spectrometer with a silicon tracking system (STS)
inside a superconducting magnet with large aperture
(polar angle acceptance 2.5◦−25◦ for all azimuth an-
gles). The STS will measure the trajectories of the
produced particles in the magnetic dipole field, deter-
mine their momenta and reconstruct hyperons by their
decay topology.
• A micro-vertex detector (MVD) for the high-precision
measurement of the decay vertices of charmed
hadrons.
• A large-area time-of-flight detector (TOF) consisting
of multi-gap resistive plate chambers for the time-of-
flight measurement.
• A RICH detector for the identification of electron-
positron pairs from the decay of low-mass vector
mesons.
• An intermediate tracking detector with three to four
TRD layers allowing to match tracks reconstructed in
the STS to the TOF measurement. This TRD consti-
tutes the start version of the full TRD to be used at
SIS-300, which will consist of about ten detector lay-
ers for the identification of high-momentum electrons.
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• A muon detection system (MUCH) for the measure-
ment of charmonium via its decay into muon pairs.
This MUCH start version, consisting of two detector
triplets, will be upgraded to the full system with seven
triplets for deployment at SIS-300. Both the MUCH
and the RICH detectors will be movable in order to be
used alternatively for muon or electron measurements.
• An electromagnetic calorimeter (ECAL) for the mea-
surement of photons from light vector meson decays.
• A forward calorimeter (PSD) for the determination of
the collision centrality and the reaction plane by the
measurement of projectile spectators.
• An ultra-fast data acquisition (DAQ) and first level
event selection (FLES) performed on a computer
farm consisting of many-core CPUs accelerated with
graphics cards.
In conclusion, the combination of the HADES detec-
tor with the basis version of the CBM set-up is very well
suited to start an internationally competitive nuclear-matter
research programme with a substantial discovery potential
using beams from SIS-100. A world-wide unique experi-
mental search for quark-gluon matter at ultra-high baryon
densities will become possible with the full version of the
CBM detector system using high-energy and high-intensity
beams from SIS-300.
Table 1: Observables and detector combinations at SIS100
Observables Collisions systems Detectors
Hadrons, hyperons
e+e− from low-mass vector mesons
up to Ni+Ni at 8A GeV HADES
Hadrons, hyperons, hypernuclei up to Au+Au at 11A GeV Magnet, STS, TRD, TOF,
PSD, DAQ/FLES
e+e− from low-mass vector mesons up to Au+Au at 11A GeV Magnet, MVD, STS, RICH, TRD, TOF,
PSD, DAQ/FLES
D mesons p+A up to 30 GeV
Ca+Ca up at 14A GeV
Magnet, MVD, STS, TRD, TOF, PSD,
DAQ/FLES
Charmonium p+A up to 30 GeV
Ca+Ca up to 14A GeV
Au+Au up to 11A GeV
Magnet, MVD, STS, MUCH, TRD,
TOF, PSD, DAQ/FLES
Photons Au+Au up to 11A GeV Magnet, STS, ECAL, PSD, DAQ/FLES
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Figure 1: Three flavours of the CBM basis version with the
HADES detector in front. Upper panel: CBM setup for the
measurements of bulk hadrons, multi-strange hyperons and
open charm consisting of the magnet, MVD (open charm
only), STS, one TRD station as tracker, TOF, ECAL, PSD,
and DAQ/FLES. Centre panel: CBM setup for the mea-
surements of di-electrons with an additional RICH detec-
tor. Bottom panel: CBM setup for measurements of char-
monium with a MUCH start version replacing the RICH.
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Development of high precision pixel sensors for the CBM vertex detector
M. Winter, for the IPHC team1
1IPHC, 23 rue du loess, BP 28, 67037 Strasbourg Cedex 2, France
CMOS Pixel Sensors (CPS) are developped since many
years for the Micro-Vertex Detector (MVD) of the CBM
experiment. While the sensor requirements governing the
vertexing precision present no difficulty per se, those im-
posed by the running conditions are much more demanding
because of the high particle rate foreseen.
The intrinsic potential of the CPS technology should, in
principle, allow matching all the MVD requirements. How-
ever, commercially available technologies tend to feature
fabrication parametres (e.g. sensitive volume characteris-
tics, feature size, number of metal layers) which are rel-
atively far from being optimal for charged particle detec-
tion. Over the last couple of years, however, several CMOS
fabricant have started to offer manufacturing processes for
imaging applications, which are based on a high-resistivity
(typically 1 kΩ · cm), about 15µm thick, epitaxial layer.
The development of CPS in the last few years was based
on such a, 0.35µm feature size, CMOS process. It resulted
in the fabrication of the MIMOSA-28 sensor for the vertex
detector of the STAR experiment, constructed within the
framework of its inner tracker upgrade [1].
This outcome is a major step in the development of the
sensor needed for the MVD, but the 0.35 µm technology
used is not adequate, in particular because of its limited
ionising radiation tolerance. In 2011, a 0.18µm process re-
cently made available was addressed, which seems to offer
much more favourable parametres. Besides improving in-
trinsically the ionising radiation tolerance, the procees also
allows using 6-7 metal layers and features deep p-wells in
which PMOS transistors can be implemented without gen-
erating parasitic charge collection. Moreover, the process
is also of interest for other projects, including the upgrade
of the ALICE Inner Tracking System (ITS), which makes
the development benefit from combined resources.
The first step of the development consists in exploring
the technology characteristics impacting most the sensor
detection performances. It is the goal of the chip called
MIMOSA-32, fabricated end of 2011. It is composed of
two main sub-arrays (see fig. 1) and peripheral test struc-
tures. One of the sub-arrays is composed of pixels with var-
ious dimensions and different amplification designs, some
of them with PMOS transistors implemented in deep p-
wells, with and without enclosed layout designs. The other
sub-array is made of 128 columns of pixels, each column
being ended with a discriminator. One of the test structures
is a matrix of about 1000 elongated, 20×80 µm2 large,
pixels, each equipped with an integrated, low power, dis-
criminator adapted to a rolling shutter read-out.
The sensor tests, scheduled for Spring and Summer
2012, will determine the radiation tolerance of the tech-
nology. Meanwhile, the next step of the development is
being prepared. It consists in realising two complementary
chips, one prototyping the upstream part of the final sensor
architecture, while the other addresses its downstream part.
The upstream prototype, called MIMOSA-22THR, fea-
tures 128 columns of 576 (22×22 µm2) pixels. Each col-
umn is ended with a discriminator. It will essentially re-
produce the MIMOSA-22 prototype [2], fabricated in 2008
in the 0.35 µm technology used up to now. Two smaller,
more advanced, versions will also be fabricated. One of
them features a more advantageous row sequencer imple-
mentation, while the other will allow reading two rows at
once, with two discriminators ending each column. The
latter design is intended to double the read-out speed.
The downstream prototype contains the zero-
suppression micro-circuits. Called SUZE-02, it is an
evolved version of the zero-suppression micro-circuit
SUZE-01 fabricated in 2007 in the 0.35 µm technology
mentioned earlier [3]. It differs from it in three aspects:
a larger number of hits to process per frame, a 4 times
faster frame read-out and the possibility to rely on an
external trigger signal to activate the zero-suppression
circuitry. This latter modification aims at reducing the
power consumption and the data stream delivered by the
sensor.
All these prototypes are foreseen for fabrication in Sum-
mer 2012. Assuming satisfactory test results, the two archi-
tectures will be merged in a sensor containing the full chain
and featuring a sensitive area of 1 cm2. Its manufacturing is
foreseen in Summer 2013. It will act as a forerunner of the
prototype suited to the MVD, to be fabricated in 2014/15.
Figure 1: MIMOSA-32 layout and its main sub-sarrays.
Pixel Column
Array Array
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Radiation tolerance studies on a CMOS Monolithic Active Pixel Sensor with
high resistivity epitaxial layer∗
D. Doering1, M. Deveaux1, M. Domachowski1, I. Fro¨hlich1, M. Koziel1, C. Mu¨ntz1, P. Scharrer1, and
J. Stroth1
1Goethe University Frankfurt/M, Max-von-Laue-Str. 1, 60438 Frankfurt/M, Germany
Nowadays CMOS active pixel sensors (MAPS) match
the requirements of CBM in terms of spatial resolution
and material budget. For several years, their radiation
tolerance is being adapted to the needs of this experi-
ment. Manufacturing MAPS in a CMOS process with
a high resistivity epitaxial layer improved their toler-
ance to non-ionizing radiation by more than one order
of magnitude[1, 2]. A novel sensor, MIMOSA-18AHR
was hoped to provide further improvement.
MIMOSA-18AHR was designed by the PICSEL group
of the IPHC Strasbourg and manufactured in a 0.35 μm
CMOS technology featuring a 15 μm thick epitaxial
layer with 400 Ω · cm resistivity. It hosts pixels with
a pitch of 10, 12.5 and 25 μm. Some samples were
irradiated with 3 · 1014 neq/cm2 reactor neutrons and
tested with 55Fe- and 106Ru-sources. They were operated
at T = −35◦C chip temperature to suppress their (shot-)
noise to ∼ 16e ENC (∼ 9e ENC before irradiation).
Figure 1 shows the amplitude spectrum of the 10 μm pix-
els of a non-irradiated and an irradiated sensor, which were
illuminated with the 5.9 keV X-rays of a 55Fe source. Its
x-axis represents the charge collection efﬁciency (CCE) of
a certain sub-volume of the active volume and the y-axis
the relative size of this sub-volume. The unusually large
depleted part of the pixel records the Kα and Kβ-line of the
source and deﬁnes our 100% CCE. The peak marked with
an arrow represents the average CCE of the undepleted
part of the active volume. Other than known from conven-
tional chips, the CCE (35%) of this volume is not modiﬁed
by radiation damage. However, the irradiated chip senses
∼ 15% less photons, which hints to a loss of active volume.
Loosing active volume may cause blind spots in the pixels,
which were feared to deteriorate the detection efﬁciency
of the sensor for MIPs. This was however not observed
when testing the sensors with the 106Ru-source: The num-
ber of β-particles recorded by the irradiated sensor remains
at & 99% of the initial value (see Figure 2). The most
probable signal charge is reduced by ∼ 15% after irradi-
ation. This coincides with the loss of active volume in-
dicated by the 55Fe-measurements. Both effects may be
explained with a shrinking of the effective thickness of the
active volume. In this case, the signal charge created by
the β-rays is reduced due to shorter trajectories in the ac-
tive volume.
The remaining S/N=31 (S/N =70 before irradiation) cor-
responds to the numbers known from non-irradiated MAPS
∗This work has been supported by the BMBF (06FY9099I), HIC for
FAIR and GSI.
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Figure 2: Response of MIMOSA-18AHR to β-rays of a
106Ru-source.
with standard epitaxial layer. The study provides therefore
a strong evidence that MIMOSA-18AHR can withstand a
non-ionizing dose of & 1014 neq/cm2, which goes sub-
stantially beyond the CBM requirements. However, this
conclusion remains to be conﬁrmed by a beam test sched-
uled for late 2012.
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Status of the CBM-MVD prototype readout∗
C. Schrader, S. Amar-Youcef, N. Bialas, M. Deveaux, M. Koziel, J. Michel, B. Milanovic, C. Mu¨ntz,
B. Neumann, S. Schreiber, T. Tischler, M. Wiebusch, and J. Stroth for the CBM-MVD Collaboration
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt am Main
The readout system of the prototype of the CBM-
MVD is intended to provide the bandwidth (of several
GByte/s [1]) and scalability needed in the ﬁnal MVD for
SIS-100. It has been developed based on the state of the
art prototype sensor MIMOSA-26 [2].
The concept of the readout system of the MVD-Prototype
is shown in ﬁgure 1. Two sensors are bonded on a single
layer ﬂex-print cable (FPC) which transfers the data to a
full passive radiation tolerant front-end board (FEB). The
current FPC is based on copper traces and has an material
budget of 0.08%X0 assuming 100% ﬁll factor (0.03%X0
for aluminum traces).
Additional single layer FPCs arrange the FEBs in a queue
for JTAG boundary scan, which allows accessing to the in-
ternal register of the individual sensors. An FPGA based
sensor slow control board writes the registers and reports
errors to a user interface via the slow control channel of the
HADES TrbNet protocol. The operation frequency of the
JTAG interface (TTL signals) can be adjusted between 100
kHz and 10 MHz. Hence, the sensors of the MVD for SIS-
100 can be programmed within < 0.5 s (300 μs per sen-
sor), optionally during one beam spill break. To operate the
JTAG chain error-free the signal behavior, signal shape and
the crosstalk between the lines of the single layer FPC was
extensive studied and simulated. Currently the crosstalk is
reduced to 150 mV, due to a moderate signal rise time and
serial signal termination [3].
In order to characterize the internal digital-to-analog-
converters of the MIMOSA-26 sensor needed for thresh-
old setting, a highly integrated voltage measurement instru-
ment has been developed. This device directly monitors the
reference voltage outputs of the sensor and can be read out
via a serial interface. A complete integration into the exist-
ing FPGA based MVD slow control is under development.
The slow control provides also latch-up handling, on-line
temperature and current monitoring.
In the current set-up the digital data stream of the sensors
are transferred via LVDS cables to a converter board. How-
ever, to read-out the successor MAPS sensor (MIMOSIS-1
with up to 0.8 Gbps data output) an optical high speed read-
out system is needed. A challenge is to realize the optical
interface without any switchable logic to reduce the bit er-
ror rate due to radiation inﬂuences. To test several versions
of optical high speed interfaces an optical demonstrator
converter board has been developed based on a standalone
transceiver TLK3101 (1.5 Gbps to 2.5 Gbps) and TLK6002
(0.47 Gbps to 6.25 Gbps). The transceiver provides the data
for one optical link with 8bit/10bit encoding. Hence, one
∗Work supported by GSI, BMBF (06FY9099I), ULISI (EU-FP7),
HIC for FAIR.
optical link will be used to transfer the data from one sensor
module to the Read-Out-Controller (ROC). Such a sensor
module comprises up to ﬁve MIMOSIS-1 sensors needed
for the ﬁrst and second station of the MVD of SIS-100.
The read-out protocol of the ROC is a modiﬁed version of
the HADES-experiment readout network scheduled for the
required triggerless data acquisition of the MVD prototype.
The TrbNet protocol is highly scalable and provides a se-
cure data acquisition, monitoring and slow-control [4]. The
actual lab set-up is able to handle several Gbit/s and con-
sists of three ROCs. An arbiter is responsible to synchro-
nize the sensors and the data stream within few nanosec-
onds. The data are multiplexed via TrbNet hubs and trans-
ported to the PC via Ethernet. Each hub can handle 100
MByte/s. The ﬁrst veriﬁed Gbytes data of four sensors are
stored on the PC for analyzing.
A dedicated ROOT-based ofﬂine analysis software is used
to evaluate the data. The software is designed to allow us-
ing major functionalities of CbmRoot including reconstruc-
tion and analysis.
CBM DAQ 
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driver 
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Figure 1: The current prototype read-out chain. The LVDS
readout cables will be replaced by optical ﬁbres in the next
prototype iteration.
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The CBM-MVD Prototype Readout Network∗
B. Milanovic, M. Deveaux, I. Fro¨hlich, J. Michel, B. Neumann, J. Stroth, and C. Schrader for the
CBM-MVD Collaboration
IKF, Goethe University Frankfurt, Germany
Currently, the prototype of the CBM Micro Vertex
Detector is under development. In order to be prepared
for the upcoming in-beam studies and to elaborate a
first approach on the DAQ, a flexible readout network
has been implemented.
The Micro Vertex Detector (MVD) for the CBM experi-
ment is based on Monolithic Active Pixel Sensors (MAPS)
built in silicon CMOS technology. Here, MIMOSA26
(Mi26) has been chosen as the sensor version used for the
MVD-prototype. This chip digitizes the analogue signal di-
rectly on the chip and simplifies hearby readout and analy-
sis. The resulting pattern is read out row-wise and encoded
on-the-fly into a continuous data stream with a constant
readout cycle time (“frames”).
The aim of the readout network presented in this work
is to support the control and readout of Mi26 and also of
all following MAPS families (e.g. MIMOSIS-1). The data
stream of the sensors is read out using Readout Controllers
(ROCs), where one ROC is connected to multiple MAPS.
The data is either extracted directly on the ROC or over net-
work hubs to the nearby PC farm. As mentioned above, the
cycle time of the sensors is constant, but in order to com-
bine the individual frames into “Masterframes” which have
the same time stamp, the network has to maintain the syn-
chronization of all MAPS during runtime. The optimal so-
lution for this task makes use of one centralized controller
for clock distribution, synchronization and control named
Central Control Unit (CCU). Moreover, the network must
have a large throughput of several GByte/s, and should al-
low to connect the JTAG interface of the sensors for pro-
gramming [1].
For the first version presented in this paper, the HADES
TrbNet [2] has been chosen as a framework for the network.
One of the main reasons for the decision towards TrbNet
was the large toolset already present from the HADES Ex-
periment. For instance, the EPICS input-output controller,
DAQ scripts and various monitoring features are already
tested and fully operational. The current ROC implementa-
tion uses the HADES-TRBv2 [3] with a MAPS-specific ad-
don board [4]. Moreover, the CCU has been implemented
on the FPGA of the TRBv2 board from the HADES ex-
periment. The CCU distributes ROC controlling messages
over three prioritized channels, multiplexed with priori-
tized Round Robin on one optical fibre. Clock distribu-
tion and network synchronization is performed using des-
ignated, equally long LVDS lines. In order to maintain the
synchronization of all Front-Ends, the CCU transmitts de-
∗Work supported by GSI, BMBF contract No. 06FY9099I, HIC for
FAIR.
terministic SYNC pulses to all ROCs over the LVDS ca-
bles. After the SYNC, a frame request is sent to acquire
the frame simultaniously on all ROCs. Therefore, if one
sensor runs out-of-sync or experiences a major error, the
problem is immediately recognized and the frame can be
discarded from the ROCs keeping the data consistent.
Current configuration supports up to 4 Mi26 sensors per
Trbv2. A setup consisting of 2 ROCs, each connected to
2 Mi26 is currently being tested (see picture below). The
network operates fully synchronous without any measur-
able deviations. The CCU performs well and the data is
extracted via TrbNet Hubs with up to 50 MByte/s to the
PC. This setup can be further extended. The network is
highly scalable and will be further improved with newer
ROC versions, using for instance the recently developed
TRBv3 board. With appropriate addon boards, such ROC
could handle up to 40 Mi26 sensors. This new setup is
planned to be tested under in-beam conditions soon.
In the final version of the MVD, the data format will be
kept, and parts of the TrbNet protocol, namely the monitor-
ing and slow-control can be incorporated into CBM-Net.
Figure 1: The tested MVD Prototype Readout chain.
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A latch-up protected power supply for the CBM-MVD∗
M. Koziel, N. Bialas, C. Schrader, S. Schreiber, and J. Stroth for the CBM-MVD collaboration
IKF Frankfurt am Main, Germany, February 10, 2012
This report will summarize the implementation of a
latch-up protected power supply for the CBM Micro
Vertex Detector.
Introduction
At the CBM experiment CMOS sensors will equip the
Micro Vertex Detector (MVD) and they will be constantly
exposed to high flux of variety of particles. Latch-up will
occur regularly, and therefore protection system is needed.
Latch-up is a term used to describe a particular type of short
circuit related to creation of a low-impedance path between
the power supply rails of a MOSFET circuit. This path is
created due to parasitic PNPN thyristor structures formed
by nearby NMOS and PMOS transistor. During normal
operation the parasitic thyristor is off. Spikes of the bias
voltages or the charge carrier injections caused by imping-
ing particles may switch-on and latch the thyristor. If so,
the structure can start to conduct high currents which can
lead to permanent damage of devices.
Latch-up detection system - requirements and
implementation
Since the latch-up can be cured with power cycling, an
option to handle it is to bias the sensors with a dedicated
and protected low-voltage power supply. This power sup-
ply should detect the over-current caused by latch-up states,
quickly switch-off the power after detecting the latch-up,
and bias the device again when latch-up state is over.
The latch-up detection is realized by the means of so
called ”shunt resistor” (RSHUNT ). During normal oper-
ation, sensor consumes the current of around 150 mA for
stated before 3.3 V bias. This leads to the voltage drop
on the RSHUNT of 0.6 V. During the latch-up/overcurrent
state, this voltage drop increase, reflecting an increase of
the current consumption. The voltage from the shunt re-
sistor is compared with the reference one by the mean of
the LT1711 comparator. If the voltage across theRSHUNT
is higher than the reference, the switches S1 and S2 are
opened and the linear regulators become disconnected from
power lines. Consequently, the sensor is switched off. The
measured switch-off time, between the over current state
and 0 A consumption is 2 µs for the capacitive load of 1.2
µF. After the time set by the timer, the power supply is
switched on again.
Figure 1 depicts the simplified schematic view of the
latch-up protection system for the CBM-MVD sensors.
∗Work supported by GSI, BMBF (06FY9099I), ULISI (EU-FP7), and
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The analog (VDA) and digital power (VDD) supply chan-
nels are covered. The main elements used are:
• A shunt resistor RSHUNT = 4Ω. It is located be-
fore the voltage regulator in order to allow using larger
resistances and determining a larger voltage drop of
0.6V across this resistor. Such a high VSHUNT re-
duces the sensitivity of the latch-up detection system
to pick-up noise and allows using this voltage without
amplification for a comparison with the reference one.
• A fast comparator (4ns propagation time) with output
latch - LT1711
• A CMOS linear regulator. It features 3.3V/500mA
fixed output voltage, 5.5V input voltage and a low qui-
escent current. The sense input of this device is used
to compensate for voltage drop along cables and to
achieve the 3.3 V at the destination point. The regu-
lator features a ramping output voltage (Vout arises to
nominal value within 500 µs) which allows reducing
the current consumption during switching the sensors
on. Consequently, lower threshold values for the over
current states may be applied.
• A timer LTC6993-1
• A fast MOS switch IRF7410 (S1 and S2)
Figure 1: Schematic view on latch-up protected power sup-
ply for the CBM-MVD sensors.
Summary
The latch-up detection system discussed above was im-
plemented in the Front End Board for the CBM-MVD read-
out system. It allows to detect over-current states and react
to them by switching the sensors off within 2 µs.
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The radiation tolerance of Monolithic Active Pixel Sen-
sors (MAPS) has been signiﬁcantly improved during the
last few years. This was achieved by using a dedicated high
resistivity epitaxial layer, which allows for a partial deple-
tion of this active volume. The resulting acceleration of the
charge collection counteracts the lower lifetime of charge
carriers, which is found in silicon with radiation induced
bulk damage. Moreover, the signal charge is concentrated
in the central pixels of the hit clusters, which turns into
smaller clusters and a higher S/N.
In the simulation framework of the CBM-experiment
(CBMRoot), the response of MAPS is simulated with a
dedicated Digitizer [1]. This response model is based on a
parametrization of data obtained from MAPS with a stan-
dard epitaxial layer. We tested whether the existing Dig-
itizer can be adopted to the response of the novel sensor
generation.
The study was based on experimental data taken from
MIMOSA-18AHR prototypes [2] delivered by the PICSEL
group of IPHC Strasbourg. MIMOSA-18AHR is based on
a 0.35 μm CMOS process and hosts four types of pixels
with a pitch of 10 μm, 12.5 μm and 25 μm. The epitaxial
layer of the chip has a resistivity of 400 Ω cm and a thick-
ness of 15 μm. First, the sensors were irradiated with up to
3·1014 neq/cm2. In a second step they were evaluated with
β-rays of a 106Ru source. The data obtained was used to
measure the pulse hight of the pixels in hit clusters, which
provided the necessary input for tuning the Digitizer.
The accuracy of the simulation model is benchmarked
with the so-called ”‘accumulated charge plot”’ shown in
Figure 1. This plot is provided by ordering the signals of
the 25 pixels of a hit cluster according to their S/N. In a next
step, the charge for the (1 ≤ N ≤ 25) pixels with highest
S/N is summed up for the individual clusters. Afterwards,
the sum is ﬁlled into the Nth of 25 histograms and the pro-
cedure is repeated for the next cluster. The 25 histograms
obtained exhibit a Landau distribution which is ﬁtted sub-
sequently. The ”‘accumulated charge plot”’ shows the most
probable value (MPV) of the charge obtained from the ﬁt
of the Nth histogram as function of N.
The plot illustrates information about the distribution of
the charge over the pixels of the cluster. For instance, the
ﬁgure shown provides the information that roughly 45 %
of the cluster charge is collected by the seed pixel (N = 1)
while a group of 3 pixels already collect almost the total
charge of the cluster. Decreasing charge (N > 15) is an
∗Work supported by GSI Helmholtzzentrum fu¨r Schwerionen-
forschung, BMBF (06FY9099I), HIC for FAIR
Figure 1: ”‘Accumulated charge plot”’ (see text) for the
10 μm pixels of a MIMOSA 18-AHR irradiated with
1013 neq/cm2. The measured and the simulated sensor re-
sponse is compared.
artifact due to noise and the ordering with regard to S/N.
The plot was generated with measured and simulated
data after tuning the model parameters of the Digi-
tizer. A representative example for a pixel irradiated with
1013 neq/cm2 and with 10 μm pixel pitch is shown in Fig-
ure 1. One observes that all pixels except of the seed pixel
are accurately described. For the seed pixel, the simulation
underestimates the signal charge by ∼ 14%. This effect
remains to be understood in detail. However, it is not ex-
pected to show a signiﬁcant impact on potential simulation
results.
We conclude that the Digitizer is suited for describing
sensors with high resistivity epitaxial layer. This applies for
unirradiated sensors as well as for sensors irradiated with
non-ionizing doses.
The updated sensor models will be part of the upcoming
novel version of the MVD-Digitizer software.
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Simulation of the material budget of the CBM-MVD for SIS-100∗
T. Tischler, S. Amar-Youcef, M. Deveaux, M. Koziel, C. Mu¨ntz, C. Schrader, and J. Stroth for the
CBM-MVD Collaboration
Institut fu¨r Kernphysik, Goethe-Universita¨t, Frankfurt
For the CBM Micro Vertex Detector (MVD) to be in-
stalled at SIS-100, improved geometries of the detector
have been studied within the CbmRoot framework. To
do so, a simplified model of the MVD including sensors
(MAPS [1]), their support in the active area (CVD dia-
mond) and copper heat sinks has been worked out [2].
To allow for using the CAD-model within the CbmRoot
framework, it has been transformed into a Root-geometry
by a customized converter provided by the Panda Collabo-
ration [3].
Simulation of the material budget
Taking advantage of existing FairRoot classes, a new
MVD-specific class has been written to estimate the ma-
terial budget. The test-particles, e.g. neutrinos, are trans-
ported through the detector geometry. If they cross a given
detector component, the position and the material of this
component is stored in order to estimate the total material
budget. The material budget is described by the percentage
of the radiation length for a given polar angle θ in a given
φ-range.
Results
The estimation of the material budget is currently per-
formed for two cases: the prototype of the MVD, and for
the MVD for SIS-100, see figures 1 and 2, respectively.
Figure 1: Material budget of the MVD prototype including
sensors (50µm thin MIMOSA-26, double sided arrange-
ment), sensor support (150µm thin CVD diamond) and a
dedicated FlexPrint-Cable (FPC, 0.0861%X0, [4]) for the
sensor readout (one FPC in the active area only).
∗Work supported by the GSI Helmholtzzentrum fu¨r Schwerionen-
forschung, BMBF (06FY9099I), ULISI (EU-FP7), HIC for FAIR, H-QM
Helmholtz Research School.
Figure 2: Material budget of the MVD for SIS-100 includ-
ing sensors (50µm thin MIMOSIS-1, double sided arrange-
ment), sensor support (150µm thin CVD diamond), an alu-
minum frame and heat sinks.
The MIMOSIS-1 sensors are currently under develop-
ment. Nevertheless a first implementation has been done in
order to test the compatibility of the preliminary geomet-
rical layout of this sensor with respect to the acceptance
coverage required by the CBM experiment. The heat sinks,
which are placed outside of the acceptance, are made out
of copper (to be replaced by aluminum). The aluminum
frame is needed to mount the heat sinks for the sensors and
to support the read-out electronics.
Conclusion
A successful implementation of the MVD prototype as
well as SIS-100 geometry in CbmRoot is presented, start-
ing from realistic CAD models. This allows estimating the
material budget by considering the main detector building
blocks based on realistic geometries and sensor integration.
It has been shown that the material budget of few 0.1%X0,
required by the CBM experiment, is within reach.
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Performance simulations of the CBM Silicon Tracking System∗
A. Kotynia1 and J.M. Heuser2
1Goethe University, Frankfurt, Germany; 2GSI, Darmstadt, Germany
The layout of the Silicon Tracking System (STS) has
been the object of extensive studies during the last years:
the optimization of its performance has driven several
choices concerning soft geometry parameters, such as de-
tector pitch, number of tracking stations and their place-
ment within the magnet volume. The STS performance
studies presented in this report show the progress made
with optimization of the stations and sensors layout, based
on the increasing knowledge of the hardware involved in
the detector. Relevant parameters such as the hit and the
track reconstruction efficiencies and track parameters were
monitored.
Detector layout
The STS consists of eight tracking layers located 30, 40,
50, 60, 70, 80, 90, 100 cm downstream of the target. Each
layer is an array of vertical modules containing 300 µm
thick double-sided strip sensors. The strip pitch is 58 µm
on both sides. Two variations of sensor arrangement in a
ladder have been studied (Fig. 1):
Figure 1: Side view of two neighboring STS ladders: left corresponds
to description number 1, right to description number 2.
1. The outer sensors on top and on the bottom are
mounted as closest to the support ladder. This cre-
ates a gap of approximately 2 cm along the beam in
the inner part of station (close to beam pipe).
2. The inner most sensors in ladder are mounted closer
to the support structure. In such setup, the gap
between neighboring ladder is on the top and on the
bottom of the station.
Both setups have been tested, and there was no signifi-
cant difference with the yield of reconstructed Ks and Λ
(Table 1). Also a possibility of different strip orientation
in sensors has been investigated. Due to difficulties with
the production of double-metalization on double-sided sen-
sors, it was proposed to decrease the stereo angle from
∗Supported by EU/FP7 HadronPhysics2 and Helmholtz International
Center for FAIR
Table 1: Results with different sensors arrangements on the STS ladder.
Sensor Tracking
arrangement efficiency Ks S/B Λ S/B Ks/ev Λ/ev
1 75.6% 0.40 1.17 2.54 2.95
2 75.4% 0.39 0.93 2.41 3.01
15◦ with double-metalization [1] to 8◦ without double-
metalization in order to decrease the size of the inactive
corners in each sensor. The results from STS tracking per-
formance as well as from Ks and Λ reconstruction for the
two stereo angles have been summarized in Table 2.
Table 2: Results with different stereo angle in STS sensors.
Front Back Tracking Fake/Real
side side efficiency hits Ks S/B Λ S/B
−7.5◦ +7.5◦ 0.40 4.11 0.40 1.17
−8.0◦ 0◦ 0.39 2.53 0.42 1.26
Performance studies
The layout presented above was used to implement the
STS in the CBM simulation framework. This implemen-
tation includes the complete chain of physical processes
caused by a charged particle traversing the detector, from
charge creation in the silicon to the digital output signals.
Signal sharing between strips together with charge collec-
tion inefficiency and Lorentz shift due to the presence of
the magnetic field, channel dead time, and single-channel
inefficiency are present in the simulations. Applications of
realistic detector response functions together with a Cel-
lular Automaton for track finding and a Kalman Filter for
track fitting results in a track finding efficiency of 97% for
fast primary tracks and 75% for secondary tracks, with a
momentum resolution of 1.2%.
Next steps
In order to compare the simulation results with those ob-
tained from in-beam experiments, a special geometry was
prepared and implemented in simulation framework with
the possibility of changing detector response parameters.
However, such parameters are not yet defined or measured
and consequently the full comparison of simulation with
experimental data will be the subject of studies in the near
future.
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Radiation environment of the CBM Silicon Tracking System
V. Friese
GSI, Darmstadt, Germany
Among the detector systems of the CBM experiment,
the Silicon Tracking System (STS), being located in close
proximity to the target, will have to face the harshest envi-
ronment in terms of both ionising and non-ionising radia-
tion. Of particular importance is the latter, causing damage
effects in the bulk material which lead to an increased leak-
age current and, consequently, to an increase of the power
dissipation of the sensors.
The standard tool to calculate the non-ionising irradia-
tion is the FLUKA package, which is believed to provide
the best physics description in particular for low-energy
neutrons. Such calculations, however, are quite expensive
in terms of CPU time and require expert knowledge of the
FLUKA program. In this report, we present results de-
rived from transport simulations with the standard CBM
software cbmroot, using the GEANT3 transport engine
with the GEISHA model for hadronic interactions, with
an energy threshold of 1 keV for neutron production. The
calculations were performed for the CBM setup compris-
ing the STS and the muon system, i. e. with a heavy ab-
sorber directly behind the last STS station. Input events
are minimum bias Au+Au collisions at 25A GeV generated
with UrQMD. The results are scaled to 5 · 1013 collisions,
corresponding to a typical CBM run year of two effective
months at 10 MHz interaction rate.
The non-ionising dose was calculated by counting the
particles traversing the sensitive area of the silicon sta-
tions, giving each particle a weight (NIEL factor) accord-
ing to its type and energy. The relative damage functions
for neutrons, protons, pions and electrons were taken from
the tabulations in [1]; the effect of other particle types
was neglected. Figure 1 shows the results of this calcula-
tion for the first and last station, respectively. The max-
imal fluence is seen closest to the beam; it ranges from
4.5 · 1013 neq/cm2 (station 1) to 1.8 · 1013 neq/cm2 (sta-
tion 8). In these inner parts, pions are the dominating
source in the first stations, while the relative neutron contri-
bution increases with distance from the target and reaches
that of pions for the last station. In all stations, the radial
profile of the neutron fluence is less steep than that of the
charged hadrons; consequently, they dominate the total ra-
diation at the periphery of the stations.
The leakage current is directly proportional to the non-
ionising fluence [2]: Ileak = αV Φ, with the damage con-
stant α = 4.73 · 10−4 eV/K at room temperature. Since
it is a strong function of the temperature [3], the STS will
be operated in a thermal enclosure. Here, we assume an
operating temperature of −10 ◦C, at which the leakage
current is reduced to 6.3% of its value at room temper-
ature. Under this assumption, we obtain a maximal cur-
Figure 1: Non-ionising fluence in the bending plane for sta-
tion 1 (left) and station 8 (right). The spikes are an artefact
of the calculation, resulting from overlapping sensors.
rent of 3.4μA/cm2 for station 1 and 1.4μA/cm2 for sta-
tion 8. Assuming further an operating voltage of 120 V,
corresponding to twice the full depletion voltage for non-
irradiated sensors, the maximal power dissipation on the
sensor is 4.1mW/cm2 for station 1 and 1.6mW/cm2 for
station 8.
The ionising dose was calculated by summing up the en-
ergy losses of the charged particles traversing the sensitive
area as delivered by the GEANT calculation. We obtain
maximal values of 23.7 kGy for station 1 and 7.2 kGy for
station 8, respectively (see Fig. 2). It should be noted that
these values need not coincide with the energy deposited
in the material, since secondary electrons might leave the
sensitive volume in particular when created close to the sur-
face. Thus, the values presented here can be regarded as
upper limits.
Figure 2: Total ionising dose for station 1
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Radiation damage modelling for the development of microstrip detectors for
the CBM Silicon Tracking System∗
S. Chatterji1, M. Singla2, A. Lymanets2,3, M. Merkin4, and J.M. Heuser1
1GSI, Darmstadt, Germany; 2University of Frankfurt, Germany; 3KINR, Kiev, Ukraine; 4Moscow State Univ., Russia
The Silicon Tracking System (STS) of the CBM exper-
iment requires radiation hard microstrip detectors standing
neutron fluence up to 1×1014 neqcm−2. We have imple-
mented a radiation damage model (Perugia trap model) [1]
into the SYNOPSYS TCAD simulation package and com-
pared the results for double sided silicon strip detectors
(DSSDs) with measurements of irradiated prototypes. This
validated the applicability of the simulation tool towards
optimizing the design and operating scenario of forthcom-
ing full-size prototype detectors.
Synopsys [2], a finite element semiconductor simulation
package, was used to determine the electrical behaviour of
these devices. The effective doping concentration (N eff ) is
parameterized using the Hamburg model while the minor-
ity carrier lifetime τ has been changed in our simulation
package using the definition of Kraner’s as follows:
1/ τ = 1/τ0 + β φeq
where τ0 is the minority carrier lifetime of the initial wafer,
φeq is the integrated fluence, and β is the trapping time.
The value of τ 0 have been set to 1 ms for electrons and
0.3 ms for holes as is expected for detector grade silicon.
Some of the CBM02 prototype DSSDs were irradiated at
KRI cyclotron facility in St. Petersburg, Russia. These de-
tectors were measured just after irradiation without any pe-
riods of annealing. The variation of leakage current and in-
terstrip resistance with neutron fluence has been measured.
The TCAD simulation is able to reproduce the measured
observations as can be seen from Figures 1 and 2. The full
depletion voltage (Vfd) indicates that the type inversion oc-
curs at around 11.2× 1012 neqcm−2. In order to investigate
the life time of DSSDs, it is imperative to extract the charge
collection efficiency as a function of fluence. For this one
has to understand strip isolation in particular on the ohmic
side. The strip isolation in turn can be understood by study-
ing interstrip resistance (Rint). It has been found that for
the fluences up to type inversion, Rint is very low below
full depletion and it increases steeply at full depletion and
continues to increase slightly thereafter. However for type-
inverted sensors, interstrip resistance is of the order of tens
of MΩ even below full depletion and saturates at around
100 MΩ after the operating voltage is reached. One can
observe that the operating voltage is much higher than V fd
especially in case of high fluences.
Figure 3 shows the variation of collected charge and
cross talk versus Vbias for the same fluences as used for
irradiation. The charge collection follows the same varia-
tion as the measured Rint does with Vbias. The crosstalk
∗Supported by EU-FP7 HadronPhysics2 and HICforFAIR
Figure 1: Comparision of measured vs. simulated leakage
current for irradiated DSSDs.
Figure 2: Comparision of measured vs. simulated interstrip
resistance for irradiated DSSDs.
initially increases till Vfd is reached since the charge shar-
ing between neighbouring strips increases. After Vfd is
reached, the cross talk decreases since the bias also im-
proves the drift velocity, which tends to reduce charge shar-
ing. The AC interstrip capacitance has also been measured
and simulated since it is the dominant contributor to the
capacitive noise. Its value has been found to be around
2.09 pF/cm on the ohmic side and 1.6 pF/cm on the junc-
tion side. Also we have noted that Cint does not change
appreciably with irradiation.
Figure 3: Expected charge collection efficiency and cross
talk for the irradiated DSSDs as a function of Vbias.
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Optimization of microstrip detectors for the CBM Silicon Tracking System ∗
J. M. Heuser1, S. Chatterji1, C. J. Schmidt1, V. Kleipa1, C. Simons1, W. Niebur1, J. Eschke1,
T. Balog1,2, L. Long3, H. G. Ortlepp3, O. Brodersen3, A. Lymanets4,5, I. Sorokin4,5, H. Malygina4,5,
M. Singla4, P. Ghosh4, Y. Bansal6, N. Joshi6, N. Sharma6, and N. Tiwari6
1GSI, Darmstadt, Germany; 2Comenius University, Bratislava, Slovakia; 3CiS Forschungsinstitut fu¨r Mikrosensorik
und Photovoltaik GmbH, Erfurt, Germany; 4Goethe University, Frankfurt, Germany; 5Kiev Institute for Nuclear
Research, Kiev, Ukraine; 6Mody Institute of Technology and Science, Lakshmangarh, India
A novel radiation tolerant structure that is expected to
improve the application of double-sided silicon microstrip
detector in harsh radiation environments as with the CBM
experiment has been developed by CiS [1]. A sample of
small prototype detectors produced at CiS has been ex-
posed to several neutron fluences and subsequently char-
acterized at GSI. The structure could be integraded in a
forthcoming full-size prototype detector for the CBM Sil-
icon Tracking System. Meanwhile the third prototype of
a full-size microstrip detector for the CBM Silicon Track-
ing Detector System is being designed in cooperation of
GSI and CiS. Based on the evaluation of the second proto-
type [2] several design optimizations are being applied and
processing variations explored.
Radiation tolerant prototype FSD-CBM04
A new radiation tolerant structure (“Shottky barrier”) has
been designed by CiS in a BMWI supported project and
produced on small double-sided microstrip detector pro-
totypes of 256 by 256 orthogonal strips of 50 µm pitch.
The Shottky barriers are expected to increase the charge
collection on the ohmic sides of double-sided strip detec-
tors after irradiation. GSI is research partner of CiS for
the evaluation of the detectors in in-beam experiments with
multi-channel front-end electronics. The detectors were
checked in the GSI detector laboratory for the quality of
their integrated AC coupling capacitors, the bulk currents
and bulk capacitances as a function of the bias voltage ap-
plied. With some of the detectors, comprising a suitable bi-
assing structure, the interstrip resistances and capacitances
were directly measured. Precision equipment like a semi-
automatic wafer probe station, source-measure units and
LCR meters have been utilized and custom-specific pro-
grams for their automated control and readout developed.
Out of the available 45 detectors a sub-set of 20 was se-
lected and grouped into 4 irradiation samples. They were
sent to Institute Jozef Stefan, Lubljana, Slowenia, and ex-
posed to 1 MeV equivalent neutron fluences of 1 × 10 12,
1 × 1013, 3 × 1013 and 1 × 1014 cm−2 within the EU-
FP7 Project AIDA. An additional sample without radiation
exposure is available for reference. The irradiated detec-
tors were kept at temperatures of around -20◦ C. During
∗Work supported by EU-FP7 HadronPhysics2, EU-FP7 AIDA,
Helmholtz International Center for FAIR and Bundesministerium fu¨r
Wirtschaft und Technologie INNO-KOM-Ost.
testing they were handled at room temperature. The tem-
peratures are logged to take into account annealing effects.
The detectors are finally installed into circuit boards and
complemented with front-end electronics. They will be
operated in a beam test with 2.4 GeV protons scheduled
for January 2012 at COSY, Research Center Ju¨lich, Ger-
many. A tracking telescope will be set up consisting of
three stations of silicon microstrip detectors read out with
self-triggering front-end electronics based on the n-XYTER
chip. Two stations were already operated there in 2010 [3].
The third station will comprise the FSD-CBM04 detectors
under test. The measurement programme aims at the de-
termination of the charge collection efficiency and charge
distribution onto neighbouring strips as a function of the
detectors’ neutron exposure and operating conditions.
Full-size prototype CBM05
In preparation of the next full-size prototype microstrip
detector CBM05 we have investigated the short circuits
in the AC coupling layer of the current full-size proto-
type CBM03 [2]. The thin oxide layer was identifed to
be shorted in certain areas. This may be due to the quite
complex structure of the detector. The processing steps
for 19 masks, including the two metal layers per side, may
have introduced stress there. A more sturdy layout includ-
ing a slightly increased thickness of some of the layers
has been proposed for the next prototype. Several tech-
nological tests are in preparation, reusing the masks of lay-
out CBM03 for the production of a single-sided prototype
CBM03’. After having evaluated this intermediate pro-
totype in the beginning of 2012 we will launch the pro-
duction of a batch of the next double-sided full-size pro-
totype CBM05. Like the previous prototype it comprises
2 × 1024 strips of 58 µm pitch arranged under a stereo
angle of±7.5◦ on an area of 62 mm by 62 mm. The detec-
tor is laid out for readout connections at its top and bottom
edge, involving double-metal interconnections of the cor-
ner strips so that sectors of daisy-chained detectors can be
built and arranged on the Silicon Tracker’s ladders.
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Performance of prototype Silicon Tracking Detectors for the CBM experiment∗
H. Shang1, I. Sorokin2,3, J. M. Heuser4, and T. Balog4,5
1Tsinghua University, Beijing, China; 2FIAS, Goethe University Frankfurt, Frankfurt a. M., Germany; 3KINR, Kiev,
Ukraine; 4GSI, Darmstadt, Germany; 5Comenius University, Bratislava, Slovakia
Four demonstrator boards (named 2b-4 N001 ... N004)
were produced by SE SRTIIE in Kharkiv, Ukraine. Each of
the boards integrated a double-sided CBM02-SPID detec-
tor with 256 strips on each side. The demonstrators were
intended to be used in the upcoming beamtimes as refer-
ence tracking detectors and were tested in the laboratory
therefore.
Figure 1: Demonstrator board 2b-4 N001, n-side view.
First, the detectors were checked for defects in the DC-
decoupling capacitors. Only one stip with a defect was
found amoung the four boards.
Then current-voltage characteristics were measured.
The full depletion kink, when observed, appeared around
80 V, as expected. The leackage current did not exceed
1 μA at 100 V (the operating voltage), which is normal.
One of the boards, the 2b-4 N003, was installed into a de-
tector station with n-XYTER-based [1] readout and tested
with a β-source (90Sr). After subtracting the slow shaper
DC offsets (i.e. pedestals), clusters of various sizes (1 to
5) were reconstructed and the total signal amplitude was
determined. The recent n-XYTER calibration [2] was ap-
plied. The measurement was repeated for a range of bias
voltages (Fig. 3).
The signal amplitude after full depletion is compatible
with the expected value of about 21.7 ke− (assuming 0.95
charge collection efficiency). The operating voltage of
100 V is proven to be a suitable value. The noise level
in the assembled system was below 150 e− in most of the
channels, which is way better than required.
∗Supported by EU FP7 HadronPhysics2, HICforFAIR, HGS-HIRe for
FAIR, and H-QM Helmholz Research School
The prepared detector system is going to be used as a
reference tracking station in the upcoming beam tests.
Figure 2: Current-voltage characteristic of 2b-4 N003.
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Figure 3: Signal amplitude vs. bias voltage on p- (top)
and n-side (bottom) of demonstrator 2b-4 N003. Points are
shifted by ±1 V from original positions (15, 25, ... 125) for
readability. Only the calibration uncertainty is shown.
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3D simulations of low-mass, low-noise analog readout cables for the CBM
Silicon Tracking System ∗
M. Singla1, S. Chatterji2, W.F.J. Mueller2, V. Kleipa2, and J.M. Heuser2
1Goethe University, Frankfurt; 2GSI, Darmstadt, Germany
In the CBM Silicon Tracking System kapton cables are
used to transfer signal from sensors to front end electronics
which is mounted outside the fiducial region. Simulations
of these kapton cables have been performed with Raphael,
a subpackage of Synopsys TCAD. The purpose of these
simulations is to optimize the cables so as to reduce the ca-
pacitive and resistive load from these cables on front end
electronics. For the validation of Raphael, kapton cables
from the D0 experiment have been simulated and compared
with ANSYS simulations reported in [1]. Table 1 shows an
agreement between those simulations. For the equivalent
noise charge (ENC) calculations [2], it is important to de-
termine the contribution of the cables since their lengths
could reach up to 50 cm for the inner modules of the CBM
tracking system. Keeping various factors in mind includ-
ing low radiation length, we explored several designs with
aluminum and copper traces. An optimum is with copper
traces having a cross-section of 16 µm× 8 µm. As marked
in Fig. 1, and also shown in Table 2, the ENC of the op-
timized design is about 25% better than the current proto-
type, while maintaining the same material budget.
Spacer Capacitance (pF/cm)
r Ansys Raphael Relative Difference
1 0.328 0.337 2.27%
2 0.449 0.440 2.21%
3 0.566 0.531 6.19%
Table 1: Total Capacitance of D0 cables simulated with
Ansys and Raphael.
Trace Trace Cap. Radiation ENC
Dimesion Material (pF/cm) length e−
μm x μm %X0
16x8 Copper 0.60 0.11 1442
46x14 Aluminum 0.95 0.11 1831
Table 2: Comparison of various parameters for the present
and the optimized designs.
A SPICE model has been implemented in TCAD pack-
age Sentaurus Device to study the transmission losses in
the cable. Figure 2 shows the input/output pulses at 81
MHz and 320 MHz. For higher frequencies, the signal am-
plitude decreases and the pulse broadens at the input of the
front end electronics which may lead to charge loss depend-
ing on the RC time constant of the shaper. Figure 3 (left
∗Supported by EU-FP7 HadronPhysics3 and HICforFAIR
Figure 1: Total ENC vs. trace width for the CBM kapton
cables having trace height of 14 µm and 8 µm.
Figure 2: Transmission losses in cable at the frequency of
81 MHz and 320 MHz.
panel) shows the schematics of the cable transmission line
connected to the silicon detector and (right panel) the trans-
mission losses versus frequency in the optimized design of
a copper cable. The signal amplitude losses in the expected
frequency range of CBM front end electronics (20 ns shap-
ing time, 25 MHz) would result in ≈ 85% transmission.
Figure 3: Schematics of cable transmission line and trans-
mission in the optimized cable design with Cu traces.
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Calibration of the n-XYTER front-end chip∗
T. Balog1,2 and A. Lymanets3,4
1GSI, Darmstadt, Germany; 2Comenius University, Bratislava, Slovakia; 3Goethe University, Frankfurt, Germany;
4Kiev Institute for Nuclear Research, Kiev, Ukraine
The self-triggering n-XYTER chip has been developed
for neutron physics experiments and is used also for early
prototyping of several CBM detectors [1].
For a detailed understanding of the performance of the
detectors, a calibration of the charge conversion is needed.
In the following we describe a calibration with external
pulsed signals as a general means of characterizing the be-
haviour of the front-end electronics.
Measurements
Charge injected into the front-end electronics can be re-
alized through a known voltage step over a known capaci-
tance. The input charge is then according to equation (1).
ΔQ = C ·ΔV (1)
As a pulse generator model Philips PM 5786 has been
used. This has allowed us to create input pulses with rise
time 10 ns and duration 1 µs, as expected from silicon mi-
crostrip detectors. In the electronics a short rise time is
needed to create a signal that can be easily measured by
the fast shaper of each channel, having a shaping time of
19 ns. The pulse length is needed for the measurement
of the proper signal amplitude in the slow shaper of each
channel, with a shaping time of approx. 200 ns.
The output voltage of the generator can be adjusted be-
tween 128 mV and 5 V. Attenuators habe been used to re-
duce the signal amplitude into the dynamic range of the
chip. Different combinations of 20dB and 10dB attenua-
tors allowed us to reduce the signal amplitude by factors of
105, 330 and 1090, respectively.
For the voltage-to-charge conversion a capacitance of
1 pF has been used. This value is not the effective one,
since one has to consider also parasitic capacitances. The
total capacitance has been determined with an LCR meter
as C = (2.3 ± 0.2) pF.
Figure 1: Energy calibration - ADC counts per 1 fC.
∗Work supported by EU-FP7 HadronPhysics2, Helmholtz Interna-
tional Center for FAIR and EU-FP7 MC-PAD.
Figure 2: Energy calibration - ADC counts vs. charge.
Figure 3: n-XYTER chip - threshold calibration.
We performed the calibration in September 2011 and in
December 2011 for different n-XYTER front-end boards.
There has not been any significant change for all measure-
ments. The ADC energy calibration is shown in Figs. 1 and
2, and the threshold calibration is shown in Fig. 3.
Results
For one minimum ionizing particle (charge equal to
3.8 fC) the average ADC value 145 has been observed.
Applied to the data from double-sided silicon microstrip
detectors of the beam test of December 2010 [2] this leads
to a charge collection efficiency of approximately 95%.
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Performance of the n-XYTER-chip with external triggering∗
J. Heuser1, V. Kyva2, H. Malygina2,3, V. Militsiya2, Y. Panasenko2, V. Pugatch2, and I. Sorokin2,3
1GSI, Darmstadt, Germany; 2KINR, Kyiv, Ukraine; 3Goethe University, Frankfurt, Germany
A double-sided prototype microstrip detector
CBM02-B2 and the n-XYTER-chip were used for the
study. The n-XYTER [1] is a front-end detector readout
ASIC that integrates 128 channels, each of them consists
of low noise preamplifier and two shapers: 19 ns fast
shaper and 139 ns slow shaper. The n-XYTER has two
operational modes: self-triggering mode and external
triggering mode.
MIPs simulation
We used a radioactive β-source 90Sr-90Y, which has a
continuous spectrum up to 2.2 MeV. After passing through
the thin Si-sensor the electrons were registered by a plastic
scintillator. Then the scintillator triggered the n-XYTER
processing of the signal from the Si-sensor. In the given
experimental setup we had a trigger time delay less than
50 ns, excluding the ROC (Read-Out-Controller) delay.
The scheme allowed us simulating the detection of min-
imum ionizing particles (MIPs) by selecting only high-
energy electrons with E >1 MeV. Since the peaking time
of the n-XYTER’s slow shaper is 139 ns, a 50 ns delay
(Fig. 1, filled histogram) is appropriate for the external trig-
ger. In this case a Landau-like spectrum is obtained from
the MIPs. However, when the delay time is increased to
133 ns, no distinct-shape spectrum can be seen (Fig. 1,
black histogram). Further increase up to 200 ns leads to
the noise spectrum (Fig. 1, dashed histogram).
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Figure 1: Energy spectrum of electrons with E >1 MeV
from one of the detector strips for different delays.
Even in the case of 50 ns delay the spectrum is not a pure
Landau-distribution. This is because each MIP deposits the
∗Supported by EU FP7 HadronPhysics2, HICforFAIR, HGS-HIRe for
FAIR, and H-QM Helmholz Research School
charge onto more than one strip. Thus, one needs to search
for the distributed charge among several adjacent strips —
a cluster. However, it is difficult to define clusters correctly.
This is due to the fact that in our test set-up every second
readout channel has higher noise than its neighbours chan-
nels. Such an unexpected noise behaviour concealed in the
design of the microcable [2], that connects the Si-sensor
with the n-XYTER. The cable has specific two-layer struc-
ture, which leads thereafter to the higher noise in the half
of the strips and complicates clusters finding. This was cor-
rected in a later design.
Amplitude vs delay
We investigated the dependence of the signal amplitude
on the trigger delay time. A pulser generated both a square
signal (near 200 mV) and a trigger signal (1.5 V) simulta-
neously. The square signal was then transferred through the
attenuator to one of the channels of the n-XYTER. For the
trigger signal we were able to change its delay time. For
each new value of this delay we measured the amplitude of
the measured resulting signal delivered by the n-XYTER
chip. To achieve zero trigger delay we used an additional
delay of square signal with effectively no trailing edge. As
it can be clearly seen from Fig. 2, 10 ns trigger delay does
not affect the resulting signal amplitude.
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Figure 2: The resulting signal amplitude vs trigger delay
(without the delay inside the read-out controller). The dis-
played errors are statistical errors.
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Rice formula applicability for noise rate estimation in the CBM and other
experiments with self-triggered electronics: comparing the calculation to a
measurement on example of the n-XYTER chip∗
I. Sorokin1,2, W. F. J. Mu¨ller3, and C. J. Schmidt3
1Goethe University Frankfurt, Frankfurt, Germany; 2KINR, Kiev, Ukraine; 3GSI, Darmstadt, Germany
Self-trggered electronics is a natural solution for high-
rate experiments with Poisson-like distributed events. One
of the problems which arise when using self-triggered elec-
tronics is fake hits due to noise.
Self-triggered vs. triggered.
In a self-triggered system a noise hit is generated as soon
as the instanteneous noise amplitude exceeds the threshold.
This is in contrast to the conventional triggered systems,
where a noise hit is generated only when a noise fluctuation
conincides in time with the trigger. A triggered system is
therefore inherently protected against fake hits.
Noise rate in a self-triggered system
When designing a self-triggered system the expected
noise rate has to be estimated and taken into account. Un-
derestimating the noise rate may result in overloading the
data acquisition system and excessive background, whereas
overestimating it may lower the efficiency.
Assuming a Gaussian noise with dispersion σ, the noise
rate can be estimated with the Rice formula: [1]
ft =
f0
2
exp(− νt
2
2σ2
) (1)
where νt is the threshold; ft is the threshold crossing rate,
which the noise rate equals to provided the dead time is
small; f0 is the zero crossing rate, which depends on the
system bandwidth. For a simple CR-(RC)3 shaper with rise
time τ , the zero crossing rate is given by: [1]
f0 =
1
πτ
(2)
Applicability to n-XYTER
The Rice formula applicability to real systems was tested
on example of the n-XYTER chip [2]. A large and stable
in time noise was induced on a single n-XYTER channel
by loading the input with 10 pF capacitance in series with
15.4 kOhm resistance. The noise rate was measured as a
function of the vth threshold register. In order to compare
the measurement to the Rice formula, the induced noise
needed to be known in units of vth, and it was measured in
∗Supported by EU FP7 HadronPhysics2, HICforFAIR, HGS-HIRe for
FAIR, and H-QM Helmholz Research School
the following way: the n-XYTER internal test pulse gen-
erator was enabled and the pulse detection efficiency was
measured as a function of vth; the dependence was fitted
with an error function, and the sigma paramter of the er-
ror function was taken as noise. Also the thresold offset
(i.e. physical threshold in vth units at vth=0) had to be
determined. For this the latter procedure was repeated with
various pulse ampliutdes A, but now we extracted the mean
parameter of the error function, which is the pulse ampli-
tude Avth in vth units. The theshold offset was evaluated
by extrapolating the Avth(A) to A = 0. For a rough esti-
mate of the f0 parameter the formula (2) was applied (even
though n-XYTER fast shaper is in fact CR-RC type; rise
time τfast = 19 ns): f0 = 16.8 MHz.
Taking into account the simplicity of the model and the
fact that no model parameters were fit to the measurement,
the observed agreement over 6 orders of magnitude in rate
is considered to be surprisingly good. We conclude the
Rice formula can be used for noise rate estimates in design-
ing self-triggered readout systems for future experiments.
Figure 1: Comparison of the Rice formula calculation to
the measurement.
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Development of a 512-channel front-end board with 4 n-XYTER2 chips ∗
O. Torheim1, V. Kleipa1, C.J. Schmidt1, and J. Heuser1
1GSI, Darmstadt, Germany
Towards obtaining a sufficiently compact layout for the
front end boards (FEB) of the CBM Silicon Tracking Sys-
tem, a prototype FEB with 512 input channels equipped
with 4 n-XYTER2 readout chips has been developed.
Design constraints
The goal of the FEB development effort is to arrive with
a design suitable for placing 1024 readout channels, con-
tained in 8 forthcoming CBM-STS readout chips, on a
board of about 6 cm width and a similar, minimum height,
respecting reasonable constraints on manufacturing (cable
and chip bonding), power consumption and data transmis-
sion. Compared to existing n-XYTER chips, the CBM-
STS chips will be an improvement in terms of reduced
power consumption and more compact bonding area. With
the CBM-STS chip still to be designed, the current work
with compacting the FEBs is based on the last n-XYTER
chip, the n-XYTER2, and with conventional PCB design
constraints (0.1 mm minimum pitch and micro vias of
0.1 mm diameter).
Cable attachment
The planned FEB interfaces the STS with a microcable
of 120 µ pitch. To arrive with bonding at a much more
relaxed pitch, a contact scheme has been developed where
the cable attaches the PCB in a slanted manner. As a first
step of proofing the principle, the cable bonding is to be
separately tested. The test board comprises 128 signal lines
that in the receiving end interfaces the microcable and in
the transmitting end uses conventional connectors of small
foot print to interface to already existing n-XYTER FEBs
to enable the signal integrity test. The microcable connects
to a CBM02 prototype microstrip detector.
Routing from cable landing pads to the chip
On the FEB, the n-XYTER chips are mounted into a hole
to profit from wire bonding towards two PCB layers, thus
realizing a dense layout. We adopt to this scheme also on
the test board by routing the first cable layer directly to the
first wire row at the PCB top layer, while the second layer
of the cable is taken down to the second PCB layer using
microvias, and then routed to the second row of landing
pads. This is illustrated in Fig. 1.
Our PCB layout software allows routing through script-
ing. With footprint arrangement and routing performed
through C++ generated scripts, one has full freedom to
experiment with compactifying the layout and optimizing
width and spacing to preferred design rules.
∗Supported by EU FP7 HadronPhysics2
Figure 1: Routing from cable landing pads to chip pads.
Floorplan results
The new n-XYTER2 based FEBs interface the data ac-
quisition system through two VHDCI connectors. The
height of two stacked VHDCI connectors was assumed as
a board height constraint for the new 4-chip board. Using
this constraint, the layout was fullfilled with excellent mar-
gins. See Fig. 2.
Figure 2: Board layout.
The analog power supply splits into separate domains
for the ADC and each of the n-XYTER chips, minimizing
noise and crosstalk, while a common power supply is used
for digital signals. The digital power enters the chip with
separate fingers which at the same time separates the ana-
log plane shapes from each others. Hence, only two layers
are used for power and ground distribution.
An Atmel AVR microcontroller controls and configures
the four n-XYTER2 chips and other auxiliar units through
I2C and SPI interfaces. For the conversion of the sampled
data the four N-XYTER chips share one common ADC.
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Comparision of SPADIC and n-XYTER self-triggered front-end chips∗
T. Balog1,2, W. F. J. Mueller1, and C. J. Schmidt1
1GSI, Darmstadt, Germany; 2Comenius University, Bratislava, Slovakia
For detectors of the CBM experiment, high-rate, low-
power and low-noise readout ASICs are needed. Since the
Poisson distributed collisions between the nuclei are not
correlated to a global trigger signal, the readout ASICs for
both detectors as well as the data acquisition system itself
must be self-triggered.
The n-XYTER chip was developed for neutron exper-
iments and nowadays it is also used for early prototyp-
ing of the CBM detectors [1]. The performance of such
a self-triggered front-end electronics has been studied last
year [2]. The SPADIC chip [3] has been designed for the
readout of the CBM transition radiation detectors.
n-XYTER and SPADIC chips
Their main difference is in the data storing and order-
ing mechanism. The n-XYTER chip applies a Token Ring
while the SPADIC chip uses an ordering FIFO to aggregate
data from all channels into a single output. The Token Ring
loops over all channels and if there is any data in a chan-
nel FIFO the it reads it in and continues in the next period
from next channel. Data do not come out time ordered and
time re-sorting is needed at a later stage. This disadvantage
is supposed to be eliminated by an ordering FIFO in the
SPADIC chip. When a channel carries a signal it is (if pos-
sible) stored in the channel FIFO and at the same moment
there is an input information sent to the ordering FIFO. The
FIFO is checked at each time period and the channels are
read-out according to the information from this particular
FIFO. Such a reading can lead to unexpected higher losses
in the SPADIC chip and its performance has to be simu-
lated therefore.
Simulation
The study has been done in the SystemC description
language which is built on the C++ standard. Both the
n-XYTER and the SPADIC chips were simulated with the
same amount of channels and the same channel FIFO depth
(in this case 7), with the same clock. The proper size of the
ordering FIFO and the comparision of the performance of
both chips under the same conditions has been studied. Re-
sults are shown in Figs. 1 and 2.
Results
For a proper performance of SPADIC chip even at low
data input frequencies the size of ordering FIFO has to be
at least 80% of all cells in all channel FIFOs.
∗Work supported by EU-FP7 HadronPhysics2 and EU-FP7 MC-PAD.
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Figure 1: Comparision of SPADIC and n-XYTER data loss
for a data input to output frequency ratio of 1.032 (to obtain
data loss). The n-XYTER losses are taken as reference.
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Figure 2: Comparision of SPADIC and n-XYTER data
loss at different input frequencies. The SPADIC’s Order-
ing FIFO is 80% size.
The ordering FIFO and Token Ring reading mechanisms
do not show any significant change in performance at dif-
ferent frequencies. The key advantage of the ordering FIFO
approach is that data is send time ordered by the front-end
chip, which eliminates the need for resorting in later DAQ
stages.
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Database development for the CBM Silicon Tracking System ∗
R. Nath1, S. Chatterji2, and J.M. Heuser2
1Mody Institute of Technology and Sciences, Lakshmangarh,India; 2GSI,Darmstadt,Germany
The purpose of the project is to develop a client-server
application for storing quality assurance data from the pro-
duction of silicon microstrip detectors for the CBM Silicon
Tracking System. For the Client side, php has been used
and for the server side MySQL has been deployed to de-
sign the database. To create the user interface, some forms
have been designed in php and a connection of the forms
has been established to the databse. In this way, the users
just have to choose from a given list of options and their
choice sends a request to the server which in turn searches
the database for the most appropriate result to be sent back
to the user through the client. This application is also au-
thenticated and the user has to login or register to get ac-
cess. Figure 1 shows the welcome page and the registration
form. MySQL server has been used to create the database.
Figure 1: Welcome/Login page of the CBM STS Database.
It is a relational database management system (RDBMS)
that runs as a server providing multi-user access to a num-
ber of databases. All the data is stored in tables and there
are different tables for different types of data. Figure 2
shows such a table written in MySQL.
One can notice there are tables for many parameters like
Current-Voltage (I-V), Capacitance-Voltage (C-V), Full
Depletion, User details and so on. In the bottom of this
figure, one can see how the details of the User are entered
in MySQL. On the client side php has been used for de-
signing the user interface. The interface is then connected
to the MySQL database. Hence, the users can not see the
database directly. They have to request data from the client
side, which in this case is the interface designed using php.
Figure 3 shows how the measured I-V and C-V data can
be stored by the user on the client side. One can also ex-
tract the stored data from the database and can put some
∗Supported by EU-FP7 HadronPhysics2 and GSI Summer Students
Programme
Figure 2: A sample MySQL table on the server.
search criterion. For example, Figure 4 shows how a user
can search for stored I-V measured data for measurements
done at temperature exceeding 100 C. The output displays
the details of the sensors measured above 100 C along with
other details like full depletion voltage, humidity, date of
measurement, fluence and file path where data is stored.
For collaborative access to the database, a user friendly web
interface has been created.
Figure 3: I-V and C-V forms for storing the data of leakage
current and backplane capacitance.
Figure 4: A sample search option in the STS database.
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Common CBM beam test of the RICH, TRD and TOF subsystems at the
CERN PS T9 beam line ∗
C. Bergmann1, A. Andronic1, D. Emschermann1, D. Vernekohl1, J. P. Wessels1, C. Pauly2, M. Petris¸3,
M. Petrovici3, J. Adamczewski-Musch4, S. Linev4, W. F. J. Mu¨ller4, A. Arend5, and M. Hartig5
1Institut fu¨r Kernphysik, Mu¨nster, Germany; 2Bergische Universita¨t Wuppertal, Germany; 3NIPNE, Bucharest,
Romania; 4GSI, Darmstadt, Germany; 5Institut fu¨r Kernphysik, Frankfurt/M, Germany
A common beam test of the CBM Ring Imaging
CHerenkov (RICH), Time Of Flight (TOF) and various
Transition Radiation Detector (TRD) prototypes was per-
formed at the CERN Proton Synchrotron (PS) accelerator
in October 2011. The measurements were carried out at
the T9 beam line in a mixed beam of electrons and pi-
ons with momenta from 2 to 10 GeV/c. In addition to
the above mentioned subsystems, the setup consisted of: a
fiber-hodoscope, beam trigger scintillators, two Cherenkov
detectors and a Pb-glass calorimeter for e/π identification
(shown in Fig. 2). Upstream, at the beginning of the setup
the fiber-hodoscope was mounted, followed by a large vol-
ume RICH prototype [1], 12 TRD prototypes from the four
laboratories in Bucharest, Mu¨nster [2], Dubna and Frank-
furt [3] and finally the TOF detector, see Figure 1.
Figure 1: Setup of the PS/T9 beam line for CBM in 2011.
The RICH was based on a mirror focusing setup with
CO2 gas as radiator and 16 Hamamatsu MAPMTs, ar-
ranged in a 4×4 array. The readout of the RICH sub-
system was based on the triggerless nXYTER [4] front-
end. For the TRD, various MWPC geometries with and
without a small drift section and with various wire/pad
geometries were under test. Complementary approaches
for the signal processing were investigated: The TRDs
from Mu¨nster and Frankfurt were readout with the custom
Self-triggered Pulse Amplification and Digitization asIC
(SPADIC) [5], a sampling ADC, while the detectors from
Bucharest and Dubna used the Fast Analog Signal Proces-
sor (FASP) ASIC or the MADC32, a VME-based peak
∗Work supported by BMBF and the HadronPhysics2 project financed
by EU-FP7.
Figure 2: Pb-glass vs. Cherenkov 1 (left) and Pb-glass vs.
Cherenkov 2 (right) at 4 GeV/c particle momentum.
sensing ADC. Part of the TRD test program were sys-
tematic high voltage scans, operation with different gas
mixtures Ar(80%)+CO2(20%) and Xe(80%)+CO2(20%),
variation of the incident beam angle and beam momen-
tum, and tests of different radiator prototypes. Two
RPC TOF prototypes from Bucharest were tested using a
C2F4H2(90%)+SF6(5%)+C4H10(5%) gas mixture.
A hybrid data acquisition based on the DABC/MBS sys-
tem was prepared, to read the beam monitoring detectors
and all triggered and self-triggered prototypes in a com-
mon system. The Go4 framework [6] was configured to
provide a detailed online monitoring, including informa-
tion from part of the slow control system [7], which helped
to fine-tune and monitor the detectors during data taking.
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In-beam test of a real-size CBM-RICH prototype at CERN PS ∗
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A CBM-RICH prototype, real size in beam-direction,
has been constructed and was tested in a common beam
time together with other CBM groups using a mixed elec-
tron and pion beam at CERN PS T9 in October 2011 [1].
Cherenkov rings from electrons, pions, and muons could
be seen and valuable data for the evaluation of the gas-,
mirror-, and photo-detector-system could be collected. The
prototype design and first beamtime results will be pre-
sented.
As intended for the final CBM-RICH detector, the proto-
type consists of a gaseous CO2 radiator volume, VUV mir-
rors, and a photo-detector built from Hamamatsu H8500
multianode photomultiplier tubes (MAPMTs). Figure 1
shows a sketch of the detector box. The radiator length
is 1.7 m. A computer-controlled gas system keeps the vol-
ume of 3.5 m3 CO2 clean and dry. During the beamtime
O2 and H2O could be kept at 50 ppm and 200 ppm respec-
tively. The detector was operated at 2 mbar over normal
pressure resulting in a pion threshold of 4.65 GeV/c. The
four spherical mirrors consist of an Al+MgF2 coating on
a 6 mm thick glass substrate. They have a size 40 x 40
cm2 each and radii of 3 m. Every mirror is mounted on
three actuators which can be adjusted for alignment. All to-
gether they are fixed on a remote-controlled rotatable frame
allowing the ring image to be moved to different parts of
the photo-detector. The photo-detector itself consists of 16
H8500 MAPMTs of different type with 1024 channels cov-
ering 20 x 20 cm2 (Fig. 2). The size of the MAPMTs
is such that one Cherenkov ring fits on four MAPMTs.
Four MAPMTs are covered by a wavelength shifting film
(WLS) which absorbs deep UV photons and shifts them to
longer wavelengths where the transparency of the MAPMT
window and the quantum efficiency of the photocathode is
higher. The photo-detector is read out via attenuator boards
by eight nXYTER [2] Frontend Boards (FEBs). Online
monitoring and online ring fitting is done using the GSI
Objected Oriented Online Offline system (Go4) [3].
During two weeks of beamtime, parameters like parti-
cle momentum, position of the ring on the photo-detector,
position of the Cherenkov cone on the mirrors, gas param-
eters, and settings of thresholds and HV have been varied.
From these measurements important quantities regarding
the detector performance can be deduced.
Figure 3 displays ring images from electrons, muons, and
∗ supported in part by GSI project WKAMPE1012, BMBF grant
06WU9195I, and by the LOEWE center HIC for FAIR
Figure 1: Sketch of the CBM-RICH prototype box with
mirrors on rotable frame. The photo-detector is mounted
on the upper right. The hatched area visualizes the
Cherenkov cone and its reflection onto the photo-detector.
The gas-system is assembled in a separate rack.
Figure 2: CBM-RICH prototype from the front. The
quadratic beam entrance window and the photo-detector
housing are marked with arrows (left). Photo-detector with
16 MAPMTs (right). The numbers refer to five different
types of MAPMTs: 1. H8500-03 D no WLS, 2. H8500-03
C no WLS, 3. H8500-03 C 1/2 WLS, 4. H8500-03 D with
WLS, 5. H10966, 8 stage, SBA. The WLS film can be rec-
ognized by its frosted surface which is seen like this only
in the photograph.
pions accumulated over many runs as well as a typical sin-
gle event. The rings are very clear due to a very low noise
rate of the order of 10 kHz for the whole photo-detector, i.e.
10 Hz per channel. In order to quantify the ring size, a ring
and ellipse finding alorithm based on a Hough Transform
and a ring and ellipse fitting algorithm are applied [5].
In a RICH detector the number of registered photons per
Cherenkov ring (hit multiplicity) is important for the effi-
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Figure 3: Single event display of a Cherenkov ring from
one electron and accumulated rings from several thousand
electrons, muons, and pions at 6 GeV/c (from top left to
bottom right).
ciency of ring finding and the quality of ring fitting. By
simply counting the hits per ring one gets hit multiplic-
ities between 19 and 22 photoelectrons per electron ring
depending on the quantum efficiency of the MAPMTs (see
Fig. 4, pos.F and pos.D). This is compatible with the ex-
pected number of 21 photoelectrons from GEANT simu-
lation [6]. Additional hits in neighbouring pixel due to
crosstalk have to be substracted from the measured num-
bers. According to an analysis of all 16 MAPMTs with
a different data set, ≈ 12 % of the hits are caused by
crosstalk. Hence, the crosstalk corrected hit multiplicities
vary between 16.7 and 19.4.
The WLS coated MAPMTs show enhanced hit multi-
plicities (Fig. 4, pos.H) when compared to the reference
MAPMTs (pos.F). Other MAPMTs with same characteris-
tics as the reference, however, also show a higher hit mul-
tiplicity (pos.D). In order to quantify the effect of the WLS
film the efficiency of every MAPMT will be measured and
considered in the analysis.
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Figure 4: Hit multiplicity for different positions of the ring
on the photo-detector (cf. Fig. 2).
The momentum of electrons and pions has been varied
between 2 and 10 GeV/c in steps of 1 GeV/c. Figure 5
shows the simulated and measured ring radius for electrons
and pions as function of particle momentum. One can see a
very good agreement between simulation and data. Below
pion threshold only electron rings can be seen. As elec-
trons are ultrarelativistic over the whole momentum range
the electron ring radius is constant with a value of ≈ 45.5
mm. Small variations are caused by fluctuations of the re-
fractive index of the radiator due to temperature and pres-
sure variation during the measurement. The data for dif-
ferent momenta was collected over a period of several days
and nights. Projecting on the radius one can see that for
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Figure 5: Ring radius for electrons and pions as function of
momentum in simulation (left) [4] and data (right). In the
data also some muons are visible.
particles with momenta of 8 GeV/c the separation of elec-
trons and pions is > 7 σπ (Fig. 6).
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Figure 6: Fitted ring radius for electrons and pions at 8
GeV/c.
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Single sided TRD prototype ∗
M. Petris¸1, M. Taˆrzila˘1, M. Petrovici1, V. Simion1, D. Bartos¸1, I. Berceanu1, G. Caragheorgheopol1,
V. Ca˘ta˘nescu1, F. Constantin1, L. Ra˘dulescu1, C. Bergmann2, D. Emschermann2, S. Linev3,
W. F. J. Mu¨ller3, and J. P. Wessels2
1NIPNE, Bucharest, Romania; 2University of Mu¨nster, Germany; 3GSI, Darmstadt, Germany
Although unbeatable in terms of e/π discrimination in
high counting rate environment, the size of a double sided
TRD is limitted by the topology of the signal extraction.
In order to overcome this problem we propose a standard
TRD architecture of 2x4 mm amplification region coupled
with a 4 mm drift zone with a gas thickness identical with
4x3 mm double sided prototype [1]. The drift zone size
was chosen such to minimize the drift time (< 250 nsec for
80%Xe+20%CO2 gas mixture, 2000 V anode voltage and
500 V drift voltage [2]), while keeping the TR conversion
efficiency as large as possible. Details on this architecture
are presented in Fig.1. The detector is closed on one side
by the drift electrode made from an aluminized kapton foil
of 25 μm thickness streched on a 8 mm Rohacell plate and
on the other side by the readout electrode made from a 300
μm thickness PCB. The anode wire plane made from Au
plated W wires of 20 μm diameter (3 mm pitch) is situ-
ated in the middle of the amplification region. The cathode
Figure 1: Sketch of the chamber configuration
wire plane made from 75 μm diameter Cu/Be alloy (1.5
mm pitch) separates the amplification region from the drift
zone. Rectangular pads (10 x 80 mm2) split on diagonal de-
fine a triangular shape for readout cell, each triangle being
readout separetely. The pad signals were processed using
8 channel FASP front-end electronics [3].
The detector was flushed with an 80%Ar+20%CO2 gas
mixture and tested with the 5.9 keV X-ray 55Fe source
measuring both anode and pad signals. The obtained en-
ergy resolutions were of 8% for the anode signal and 9.7 %
for the pad signals.
The in-beam tests were performed at PS accelerator of
CERN [4]. It was operated with a 80%Xe+20%CO2 gas
mixture, 1900 V anode voltage, 400 V drift voltage and a
regular radiator of 20/500/120 (20 μm foil thickness, 500
μm gap, 120 foils).
From the correlation of the signals from a Cherenkov de-
∗Work supported by EU-FP7/HP2-WP18 Grant No 227431 and Roma-
nian NASR/CAPACITATI-Modul III contract nr. 42 and NASR/NUCLEU
Project
tector and a lead-glass calorimeter, the pulse height distri-
butions for electrons and pions at 2 GeV/c momentum were
obtained (Fig. 2). Using the pulse height distributions as
Figure 2: Pulse height distributions for pions (blue line)
and electrons (red line)
input in a Monte Carlo simulation an electron misidentifi-
cation probability of 1.1% is reached for a 6 layer configu-
ration, as can be seen in Fig.3. .
Figure 3: Misidentification probability as a function of
number of layers
The position reconstruction and position resolution de-
termination in both coordinates that defines the plane of
the readout electrode were obtained following the proce-
dure described in [1]. Position resolutions of about 320 μm
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Figure 4: Distribution of the difference between the recon-
structed position of the SSTRD and DSTRD-V1 [1]: left-
side, x coordinate, right-side, y coordinate
across the pads (Fig. 4, left-side) and of 6.3 mm along the
pads (Fig. 4, right-side) were obtained.
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Test of Mu¨nster CBM TRD prototypes at the CERN PS/T9 beam line ∗
C. Bergmann 1, A. Andronic 1, D. Emschermann 1, and J. P. Wessels 1
1Institut fu¨r Kernphysik, Mu¨nster, Germany
The Mu¨nster CBM TRD prototypes are derived from the
design of the ALICE TRD modules. An amplification re-
gion of 3+3 mm or 4+4 mm is combined with a short drift
section to obtain an active gas volume thickness of 12 mm,
referred to as MS336 and MS444 respectively. Signals
are induced on rectangular pads of 5 mm or 8 mm width,
respectively, to allow for charge collection on 3 adjacent
pads. This design is scalable to 1m2-size, required for the
final CBM TRD modules.
Figure 1: Mu¨nster TRD protoypes in the CBM beam test.
Various radiator types were investigated on the four
Mu¨nster prototypes (Fig. 1) during the common CBM
beam test [1] in October 2011. The read-out was performed
with the SPADIC/Susibo front-end [2]. The setup was en-
tirely EPICS controlled, allowing for online monitoring of
the HV settings and inclusion of these values in the DAQ
stream, as described in [3]. First results of the ongoing
analysis are shown in Figures 2 and 3.
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Figure 2: Integrated ADC spectra for electrons (red) and
pions (black) on one of the MS336 prototypes operated
with Xe/CO2 (80:20) gas in combination with 30 cm
polyethylene-foam radiator (H) at p=3 GeV/c.
∗Work supported by BMBF and the HadronPhysics2 project financed
by EU-FP7.
One important aspect of radiator choice is to match of the
TR-emission spectrum with respect to the absorption spec-
trum of the detector. For a detailed investigation, we have
built different radiator types: regular foil (B, C, D, E, F)
and irregular foam (H and H++), fiber (G) and sandwiches
(A, I(p) and I(u)). Ideally, a radiator should yield an opti-
mal TR-performance while keeping the material budget as
low as possible. While this consideration favors regular foil
radiators, they usually require a significant external support
frame to keep the foils streched and in position.
First results (Fig. 3) using self-supporting, irregular
foam materials are promising (H and H++). Owing to space
constraints during the test beam, foam radiators could only
be tested on the upstream TRD prototype. Results from
this detector are labelled MS336/10 in Fig. 3. They rep-
resent only upper limits, because of intermittent problems
with the readout.
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Figure 3: Extrapolated pion efficiency for a TRD consist-
ing of 10 layers for different radiator types studied on the 4
different TRD prototypes. The dashed line indicates the de-
sign goal of 1% pion efficiency, at 90% electron efficiency,
achieved by radiators below this line.
Further tests with foam radiators are planned for 2012.
In addition, a self-supporting, micro-structured foil radia-
tor with negligible frame material is currently under devel-
opment.
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Test of the Frankfurt CBM TRD prototypes at the CERN-PS∗
A. Arend, H. Appelsha¨user, T. Bel, P. Dillenseger, and M. Hartig
Institut fu¨r Kernphysik, Goethe-University, Frankfurt am Main, Germany
The Transition Radiation Detector (TRD) for the Com-
pressed Baryonic Matter (CBM) experiment aims to pro-
vide charged particle tracking and e/π separation in an en-
vironment of unprecedented high particle ﬂux. To achieve
the physics goal of CBM, a hadron misidentiﬁcation prob-
ability of less than 1% (e.g. “pion efﬁciency”) is required
at 90% detection efﬁciency for electrons. Based on sim-
ulations [1] and results of previous test beams [2], thin
MultiWire Proportional Chambers (MWPC) without addi-
tional drift region are considered to fulﬁll this requirement.
Symmetric MWPCs with equal distances between entrance
window, anode wires and read out plane resulting in a to-
tal thickness of 8 mm, 10 mm and 12 mm have been built.
The anode wires have a diameter of 20 μm and a pitch of
2.5 mm. Three different types of TR-radiators have been
attached to these MWPCs: a ﬁber radiator as used in the
ALICE TRD, a polypropylene foam radiator, and regular
radiators made of 20 μ m thick polypropylene foils. The
foil radiators have been constructed in modules of 50 foils
each with a spacing of 0.5 mm. The different conﬁgura-
tions attached to one MWPC consisted of altogether 150,
200, and 350 layers of foil. The SPADIC chip [3] has been
used for data read out. The prototypes have been tested
during the common test beam time at the CERN-PS in Oc-
tober 2011 together with other CBM subsystems including
the TRD prototypes from Mu¨nster, Bucharest and Dubna
[4]. In the experimental area T9 a mixed e/π-beam with
momenta of 2 to 10 GeV/c has been provided. The com-
bined signals of two Cherenkov detectors and a lead glass
calorimeter have been used as reference for particle identi-
ﬁcation.
Figure 1 shows the distribution of the integrated ADC
signal for electrons and pions with a momentum of
3 GeV/c measured with the 8 mm thick MWPC using the
foil radiator with 350 layers and a Xe/CO2 (80:20) gas mix-
ture. Based on these distributions, electron and pion efﬁ-
ciencies can be calculated using a likelihood method and
extrapolated to multiple detector stations using a simple
Monte Carlo. The remaining pion efﬁciencies are shown
in Fig. 2 for the different radiator types for a required 90%
electron efﬁciency. According to this preliminary result
one can assume that a regular foil radiator as well as a
foam radiator can fulﬁll and even signiﬁcantly exceed the
requirements in e/π separation for a detector setup with
nine stations.
The present preliminary analysis of the test beam data
will be further improved and extended. Based on the avail-
able results the developments in the Frankfurt CBM TRD
group will be focused on the construction of regular foil ra-
diators combined with the existing thin read out chamber
∗Supported by BMBF and GSI-F&E
geometry. These improvements will lead to a large scale
prototype which will be tested in the upcoming beam times.
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Figure 1: Integrated signal of electrons (red) and pions
(black) for the 8 mm thick MWPC using the foil stack ra-
diator with 350 layers.
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Figure 2: Extrapolated remaining pion efﬁciency at a beam
momentum of 3 GeV/c for multiple layers of the 8 mm
thick MWPC when applying 90% electron efﬁciency for
the used radiators.
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Development of an EPICS controlled, Mpod based, mixed HV and LV system
for the Mu¨nster CBM TRD prototypes ∗
D. Emschermann 1, J. Adamczewski-Musch 2, and B. W. Kolb 2
1Institut fu¨r Kernphysik, Mu¨nster, Germany; 2GSI, Darmstadt, Germany
Figure 1: The four Mu¨nster CBM TRD prototypes 2011,
equipped with eight SPADIC / Susibo front-end units.
A common CBM RICH / TRD / TOF beam test was per-
formed at the CERN PS T9 beam line in October 2011 [1].
The low and high voltages of the Mu¨nster TRD prototypes
[2] as well as the HV for the beam monitoring detectors and
the high voltage of the RICH camera system [3] were man-
aged by a slow control system based on the Experimental
Physics and Industrial Control System (EPICS) [4]. The
power for the Mu¨nster TRDs (Figure 1) was provided by
a Mpod mini crate [5] equipped with the following list of
modules [6]:
module channels function
EHQ 8630n 8 ch beam monitor HV
EDS 20 025p 4 ch TRD anode HV
EDS 20 025n 4 ch TRD drift HV
MPV 8008LD 8 ch TRD low voltage
The 8 SPADIC / Susibo front-end units on the TRDs
were supplied by the MPV LV module. Only 8 HV chan-
nels of two polarities were required for the four TRDs. The
communication between the controller in the Mpod crate
and the EPICS IOC was handled through SNMP.
We made use of the EPICS data input to the Data Acqui-
sition Backbone Core (DABC), as described in [7]. Using
the Easy Channel Access (EZCA) extention [8], a set of
slow control variables were transmitted to the DABC sys-
tem every 5 seconds. As part of the DAQ stream, it was
possible to visualise those EPICS variables in the attached
Go4 [9] online monitoring analysis, which was helpful for
the fine-tuning of the TRD detector settings during data
taking.
∗Work supported by BMBF and the HadronPhysics2 project financed
by EU-FP7.
Figure 2: The TRD services infrastructure with the Mpod
mini crate visible in the middle left part of the picture.
For 2012 we plan to test the behaviour of a large MPod
crate, offering 10 slots, each equipped with a 32 channel
EDS HV Module. Such a system with 320 HV channels
per crate could be used as high voltage power source for
the final CBM TRD. It remains to be tested under which
conditions the crate controller can handle the data traffic
generated by the EPICS IOC. The CBM TRD, consisting
of some 700 modules, would require 1400 HV channels,
which could be provided by 5 of the above crates.
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e/π identification and position resolution of double sided TRDs ∗
M. Petris¸1, M. Taˆrzila˘1, M. Petrovici1, V. Simion1, D. Bartos¸1, I. Berceanu1, G. Caragheorgheopol1,
V. Ca˘ta˘nescu1, F. Constantin1, C. Bergmann2, D. Emschermann2, S. Linev3, W. F. J. Mu¨ller3, and
J. P. Wessels2
1NIPNE, Bucharest, Romania; 2University of Mu¨nster, Germany; 3GSI, Darmstadt, Germany
Details on the architecture, energy resolution for 55Fe
X-ray source and preliminary results of in-beam tests of
double sided TRD prototype with triangular read-out pads
using FASP front-end electronics were already reported
[1, 2]. Therefore, the present contribution is focused on the
e/π identification and position resolution of the two ver-
sions with 3 mm (DSTRD-V1) and 4 mm (DSTRD-V2)
anode-cathode distance, respectively. The in-beam tests
were performed using a mixture of electrons and pions of
1-5 GeV/c momentum at T10 beam line of PS accelerator
at CERN [3]. The electrons and pions were selected using
the information from a Cherenkov and Pb glass calorime-
ter positioned in front and in the end of the beam line. The
detectors were flushed with a 80%Xe+20%CO2 gas mix-
ture. The pulse height distributions of electrons and pions
Figure 1: Pulse height distributions for pions (blue
line) and electrons (red line):DSTRD-V1 (left-side) and
DSTRD-V2 (right-side)
at 2 GeV/c are presented in Fig.1:left-side for DSTRD-V1
and right-side for DSTRD-V2.
DSTRD-V1 was operated at 1700 V with a regular ra-
diator of 20/250/220 (20 μm foil thickness, 250 μm gap,
220 foils) while DSTRD-V2 was operated at 2000 V with
a regular radiator of 20/500/120. These distributions were
Figure 2: Misidentification probability as a function of
number of layers: DSTRD-V1 (left-side), DSTRD-V2
(right-side)
used as input for a Monte Carlo simulation of the misidenti-
fication probability as a function of number of layers. The
results are presented in Fig.2: an electron misidentifica-
tion probability of 0.74% (left-side) for a 6 layer configura-
∗Work supported by EU-FP7/HP2-WP18 Grant No 227431 and Roma-
nian NASR/CAPACITATI-Modul III contract nr. 42 and NASR/NUCLEU
Project
tion based on DSTRD-V1 is obtained, while using 6 layers
based on DSTRD-V2 configuration, the electron misidenti-
fication is improved by a factor of 2, i.e 0.38% (right-side).
In order to estimate the position resolution, we used the
position information from both detectors. For the position
reconstruction we used the following procedure/algorithm:
across the split pads we reconstructed the x coordinate in
a system of coordinates (x,y) parallel with the cathetus of
the right triangle. For the position reconstruction along the
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Figure 3: Distribution of the difference between the recon-
structed position of the DSTRD-V1 and DSTRD-V2: x co-
ordinate (left-side), y coordinate (right-side)
pads - y coordinate a second x ′ reconstruction was made in
a coordinate system (x′ ,y′) tilted with the hypotenuse an-
gle. Taking a parallel to y and y ′ axes for each case through
the reconstructed x and x′ coordinates, we obtained from
their crossing, the y coordinate of the event. The position
resolution was obtained from the standard deviation of a
Gaussian fitted to the difference between the reconstructed
position with the two prototypes. With the assumption that
the two prototypes have equal contribution, a position res-
olution across the pads of about 320 μm was obtained for
both x (Fig. 3 - left side) and x ′ coordinates. The 5.5 mm
position resolution (Fig. 3 - right side) along the pads (y
coordinate) was obtained using as reference the informa-
tion from the DSTRD-V1 rotated by 900 relative to the
DSTRD-V2.
These results combined with the ones obtained in previ-
ous tests of smaller size prototypes of similar architecture
in high counting rate environment [4] show the high perfor-
mance of such an architecture and associated FEE in terms
of e/π discrimination and position resolution in counting
rate environment up to 2 x 105 part.·cm−2 ·s−1.
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Time and position resolution for high granularity, multigap, symmetric,
differential readout - timing RPC ∗
M. Petris¸1, M. Petrovici1, V. Simion1, D. Bartos¸1, G. Caragheorgheopol1, F. Constantin1, I.Deppner2,
N. Herrmann2, P. Loizeau2, K. Doroud3, and M.C.S. Williams4
1NIPNE, Bucharest, Romania; 2Physikalisches Institut der Universita¨t Heidelberg, Germany; 3CERN, Geneva,
Switzerland; 4INFN, Bologna, Italy
As shown previously [1, 2], the differential strip read out
together with the low resistivity glass keeps the good tim-
ing characteristics of the glass MRPCs at high rates (up
to 1.6x104 part.·s−1cm−2). In order to cope also with the
high multiplicity environment of CBM experiment at low
polar angles, a new high granularity design has been pro-
posed. Details on the architecture and preliminary results
from in-beam tests were already presented in [3].
Here we report on time and position resolution obtained
in beam test performed at the T10 beam line of the CERN
PS with 6 GeV/c pions.
Three MRPCs of similar design, have been tested; two
of them are based on float glass resistive electrodes, with a
2 x 7 gaps (140 μm each) configuration. The third one was
built with 2 x 5 gaps using a special low resistivity glass
[4]. The counters were operated with a 95% C2F4H2 + 5%
SF6 gas mixture and 2,086 V/gap high voltage.
The anode and cathode signals were transported via
twisted pair cables to a differential FEE based on the NINO
chip [4]. The LVDS NINO outputs were fed into a V1290A
VME TDC. We recorded the time information at both ends
of each strip (tleft, tright). In order to eliminate the po-
sition dependence in the estimation of the time resolution,
the mean tmean=(tleft+tright)/2 was used.
The time distribution is the difference between tmean
measured by each chamber. The time resolution for differ-
ent runs, after walk correction and quadratical subtraction
of the electronic contribution (measured in a separate run
using pulser signals injected at the level of NINO cards),
can be followed in Fig.1. As could be seen, the intrinsic
time resolution is at the level of σ = 50 ps.
Figure 1: Time resolution for different runs
The position resolution along the strips is given by the
standard deviation of the distribution of the time difference;
i.e. tdiff=(tleft-tright).
∗Work supported by EU-FP7/HP2-WP18 Grant No 227431 and
Romanian NASR/CAPACITATI-Modul III contract nr. 42. and
NASR/NUCLEU Project
The position calibration was performed using the orthog-
onal position of the strips of one RPC relative to the strips
of the other RPC. Selecting the tracks within a strip pitch
in the reference counter, the position distribution along a
given strip in the studied counter was obtained. The ob-
tained position resolution ( ∼ 4.5 mm) for two measured
strips conditioned by 5 strips in the reference counter is
represented in Fig. 2.
Figure 2: Position resolution along the strip
The position reconstruction across the strips was ob-
tained using the center of gravity method based on time-
over-threshold information. The reference was the track
reconstructed using two of the three tested detectors. The
position resolution across the strips (∼ 170 μm) was ex-
tracted from the Gaussian fit of the distribution of residuals
given by the difference between the reconstructed position
in the third MRPC and the reference (Fig 3).
Figure 3: Distribution of the residuals with a Gaussian fit
Based on the results reported in this contribution and
previous measurements with low resistivity glass [1], we
strongly recommend such an architecture to be used for the
most inner region of the CBM-TOF subdetector.
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Performance of large area MMRPC prototype∗
I. Deppner†1, N. Herrmann1, P.-A. Loizeau1, K. Wisniewski1, C. Xiang1,2, Y. Zhang1, M. Ciobanu3, J.
Fru¨hauf3, M. Petris¸4, and M. Petrovici4
1Physikalisches Institut Uni. Heidelberg, Heidelberg, Germany; 2Institute of Particle Physics, Central China Normal
University, China; 3GSI, Darmstadt, Germany; 4NIPNE, Bucharest, Romania
For the low rate region (< 1 kHz/cm2) of the CBM
Time-of-Flight wall the setup of Multi-strip Multi-gap Re-
sistive Plate Chambers (MMRPC) equipped with thin stan-
dard float glass is considered to be a proper solution which
allows to fulfill the PID capability requirements [1]. Mak-
ing use of the knowledge gained from the previous proto-
type (see [2]) we developed a new fully differential large
area MMRPC prototype at Physikalisches Institut in Hei-
delberg. Here we report on the design of this counter
and present first results obtained during test experiments
at GSI.
Figure 1: MMRPC mounted in a aluminum box. 16 out of
32 readout strips were equipped with FEE-boards directly
on the counter
In order to approach a real size demonstrator we enlarged
the active area of the new counter to 32 x 27 cm2. Conse-
quently the number of strips was increased to 32. For me-
chanical stiffness 6mm thick honeycomb structured layers
were introduced. Fig. 1 illustrates the MMRPC embedded
in the gas-tight aluminum box. The inner structure of the
counter (gap size, number of gaps, strip width, glass thick-
ness and glass type) is identical to the previous prototype
[2]. Modifications were done on the signal pickup elec-
trodes by improving the impedance matching to the front
end electronics (FEE) which is now in the order of 93 Ω
and in particular on the signal transition between strip and
FEE. Alternatively it is possible now to connect the FEE-
cards carrying the PADI-discriminator directly on the RPC
pickup electrode. Therefore RPC signals which are in the
order of 20 mV can be discriminated immediately with-
out quality loss due to propagation in the cable. During
the test beam time some of the strips were equipped with
FEE-boards on the counter. Fig. 2 shows the obtained de-
∗Work supported by BMBF 06HD9121I and EU/FP7 I3 Hadron
Physiks 2
† deppner@physi.uni-heidelberg.de
pendence of the efficiency on the applied RPC high volt-
age. The red squares symbolize the measured efficiency
with the electronics attached directly on the RPC inside the
box. The threshold of PADI which is applied after the am-
plification (Gain≈ 8) of the analog signal was set remotely
to 27 mV. The black data points are related to the results
obtained with the electronics located outside the chamber.
The threshold in this cases was set to 30 mV (square) and
to 50 mV (diamond). This plot illustrate that the demanded
Figure 2: Efficiency vs. applied RPC high voltage for vari-
ous thresholds.
efficiency of 95% is reachable for thresholds up to 30 mV
at the nominal working voltage of about 11.3 kV. Effi-
ciency measurements done with the electronics mounted
inside show slightly better results even if one scales them
to the same threshold. The best efficiency (above 97%)
was achieved at a threshold of 23 mV. The mean cluster
size which is defined as the average number of neighbor-
ing strips which fire simultaneously is strongly connected
with RPC-HV and therefore with efficiency as well. At
nominal working voltage it is in the order of 1.3 and is not
reducible without efficiency loss. As a reference for time
resolution measurements a high granularity MRPC proto-
type from Bucharest with electrodes made of low resistive
glass [3] was used. Due to its good spatial resolution (be-
low mm scale) edge effects of the Heidelberg counter could
be studied as well. Including walk correction a full system
time resolution of about 70 ps - 75 ps was achieved. Un-
der the assumption that both RPCs have simular resolution
a single counter time resolution between 50 ps and 55 ps
including the contribution from its FEE is obtained.
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Rate Performance of low-resistive glass MRPCs
J. Wang, Y. Wang, H. Chen, and X. Fan
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Figure 3: Time resolutions of the various counters tested 
as a function of the average flux 
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Aging Test of High Rate MRPC
Yi Wang∗, Xingming Fan, Jingbo Wang, Huangshan Chen, Yuanjing Li, and Jianping Cheng
Department of Engineering Physics, Tsinghua University, Beijing, 100084, China
The TOF wall of CBM, used for hadron identiﬁcation,
is proposed to be constructed with MRPCs[1]. In the cen-
ter area, MRPCs have to be assembled with low resistivity
glass to reach the high hadron ﬂux rate up to 20kHz/cm2.
A kind of low resistive silicate glass with bulk resistivity in
the order of 1010Ω · cm were produced in Tsinghua Uni-
versity[2]. Two kinds of MRPCs (Pad readout and strip
readout) were developed with this low resistivity glass.
The beam test results shows that the detectors have a very
promising rate capability: time resolutions below 70ps
and efﬁciencies larger than 90% were obtained for particle
ﬂuxes up to 30kHz/cm2. The low resistivity glass is a new
material, The goal of the test is to know if the performance
of the detector is deteriorated by the large irradiation dose
expected in the experiment in several years of operation.
The experiment was operated with the pad MRPC[3] as-
sembled with low resistivity glass. The dimension of read-
out pad is 2cm × 2cm. The detector consists of ten gaps
and the width of gap is 220μm. The working gas consists
of 90% Freon, 5% isobutane and 5% SF6. The working
voltage is 12kV . An X ray machine is used to do the radia-
tion experiment. In order to monitor the performance, two
digital rate meter were used to record the current and signal
rate per minute. This is shown in Fig.1.
Figure 1: The schematic diagram of monitoring syetm.
The dose rate is about 2.16× 10−3Gy/h, which is equal
to be irradiated with 30MeV electron with ﬂux rate of
10kHz/cm2. The irradiation is separated into three phase
and the total time is 300hours. Fig.2 shows that the cur-
rent and counting change with test time. It can be seen
that the current is stayed at 200nA and the counting rate is
about 35kHz/pad. Both are very stable during the irradi-
ation time. To protect the X ray supplier, the machine has
to be switched off for 30minutes between every 8hours
of irradiation. It can be seen from Fig.2 when the X ray is
switched on or off, the current and counting change very
fast. Fig.3 and 4 show the comparison between high rate
MRPC and common glass MRPC. When the X ray supplier
turn on, current takes a few seconds for high rate MRPC to
∗yiwang@mail.tsinghua.edu.cn
reach stable state, but for common glass MRPC, this pro-
cess will last about two hours.
Figure 2: Current and counting rate change with test time.
Figure 3: Current and counting rate change with test time.
Between each phase, the MRPC has to be test with cos-
mic ray. Efﬁciency, time resolution and other performance
were tested. For example, the time resolution of the 4th pad
is 90ps before irradiation, it becomes 95ps after 100hour′s
irradiation and it is about 90ps after 300hour′s irradiation.
In conclusion, we do not observe any signiﬁcant perfor-
mance degradation .
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Development of ceramics RPC for high rate capability timing detector
application ∗
B. Ka¨mpfer1, M. Kaspar1, R. Kotte1, A. Laso Garcia1, L. Naumann1, R. Peschke1, D. Stach1,
C. Wendisch1, and J. Wu¨stenfeld1
1Helmholtz-Zentrum Dresden-Rossendorf, Germany
The installation of timing Resistive Plate Chambers
(RPC) is under consideration for the Compressed Baryonic
Matter (CBM) experiment [1]. For that purpose prototype
timing RPC have been developed at Helmholtz-Zentrum
Dresden-Rossendorf (HZDR). Electrodes with a volume
resistivity of about 109Ωcm [2, 3] are considered for de-
tectors to cope with high rates of ≤2·104 s−1cm−2. Special
ceramics composites have been developed and processed.
Two new ceramic prototypes have been built and
tested in 2011. One small (10×10 cm2) prototype with
300µm gas gaps and one larger detector (20×20 cm 2) with
250µm gas gaps. Both detector are dual-two gap type,
where the gaps are obtained by means of mylar separators
in the small RPC and by fishing line in the large one.
These two detectors were exposed to 30 MeV electron at
the electron accelerator ELBE@HZDR, and to 2.5 Gev/c
protons at COSY, FZ-Ju¨lich. With the electron beam, the
beamspot amounts to 10-20 cm2, while for the proton beam
the beamspot was in the order of mm2. In both tests, effi-
ciency and time resolution have been measured at the most
central part of the detectors (Figure 1 and 2), and the rate
capabilities (defined as a 5 % efficiency drop) of these
RPCs have been extracted from the data. Thus the larger
detector has a rate capability of ∼8·104 cm−2 s−1 and the
small detector of ∼105 cm−2 s−1.
The efficiency is estimated as the number of hits in the
RPC, with valid time signals, divided by the number of co-
incidence signals in the trigger scintillators. For the time
of flight a gauss fit to the meantime spectra between both
ends of the same strip is obtained. The contribution of the
reference time is quadratically substracted. For the proton
beam, due to the small size of the beamspot, only the strip
with the most hits is taken into account for the time of flight
estimation.
Due to the small charge corresponding to the signal col-
lected by the detector no walk-correction was performed.
Also the contribution of the electronics was not substracted.
All these values are obtained with high voltages such that
the apparent field in the gas gap would amount to ≈100-
115 kV/cm (Figure 3).
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Figure 1: Efficiency and time resolution of the 20×20 cm 2
RPC as a function of the average electron flux.
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small detectors as a function of the average proton flux.
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in the gap for the 20x20 cm2 RPC.
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In beam test of CBM-TOF electronics chain∗
P.-A. Loizeau1, N. Herrmann1, I. Deppner1, K. Wisniewski1, C. Xiang1,2, J. Adamczewski-Musch3, M.
Ciobanu3, H. Deppe3, H. Flemming3, J. Fru¨hauf3, K. Koch3, S. Linev3, and S. Manz4
1Physikalisches Institut, Universita¨t Heidelberg, Germany; 2Institute of Particle Physics, Huazhong Normal University,
China; 3GSI, Darmstadt, Germany; 4Kirchhoff-Institut fu¨r Physik, Heidelberg, Germany
The data acquisition of the CBM experiment will be
mostly free-streaming. We develop a prototype for the
CBM-Time Of Flight wall electronic chain, specifically de-
velopped for Resistive Plate Chambers (RPC), and present
here in-beam test results. The free-streaming data were ac-
quired last November at COSY, Ju¨lich, with an hybrid DAQ
combining and synchronizing them with triggered data.
The self-triggered chain hardware was the same as last
year test in COSY[1], while the RPC was the full size pro-
totype tested this June at GSI with triggered electronics[2].
Modifications were done to the Readout Controller (ROC)
and DABC DAQ to reset all GET4 chips automatically if
their buffer get stuck. The signals used as time reference
in this test are produced by 3 plastic scintillators, 2 in front
of the setup and 1 in the back, equipped on both ends with
Photomultipliers (PMT). We readout these signals in a trig-
gered CAEN VME TDC board, to decouple the readout
system test from the triggered detectors test. For this rea-
son we need the hybrid system. The trigger was built from
coincidences of 1 front and 1 back scintillator signals. De-
tector signals are measured with the GET4 free-streaming
TDC.
Figure 1: Synchronization in the hybrid system, Green
lines are time synchronization signals and red ones are
event synchronization. CF = Constant Fraction Discrimi-
nator.
The synchronization between the two systems proceed
with two levels of accuracy: first at the event level, us-
ing already existing possibilities of the DABC DAQ and
the TRIGLOG trigger board, then at the timing resolution
level, using signals measured in both systems. The first
one allows to match free-streaming hits with a defined trig-
gered event. It is done by injecting in both the MBS event
and all ROC data streams an event number generated by
the TRIGLOG. This number is timestamped by each ROC
on reception. The second one allow to have a common
point for each event in both the free streaming time frame
∗Work supported by EU/FP7 WP2 and BMBF 06HD9121I
and the triggered TDC time frame. This is needed to com-
pare the reference time to the detector time and evaluate
the system performances, as they run on different clocks.
It is performed by converting the NIM trigger signal from
the triggered system to a LVDS signal accepted by both
systems, splitting it with a low jitter clock splitter and re-
injecting it in the input of the GET4 TDC and the CAEN
TDC, see Fig.1. The PMT 6 signal is also measured in the
GET4 system, allowing for an independent cross check of
the time offset.
The time resolution is obtained from the width of the
time difference distribution Δtref = (tf1 + tf2)/2 −
(tf3 + tf4)/2 of the front scintillators. It amounts to
σΔtref = 45ps. The contribution of the time synchro-
nization part of the setup can be estimated by calculating
the time difference between the PMT6 signal in the trig-
gered system and its signal in the free-streaming system,
re-aligned using the offset obtained with the trigger sig-
nal: ΔtPM6 = tPM6,CAEN − tPM6,GET4−Offset with
Offset = ttrigger,CAEN − ttrigger,GET4. The contribu-
tion is given by the width of the difference between those
two, as in Fig. 2, which gives σΔtPM6 = 80ps.
Figure 2: Difference between the real time of PMT6 in the
triggered system and the same time in the free-streaming
system corrected using the trigger signal
Next steps for the estimation of the free-streaming sys-
tem performances are extracting both time resolution and
efficiency for the RPC + electronic part and comparing
to the triggered system to extract the electronics contribu-
tion. This comparison will be based on data with a maxi-
mum rate of around 100Hz, up to which the current free-
streaming system run stably.
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FPGA based control and monitor for CBM-TOF - readout∗
C. Xiang†1,2, N. Herrmann2, I. Deppner2, P.-A. Loizeau2, K. Wisniewski2, Y. Zhang2, J. Fru¨hauf3, S.
Linev3, and S. Manz4
1Institute of Particle Physics, Central China Normal University, China; 2Physikalisches Institut, Universita¨t Heidelberg,
Germany; 3GSI, Darmstadt, Germany; 4Kirchhoff-Institut fu¨r Physik, Heidelberg, Germany
As the CBM experiment will apply a free streaming data
acquisition system, the system will be exposed to a poten-
tially very high data rate with like in the case of noisy chan-
nels. In order to suppress useless data as soon as possible
to prevent bottle-necks in readout bandwidth, we design
a data preprocessing module in the readout chain [1]. In
order to control the proper functioning of the system one
needs in addition a monitor module. A third task that could
be integrated in the readout controller is a control module
that could be used e.g. to automatically modify thresholds.
The system is sketched in Fig. 1.
Figure 1: ROC firmware (Frontend module)
The data preprocessing module (DPM) reads in data
from the GET4-ASIC [2], inspects the data and sends the
results by the transport module to the DAQ system. Sev-
eral functions are implemented in the DPM like time order-
ing, hit building and checking the validity of the time-over-
threshold (TOT) determination. The main task of the mon-
itor module is to assure the synchronization of the system.
This is done by checking the validity of the epoch marks
that are part of the GET4 data output stream. When any
of these status goes wrong, a message will be sent to DAQ
and possibly to the control module. After the control mod-
ule gets these messages, it will decide what to do and send
the control information to DAQ at same time. The moni-
tor module also reads the PADI thresholds and the status of
the DPM. To control the full TOF system different ways to
implement a control tasks are possible ranging from man-
ual control to fully automatic self-control. While the best
control strategy is still under evaluation, for the test exper-
iments, that are performed with prototype components, the
manual control initialized by the user via the DAQ interface
is fully sufficient.
∗Work supported by China Scholarship Council, BMBF 06HD9121I
and EU/FP7 I3 Hadron Physiks 2
† chxiang@physi.uni-heidelberg.de
As the logic resources in the FPGA of the ROC board
are limited, the DPM only implemented from channel 0
to channel 7 out of 56 channels. The ROC firmware was
tested at COSY with proton beam. The software for the of-
fline analysis is under development at which first results are
presented here. The left panel of Fig. 2 shows the examples
of TOT spectrum registered in different channels. The red
line is the TOT of channel 9. Comparing with other chan-
nels, it has larger number of hits than others, and the TOT
spectrum extends to very large unphysical values. This is
because of the threshold of channel 9 is too low, which re-
quires an increase of the PADI discrimination threshold.
After reconfiguring its threshold, another run was obtained.
The right panel shows the total number of hits and the num-
ber of valid hit. The black line shows the number of valid
hits obtained by the offline analysis, the red line the total
number of hits obtained by the offline analysis, the green
line the total number of hits obtained by the DPM in ROC,
the blue line the number of valid hits obtained by the DPM
in ROC. For the first 8 channel, only blue line can be seen,
as the other three colored lines are over written. This shows
that the DPM in ROC gives the same results as offline anal-
ysis. There is a large difference between the total number
of hits and the number of valid hits registered on channel
13, the reason is its rising edges and leading edges were
separated in two epochs. The only way to resolve this prob-
lem is to reset the GET4 chip.
Figure 2: Left: Channel TOT spectrum; Right: the number
of hits
The offline analysis result shows the DPM and the moni-
tor module function properly. Next step is adding new fea-
tures in the DPM, like cluster finding, and implementing
self-control.
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FLUKA calculation for the beam dump of CBM at SIS300  
A. Senger1, G. Fehrenbacher1, T. Radon 1 
1GSI, Darmstadt, Germany
The Compressed Baryonic Matter (CBM) experiment 
is one of four scientific pillars of the FAIR project. The 
CBM research program is focused on the investigation of 
dense nuclear matter as it exists in the core of neutron 
stars. Such conditions are generated in the collision zone 
of heavy ions at FAIR energies. Promising probes of the 
dense fireball are particles which contain strange or even 
charm quarks. These particles, however, are produced 
very rarely, and, therefore, the experiment requires the 
highest beam intensities. In order to avoid secondary col-
lisions of the produced particles in the target the interac-
tion probability of the beam with the target is only 1%, 
and almost the entire beam hat to be stopped in the beam 
dump. The highest dose rates and activation are expected 
for a 35 A GeV gold beam with the intensity of 109 ions/s, 
and for a 90 GeV proton beam with the intensity of 1011 
p/s. 
 FLUKA [1, 2] calculations were carried out for the 
construction permission of the building G014 (CBM 
Cave). One of the most important components of the 
building G014 concerning radiation safety is the beam 
dump (Fig.1). It consists of about 3430 tons of steel and 
5830 tons of concrete (the dimensions are shown in the 
Fig. 1). The FLUKA dose calculations were carried out 
for a 35 A GeV gold beam with the intensity of 109 ions/s, 
and for a 90 GeV proton beam with the intensity of 1011 
p/s. Gold discs of 250 µm (for gold beam) or 3 mm of 
thickness (for proton beam) were used as a targets corre-
sponding to an interaction rate of about 1% in each case. 
 
Figure 1. FLUKA geometry of the CBM beam dump 
The Z projection of the dose rate in the beam dump 
around the beam (r =50 cm) is shown in figure 2. One can 
see that the dose rate at a distance of 15 m after the con-
crete wall exceeds the value of 10 µSv/h for the proton 
beam (blue extrapolation line), while the dose rate for the 
gold beam is less than 0.5 µSv/h (red extrapolation line). 
Another parameter which was studied is the profile of 
the dose rate in different cut positions. The profile is dif-
ferent for proton and gold beams, but the dose level above 
soil stays below 0.5 µSv/h. According to [3] the concrete 
shielding should have a thickness of 1.2 m for proton-
induced muons at 35 GeV and a beam intensity of 109 p/s, 
and a thickness of 2.4 m for 100 GeV protons and a beam 
intensity of 1011 p/s. According to the results of the 
FLUKA calculations these conditions are fulfilled by the 
design of CBM beam dump. 
The FLUKA results demonstrate that the height of the 
CBM beam dump is sufficient to shield a 90 GeV proton 
beam with an intensity of 1011 p/s. However, the length of 
the beam dump is too short to shield the muons. The 
beam dump consists of about 15 m of steel and 14 m of 
concrete in beam direction. Corresponding to the FAIR 
ground plan the distance from the end of the beam dump 
up to the fence of GSI is approx. 80 m of soil. According 
to [4] the shielding performance of the CBM beam dump 
(15 m of steel, 14 m of concrete and 80 m of soil) corre-
sponds to 40 m of iron. Using the formula from [4] one 
can estimate the dose rate after an iron shielding of 40 m 
thickness. The expected dose rate is about 0.01 µSv/h for 
a proton beam at 90 GeV with an intensity of 1011 p/s. 
This result was confirmed by FLUKA calculations of the 
dose rate in the soil after the beam dump for a proton 
beam at 90 GeV with an intensity of 1011 p/s. In conclu-
sion, the shielding effect of the soil after the CBM beam 
dump is sufficient for 90 GeV proton beams with an in-
tensity of 1011 p/s. 
 
Figure 2. Dose rate in the beam dump for a proton beam 
at 90 GeV (blue line), and for a gold beam at 35 A GeV 
(red line) 
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SysCore3 — a new board for the Universal ROC∗
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1Infrastructure and Computer Systems for Data Processing (IRI), Frankfurt University, Frankfurt/Main, Germany
Introduction
Since 2007 our contribution focused the Silicon
Tracker’s FEE (Front End Electronic). Since 2009 we
are also designing and implementing readout logic for the
GET4 chip. To keep the re-usability as high as possible,
we split the ROC into two fully independent modules: the
readout logic and the transport logic. This modularization
of the ROC and the consequential separation of the con-
trol software into different layers, enabled us to provide a
Universal ROC, which offers quick access to a long-run
tested transport logic and allows us to easily add new read-
out logic for further FEE setups [1]. The Universal ROC is
currently based on the SysCore2 board. In 2011 we focused
on the further support of the GET4 chip, the development
of a Feature-Extraction for TRD [2] and the design of the
new SysCore3 board, which will become the new basis of
the Universal ROC in 2012. The design of the SysCore3
board is the logical next step in the development of a plat-
form which shall be as flexible as possible. Based on its
flexibility SysCore3 is planned to be used as prototyping
platform in a number of subsystems. Examples are the
development of read-out ASICs using CBMnet interfaces,
the development of read-out controllers for nXYTER and
GET4, CBMnet HUB chip development and DPB develop-
ment. Furthermore the SysCore3 will serve as fault tolerant
read-out controller for ToF [3].
The SysCore3 board is based on a Spartan-6 LX150T
(while SysCore2 is based on a Virtex-4). This change is
motivated by the high difference in cost between the Virtex-
Series and the Spartan-Series. It is enabled by the fact that,
starting with Version 6, the Spartan-Series supports high
speed optical links, high speed interfaces (like DDR3) and
dynamic reconfiguration which is essential for fault toler-
ance [4].
CBMnet
If two or more boards are used to reconstruct a physi-
cal event, such as the motion of a particle, one of the most
important features is time synchronization. The CBMnet
provides a very flexible synchronization approach which
does not depend on cable lengths [5]. If a board shall not
only be able to receive an external clock via an optical port,
but shall also be able to respond with a determined latency
on the same port, it needs a special connection between the
FPGA and this optical port. To put it in a nutshell, the op-
tical port needs different reference clocks for its receiver
and its sender part. The SysCore3 board implements this
special connection on a particular port (called “uplink”).
∗Work supported by BMBF (06HD9123I)
Furthermore it provides a jitter cleaner which takes the re-
covered clock from the FPGA, cleans the jitter and thus
enables the usage of the recovered clock as reference clock
for optical transceivers. This board-based feature is essen-
tial to be able to fully support the CBMnet functionality.
Fault Tolerance
The heart of most ROCs is an SRAM based FPGA, since
these FPGAs provide the best combination of performance
and long-term flexibility. However, there is a crucial prob-
lem regarding FPGAs: the radiation which is inevitable
in high energy physics experiments can cause the FPGA’s
doped silicon to change its electrical properties. This phys-
ical separation of electron-hole pairs results in spontaneous
Single Event Effects (SEE). This becomes extremely crit-
ical for flip-flops at clock signal setup/hold times, which
can lead to erroneous data and in the worst case to a to-
tal system halt. Thus, the usability of FPGAs in radiation
environments highly depends on the usage of mitigation
technologies such as scrubbing (based on dynamic recon-
figuration). This has a strong influence on the board design:
the SysCore3 board provides an external FLASH memory
and an additional radiation hard flash-based FPGA — both
are essential to be able to realize scrubbing. In 2011, exam-
ple designs have been practically tested under experimental
conditions within different particle accelerator beams. Test
boards have been directly placed into the center of the par-
ticle beam line to get comprehensible results at a maximum
ionization impact. Current results are very encouraging and
show that the usage of scrubbing in combination with dou-
ble or triple module redundancy significantly reduces the
number of radiation based functional interrupts [6].
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ALICE CRORC as CBM FLES Interface Board Prototype
H. Engel and U. Kebschull
Goethe University Frankfurt, Germany
The ALICE Common Read-Out Receiver Card
(CRORC) is an FPGA based PCIe read-out card with
high density parallel optic connectivity which is cur-
rently being developed at CERN. As the requirements
for a CBM First Level Event Selector Interface Board
(FLIB) prototype are similar to this card, FLIB-specific
requirements have already been considered during the
planning of the CRORC.
ALICE Background
The ALICE Experiment at CERN is using FPGA based
Read-Out Receiver Cards (RORCs) at Data Acquisition
(DAQ) and High-Level Trigger (HLT) as an interface be-
tween the optical Detector Data Link (DDL) and the host
machines. The currently used RORCs at DAQ and HLT
have similar functionality, but have been developed as in-
dependent projects. However, they are now facing the same
problem: both cards implement PCI-X as interface to the
host machine, which was a state of the art interface stan-
dard at the time these cards have been developed, but can
now hardly be found in any recent PC mainboard. Further-
more, increased read-out data rates on the optical links are
planned, but not possible with the current RORCs.
These facts lead to the development of the CRORC as
a common project of DAQ and HLT with recent hardware
and interface standards.
FLIB Prototype Requirements
The FLES Interface Board serves as an interface be-
tween Data Processing Boards and the First Level Event
Selector. It is planned to be implemented as an FPGA-
based PCI-Express plug-in card with optical interfaces at
the FLES input nodes. Streaming data received on the op-
tical interface from the front-end electronics via Read-Out
Controllers and Data Processing Boards is received by the
FLIB and written into the host machine with Direct Mem-
ory Access (DMA). A first prototype board is required as a
test platform for FLES hardware and software development
as well as a read-out device for testbeams or lab setups.
The full FLES cluster will be fully equipped at a very
late stage but all detector components have to be connected
at early stages so for the prototype a large number of links
is more crucial than a high input rate per link. The FLIB
read-out is planned as a two staged process with large on-
board buffers to mitigate PCIe bottlenecks and enable par-
tial or on-demand read-out. A FLIB prototype is therefore
required to have plenty of DDR memory with a high band-
width. A more detailed description of the FLES architec-
ture can be found in [1].
Figure 1: Schematic sketch of the CRORC
CRORC as FLIB Prototype
The CRORC currently developed for ALICE is a Virtex-
6 FF1156 based board with twelve optical links, a PCIe
interface and two DDR3 SO-DIMM sockets. A sketch of
the board is shown in figure 1.
The FPGA-internal PCIe hard block is used as inter-
face to the host machine which enables the use of up to
eight PCIe Gen2 lanes with an overall bandwith of up to
32 Gbps. The twelve optical links are realized with three
QSFP sockets connected to the Virtex-6 GTX transceivers.
A configurable transceiver reference clocks allows link
speeds over the whole range of the GTX capabilities of up
to 6.5 Gbps per link.
The two DDR3 SO-DIMM sockets can be equipped with
standard DDR3 memory modules and can be operated in-
dependently with up to 1066 Mbps per data line. The sec-
ond socket has specifically been added for FLIB prototype
purposes.
An FPGA Mezzanine Connector (FMC) allows the con-
nection of custom interface modules or external transceiver
reference clocks to the FPGA in order to run the CBMnet
protocol.
The FPGA configurations can be stored in on-board flash
memories for automatic configuration. Configuration man-
agement and monitoring can be done with the FPGA and a
microcontroller. An SD-Card slot provides additional non-
volatile memory and the RJ45 socket can be used for LVDS
IO.
Status of the CRORC
The schematic design of the CRORC is completed and
the PCB layout is mostly done. Component purchase and
prototype production are currently being prepared. First
prototypes are expected for 2012.
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FPGA fault tolerance in radiation susceptible environments∗
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Continuous research and development in the field of
particle accelerator detector electronics focusing on Static
Random Access Memory (SRAM) Field Programmable
Gate Arrays (FPGA) confirmed that the use of fault tol-
erance techniques is inevitably required for safe operation
in radiation susceptible environments [1, 2, 3]. (Not even
ASICs are spared from it [4].) Therefore, several for-
merly presented research results dealt with the well-known
partial configuration scrubbing, especially Blind Scrub-
bing, supported by a subset of such devices as well as the
creation of standardized components to be used within a
Programmable System-on-Chip (PSoC) [5]. Current ap-
proaches mainly address techniques on Register-Transfer-
Level (RTL), for example the use of Hamming-based Fi-
nite State Machines (FSM) in combination with Global
Triple Modular Redundancy (GTMR). Due to the fact that
commercially available tools like Mentor Precision Rad-
Tolerant Tool, BYU Partial TMR Tool (BLTmr), Xilinx
XTMR Tool and STAR Tool, which apply GTMR to exist-
ing hardware designs, are quite expensive and are working
on netlists only, manual Hamming FSM designs with sur-
rounding TMR have been created and tested in GeV pro-
ton particle beam at the COSY accelerator in Juelich, Ger-
many. Manual design of fault tolerance on RTL means in
the first order to multiply existing resources and to teach
synthesis tools to do not remove them when optimizing the
circuitry in several stages. Code multiplication itself com-
prises mainly of signal duplication/triplication and the cor-
respondent use in the entire design. For example, when a
concurrent process statement is triplicated, each externally
read and written signal within has to be triplicated. Fur-
thermore, each of these new processes has to be adapted
to use only one of the triplicated signals. In case of single
connected external resources (e.g. I/O pins) are used within
the process statement, new signals have to be added, which
are provided with voters for output direction or splitters
for input direction. Because this manual design is error-
prone and mistakes may lead to an overall reduced fault
tolerance of the entire design, an automated approach is
currently going to be realized. This tool may be the first
step for a designer to create a fault-tolerant design on RTL.
Afterward, he can decide whether or not to use the pro-
vided mechanism or to reduce some parts to a less sensi-
tive fault tolerance method. Some of these manually cre-
ated fault-tolerant designs were tested in GeV proton par-
ticle beam as seen in figure 1. All of the designs imple-
mented a 2048 states Hamming FSM with a minimum dis-
tance of 3 and used Blind Scrubbing to continuously restore
static configuration memory. Whereas design C did not use
∗Work supported by BMBF (06HD9123I)
any additional fault tolerance and hence showed the worst
results, design E added GTMR and FSM dummy transi-
tions and hence returned the fewest output errors. As seen,
Scrubbing works perfectly in restoring configuration mem-
ory and even better when joined with fault tolerance tech-
niques, but can still be improved by advancing from Blind
Scrubbing to Selective Frame Scrubbing, which is going
to be implemented within the next project phase. Looking
forward to a detector providing maximum fault tolerance,
the recommendation is to double/triple all signal paths, in-
cluding I/O pins.
Figure 1: Boxplot (median and quartiles) of the obtained
Hamming d=3 FSM beamtest results, normalized to 1/h,
100% chip size and 1.e5 p+. Test designs are using Blind
Configuration Scrubbing as well as the following fault tol-
erance techniques: A: nearly GTMR with FSM dummy
transitions, B: nearly GTMR, C: none, D: GTMR, E:
GTMR with FSM dummy transitions. I/O pins as well as
DCM are single-use in all designs.
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The First-level Event Selector (FLES) is the central sys-
tem in the CBM experiment at which all measured data ar-
rives and is analyzed in real time. The detector frontends
operate self-triggered, creating a continuous, time-stamped
data stream (Fig. 1). The selection of interesting events in
the FLES requires sophisticated online analyses including
a complete event reconstruction at an incoming data rate
exceeding 1TByte/s.
The FLES system consists of a scalable supercomputer
with custom FPGA-based input interface cards and a fast
event-building network (Fig. 2) [1]. It will be constructed
largely from standard components. As a site for the FLES
computer system, the new FAIR data center (“Green IT
Cube”) has been identified. This location provides an ideal
infrastructure for efficient operation of the computer and
offers the opportunity to exploit synergies with other FAIR
computing systems installed there.
The input interface into the FLES is implemented by
add-on cards in the FLES PCs. The FLES Interface
Board (FLIB) requires high-speed optical inputs to re-
ceive the data from the CBM readout electronics, a high-
performance interface to the host PC, and a large buffer
memory. A specially developed FPGA-based card with a
PCIe interface at the maximum achievable rate will be em-
ployed here. A prototype board, realized in cooperation
with the ALICE experiment, is currently in an advanced
stage of development. It is based on a Xilinx Virtex-6
FPGA and 8x PCIe, and it contains 12 optical links, each at
up to 6.6Gbit/s, and two DDR3 memory module sockets.
The FPGA design implements the DAQ protocol for re-
ceiving the data, merges the input links, manages the buffer
memory, and controls the PCIe transfer. In addition, it an-
alyzes the incoming time stamp information and builds in-
dex tables to facilitate a timestamp-based data access from
the host PC.
As the high event rate of 10MHz prevents a clear a pri-
ori assignment of measured particle tracks to events, funda-
mentally new techniques are necessary regarding the data
flow in the system and the reconstruction of events. The
employed selection algorithms need the data pertaining to
an event of all detectors in a computing node. Instead of
event building as in a triggered system, the FLES performs
timeslice building. The data is first segmented into times-
lices containing several events and then distributed appro-
priately through a network at the full input data rate of
1TByte/s. The use of InfiniBand QDR for data transfer
between the FLES nodes has proven practical.
In order not to require the full bandwidth in case of spe-
cial selection scenarios and during the phased commission-
ing of the system, a two-stage selection process has been
∗Work supported by BMBF 06FY9125D and HIC for FAIR
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developed. Data from detectors that do not contribute to the
first selection stage is stored in the input nodes and trans-
mitted only on request for selected events to the appropriate
computing nodes.
The individual CBM detectors have very different time
resolutions and data format requirements. In addition, the
data messages sent by the detectors are usually only a few
bytes in size. Therefore, the data format of each subsys-
tem is optimized independently for efficient transmission
and analysis. However, the FLES system has to collect the
data of each timeslice, i. e., an interval of the continuous
detector run-time, from all detectors and transmit it to a
compute node. Therefore, it needs a way to divide the con-
tinuous data streams of the detectors without any loss of
information, and it must be able to access the time infor-
mation in the data stream in a global format. The new con-
cept of microslices solves these problems by introducing a
special global container format directly at the inputs of the
system, where one container comprises the detector data of
a globally defined, constant time interval (e. g., 1 µs). The
lightweight container format generates an overhead of less
than 2 percent.
After event selection, the data to be stored it is for-
warded for archiving. The resulting data stream of at least
1Gbyte/s is sent directly via the FLES network to the mass
storage system.
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Status of data acquisition software DABC 
S. Linev1, J. Adamczewski-Musch1 , and P. Zumbruch1 
1GSI, Darmstadt, Germany 
Introduction 
The Data Acquisition Backbone Core (DABC) has been 
established as DAQ and event building software for CBM 
test beams [1]. Development of the future version 2 of the 
DABC framework has been started within 2011. A proto-
type of DABC v2 was applied in fall 2011 for the test 
beams at CERN and COSY. For the first time DABC 
nodes were monitored and controlled by an EPICS-based 
operator GUI. 
New DABC features 
Several changes in the DABC core classes were done to 
increase thread safety of the system. A main problem in a 
multithreaded environment is that objects created and 
used by one thread can potentially be destroyed by an-
other thread. To provide a convenient solution for the de-
velopers, the special Reference class was introduced to the 
framework, implementing a thread-safe pointer to any 
DABC object. 
Another important change in the framework was the in-
troduction of a ConnectionManager to establish and 
maintain the data connections between DABC nodes. 
Such component is crucial in multi-node setups where the 
probability of a single-node failure is increasing. The task 
of the ConnectionManager in such case is to renew all 
connections when a crashed node is restarted. 
A new interface to the slow control system was intro-
duced to DABC. In contrast to the first version, the con-
trol system is fully decoupled from the core functionality 
of the DABC framework. An implementation for the pre-
vious DIM based control protocol was done. The new 
interface allows to implement and use several control 
systems simultaneously. 
EPICS control 
Already DABC v1 had provided a monitoring and con-
trol interface by means of the DIM protocol. To integrate 
the DAQ to the EPICS slow control system [2] that is 
common for CBM experiment, a separate DIM-EPICS 
interface application has been used. During the testbeams, 
this was run as a component of the main EPICS IOC, to-
gether with the other detector control system modules. 
The DABC records as exported via DIM are subscribed 
by the EPICS IOC and converted to related EPICS proc-
ess variables. Hence they can be observed and controlled 
by a regular EPICS GUI, such as the CSS/BOY environ-
ment [3]. Figure 1 shows the dedicated GUI as developed 
for the CERN testbeam in October 2011. 
 
Figure 1: DABC operator GUI at CERN testbeam. 
Application for CBM test beams 
The version 2 prototype of the DABC framework has 
been used in production for different test setups of the 
CBM collaboration. A beamtime for TRD and RICH pro-
totypes was performed at CERN/PS T9 in October 2011 
[4]. Here a complex heterogeneous setup was imple-
mented: two MBS systems in two VME crates; 12 
Susibo/SPADICs boards; 5 ROC/nXYTERs; EPICS read-
out. Data from all these components were read out and 
combined together by three DABC nodes.  
Another test beam for TOF/RPC components was done at 
COSY in November 2011. Here the ROC/GET4 frontend 
combination was read out via optical fibre connection and 
PCIe board. A special code in the DABC application was 
implemented to cope with some readout problems of the 
GET4 chip. 
Status and outlook 
Version 2 of DABC is under development and has al-
ready been used successfully at different detectors tests 
by the CBM collaboration. DABC version 2 will be re-
leased in 2012 and will provide new functionalities not 
only for CBM test beams, but also for InfiniBand per-
formance tests. 
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A Go4-based online-analysis framework for CBM testbeams 
J. Adamczewski-Musch1,  and  S. Linev1 
1Experiment-Electronics, GSI, Darmstadt, Germany
Introduction 
The GSI analysis system Go4 (http://go4.gsi.de) is a 
standard tool for online and offline analysis, based on the 
ROOT framework. Since 2008 the CBM collaboration has  
used Go4  at several detector test beamtimes. To match 
the requirements for increasing complexity of such tests, 
the CBM online monitoring software was newly organ-
ized as a modular application framework on top of the 
Go4 framework. 
The software framework 
The basic Go4 framework allows to split subsequent 
stages of the analysis into “analysis steps”, with each step 
producing intermediate data which is used by the follow-
ing step. So the first analysis step would unpack the raw 
data from DAQ. The second analysis step would map 
such DAQ channels into a detector display and perform a 
specific analysis. Each analysis step is defined by an 
“event processor” class which produces an “event ele-
ment” structure as resulting output. 
However, to cover the use case of various readout sys-
tems for different test detectors, each of these analysis 
steps still needs to be divided up in structurally parallel 
processing entities and their resulting data structures. 
Hence the CBM beamtime framework introduces a “com-
posite event processor” class that can register and run a 
number of regular Go4 “event processors” together within 
each analysis step. Additionally, the resulting data struc-
tures of these software processors are aggregated as a 
common “Go4 composite event”, reflecting the hierarchy 
of the DAQ and detector set up. An advanced offline 
analysis could be implemented in a third analysis step, or 
could be based on the Go4 output events stored to ROOT 
TTrees. Figure 1 illustrates the structure of a typical im-
plementation.  
By means of shared libraries, the analysis set up for a 
specific beam time can re-use existing classes of various 
standard readout components that are acquired and com-
bined by the DAQ system DABC [1]. Their data is deliv-
ered to Go4 in generic containers (“MBS events”): either 
via TCP sockets, or as listmode data file. So most compo-
nents of the first Go4 analysis step were just configured 
by macro scripts for the actual runtime setup. 
The source code for each beamtime is also organized in a 
modular way: each detector subgroup can develop and 
run their individual code as standalone Go4 analysis. The 
combination of several or all subgroup codes can run as 
advanced or full analysis. 
 
Figure 1: Composite Go4 analysis with two steps 
Testbeams at CERN and COSY 
In October 2011, a two week test of TRD and RICH de-
tectors was done at CERN PS beam line T9 [2]. Online 
monitoring and initial offline analysis were implemented 
with the new Go4 based framework. In the first analysis 
step, generic software modules were used, such as for the 
ROC/nXYTER readout, for the SPADIC readout [1], and 
for EPICS slow control variables [3]. The unpacking of 
two MBS crates’ data was treated with specific classes.  
The components of the second analysis step were de-
veloped by various institutes. It has different processor 
modules for beam monitoring scintillators (Uni Frankfurt, 
GSI), a fiber hodoscope (Uni Wuppertal), a RICH proto-
type (Uni Wuppertal, Uni Gießen, GSI), and several TRD 
stations (Uni Frankfurt, Uni Münster, NIPNE Bucharest, 
and JINR Dubna). The results of such subdetector analy-
ses are combined in this step and can e.g. be used for par-
ticle identification.  
For another beamtime at COSY in November 2011, the 
online monitoring was organized similarly. The first 
analysis step consisted of modules for a generic 
ROC/Get4 and ROC/NXYTERr readout, the MBS system, 
and the EPICS input. The second analysis step contained 
code for different TOF/RPC prototypes (Uni Heidelberg, 
HZDR Rossendorf, NIPNE Bucharest), a diamond detec-
tor (GSI), and the fiber hodoscope.  
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Numerical Stability of the KF Track Fit in Single Precision∗
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The Kalman Filter (KF) track fit is the core of the event
reconstruction in the CBM experiment, therefore its opti-
mization with respect to speed and precision is crucial. The
KF track fit has been implemented recently [1] in single
precision in order to use the full power of modern many-
core processors. However, the conventional KF algorithm
becomes numerically unstable in single precision, opposite
to the widely used double precision. In order to improve
numerical stability an accurate initial approximation of the
track parameters and stabilization of the covariance ma-
trix computation at the measurement update step have been
used [1].
Further improved numerical stability can be obtained us-
ing a square root KF approach [2]. It operates with a square
root S of the covariance matrix C = SST . Logarithm of
the condition number of the square root matrix is smaller
by a factor of two, therefore the precision of calculations is
doubled.
In the square root KF algorithm the track parameters are
propagated and updated at each measurement. The prop-
agation step has been implemented by constructing an or-
thogonal matrix T and a lower triangular matrix S−k such
that:
r−k = Fkr
+
k−1,
T
[
(S+k−1)
TFTk−1
Q
T/2
k−1
]
=
[
(S−k )
T
0
]
,
(1)
here r−k and r
+
k are the track parameters vectors before
and after the k-th measurement update, S−k and S
+
k —
correspondent square roots of the covariance matrix,
Fk — a propagation matrix, QT/2k — a transported
square root of a process noise matrix. The measurement
update has been implemented according to the equa-
tions (2) assuming that the measurement mk is a scalar.
ϕ = S−k H
T
k ,
a =
1
ϕTϕ+ Vk
,
γ =
1
1 +
√
aRk
,
S+k = S
−
k (I − aγϕϕT ),
Kk = aS−k ϕ,
ζk = mk −Hkr−k , (2)
r+k = r
−
k +Kkζk,
χ2k = χ
2
k−1 + ζ
T
k aζk,
here Hk is the model of measurement, Vk — the covariance
of the k-th measurement, χ2k — the total χ2-deviation.
In the implementation we use for vectorization: headers
with overloaded operators, Vector classes (Vc) [3] and Intel
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gefoerdert.
Array Building Blocks (ArBB) [4]. Intel Threading Build-
ing Blocks (ITBB) [4] and ArBB are used also for task level
parallelization. Two methods for extrapolation are imple-
mented: a 4-th order Runge-Kutta propagation and an ana-
lytic formula, which uses the Tailor expansion [1].
Resolution (µm, mrad, %) Pull Time,
x tx p x tx q/p µs
Header 43.0 0.30 0.94 1.1 1.2 1.3 0.93
Vc 43.0 0.30 0.94 1.1 1.2 1.3 0.92
ArBB 43.1 0.31 0.94 1.1 1.2 1.3 0.92
Table 1: Track fit quality (resolutions and pulls) and time
per track per core of the square root KF approach.
Tests of the time and track fit quality have been per-
formed on a computer lxir075 with 4 Xeon E7-4860 pro-
cessors, which gives 80 logical cores in total. The results
are shown in Table 1. Widths of resolutions and pulls dis-
tributions are similar to that ones obtained with the con-
ventional KF approach in double precision. In Figure 1 the
scalabilities using ITBB are shown. The figure shows a
good linear scalabilities for both propagation methods.
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Figure 1: Scalability of the square root KF track fitter using
headers with the 4-th order Runge-Kutta propagation (RK)
and the analytic formula (AN).
Concluding, the square root KF approach shows good
numerical stability, timing and many-core scalability.
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Optimization of the CA Based Track Finder for CBM∗
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The main tracking challenges of the CBM experiment
are: up to 107 collisions per second, about 1000 particles
per central collision, non-homogeneous magnetic field,
double-sided strip detectors. The Cellular Automaton (CA)
algorithm is used for track reconstruction [1] in the Silicon
Tracking System (STS). It is the most sophisticated and
time consuming part of the event reconstruction, therefore
it should be fast and should have a good scalability with
respect to number of cores. The speed of the CA algorithm
is especially important, since the full event reconstruction
and selection are required at the First Level Event Selection
(FLES) stage.
Reference primary set efficiency 97.7
Extra primary set efficiency 90.5
Reference secondary set efficiency 81.9
Extra secondary set efficiency 50.9
All set efficiency 88.9
Clone level 0.1
Ghost level 0.3
Number of reconstructed tracks per event 121
Time per event, ms 11
Table 1: Track reconstruction quality for minimum bias
events: efficiencies (%) for different sets of tracks, clone
and ghost levels (%) and time on a single core.
The CA algorithm creates short track segments (triplets)
in each three neighboring stations, then links them into
track-candidates and selects them according to the maxi-
mum length and minimum χ2 criteria. The algorithm is al-
ready optimized with respect to time, fully implemented in
single precision [2] and robust with respect to the detector
geometry and inefficiency. The algorithm has been opti-
mized further with respect to time: additional information
(acceptance, χ2) is taken into account, input data are re-
sorted, computations are simplified, data copying and num-
ber of finding iteration are reduced. The speed up of 5 has
been achieved with the same track reconstruction quality.
For tests 1000 minimum bias Au+Au UrQMD events at
25 AGeV with realistic STS setup have been simulated.
Tests of the time and efficiency have been performed on
a server lxir075 with 4 Xeon E7-4860 processors, which
gives 80 logical cores in total. The results are given in Ta-
ble 1 and in Figure 1. The efficiencies for reference tracks,
which include tracks of particular physics interest, are high.
∗This work was supported by the Hessian LOEWE initiative through
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Figure 1: Track reconstruction efficiency versus momen-
tum.
The efficiencies for extra and secondary tracks are lower,
since such tracks are shorter and more complicated for re-
construction. Clone and ghost levels are negligible.
For scalability tests FIAS and CERN openlab servers
have also been used. The Figure 2 shows a good linear
scalability using Intel Threading Building Blocks [3] for
all tested many-core systems.
Figure 2: The scalability of the CA track finder on many-
core systems at GSI, FIAS and CERN.
In conclusion, running on a computer with 80 cores the
CA track finder demonstrates the maximum throughput of
2500 mbias events per second and track reconstruction ef-
ficiency of 97.7% for fast primary tracks. The scalability
of the CA track finder is linear.
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STAR is an active collider heavy-ion experiment [1] at
RHIC (BNL, USA). A Cellular Automaton (CA) algo-
rithm [2] will be used for track reconstruction in the Time
Projection Chamber (TPC) of the STAR experiment. Since
the collision rate is increased up to 40 KHz for Au+Au
200 AGeV and up to 1 MHz for p+p 500 GeV and record-
ing rate — up to 10 KHz, the speed of the track reconstruc-
tion is crucial.
The CA algorithm creates short triplets in each three
neighboring pad rows, then connects overlapping triplets
into track segments. The track segments are merged be-
tween sectors into global tracks. The final track parame-
ters are estimated using the Kalman filter. The algorithm is
highly parallelized on both data (using a SIMD instruction
set) and task (using the Intel Threading Building Blocks
technology [3]) levels. The memory usage in the algorithm
is optimized. The algorithm itself has been optimized fur-
ther with respect to time: additional selection of track seg-
ments is added, number of fits and track propagations is
reduced, time consuming computations are reformulated,
merger combinatorics is reduces by sorting track segments
and dividing the procedure into several steps. The speed up
of 3.5 has been achieved with the same track reconstruction
efficiency.
Reference set efficiency 96.6
Extra set efficiency 87.4
All set efficiency 88.6
Clone level 10.6
Ghost level 12.6
Number of reconstructed tracks per event 659
Time per event, ms 48
Table 1: Track reconstruction quality for minimum bias
events: efficiencies (%) for different sets of tracks, clone
and ghost levels (%) and time on a single core.
For tests 100 minimum bias Au+Au events at 200AGeV
have been generated using the fast simulator. Tests of
the time and efficiency have been performed on a server
lxir039 with 2 Xeon X5550 processors. The results are
given in Table 1. Track reconstruction efficiency is defined
as the number of reconstructed tracks assigned to gener-
ated particles divided by the number of all reconstructible
∗This work was supported by the Hessian LOEWE initiative through
the Helmholtz International Center for FAIR (HIC for FAIR), HGS-HIRe,
GSI F&E, BMBF Verbundforschung and EU-FP7 HadronPhysics2. Das
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tracks. Reconstructible tracks are those, which have mo-
mentum greater than 0.05 GeV/c and intersect the sensi-
tive regions of at least 10 consecutive stations. A recon-
structed track is assigned to a particle, if at least 90% of
its hits have been caused by this particle. A reference track
should have a momentum greater than 1 GeV/c in addition.
If a reconstructed track is not assigned to any particle it
is called ghost. If the particle is reconstructed more then
ones all additionally reconstructed tracks are called clones.
The efficiency for reference tracks, which include tracks of
particular physics interest, is high. The efficiency for ex-
tra tracks is lower, since such tracks are curved and more
complicated for reconstruction.
For scalability tests a lxir075 server with 4 Xeon E7-
4860 10-cores processors has been also used. Each phys-
ical core has two logical cores due to the hyper-threading
technology, that gives 80 logical cores in total. The track
finding has been run on various numbers of cores, process-
ing 100 events on each logical core. The results given in
Figure 1 show good linear scalability on the many-core
servers.
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Figure 1: Scalability of the CA track finder for minimum
bias events.
Concluding, the execution time of the STAR TPC CA
track finder is 48 ms, which satisfies the STAR HLT re-
quirements (50 ms). The scalability of the CA track finder
is linear.
References
[1] STAR Collaboration, Conceptual Design Report for the
Solenoid Tracker at RHIC, LBL PUB-5347, June 15, 1992.
[2] Y. Fisyak, I. Kisel, I. Kulakov, J. Lauret and M. Zyzak, Track
Reconstruction in the STAR TPC with a Cellular Automaton
Based Approach, CHEP-2010, Taipei, Taiwan, 2010.
[3] Intel software, http://www.intel.com.
PHN-NQM-CBM-46 GSI SCIENTIFIC REPORT 2011
68
A SIMDized Particle Finder for the CBM Experiment∗
I. Kisel1,2, I. Vassiliev1,2, and M. Zyzak1,3
1Uni-Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3Uni-Kyiv, Ukraine
One of the most challenging tasks of the CBM experi-
ment is a full event reconstruction with an event rate up to
107 collisions per second. For on-line selection purposes
a fast and efficient reconstruction of short-lived particles is
required. Since modern CPUs are many core systems and
have SIMD units, parallelization and vectorization of the
algorithms are necessary for utilization of the full power of
the CPU. In order to achieve the maximal speed the particle
finding procedure is being developed, that is based on the
SIMDized algorithms for the track and particle fitting.
Our investigations have been started with a reconstruc-
tion of K0s , which decays into π+π− with a branching ra-
tio 69.2%, and Λ, which decays into pπ− with a branching
ratio 64%. Containing strangeness they are of an interest
of the CBM experiment. These particles have been chosen
as a first step because of simplicity of their reconstruction
algorithm.
The particle finder is based on the Kalman filter track
fitter [1] and the KFParticle package [2]. The whole re-
construction procedure is implemented in single precision
and SIMDized. The reconstruction algorithm is similar to
those, which is used in the off-line reconstruction of K 0s
and Λ.
The algorithm consists of few steps. First, a primary
vertex of an event is reconstructed. Then secondary tracks
are selected according to two criteria: the tracks should be
well displaced from the primary vertex since cτ of K 0s is
2.68 cm and 7.89 cm for Λ; parameters and covariance ma-
trices of tracks should be well defined. In order to reject
tracks originated from the primary vertex only tracks with
χprim > 3 are selected, where χprim is a distance between pri-
mary vertex and a track position at the target plane normal-
ized on the total error of the track and the primary vertex.
From selected secondary tracks particle-candidates for K 0s
and Λ are constructed assuming pion masses of the tracks.
Tracks, which construct particle-candidates with a good
quality (the parameters of the particle-candidate are well
defined and its χ2/NDF < 3), are selected for the further
analysis. As a final step the particles are constructed from
the tracks, which satisfy all cuts, assuming corresponding
masses of the daughters: for K 0s a pion mass is assumed
for both daughters, for Λ a proton mass is assumed for a
positive daughter and pion for negative.
The algorithm has been tested with 1000 central Au+Au
UrQMD events at 25 AGeV. Only the STS detector has
been used for these studies. The test has been performed
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Figure 1: Mass spectras for the offline and SIMDized algo-
rithms.
on the lxir039 server with Xeon X5550 processors. The de-
veloped SIMDized K0s and Λ particles finder shows practi-
cally the same results as the off-line algorithm (see Figure 1
and Table 1). Efficiencies of the SIMDized particle finder
normalized on all particles (in 4π) are 13.9% for K 0s and
12.1% for Λ. Efficiencies normalized on particles, which
have both daughters reconstructed, are 68% and 57.8% re-
spectively. The execution time of the SIMDized particle
finder per event is 0.7 s. The reconstruction of primary
vertex takes 65.2%, selection of tracks — 26.2%, recon-
struction of K0s — 4.3%, reconstruction of Λ — 4.3%.
S S/B M σM
K0s Offline 3225 0.57 497.9 2.9
SIMDized 3258 0.60 497.6 2.9
Λ Offline 3619 1.14 1115.7 1.1
SIMDized 3373 1.01 1115.7 1.1
Table 1: Comparison of the off-line and SIMDized algo-
rithms. Here S is a signal (a number of reconstructed parti-
cles), S/B is a signal to background ratio, M and σM — a
reconstructed mass and its error in MeV/c2.
As a next step more particles of the particular interest,
such as D-mesons and strange hyperons, will be included
to the particle finder and parallelization between cores will
be investigated.
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Status of event reconstruction for the RICH detector in the CBM experiment∗
S. Lebedev1,2, C. Ho¨hne1, A. Lebedev2,3, G. Ososkov2, and I. Rostovtseva4
1University Gießen, Germany; 2LIT JINR, Dubna, Russia; 3GSI, Darmstadt, Germany; 4ITEP, Moscow, Russia
In this report the status of development regarding RICH
detector simulation is presented.
Systematic studies of the ring finder [1] were done in or-
der to improve ring reconstruction and understand losses
in the efficiency. In the performed studies the algorithm
was tested using events with one primary e+ or e−, thus
only one electron ring was registered in the RICH detec-
tor per event. For such ideal case the ring reconstruction
efficiency was lower than 100% and it dropped down sig-
nificantly for rings with less than 15 hits. The investigation
of this efficiency losses was performed. Two main reasons
of the losses were found. The first one is division of hits
into two groups while performing hough transform [1]. In
this case the peak in hough space was not high enough and,
therefore, many rings were rejected at this step. The second
reason is a very strong cuts in the ring finding algorithm in
order to reject fake rings, as it was tuned for high ring mul-
tiplicity events. For events with one ring these cuts can be
softer. After these modifications 99.4% of the ring recon-
struction efficiency was obtained for events with a single
ring with more than 7 hits and 100% efficiency for ref-
erence rings with 15 or more hits (see Fig. 1). The ring
finder was also tested with different hit producer parame-
ters. For example, noise hits and additional hit errors due to
the mirror inhomogeneities were eliminated. It was found
that these parameters do not influence the ring finding ef-
ficiency. It was observed that many 7 – 9 hit rings are not
reconstructable as their hits are distributed non-uniformly
but they are concentrated on a half of a ring. Most of such
rings are located on the edges of photodetector or even on
both photodetectors. They even can not be properly fitted.
The remaining 0.7% of not reconstructed rings belong to
this category and have to be eliminated from the RICH de-
tector acceptance calculation.
The CbmRichGeoTest class was significantly im-
proved and many new features were implemented. It helps
to get better understanding of the RICH detector perfor-
mance. The detector acceptance vs. transverse momentum,
rapidity, momentum and number of hits in ring are calcu-
lated. New RICH ring fitting visualization display was im-
plemented which draws MC points, hits, fitted circles and
ellipses.
As currently our simulation does not provide pure
Monte-Carlo information about RICH ring parameters.
The RICH Monte-Carlo points are fitted by the circle
and ellipse fitters, obtained parameters are assumed to be
Monte-Carlo RICH ring parameters. It was obtained that
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Figure 1: The ring reconstruction efficiency in dependence
on the number of hits in ring for events with one ring.
mean ring radius for circle fit using MC points is 4.88 cm
and RMS equals to 0.29 cm, using hits circle fit gives about
the same mean value (4.80 cm), but RMS is factor of 2
larger (0.59 cm).
The difference between MC point and hit fitting was as-
sumed to be a ring parameter errors due to the digitization
in the photodetector. These errors depend on the number of
hits in ring, they are larger for the rings with smaller num-
ber of hits. The integrated RMS of the error for the circle
fit: R – 0.13 cm, Xc – 0.13 cm, Yc – 0.16 cm; for the el-
lipse fit: A – 0.19 cm, B – 0.17 cm, Xc – 0.15 cm, Yc –
0.19 cm.
The fitting efficiency is the number of accepted rings di-
vided by the number of correctly fitted rings. Correctly
fitted ring is a ring with parameters in a range ±3RMS
around mean value. The mean integrated efficiency of cir-
cle fitting is 97.4% and it drops down to less than 60% for
rings with 10 hits. The mean integrated efficiency of el-
lipse fitting is 92.6%, and it drops down to less than 60%
for rings with 15 hits.
The parameter error calculation for the circle fit was im-
plemented. In order to test fitting algorithms a toy model
of the ring simulation was used. The residuals and pulls
of circle fit were calculated. The RMS values of the pull
distributions of all parameters are around one as it should
be.
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Status of global track reconstruction in the CBM experiment ∗
A. Lebedev1,2, S. Lebedev1,3, and G. Ososkov2
1GSI, Darmstadt, Germany; 2LIT JINR, Dubna, Russia; 3University Gießen, Germany
Global track reconstruction i.e. tracking in the TRD and
MUCH, track merging between STS, TRD and MUCH,
TOF hit merging and construction of global tracks are
performed by the littrack package in the CBMROOT
framework. In this report the status of developments in the
littrack package is presented.
The structure of the package was significantly reorga-
nized. For convenience and in order to decrease the depen-
dencies between different parts of the littrack the pack-
age is decomposed into four main parts: 1) cbm - interface
of the tracking software to CBMROOT, quality monitoring
etc. 2) std - scalar implementation of the tracking using
full magnetic field map and TGeo for geometry navigation.
It depends on ROOT and does not depend on CBMROOT.
3) parallel - SIMDized and multithreaded implementa-
tion of the tracking. It depends only on the compiler and
can be used in standalone mode for performance testing. 4)
cuda - test implementation using CUDA.
The quality assurance routines for the track reconstruc-
tion were considerably improved.
In the performed studies the algorithms were tested using
central Au+Au collisions at 25 AGeV beam energy from
UrQMD. In addition, to check the reconstruction of signal
tracks 5 J/Ψ decayed into e+ e− pair in case of electron
setup or µ+ µ− pair in case of muon setup were embedded
in each event. In this simulations a realistic detector de-
scription which was implemented in STS, TRD and MUCH
detectors was used. It includes advanced digitization and
clustering procedures.
Global tracking efficiency in dependence on momentum
for electron setup is shown in Fig. 1. Global tracking effi-
ciency for signal tracks (e+ e− or µ+ µ−) for two alterna-
tive CBM setups: electron and muon is 76.1% and 92.1%
respectively. The mean TRD track finding efficiency for all
tracks is 94.5% and 89% for signal e+ e−. For electrons
which lose most of their energy due to bremsstrahlung track
reconstruction efficiency is lower. The mean tracking effi-
ciency for MUCH detector is 95.1%.
A study was done in order to investigate STS tracking
performance. It was shown that the observed STS tracking
efficiency drop with increasing momentum is due to a weak
acceptance of the new STS geometries (v11a and v11b)
compared to the previous one (v09a).
A comparison of the STS and global tracking efficiencies
for two new STS geometries (v11a and v11b) using differ-
ent strip stereo angles (±7◦, 0◦ − 4◦, 0◦ − 6◦, 0◦ − 8◦)
was performed. It was shown that the STS and global re-
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Figure 1: Global track finding efficiency in dependence on
momentum for the electron CBM setup. Mean efficiency
numbers in % are shown in brackets.
construction efficiency stays the same for both STS geome-
tries. The tracking efficiency starts to drop down and ghost
rate increases starting with small stereo angles (0◦ − 4◦).
A fast parallel tracking algorithm was further investi-
gated. To avoid the use of the main memory and to im-
plement SIMDized algorithm we use a polynomial approx-
imation of the magnetic field map. However, detailed stud-
ies of such an aproach showed that in stray magnetic field
after the STS detector polynomial approximation is not ac-
curate enough. A new algorithm for field approximation
was implemented. It builds a grid, similar to that of field
map, but only on a predefined xy slices perpendicular to
z position. The drawback of such an approach is that ac-
cess to the grid cannot be effectively SIMDized. But on the
other hand the algorithm is as accurate as the field map, has
low memory consumption and its fast. The algorithm was
tested with track propagation and track fit. Its implementa-
tion into the tracking is ongoing.
Software documentation is an important part of the
development process. Thus the documentation of the
littrack package was improved. The documentation was
implemented using Doxygen. The documentation can be
accessed using the following link: http://www-linux.
gsi.de/~andrey/littrack-docs/html/.
Global track reconstruction algorithms for the CBM ex-
periment are well advanced now. The developedlittrack
package is the default global track reconstruction software
in CBM. It provides good tracking efficiency for both, the
electron and muon setup of CBM. It is suitable for detector
optimization studies of different CBM setups.
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Towards automatization of simulation quality monitoring in CBM∗
A. Lebedev1,2, S. Lebedev2,3, and G. Ososkov2
1GSI, Darmstadt, Germany; 2LIT JINR, Dubna, Russia; 3University Gießen, Germany
Automatization of regularly performed tasks is an impor-
tant component of a well organized software development
process. One of such important tasks is a software testing.
Good and automatized testing procedure can considerably
improve the development process, since the developers can
be sure that changes made in the code are correct and do
not crash the program. It can also considerably reduce the
development cycles.
In the development of the physics simulation software
like CBMROOT it is important to have a reliable and uni-
fied tool which provides a set of quality assurance tests and
gives a global picture of simulation results, namely, Monte-
Carlo simulation, detector simulation, event reconstruction
and physics analysis. In this report we discuss a proto-
type of simulation quality tool which is being developed
for CBMROOT.
The main goal of this development is to run standard
simulation, reconstruction and analysis chains automati-
cally on a regular basis, check simulation results and pub-
lish them on a web site for common access. The tool con-
sists of two main components. The first one is ”perfor-
mance calculator” which creates histograms and performs
actual calculation of results. The second component is re-
sponsible for representation of results to a user: it extracts
useful numbers from histograms, draws them and generates
reports.
As a first step we started our developments with event
reconstruction performance. Developed routines allow to
calculate a set of important quality assurance numbers and
histograms like detector acceptance, track and ring recon-
struction, electron identification and pion suppression effi-
ciencies etc. They calculate local reconstruction efficien-
cies for each detector (STS, RICH, TRD, MUCH, TOF) as
well as for different combinations of detectors and normal-
izations (MC, STS-RICH, STS-TRD etc.). All efficiencies
are evaluated in dependence on momentum, transverse mo-
mentum, rapidity and number of hits. For a specific detec-
tor this list can be extended.
For better and quicker understanding of the obtained
simulation results it is important to have a good represen-
tation of it which contains main useful numbers, tables and
figures in an east-to-read format. Report is generated in
two steps. First, all necessary numbers are extracted from
histograms and saved in JSON format. Figures are created
and saved in PNG files. Second, report is generated out of
JSON and image files in HTML, Latex or plain text format
(for console output).
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Automatic check of the simulation results on correctness
was also implemented. It allows to inspect the results based
on the predefined limits for each value. In the report each
value can be marked with a certain color which indicates
whether it is correct, not correct or not checked.
Combination of the described tools allowed to automa-
tize event reconstruction quality monitoring. Nightly tests
for electron and muon CBM setup are performed. The sim-
ulation and reconstruction are run using standard CBM-
ROOT dashboard which is based on CDASH. Than the
tracking performance is calculated. Simulation results are
automatically checked. HTML report is generated and
copied to the web server.
Simulation of the experiment requires to perform a lot
of systematic and detector optimization studies in which
many different simulations have to be compared. The inter-
pretation and analysis of the results obtained in such studies
are hard as a big verity of numbers has to be checked. In
order to improve and speedup such studies a new feature
was implemented which allows to produce an easy-to-read
summary report out of many different simulations.
Developed QA routines allow to improve CBMROOT
framework testing. It does not require any additional efforts
from the developers since testing is done automatically.
The developed prototype of the event reconstruction
quality monitoring can be found in the following link:
http://www-linux.gsi.de/~andrey/api/index.php.
Further development will concentrate on extension of the
test suit in order to get higher code coverage and improve-
ments of the web site.
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K0s , Λ and Ξ− reconstruction in Au+Au collisions at NICA energy region∗
I.Vassiliev1,2 and V. Akishina1,3
1Goethe-Universita¨t, Frankfurt am Main, Germany; 2GSI, Darmstadt, Germany; 3LIT, JINR, Dubna
The main goal of the CBM experiment is to study the
behaviour of nuclear matter in the conditions of high bary-
onic density in which the transition to a deconfined quark
gluon plasma phase is expected. One of the signatures
of this new state is the enhanced production of strange
particles; therefore hyperon reconstruction is essential for
the understanding of the heavy ion collision dynamics.
Hyperons will be measured in CBM by their decay into
charged hadrons, which are detected in the Silicon Track-
ing System (STS).
To study the feasibility of Ξ−, Λ and K0s recon-
struction in the CBM experiment, a set of 10k central
Au+Au UrQMD events at 4,85 AGeV were simulated.
At 4,85 AGeV central Au+Au UrQMD event contains
on average 5 K0s , 7 Λ and 0.029 Ξ−. The Ξ− decays
to Λ + π− with branching ratio 99.9% and cτ = 4.91
cm. The STS geometry with 8 double-sided segmented
strip detectors were used for tracking. No kaon, pion or
proton identification is applied. In order to reconstruct
the Λ → pπ− decay the proton mass was assumed for
all positively charged tracks and pion mass for all nega-
tively charged ones. K 0s is reconstructed assuming pion
mass for both tracks. The combination of single track cut
(χ2prim > 3σ) and geometrical vertex (χ2geo < 3σ) cut
allows to see clear signal. For K0s the invariant mass res-
olution is 1.2 MeV/c2 and the signal-to-background ratio
in 2 σ peak region is 2.44. For Λ the invariant mass reso-
lution value is 2.7 MeV/c2 and the signal-to-background
ratio in 2 σ peak region is about 10.(see Fig. 1 and Fig. 2)
. The Ξ− event reconstruction includes several steps: fast
Figure 1: The π+π− invariant mass spectrum. Red line is
signal Gaussian fit, green line is polynomial background.
on-line tracks finding and fitting [1,2], where all tracks
are found; tracks with χ2prim > 8 and 5σ (positively and
∗Supported by the Hessian LOEWE initiative through the Helmholtz
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negatilely charged respectivly) are selected for a Λ search,
where positevely charged tracks were combined with the
π−-tracks to construct a Λ-KFParticle; good quality ge-
ometrical vertex (χ2geo < 3σ) was required to suppress
combinatorial background.
Particle: K0S Λ Ξ−
Multiplicity (HSD): 5 7,2 0,029
Decay chanel: π+π− π−p π+π−p
Branching ratio: 69,2 % 63.9 % 63.8 %
Rec. efficiency 8.5 % 13.9 % 2.8 %
Acceptance 24,9 % 28.9 % 20 %
The invariant mass of the reconstructed pair is
compared with the Λ mass value; only pairs inside
1.116 ±0.016(6σ) were accepted; primary Λ rejection,
where only Λ with χ2prim > 5σ and z-vertex greater than
6 cm are chosen. Selected Λs were combined with the
secondary π− (χ2prim > 8σ) tracks and Ξ−-KFParticle
were created. The Ξ−-candidate was accepted if it has
good quality geometrical and topological detached vertex:
((χ2geo < 3σ), (χ2topo < 3, 5σ)) and z-vertex greater than
2 cm downstream target.
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Figure 2: The proton π− invariant mass spectrum. Red
line is signal Gaussian fit, green line is polynomial back-
ground.
As a result of the invariant mass Λπ− candidates spec-
trum 8 Ξ− were reconstructed with no background.The
signal reconstruction efficiency is about 2.8%.
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Radiation dose calculations for the CBM detectors with FLUKA  
A. Senger1 
1GSI, Darmstadt, Germany
Radiation dose calculations for the CBM detectors 
were carried out with the FLUKA code [1,2] for a gold 
beam with an energy of 35 A GeV and an intensity of 109 
ions/s. The gold target had a thickness of 250 µm result-
ing in an interaction rate of about 1%.  The calculations 
were performed for the two CBM detector setups with the 
MUCH detector and the RICH detector (see Figure 1).  
 
Figure 1. FLUKA geometry of CBM: top – muon setup 
with MuCh, bottom – electron-setup with RICH. 
 
 
Figure 2. Non-ionising dose in first (top) and last (bot-
tom) STS. The inner and outer dashed lines correspond to 
the detector acceptance. 
The results of the calculations are shown in Figure 2 and 
in Table 1. Figure 1 depicts the non-ionising energy loss 
(NIEL) in units of 1 MeV neutrons per cm2 and per year 
for the first (top) and the last (bottom) STS layer. In the 
first STS layer the effect of delta-electrons is clearly seen.  
The ionizing dose and the NIEL are listed in Table 1 for 
all CBM detector systems.  The results refer to an integral 
number of 5·1013 gold beam particles for the MVD, and to   
5·1015 gold beam particles for the other detector systems.    
 
Table 1. Ionising dose and non-ionising energy loss in the 
CBM detector systems calculated for a 35 A GeV Au 
beam impinging on a 1 % interaction Au target. A “CBM 
year” corresponds to 5·1013 beam ions for the MVD, and 
to   5·1015 beam ions for the other detector systems.  The 
STS results were obtained for the muon setup.    
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D∗+ decay reconstruction in C+C collisions at 25AGeV in the CBM
experiment∗
I. Vassiliev1,2, I. Kisel1,2, and V. Vovchenko2,3
1IKF, Goethe University, Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3T. Shevchenko National University, Kyiv,
Ukraine
The nucleus-nucleus collision research program in the
CBM experiment at FAIR is aimed at studying the QCD
phase diagram at high baryon densities and moderate tem-
peratures. One of the main observables are D-mesons or
Λc which carry a charm quark and are expected to be cre-
ated in the early stages of nucleus-nucleus collisions. The
D-mesons can be detected via hadronic decay into charged
pions and kaons. This task requires fast and efficient track
reconstruction algorithms and high resolution secondary
vertex determination. Particular difficulties in recogniz-
ing the displaced vertex of the rare Open Charm decays
are caused by weak K 0S and Λ decays which produce dis-
placed vertices downstream the target, very low multiplic-
ity of the Open Charm production, low branching ratios,
multiple scattering in the beam pipe and detectors. To cal-
culate multiplicity of different D mesons in C-C collisions
at 25A GeV the Hadron String Dynamics (HSD) v2.5 mi-
croscopic model is used [1].
To study the feasibility of D0 and D∗+ decays recon-
struction in the CBM experiment a set of 105 central C+C
UrQMD events at 25 AGeV was simulated. D∗+ decay to
π+ + D0 was added to each event in order to simulate a
signal in the environment of background hadrons. Realis-
tic STS geometry with 2 MAPS at 5 cm (thickness 300 μm
) and 10 cm (thickness 500 μm) and 8 double-sided (thick-
ness 400 μm) segmented strip detectors was used. The pri-
mary vertex was reconstructed with high accuracy (6 μm in
z direction, 1 μm in x and y) from about 450 tracks recon-
structed in the STS in a non-homogeneous magnetic field
by the SIMDized Kalman filter procedure described in [2].
The D0 particle is reconstructed from its K+π− daugh-
ter particles using the primary vertex as the production
point. D0 z-vertex resolutions is 52 μm. Because of
originating from a displaced decay vertex, D 0 daughter
tracks have a non-vanishing impact parameter at the tar-
get plane. Since the majority of the primary tracks have
very small impact parameter, large part (99%) of the back-
ground tracks was rejected using a cut on their χ2 distance
to the primary vertex. The combinatorial background is
suppressed mainly by the geometrical and topological ver-
tex cuts. The shape of the background in the signal IM re-
gion has been estimated using the event mixing technique.
The resulting background plus D0 signal spectra calcu-
lated using HSD model are shown in Fig.1.
D∗+ decays in primary vertex, the D∗+ daughter tracks
must originate from primary vertex. Therefore, in order
∗Supported by the Hessian LOEWE initiative through the Helmholtz
International Center for FAIR (HIC for FAIR), and by EU/FP7 Hadron-
physics2
Figure 1: Reconstructed D0-mesons in 1012 central C+C
collision at 25 AGeV. Red line is D0 signal, blue is combi-
natorial background.
to reconstruct D∗+ one needs to combine all identied D0
in the window 1.84 < minv(GeV/c2) < 1.89 with pos-
itive primary tracks. χ2geo < 3σ cut was used to insure
that daughter tracks come close enough to each other to
be considered as daughter products of D ∗+. χ2topo < 3σ
cut also was used for combinatoprial and direct D 0 back-
ground suppression. One can see in Fig.2 that the D ∗+
signal is clearly distinguishable and S/Bg ratio is relatively
high. Total number of collected D∗+is about 740. Effi-
ciency of D∗+ reconstruction is 3.82%.
Figure 2: Reconstructed D∗+-mesons and combinatorial
background in 1012 central C+C collision at 25 AGeV.
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Status of low-mass di-electron simulations in the CBM experiment∗
E. Lebedeva1, T. Galatyuk1, C. Ho¨hne2, and J. Stroth1,3
1Frankfurt University, Germany; 2Gießen University, Germany; 3GSI, Germany
Results of systematic studies of the reconstruction per-
formance of low-mass di-electrons for different CBM de-
tector setups are presented in this report. In this study 4
different simulation setups were compared, i.e. 100% and
70% magnetic field scales and setups with and without the
MVD detector. In case of presence of the MVD detector
simulations were performed including δ-electrons as well.
The report thus presents the most realistic simulations per-
formed so far.
The simulations were carried out for central Au+Au col-
lisions at 25 GeV/u beam energy. Low mass vector mesons
(ρ0, ω, φ) were generated using the Pluto event genera-
tor. δ-electrons are produced in the target by all Au ions
crossing the target. They are registered only by the MVD
detector as it has comparably long readout time, for other
detectors this effect can be neglected. According to the
used 25 μm thick (0,1% nuclear interaction length) gold
target, assuming 33 kHz interaction rate and 30 μs read-
out time of the MVD detector, 1000 Au ions are embedded
for each UrQMD event. The mean number of hits in MVD
per event is 1100. Including δ-electrons gives 3000 hits
per event. Using the 70% B-field the number of MVD hits
increases further by 30% up to 3900.
The reconstruction performance results for single e±
from ρ0 -mesons are shown in Table 1. The number of re-
constructed global tracks per event is 580 – 680 depending
on the setup. The detector acceptance of single e± from ρ0
is 50% for 100% B-field, and 54% for 70% B-field. The
global reconstruction efficiency in STS+RICH+TRD+TOF
for single e± from ρ0 is around 65%. The RICH, TRD
and TOF detectors provide a momentum integrated (0-
10 GeV/c) pion suppression factor of 7000 – 9200 at
around 54% electron identification efficiency depending on
the setup. The momentum resolution increased from 1.14%
to 1.88% when using the MVD detector and 70% B-field.
Several background rejection cuts were used [1]: γ con-
version cut, track topology cuts, transverse momentum cut.
When the MVD detector is present in simulations an MVD
cut is used: this is a two dimensional cut, the distance
between the intersection point of an electron track in the
MVD station to its nearest neighbor hit vs. electron track
momentum.
The invariant mass spectrum of electron pairs including
full event reconstruction and electron identification after
applying background rejection cuts is shown in Fig. 1.
Six detector setups with the most realistic simulations
being available so far were investigated. Results are com-
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Table 1: Reconstruction: summary table of the reconstruc-
tion performance of single e± from ρ0 for different simu-
lation setups. Analysis: summary table of the analysis of
ρ0, ω and φ mesons after all cuts for different simulation se-
tups. S/B(0.2−0.6) is S/B for 0.2 < Mee/(GeV/c2) < 0.6.
100% B-field scale 70% B-field scale
MVD? no yes no yes
δ-electrons? — no yes — no yes
Reconstruction of single e± from ρ0 meson
global tr./ev. 581 621 677 593 624 674
Acc/MC [%] 50.4 50.0 50.1 54.3 53.9 54.7
rec. eff. [%] 66.2 66.2 63.7 66.4 65.4 63.2
el. id. eff. [%] 55.7 55.6 53.3 55.0 53.9 51.8
pion supp. 7100 8550 6890 9190 9060 7010
dP/PRMS [%] 1.14 1.26 1.49 1.50 1.64 1.88
Analysis
ω: eff. [%] 5.7 5.9 5.5 6.4 6.4 5.5
ω: S/BG 0.40 0.32 - 0.3 0.29 0.25
ρ0: eff. [%] 4.4 4.5 4.0 4.8 4.8 3.9
φ: eff. [%] 7.5 8.9 8.2 8.6 9.5 8.4
φ: S/BG 0.49 0.24 - 0.31 0.18 0.17
S/B(0.2−0.6) 0.012 0.01 0.006 0.03 0.02 0.02
Figure 1: Invariant mass spectra after all cuts (except Pt).
Setup: MVD, 70% field scale, no δ-electrons, 70k events.
parable with previous results [1]. Efficiencies are the same,
S/BG ratios are within factor 2. However, the fact that the
S/BG ratio seems to drop if including the MVD detector is
not understood yet and needs more investigations.
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J/ψ detection in p + Au collisions at 30 GeV∗
O. Yu. Derenovskaya1 and I. O. Vassiliev2,3
e-mail: odenisova@jinr.ru, 1Laboratory of Information Technologies, JINR, Dubna
2Goethe University, Frankfurt, Germany, 3GSI, Darmstadt, Germany
The investigation of p + Au collisions at 30 GeV beam
energy is considered as a part of the CBM research pro-
gram and will be performed in the first phase of FAIR with
a start version of the CBM detector at the SIS-100 accel-
erator. Here we present the results of J/ψ → (e+e-) re-
construction in p + Au collisions. Complete CBM track
reconstruction chain includes current STS detector as a
main tracker and RICH, TRD and TOF detectors are used
for the particle identification.
The feasibility study of J/ψ detection is based on set of
central (b = 0) proton-gold UrQMD events at 30 GeV. One
J/ψ decay to e+e-, generated by PLUTO, was added to
each event in order to simulate a signal in the environment
of background tracks.
In order to reconstruct J/ψ we used full electron identi-
fication procedure including the RICH, TRD and TOF de-
tectors. We use the elliptic ring fit in the RICH and apply
ring quality cuts based on the neural network to separate
electrons from pions.
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Figure 1: The radius of the reconstructed rings as a function
of the particle momentum. Electrons and pions are clearly sepa-
rated up to momentum 5.5 GeV/c.
Also the electrons are identified via their transition ra-
diation measured with the TRD. Based on the individual
and total energy loss (see Fig.2), we employed neural net-
work to discriminate electrons from misidenified pions in
the RICH. In addition to RICH and TRD, the information
from TOF is also used to separate hadrons from electrons
(see Fig. 3).
A momentum dependent cut on squared mass is used to
reject hadrons pions from the identified electron sample.
With the combined information from all detectors, we
achieve an efficiency of 68 %. The combined RICH and
TRD identification suppressed pions to a level of about 24
thousand.
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Figure 2: Distribution of electrons energy losses (dE/dx + TR)
and pions (dE/dx) in the TRD.
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Figure 3: The squared mass of charged particles as a function of
the particle momentum in the TOF for RICH identified electrons
and misidentified pions.
The reconstructed invariant-mass spectra of J/ψ
mesons in central p + Au collisions at 30 GeV beam en-
ergy are shown in Fig.4.
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Figure 4: Reconstructed invariant mass spectra of J/ψ mesons
for central p+Au collisions at 30 GeV.
The resulting invariant-mass spectrum in the charmo-
nium mass region is displayed in Fig.4. The signal recon-
struction efficiency is about 27 %. For the simulation we
assume a multiplicity of 6×10−8 and a branching ratio of
6 %. The invariant mass resolution is 23 MeV, signal-to-
background ratio in a 2σ region around the peak is 18.
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J/ψ - e+e- reconstruction in Au+Au collision at SIS300 energies∗
O. Yu. Derenovskaya1 and I. O. Vassiliev2,3
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2Goethe University, Frankfurt, Germany, 3GSI, Darmstadt, Germany
The investigation of charmonium production is one of
the key goals of the CBM experiment. The main diffi-
culty lies in the extremely low multiplicity expected in
Au+Au 25 AGeV collisions near J/ψ production thresh-
old. That′s why, the efficient event selection based on
J/ψ signatures are necessary in order to reduce the data
volume to the recordable rate. Here we present results of
J/ψ meson reconstruction in its di-electron decay channel
using KFParticle package with a complete reconstruction
chain including current STS detector as a main tracker and
RICH, TRD and TOF are the particle identification detec-
tors.
To study the feasibility of J/ψ detection, background
and signal events have been simulated. Decay electrons
from J/ψ were simulated by PLUTO generator. The
background was calculated with set of central Au+Au
UrQMD events at 25 AGeV. Signal embedded into back-
ground was transported through the standard CBM de-
tector setup. In the event reconstruction, particles are
tracked by the silicon tracking sistem placed inside a mag-
netic field, providing the momentum of the tracks. Global
tracking provides additional particle identification infor-
mation using RICH, TRD and TOF subdetectors.
In order to reconstruct J/ψ we used full electron iden-
tification procedure including RICH, TRD and Time Of
Flight detectors (see [1]).
The negatively charged tracks emerging from the tar-
get which was identified as electrons by the RICH, TRD
and TOF detectors are combined with positively charged
tracks (positrons) to construct a J/ψ candidate, using the
KFParticle package [2]. In order to suppress the physi-
cal electron background a transverse momentum cut at 1
GeV/c was applied to the track candidates for J/ψ decays
to di-electrons.
Figure 1 demonstrates z - vertex of reconstructed J/ψ.
KFParticle package allows to reconstruct J/ψ z-vertex
with a quite good (about 250 μm ) presicion.
In order to study the signal-to-backgroundratio, the sig-
nal mass spectrum was generated from events with one
J/ψ decay embedded into UrQMD background. The
combinatorial background was obtained from the origi-
nal central UrQMD events. To increase the statistics and
got proper shape of the background, the event mixing
technique was applied. The signal spectrum was added
to the background after scaling, taking into account the
assumed multiplicity (HSD transport code), J/ψ recon-
∗Supported by the Hessian LOEWE initiative through the Helmholtz
International Center for FAIR (HIC for FAIR), and by EU/FP7 Hadron-
physics2
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Figure 1: Distribution of z - vertex of constructed J/ψ, rectan-
gle is target area.
struction efficiency and the decay branching ratio. The re-
sulting invariant-mass spectrum in the charmonium mass
region is displayed in Fig.2.
 (GeV/c)invm
2.5 3 3.5
En
tr
ie
s
310
ψJ/
Figure 2: Invariant mass spectra of J/ψ and ψ′ mesons for
central Au+Au collisions at 25 AGeV.
Mult. Br.ratio S/B Eff. σ
J/ψ 1.92 × 10−5 0.06 2 0.19 24 MeV
ψ′ 2.56 × 10−7 0.0088 0.043 0.19 25 MeV
Table 1: Multiplicity, branching ratio, signal-to- background
ratio, reocnstruction efciency and mass resolution for J/ψ and
ψ′ in central Au+Au collisions at 25 AGeV.
Obtained results shows CBM detector ability to mea-
sure J/ψ and even ψ ′ with high statistic in Au+Au colli-
sions at SIS-300 energies.
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Centrality dependence of sideward flow of K+ mesons in Ni+Ni collisions at
1.91A GeV ∗
T. I. Kang † 1,2, V. Zinyuk2, N. Herrmann2, R. Averbeck3, K. D. Hildenbrand3, B. Hong1, M. Kisˇ3, Y.
Leifels3, K. Piasecki2, W. Reisdorf3, A. Schu¨ttauf3, and the FOPI Collaboration
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A restoration of chiral symmetry of QCD predicts sub-
stantial modifications of the kaon properties, i.e., the ef-
fective kaon mass shift, in dense nuclear matter [1]. This
modification is described by a kaon-nucleus potential and
manifests itself in azimuthal emission pattern of kaons in
dense environment [2], as created, e.g., in the heavy-ion
collision. The propagation pattern can be expressed by the
first and second order Fourier coefficients, v1 and v2 [3].
The FOPI experiment recorded about 69 × 106 Ni+Ni
collisions in S325(e) experiments, corresponding to the
most central 60 % of the reaction cross section. In to-
tal, about 233,300 K+ mesons were identified in the in-
terval of ±2σ around the K+ nominal mass. The events
were centrality selected by imposing conditions on the
charged baryon multiplicity (Mul); peripheral events for
0 < Mul ≤ 47 and central events for 48 ≤ Mul ≤ 90,
which correspond to the impact parameter ranges of 3 <
bgeo < 7 fm and bgeo < 3 fm, respectively.
Fig. 1 shows v1 of K+ as a function of pT in two impact
ranges, 3 < bgeo < 7 fm (peripheral) and bgeo < 3 fm
(central), near target rapidity, −1.3 < y0 < −0.5. Here
y0 = ylab/ycm − 1 is defined to be +1 at projectile and -1
at target rapidity. The systematic errors (boxes in Fig. 1) are
estimated to be 0.024 and 0.012 for peripheral and central
collisions, respectively. The data show a strong pT depen-
dence. At low transverse momentum, pT < 0.4, v1 of K+
are positive and the magnitude of v1 is decreasing with in-
creasing pT and at around pT = 0.4 GeV/c the value of
v1 turns negative in both centrality selections. Near thresh-
old beam energies, the produced kaons usually have small
momenta, hence by rescattering with energetic nucleons,
their momenta increase, as does their flow strength in the
direction of nucleons [4] and therefore, v1 of K+ has nega-
tive values at higher transverse momenta, pT > 0.4 GeV/c.
Note that protons have been measured with a negative v1
for the whole pT range [5].
In order to evaluate the implications of the experimental
data in terms of K+ properties in the dense, hot nuclear
medium, in Fig. 1 we utilized transport models; Hadron
String Dynamics (HSD) [6] and Isospin Quantum Molecu-
lar Dynamics (IQMD) [7] with and without an in-medium
potential. Earlier publications on v1 of K+ [5] and K0s [8]
spectra could successfully be described by HSD with an
in-medium potential of 20± 5 MeV, while the rapidity dis-
tribution of K0 was described by IQMD with 40 MeV [9].
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Figure 1: The pT -differential v1 of K+ mesons in periph-
eral (right) and central (left) collisions. The various lines
represent the HSD and IQMD calculations with (‘w’) and
(‘wo’) an in-medium potential.
Therefore, in this comparison, the depth of the repulsive
potential at normal nuclear matter density and zero mo-
mentum, was introduced as 20 and 40 MeV for HSD and
IQMD, respectively.
Both models predict an enhanced “antiflow” [5] when
turning on the kaon potentials. For peripheral collisions,
however, the data are better described without the presence
of a potential, while for central collisions the inclusion of
the in-medium potential provides a better agreement with
the data.
References
[1] C. Fuchs, Pro. Part. Nuclear Phys. 56, 1 (2006).
[2] G. Q. Li et al., Phys. Rev. Lett. 74, 2 (1995).
[3] S. Voloshin and Y. Zhang, Z. Phys. C 70, 665 (1996).
[4] G. Q. Li and G. E. Brown, Nucl. Phys. A 636, 487 (1998).
[5] P. Crochet et al., Phys. Lett. B 486 (2000) 6-12
[6] W. Cassing et al., Phys. Rep. 308, 65 (1999).
[7] C. Hartnack et al., arXiv:nucl-th/1106.2083.
[8] M. L. Benabderrahmane et al., Phys. Rev. Lett. 102, 182501
(2009).
[9] G. Agakishiev et al., Phys. Rev. C 82, 044907 (2010).
GSI SCIENTIFIC REPORT 2011 PHN-NQM-FOPI-01
79
Production of hyper-tritons in Ni+Ni collisions at 1.91A GeV ∗
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The production of hypernuclei in heavy-ion collisions
have been first proposed almost two decades ago [1]. Re-
cently, the STAR collaboration measured the production
of (anti-)hyper-tritons at ultrarelativistic energies at RHIC
[2]. In this contribution, we report about the production of
hyper-tritons in Ni+Ni collisions at 1.91A GeV, carried out
with the FOPI spectrometer [3] at SIS18 in GSI/Darmstadt.
In the FOPI experiment, hyper-tritons can be identi-
fied by reconstructing the invariant mass of their charged
decay-products. In our previous contribution [4], the
reconstruction method for the two-body decay channel,
3
ΛH→π− + 3He, was described in details. In the upper
panel of Fig. 1, the invariant mass distribution of identi-
fied (π−,3 He) pairs is shown. The improved result was
obtained after the reconstruction and analysis algorithms
were optimized in order to achieve the best description of
the mixed-event background (dashed-blue line) in the con-
trol regions (depicted by the horizontal arrows). The sig-
nal obtained by subtracting the mixed-events background
(shown in the lower panel of Fig. 1) is fitted with a gaussian
function and integrated within the 3·σ (13.8 MeV) range
around the fitted mean (2.9926 GeV), which results in the
total yield of 343 counts and the significance of about 5.2.
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Figure 1: Upper panel: Invariant mass distribution of
π− − He3 pairs (solid line) and mixed-event background
(dashed line). The horizontal arrows depict the control re-
gions in which the background is optimized. Lower panel:
Invariant mass distribution after subtracting the optimized
background distribution.
The reconstruction efficiency of 3ΛH was studied by
means of MC simulations of the FOPI detector response,
in which 3He,Λ and 3ΛH embedded in appropriate QMD
∗This work was supported by BMBF 06HD9121I
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events were fully tracked through the analysis chain. Re-
sults of simulations with events that did not contain the
source of 3ΛH helped to verify that the observed signal is
not artificially generated by the reconstruction methods.
In order to extract the mean lifetime of 3ΛH , the distribu-
tion of decay-time of the reconstructed 3ΛH candidates was
evaluated: t = rs/(β·γ)t, where rs is the distance from
the secondary vertex to the primary vertex in the trans-
verse plane, (β·γ)t = pt/m3
ΛH
is the transverse velocity,
pt is the transverse momentum and m3
ΛH
equals to 2.991
GeV. Open squares in Fig. 2 depict the decay-time dis-
tribution of 3ΛH , after correcting it for the reconstruction
efficiency. The exponential fit to the distribution gives rise
to a 333±72 ps mean lifetime of 3ΛH . This result can be
directly compared to a 262.3±6.0 ps mean lifetime of the
Λ hyperon, obtained by fitting the decay-time distribution
of Λ, depicted by open circles in the Fig. 2.
The ongoing analysis concentrates on estimating the sys-
tematic errors and on optimizing MC simulations in or-
der to obtain the best description of the detector response
and the efficiencies of the reconstruction algorithms. The
hyper-triton signal will be also searched for in the three-
body decay channel: Λt→π− + p + d.
t (ps)
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ts
τ (Λ3H) =333±72 ps
τ(Λ) =262.3± 6.0 ps
Figure 2: Decay-time distributions of 3ΛH (open squares)
and Λ (open circles). Extracted mean lifetimes of 3ΛH and
Λ are 333±72 ps and 262.3±6.0 ps respectively.
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Status of the pkΛ Analysis in pp Collisions with the FOPI Spectrometer
R. Mu¨nzer1, M. Berger1, L. Fabbietti1, and D. Pleiner1 for the FOPI Collaboration
1TU Mu¨nchen - Excellence Cluster Universe, 85748 Garching
The investigation of the kaon-nucleon interaction has
been intensified in the last years due to new results on
Λ(1405) (1) and indications on the existence of the ppK−
bound state [1, 2]. The possible creation of the ppK−
has been investigated at the FOPI spectrometer at GSI in
proton-proton-collisions at 3.1 GeV. According to some
theoretical predictions, this reaction should favour the for-
mation of the ppK−[3].
Additionally to the FOPI spectrometer a silicon detector
system placed close to the target has been constructed and
employed to improve the vertex determination and used as
an online trigger for the selection of Λ hyperons. This sys-
tem consists of two layers of silcion detectors. The second
layer is a double sided detetor, which reconstructs an ad-
ditional trackpoint [4]. About 70 · 106 events have been
collected after the second level trigger selection.
The hitpoint reconstructed with the tracker was used to
Figure 1: The pictures show the background substracted in-
variant mass of p and π− for level one (upper) and level two
trigger condition (lower). The black curve show a gaussian
fit in the Λ region.
improve the secondary vertex information for the Λ recon-
struction. The right panel of Figure 1 shows the invariant
mass of a π− and p. The π− is reconstructed in the back-
Figure 2: Momentum versus velocity of CDC-RPC
Matched tracks. Additional cuts are applied to reduce the
background of missidentified particles.
ward tracking system of FOPI (CDC, Barrel). The p is re-
construted in the forwards tracking system (Helitron drift
chamber, Plastic Wall) combined with the hitpoint recon-
struced with the tracker information. The required trigger
condition for the used events is the second-level-trigger. In
comparison the left panel of figure 1 shows the picture for
the first-level-trigger condition.
The number of reconstructed Λ are normalized to the to-
tal number of events of the corresponding trigger sample.
From these numbers one can see, that the number of Λ par-
ticles per event could be enhanced by the Λ-Trigger by a
factor of 6.
The K+ are identified via measuring their momentum in
the Central drift chamber and their veloctiy measured by
the RPC barrel detector [5]. Figure 2 shows the momen-
tum versus velocity correlation plot. A clear separation
of Kaons from π+ is visible up to 0.7 GeV c−1 and 22.5
cmns−1.
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Development of a kinematical refit for the analysis of the reaction pp→ pKΛ
at 3.1 GeV with FOPI
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Introduction
In order to study the existence of the ppK− kaonic
bound state, the FOPI experiment took data with a 3.1 GeV
proton beam hitting a LH2 target in August 2009. The
ppK−, which might decay into a Λ and a proton [1], is
searched for, applying the missing mass and invariant mass
technique. The reaction of interest is pp → pK+Λ, where
the Λ further decays into a proton and a π. In order to im-
prove the mass resolution of the reconstructed Λ and the
momentum resolution of the refitted particles, a kinemati-
cal refit was developed.
The refit imposes the knowledge of several physical
processes on the trackfitting by introducing certain con-
straints on the reconstructed tracks of the final reaction
pp→ pK+pπ− [2]. In addition to several non-vertex con-
straints (energy/momentum conservation, invariant mass),
also constraints on the different vertex positions are imple-
mented.
Test with simulations
The effect of the kinematical refit is tested with pp
URQMD simulations at GEANT level and full scale level
with the respective errors. Different signatures as e.g. χ2
distributions and pull functions, which are sensitive to the
correct error input and its systematical and statistical char-
acter, are used to set the fit parameters properly for different
constraint combinations. The effect of the kinematical refit
on the reconstructed Λ, where only energy and momentum
conservation are set as constraints, is shown in Fig.1. The
refit decreases the width of the pπ− invariant mass distri-
bution by 25% and the width of the pK+ missing mass
spectrum by 90%.
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Figure 1: Application of the kinematical refit to simula-
tions: The dashed line corresponds to the unrefitted, the
solid line to the refitted spectra
Elastic reactions
A nice tool to study the improvement of the momentum
resolution by applying the kinematic fit is the pp elastic
reaction. Due to the fixed kinematics, the momentum of
the particles can be predicted theoretically by measuring
it’s polar angle [3]:
pth(Θ) =
pbeam
cosΘ+ γ2CMSsinΘcosΘ
(1)
Fig.2 shows the deviation of the theoretical momenta
from the reconstructed ones for raw (dashed line) and refit-
ted (solid line) tracks, where the two protons are measured
with two different tracking detectors for small (Θ1 < 27)
and large (Θ2 > 27) polar angles. The constraints for the
kinematical refit were set such, that the two protons fulfill
the energy and momentum conservation and intersect at a
common spacepoint after the fit.
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Figure 2: Resolution of the proton momenta with (solid
line) and without (dashed line) Kinematic Refit
The refit drastically improves the proton momentum res-
olution in the forward direction and simultaneously shifts
the mean value of the two distributions to zero.
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π− Induced Reactions with FOPI
O.N. Hartmann1 and the FOPI Collaboration
1SMI, Vienna, Austria
The study of strangeness production in π− induced reac-
tions complements the physics program of FOPI [1]. In the
2011 experiment, a secondary beam of π− of 1.7 GeV/c
(which corresponds to √s ' 2 GeV in the π−N -system)
was hitting a nuclear target. The charged reaction products
where measured by the FOPI detector. The goal is to study
the production of K+K− as a function of the target mass
number.
The π− beam is produced by a primary 147 N7+ beam im-
pinging on the production target (a cylinder of Beryllium,
with 4-6 mm diameter and 10-12 cm length). The π− yield
is mainly determined by the primary beam intensity onto
the production target. In a dedicated test beam time and
several days of setup at the beginning of the experiment, a
good compromise in terms of SIS extraction energy, ma-
chine parameters and beam transport has been found. The
extraction energy was set to 1.923 AGeV (18.0 Tm). Fig.
1 shows the comparison for the π± yields under forward
angles for primary beam energies of 2 and 1.923 AGeV
as simulated with FLUKA [3]. The decreasing π− pro-
duction for the lower energy could be compensated by a
better SIS extraction efficiency. In the finally stable oper-
ation conditions, from 9 · 1010 ions accelerated in the SIS,
5− 6 · 1010 have been measured in front of the production
target (≤ 77% extraction efficiency). Setting the secondary
beamline to 5.67 Tm, the interesting pion momentum of
1.7 GeV/c could be selected. Pion yields for negative and
positive polarity have been compared; in the latter case, the
secondary beam contains protons and π+ of the same mo-
mentum. From the FLUKA simulation, the pπ+ ratio at 1.7
GeV/c has been estimated to ' 130, in good agreement
with the later measured π− yield. At the FOPI target, 89
m upstream of the pion production target, 2.9 · 104 π− per
spill could be achieved.
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Figure 1: FLUKA simulation: charged pion yield as a func-
tion of the pion momentum for π+ and π− and different
production reactions.
For the cycle time of 3.22 s this corresponds to a rate
of 9000 π−/s, which agrees with the estimate from the ex-
periment proposal [4]. The intensity at the FOPI target is
mainly limited by the the long flight path and the geometri-
cal acceptance of the beamline.
Compared to its standard configuration, the FOPI detec-
tor has been complemented by two new subsystems. The
prototype of a GEM-TPC (see [5]), successfully integrated
and tested in 2010/2011, was placed in the inner hole of
FOPI’s Central Drift Chamber (CDC). Since the target was
placed inside the GEM-TPC, a compact design of a VETO
detector became necessary. This detector allows to discard
(beam) particles outside the active target area. An arrange-
ment of scintillators read out by SiPM was chosen [6].
In the production run of 17 days we had “beam on target”
for ≈60% of the time. Three target nuclei (carbon, copper,
lead) have been irradiated, and between 1.5 and 2.8 million
good events could be recorded. The data calibration and
analysis is ongoing. The data quality looks promising, the
statistics of interesting events still has to be evaluated. Fig.
2 shows, as an example, a mass spectrum of K+ mesons
identified by the correlation of momentum (measured by
the CDC) and time of flight (measured by the RPC TOF
barrel) over the full measured momentum range.
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Figure 2: Mass spectrum (in GeV/c2) of K+ mesons iden-
tified by the momentum-velocity correlation.
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A Veto detector for the Pion Beam Experiment at FOPI 
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1Stefan Meyer Institute for Subatomic Physics of the Austrian Academy of Sciences, Vienna, Austria. 
2Al-Azhar University, Faculty of Science, Physics Department, Cairo, Egypt.  
 
The FOPI collaboration carried out a measurement to 
study the in medium properties of the K+Kí system by 
using the ʌí (1.7 GeV/c) + A ĺ K+Kí + X reaction [1]. 
The almost 4ʌ geometrical acceptance and the excellent 
vertex reconstruction capability make the FOPI detector 
at GSI a suitable apparatus to perform this measurement 
[2]. A veto counter was installed in front of the target in 
order to tag the events in which the secondary  beam 
went undesirably off axis. A difficulty arose with the 
newly installed GEM-TPC [3] that sets a spatial con-
straint for the beam tube (ø=80 mm), the target (45 x 45 
mm2) and the veto counter (ø=40 mm hole) to fit at the 50 
cm depth in an inner hole with a diameter of 90 mm (see 
Fig. 1). The 0.6 T magnetic field from the FOPI solenoid 
magnet poses an additional constraint on the detector de-
sign. 
   The veto counter consists of a 5-mm-thick single layer 
doughnut-shaped scintillator and Silicon Photomultipliers 
(SiPMs). The outer diameter of the scintillator was maxi-
mized inside the beamtube.  The outer surface was partly 
planed to accommodate a few mm of space for the photo-
sensors (Hamamatsu MPPC S10985-100, 3 x 3 mm2 sen-
sitive area, 5.9 x 6.5 x 2 mm3 outer dimension [4] with a 
preamplifier board ~ 8 x 25 mm2). The photosensor is 
directly attached to the scintillator with an optical grease. 
The scintillator is divided into 4 pieces in order to moni-
tor also a roughly the spatial distribution of the beam halo 
(left, right, up and down). Each scintillator covers an an-
gle slightly larger than 90 deg and overlaps with the 
neighboring pieces in order to avoid insensitive gaps be-
tween two scintillators. 2 SiPMs are attached to one piece 
of scintillator, thus 8 SiPMs in total (Fig. 1, 2). 
 
 
 
Figure 1:Schematic drawing of the veto detector based 
on a scintillator with SiPM readout. The inner diameter of 
the GEM-TPC, the beamtube and the target dimension are 
also indicated. 
 
 
Figure 2:  Photograph of the VETO setup, seen from 
downstream. 
The most crucial parameter for the veto counter is the 
efficiency. The logical OR of the two sensors attached to 
the same scintillator is used as the veto signal. Comparing 
the scaler counts of the logical AND to the counts of the 
logical OR gives an estimate of the detection efficiency. 
The Hamamatsu SiPM is known to be very sensitive to 
temperature variations. Due to the space limitation we had 
no temperature regulation system of the SiPM. We ex-
perienced up to 20 °C temperature variation that caused 
the gain variation of the SiPM about a factor 2. The detec-
tor “efficiency” was monitored through the beamtime. 
Despite of that given condition, the efficiency stayed very 
stably at the satisfactory level of 99%. 
 
   Though the novel SiPM has started to replace the vac-
uum PMT in many photosensing applications, the SiPM 
has also drawbacks and requires often a tricky operation. 
An adoption of PMT was, however, nearly impossible in 
the reported case. The SiPM’s unique features (compact-
ness and insensitivity to magnetic fields) were fully ex-
ploited and worked very satisfactory even with the large 
temperature variations. 
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Silicon-strip beam-tracker for minimum-ionising particles
P. Koczon´1 and FOPI Collaboration2
1GSI, Darmstadt, Germany
To improve the precision of primary vertex determi-
nation in FOPI experiments (particularly in a low track-
density environment) a beam-tracker based on two double-
sided silicon-strip detectors was build and tested with pions
of 1.7 GeV/c in June 2011.
The two PF-128CD-128CD-32*32-500EB detectors
(32x32mm x 500 µm, 128 strips each side) were man-
ufactured by Canberra and bonded on individually de-
signed PCB’s. On site, the detectors were mounted on the
beampipe with vacuum flanges, separated by certain dis-
tance, as planned for the real experiment. Special adapter
boards had to be constructed in order to properly bias the
detectors. Each side of the detector (128 signals) was con-
nected to the self-triggered n-XYter chip followed by an
ADC [1]. The digitized hits, containing time stamps as well
as the ADC information, were read-out in a triggered mode
by the Exploder board [2] newly developed by EE at GSI.
The trigger was made out of the signal from a small scin-
tillator (18x6 mm), placed behind the silicon detector. The
readout system allows to select hits in a predefined time
window placed around the trigger appearing time what al-
lows for a significant noise reduction. The data acquisition
based on the MBS system allowed simple integration with
the existing DAQ of FOPI.
The setup was first tested with the electrons from the
90Sr source, collimated to a 2mm wide profile. In Fig.1 the
two dimensional distribution of hits registered by the sil-
icon detector is shown. Besides the fake hits due to the
noise (in the left-middle part) the signal is clearly visi-
ble. In Fig.2 a similar result is shown when the detector
was placed in the beam of pions with momentum of 1.7
GeV/c. The registered pattern corresponds to the shape of
the scintillator itself because in this case the beam profile
was much wider than the trigger-scintillator. The histogram
in Fig. 3 shows the charge-amplitude distribution of sig-
nals collected on one of the strips, when the detector was
exposed to a 3 GeV proton beam. Charge-amplitude distri-
bution measured in 100 ns wide time window around trig-
ger is overlayed. Noise reduction of factor of 3 could be
achieved.
Interest of other groups (e.g. HADES) as well as future
FAIR experiments (e.g R3B) drives further developement
of the beam-tracker system in order to adapt it for different
silicon detectors and experimental conditions.
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Figure 1: Collimated 90Sr source of electrons.
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Introduction
A large GEM-TPC prototype [1] was tested with FOPI
and used in a physics run. Tracks of TPC and CDC/RPC
are matched, to improve the momentum calculation.
Alignment of the GEM-TPC in FOPI
In order to obtain software alignment of the GEM-TPC
in the FOPI coordinate system, tracks fitted in CDC are
used as reference, by extrapolation into the GEM-TPC vol-
ume. A minimization procedure (MINUIT) of the corre-
sponding residuals of GEM-TPC clusters is employed in
order to determine the three rotational and three transla-
tional parameters needed for alignment. Since the CDC
resolution in Z is worse than in X, Y, the Z component of
the residuals is not taken into account. Fig. 1 shows the im-
provement in the distribution of X component of the resid-
uals after the alignment procedure. Statistical uncertainties
in the positioning of the order of 10 μm are obtained. The
systematic error is evaluated considering the maximal vari-
ation in the alignment parameters producing residual distri-
butions of the same quality, and resulted to be ∼ 100 μm.
Quality checks of the alignment parameters as function of
time and precise determination of the systematics for FOPI
experiment S339 are ongoing.
Combined Analysis with the RPC
Once the alignment parameters are extracted, combined
CDC/TPC tracks are reconstructed and fitted in order to
calculate the corresponding momentum. The GENFIT
toolkit [2] is employed for this purpose, using the CDC
momentum as starting value. For tracks in the RPC accep-
tance, correlation plots of momentum versus particle veloc-
ity might provide measure of the improvement on momen-
tum resolution of combined tracks with respect to standard
CDC tracks only.
Preliminary comparison of those correlation plots is
shown in Fig. 2 for a sample of π− beam @ 1.7 GeV on
Carbon target. The improvement in the momentum resolu-
tion is ∼ 20% for protons and ∼ 10% for pions.
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Introduction
A GEM-TPC detector was build as a prototype of the
inner tracker for the future PANDA experiment at FAIR
and as an updgrade for the FOPI experiment at GSI. A
GEM-TPC can exploit the intrinsic suppression of back
drifting[1] ions from the amplification stage of the GEM
foils to overcome the problem of drift-field distortions in a
ungated operation. This prototype was designed to fit into
the FOPI spectrometer, where the commissioning, tests
with cosmic rays and beam tests were carried out[2].
Experimental setup
For the commissioning the prototype was installed in-
side the FOPI spectrometer which was set up for triggering
on cosmic particles. FOPI is a fixed target spectrometer
for heavy ion beams. It consists of an inner drift chamber
which is surrounded by a scintillator and an RPC time-of-
flight barrel. In forward direction is another drift chamber
and a scintillator time-of-flight wall. The whole setup is
surrounded by a superconducting 0.6 T solenoid magnet.
Results from cosmics tracks
Data with cosmic tracks were taken for several different
detector parameters:
• Drift gases: Ar/CO2 and Ne/CO2, both in a 90/10 mix-
ture
• Drift fields: 150, 200, 300 and 360 V/cm
• Different gains for the GEM stack for both gases
The track finding and noise suppression was done with a
Riemann[3] pattern recognition after clustering. The found
tracks were fitted with GENFIT[4], a generic fitting tool
based on a Kalman[5] filter. The drift volume was divided
into 6 slices along the drift direction and the residuals of
the hit points to the fitted tracks were calculated for each
slice. Fig.1 shows the residual distribution for the first slice
which means the shortest drift length. The resolution one
gets by fitting the distribution with three Gaussian func-
tions is 274 µm. Fig.2 shows the obtained resolutions as
function of the drift length while the squares indicate the
resolution by only taking the most centered Gaussian into
account and the circles show the weighted mean of all three
Figure 1: The residual distribution of the first slice along
the drift direction.
Figure 2: The obtained resolution for slices along the drift
direction. The dash-dotted line shows the single-electron
diffusion.
fitted Gaussian functions. Both plots are from a measure-
ment with Ne/CO2 a drift field of 360 V/cm and a gain of
2000 and are in good agreement with simulations.
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Continuously running GEM TPC
In past experiments, Time Projection Chambers (TPCs)
have been equipped with a gating structure to prevent the
migration of avalanche ions created during gas amplifica-
tion – traditionally realized with Multi Wire Proportional
Chambers (MWPCs) – in order to maintain drift field ho-
mogeneity. This, however, limited the application of TPCs
to experiments with trigger rates smaller than O(103 Hz).
To overcome this important limitation introduced by gat-
ing techniques, one has to find other means of ion suppres-
sion. We propose to exploit the intrinsic ion back-flow in-
hibition capabilities of Gas Electron Multiplier (GEM) [1]
foils and have built a large prototype of such a GEM TPC
[2, 3].
PANDA as a triggerless experiment
Within the PANDA physics environment, the inverse re-
action rate is much smaller than the electron drift time
(u− ≈ 50µs). As a consequence, a TPC would store
the tracks of O(103) events in its active volume at any
given time. With continuous readout, such a detector would
constitute an analog event pipeline, providing a constant
stream of 3-dimensional track data.
This new kind of data acquisition (DAQ) concept would
very well fit PANDA’s philosophy of a triggerless exper-
iment, where data streams from different kinds of detec-
tors will be scanned for interesting signatures by high-
performance online algorithms. This scheme will mark an
important step on the path away from the event paradigm
defined on trigger level in particle physics experimental
DAQ.
Event Deconvolution with the GEM TPC
In the online high level trigger scheme foreseen for
PANDA as described above, the central tracking (CT) de-
tector will play a crucial role. Its data will have to be unam-
biguously associable with the data provided by other detec-
tors, and it will have to be able to contribute to the trigger
decision itself for example in channels involving decays of
neutral particles inside the CT volume.
Without the knowledge of an “event time” t0 it has to be
shown that it is possible to successfully find and associate
∗Work supported by EU, BMBF
† felix.boehmer@tum.de
Figure 1: Overlapping of different events inside the GEM
TPC. Tracks from different events can be found within a
certain time window (e.g. one electron drift time, one drift
frame) selected from the buffered data stream.
the convoluted tracks (c.f. Fig. 1) belonging to a given
physics event, taking into account
• the full overlap (“convolution”) of events in the drift
volume due to the high rate environment,
• distortion of tracks caused by remaining space charge
effects, and
• the efficiency of realistic pattern recognition (PR) al-
gorithms inside the high-rate environment when sub-
jected to distortion effects.
The general strategy of “event deconvolution” inside the
data stream of overlapped events with unknown event time
provided by the GEM TPC is then the following:
1. Clean detection of distorted tracks in the TPC alone
with efficient PR algorithm(s).
2. Estimate event time on the µs level by extrapolating
the (distorted) track (or neutral track reconstructed via
secondary vertex detection) to the beam axis within a
certain target cut (c.f. Fig. 2).
3. Associate with information from other systems, e.g.
the Micro Vertex Detector (MVD), Scitil, EMC.
4. Keep interesting signatures. Offline Analysis involves
distortion corrections.
Results & Conclusion
In the course of the PANDA CT evaluation process, de-
tailed simulation studies have been performed to answer
these questions.
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Figure 2: Event reconstruction study on the channel η c →
φφ → K+K−K+K− at full PANDA event rate. Shown
is the efficiency of successfully detecting (more than 50%
of the hits associated) all four Kaons with TPC Riemann
pattern recognition only at full track density as a function
of the target cut applied when extrapolating the distorted
tracks back to the known Monte Carlo vertex. The green
curve shows the situation at zero distortions, blue and red
at distortions scaled to 20% and 100%, respectively.
Space charge effects have been simulated on micro-
scopic level based on realistic particle generators for the
PANDA p¯p physics [4], and we have developed a sophisti-
cated pattern recognition algorithm based on the Riemann
Transformation showing excellent performance and robust-
ness against distortion effects [5].
With these tools we have simulated physics events and
convoluted them with background events according to the
full event rate foreseen for PANDA (2 · 107 Hz), and evalu-
ated the total efficiency of retaining all relevant tracks after
pattern recognition in the full track density as a function of
the target cut and for different magnitudes of drift distor-
tions (Fig. 2).
In another study we have checked the reconstruction ef-
ficiency of Λ → pπ−. This is an important benchmark for
the CT, as a large part of these decays happen inside its vol-
ume and thus have to be detected by the CT alone in order
to flag the signature inside the PANDA data stream. It also
marks sort of a worst case scenario, as the decay products
are strongly boosted in forward direction and will enter the
CT at small angles.
We have shown [6] that with still very crude vertexing
techniques we are able to successfully reconstruct Λ ver-
tices at the correct mass with an efficiency of well above
30%.
These results show that already with the current version
of our online reconstruction algorithms, the TPC would be
able to detect and associate tracks in PANDA’s high rate en-
vironment taking into account conservative simulations of
the projected drift distortions inside the TPC volume with-
out relying on any external information, and moreover be
able to contribute to the “trigger decision” inside the ambi-
tious DAQ scheme of PANDA as a standalone detector.
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Elliptic Flow in Heavy-Ion Reactions: Status of Experiment S394 ∗
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In May 2011, the data taking of experiment S394 has
been completed. With beams of 197Au, 96Zr, and 96Ru of
400 MeV/nucleon and with enriched 96Zr and 96Ru targets,
the symmetric collision systems 197Au+197Au, 96Zr+96Zr,
and 96Ru+96Ru have been studied. The Large Area Neu-
tron Detector (LAND) and the Krako´w triple-telescope ar-
ray [1] were positioned at laboratory angles around 45 ◦
with respect to the beam direction with the aim to mea-
sure the directed and elliptic collective flows of neutrons
and light charged particles from these reactions with high
precision. The impact parameter and the orientation of
the reaction plane were determined with eight rings of
the CHIMERA multidetector [2], carrying 448 individual
CsI(Tl) elements and covering the angular range 7◦ ≤
θlab ≤ 20◦, combined with a 1x1-m2 section of the AL-
ADIN Time-of-Flight Wall covering the solid angle up to
θlab ≤ 7◦. Fifty thin CsI(Tl) elements of the Washington-
University μ-ball array [3], covering 60◦ ≤ θlab ≤ 147◦,
surrounded the target for distinguishing reactions on heavy
target nuclei from background reactions on non-target ma-
terial.
The ratio of the parameters describing the elliptic-flow
of neutrons with respect to that of protons or light charged
particles in reactions at relativistic energies has recently
been proposed as an observable sensitive to the strength
of the symmetry term in the equation of state at supra-
normal densities [4, 5]. This was derived from the anal-
ysis of the existing FOPI/LAND data for 197Au + 197Au
collisions at 400 MeV/nucleon in comparison with predic-
tions of the UrQMD transport model [6] and more recently
confirmed by calculations with the Tu¨bingen version of the
QMD transport model [7].
The new experiment S394 has been proposed and per-
formed with the aim to confirm this result with new data
of much higher statistical precision for the measured flow
parameters and to extend the study to light fragments up to
atomic number Z = 4 with special emphasis on the two
pairs of mirror nuclei 3H/3He and 7Li/7Be.
The analysis of the collected data has been started with
calibrations for the individual detector systems and with
overall quality checks. An important parameter is the res-
olution achieved in measuring the azimuthal orientation of
the reaction plane. It largely determines the uncertainty as-
sociated with the deduced flow parameters [8].
The analysis performed so far shows that the particle
identification achieved with the CHIMERA detector mod-
ules is better than anticipated which will improve the re-
action plane resolution beyond the estimated values. For
∗Work supported by EU under contract No. FP7-227431 (Hadron-
Physics2).
Figure 1: Correction curves for the first four harmonics vn
(n=1-4) as a function of the resolution parameter χ with
their asymptotic forms given by the dotted and dash-dotted
curves (from Ref. [9]). The obtained χ = 1.2 (vertical
dotted line) implies a correction factor 〈cos(2Δφ)〉 = 0.48
for the elliptic flow parameter v2 (horizontal dotted line).
the relative azimuthal orientation of two subevents gen-
erated with selected data of charged-particle multiplicity
Mc ≥ 10 at center-of-mass rapidity yc.m. > 0.1 (i.e. mid-
rapidity excluded) collected with the CHIMERA rings in
197Au+197Au collisions, a distribution with a width Δφ ≈
60◦ (rms) was obtained. As illustrated in Fig. 1, the corre-
sponding resolution parameter χ = 1.2 leads to a correc-
tion factor for elliptic flow of 0.48, meaning that the true v 2
is about twice the measured value [9]. It is to be expected
that these values will improve considerably once the full
information, including also the Time-of-Flight-Wall and μ-
ball data, will be available for the analysis.
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Performance of the Triple Telescope Array during the ASY-EOS experiment∗
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A Triple Telescope Array, TTA, has been built to mea-
sure the energy, emission angles and isotopic composition
of light charged reaction products (Z<7). It performed
very well during the ASY-EOS experiment [1] conducted
in May 2011 at GSI (S394). The experiment was aiming at
pinning down the density dependence of the nuclear sym-
metry energy by measuring flows and isotopic composition
of the reaction products, including neutrons. The neutrons
were measured by the LAND detector and the orientation
and magnitude of the impact vector were estimated using
the CHIMERA and ALaDiN ToF-Wall detectors. The re-
actions of 197Au+197Au, 96Ru+96Ru and 96Zr+96Zr at the
incident energy of 400 MeV/nucleon have been studied.
The 35 modules of TTA, arranged in a 7x5 array, were
placed opposite to LAND at the distance of 40 cm from the
target, and covered 160 msr of the solid angle (see Fig. 1).
Figure 1: Triple telescope array.
The modules of TTA consist of two, optically decoupled,
CsI(Tl) crystals (thickness of 2.5 and 12.5 cm) and three
large area, 500 μm thick, PIN photodiodes. The first pho-
todiode served as a Si ΔE detector and supplied the ion-
ization signal alone. The second one worked in a “Single
Chip Telescope” [2] configuration and provided both, the
ionization signal and the light output from the thin crystal.
The third photodiode read out the light from the thick crys-
tal (see [3] for the details). The signals from the photodi-
odes were integrated by the custom-made low-noise charge
preamplifiers and digitized with 100 MHz, CAEN V1724
digitizers.
Very good isotopic resolution has been obtained in the
whole dynamic range [4]. Fig. 2 shows a measured count
∗Work supported by Polish Ministry of Science and Higher Education
under grant No. DPN/N108/GSI/2009
† jerzy.lukasik@ifj.edu.pl
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rate spectrum for all 35 modules. It can be viewed as a
sequence of 5 “angular distributions”, each one for a corre-
sponding row of 7 telescopes, ranging from about 20 to 60
degrees of the laboratory polar angle.
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Figure 2: Count rates for all the modules.
Thickness of the photodiodes and CsI(Tl) crystals al-
lowed to detect protons and alpha particles in the range
from about 8 to 260 MeV/nucleon. However, the digital
acquisition and the pulse shape analysis allowed to reduce
the lower threshold to about 2 MeV/nucleon by enabling
the identification of particles stopped in the first photodi-
ode. Fig. 3 shows an identification spectrum of the ampli-
tude of the signal vs the position of maximum (mode) of
the current signal deduced from the charge waveform.
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Figure 3: Identification map of particles stopped in the first
photodiode. The ID-lines correspond to p,d,t, 3He and α
particles, from bottom to top, respectively.
Overall, the TTA array has met the expectations and ful-
filled the design requirements.
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Thermalized or not thermalized? The SHM at SIS energies ∗
M. Lorenz1, R. Holzmann2, and J. Stroth1,2 for the HADES collaboration
1Goethe-Universita¨t, Frankfurt, Germany; 2GSI Helmholtzzentrum fu¨r Schwerionenforschung, Darmstadt
With the HADES detector we have investigated in great
detail the collision system Ar+KCl at 1.76 AGeV, thus re-
constructing in one system the up to now most complete set
of particle species in the 1-2A GeV energy regime. These
results allow for a stringent test of various phenomenolog-
ical models, in particular the statistical hadronization mod-
els (SHM). These models have been quite successful in ex-
plaining particle multiplicities in (ultra-)relativistic heavy-
ion collisions by assuming a sudden freeze-out in chemi-
cal equillibrium [1, 2]. With the help of SHM ﬁts it has
been possible to systematically map out a unique chemi-
cal freeze-out line in the T – μb plane of the phase diagram
of strongly interacting matter, with T denoting temperature
and μb the baryochemical potential (see e.g. [3]). At high
beam energies the chemical freeze-out line is believed to
mark the boundary between the hadronic gas phase and the
phase of free quarks and gluons, i.e. the QGP. Recently it
was conjectured, that in the region of high baryo-chemical
potential, this universal freeze-out curve might mark the
boundary between a hadron gas and a new phase, called
”quarkyonic matter” [4]. In this phase, chiral symmetry
should be restored while the quarks would still be conﬁned.
At beam energies of a few GeV, however, the validity of
the SHM models is not ﬁrmly established. Indeed, a mech-
anism providing fast enough equilibration has not yet been
uniquely identiﬁed. The situation is further complicated
by the need for strangeness suppression which is indeed
handled differently in the various implementations of the
SHM. As an extension of our work presented in [5] we have
ﬁtted thirteen particle yields obtained from the Ar+KCl run
with a statistical hadronization model (see Fig. 1). We
have chosen the SHM implemented in the freely avail-
able THERMUS code [6]. It uses the mixed canonical en-
semble, which conserves strangeness explicitly while en-
ergy and baryon number are calculated grand-canonically,
i.e. are conserved on average only. An additional free
parameter, Rc, allows to restrict strangeness conservation
to sub-volume only. All particle yields have been cor-
rected for reconstruction efﬁciencies and have been extrap-
olated to full phase space. All yields are ﬁtted simulta-
neously, except for the Σ± yield which has not been in-
dependently measured, but calculated from the multiplici-
ties of all other particles containing strangeness by making
use of a strangeness balance relation. The model takes the
proper quantum statistics of each particle as well as the ﬁ-
nite width of resonances into account. The charge chemical
potential μQ is furthermore constrained by the ratio of the
baryon and charge numbers of the collision system, lead-
ing in total to four free ﬁt parameters: Tchem, μb, Rc and
∗Supported by BMBF (06 FY 9100 I), HIC for FAIR, EMMI and GSI.
R. The ﬁt results in a chemical freeze-out temperature of
Tchem = (73 ± 3) MeV and at a baryo-chemical poten-
tial of μb = (785 ± 21) MeV. The strangeness correlation
radius comes out as Rc = (2.5 ± 0.5) fm, corresponding
to about half the ﬁtted radius R = (4.7 ± 0.7) fm of the
whole ﬁreball. A detailed comparison of the data with the
Figure 1: The upper plot shows the yields of hadrons
in 1.76 AGeV Ar+KCl reactions (full red circles) and a
THERMUS ﬁt (blue bars). The lower plot shows the ra-
tio of the experimental and SHM values. For the Ξ− and
the η the ratio is off-scale and its value is quoted instead.
statistical model ﬁt is shown in the upper part of Fig. 1,
while its lower part depicts the ratio of data and ﬁt. All
measured particle yields, except for the η 1 and the Ξ−, are
remarkably well described, considering the fact that semi-
central collisions of a medium sized collision system are
used as input. Note, however, that the Ξ− yield shows a
strong enhancement over thermal production.
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Production of Light Fragments in Ar+KCl at 1.756A GeV∗
H. Schuldes1, M. Lorenz1, C. Mu¨ntz1, J. Markert1, and J. Stroth1,2 for the HADES collaboration
1Goethe-Universita¨t, Frankfurt; 2GSI, Darmstadt, Germany
The heavy ion reaction Ar+KCl is the heaviest mass sys-
tem measured with the High Acceptance Dielektron Spec-
trometer (HADES) [1] so far. The hadron analysis was fo-
cused on light particles with masses below 1 GeV/c2. This
study highlights the light fragments deuterons, tritons and
3Helium detected with HADES.
Fragments are excellent probes to study radial flow, as
the impact of a given particle species on this effect is pro-
portional to its mass. One signature of radial flow is the
mass dependent increase of the inverse slope parameter of
the tranverse mass spectra.
The fragments have been identified by means of three
independent informations detected in different sub-systems
of the spectrometer. The first selection has been performed
with cuts on the energy loss of the particles in theMultiwire
Drift Chambers (MDC) and Time of Flight detectors (TOF
and TOFino). To improve on the particle identification, the
time of flight information and momentum reconstruction is
used by cutting on mass windows of the selected particle
species in different phasespace regions.
After background subtraction and corrections for accep-
tance and efficiency, one obtains the transverse mass spec-
tra for different rapiditiy regions.
Figure 1: Preliminary for acceptance- and efficiency-
corrected (mt-m0)-spectra of the deuterons in different ra-
pidity regions ranging from 0.0-0.6 (scaled) in the TOF-
region, fitted with Boltzmann-distributions.
∗Work supported by BMBF (06 FY 9100 I), HIC for FAIR, EMMI and
GSI
Figure 1 shows the resulting preliminary (mt-m0)-
spectra for deuterons in the TOF-region (45◦ ≤ Θ ≤ 85◦)
for different rapidities (0.0 ≤ y ≤ 0.6). By extracting the
inverse slope parameter TB for each measured rapidity re-
gion and after extrapolation to midrapidity (yCM=0.86),
one can estimate the effective temperature, which naively
corresponds to the emission of particles from a thermalized
system at midrapidity.
Figure 2: Inverse slope parameters at midrapidity
(yCM=0.86) for different particlespecies. The blue line
shows the chemical freeze-out temperature estimated by
statistical model calculations with the THERMUS code [4]
Figure 2 shows the resulting effective temperatures for
deuterons and tritons compared to published data of lighter
particles [2][3]. By making use of the simplified assump-
tion:
Teff = T0 +
1
2
m < βr >
2 (1)
we obtain the kinetical freeze-out temperature T0=(74 ±
6) MeV and the radial flow velocity < βr >=0.37 ±
0.12. The kinetical freeze-out temperature is in agree-
ment with the chemical freeze-out temperature TChem =
(73 ± 3) MeV estimated by statistical model calculations
with the THERMUS code [4]. The radial flow velocity
is in agreement with extrapolated values from the heavier
system Au+Au at similar beam energies measured by the
FOPI-collaboration [5].
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Σ(1385) production in Ar+KCl reactions at 1.756A GeV∗
L. Rehnisch1, T. Scheib1, M. Lorenz1, J. Markert2, and J. Stroth1,2
1Goethe-Universita¨t Frankfurt am Main; 2GSI, Darmstadt, Germany
Awide ranging study of produced strange particles in the
Ar+KCl collision system at 1.756A GeV kinetic beam en-
ergy has already been accomplished [1]. To complete the
picture of strangeness production and hence to get an in-
depth understanding of strangeness production and propa-
gation in the nuclear medium, also the resonances of the
already investigated particles have to be measured. All of
them are produced several hundred MeV below their NN
threshold, which makes them good probes for the described
issues.
Note that data on the ﬁrst excited strange resonance states
are rare at SIS energies. The only published data are recon-
structed K∗ mesons and Σ(1385) hyperons both in Al+Al
collisions at 1.9A GeV published by the FOPI collabora-
tion [2, 3].
The charged baryon resonance Σ(1385) has been recon-
structed via its main decay channelΣ(1385)± −→ Λ+π±,
where the Λ hyperon, which is also a short-lived particle,
was reconstructed via its decay channel Λ −→ p + π−.
Since the latter is a weak decay, off-vertex cuts are used to
signiﬁcantly reduce the background. After a clear and for
signiﬁcance optimized Λ signal was extracted, a 2σ region
around the peak was selected to be combined with pions of
the respective charge. Since Σ(1385) decays under strong
interaction, its lifetime is too short (∼5fm/c) to distinguish
between primary pions andΣ(1385) decay products, which
leads to a high amount of combinatorial background.
Due to the small expected S/B ratios (0.01 in this case) a
good knowledge of uncertainty causing effects in the back-
ground description are of eminent importance. Therefore
special attention was payed to the calculation of the mixed
event background. Stringent conditions have been set on
combining only events with similar event vertices and mul-
tiplicity. Furthermore the effect of the normalization region
on the signal has been carefully investigated. It turned out
that both widths and signal of the Σ(1385)− show only mi-
nor dependence on the latter one. Finally a normalization
on the left side of the signal is chosen in order to avoid
distortions from higher lying resonances which might con-
tribute in the higher invariant mass regions.
Subtraction of the normalized mixed event background
leads to the signal shown in ﬁgure 1 for the Σ(1385)−.
Despite of this careful background estimation a structure
on the left side of the peak remains, which might be due to
correlated background or still problems in calculating the
mixed event background with the needed precision which
is on the per mill level. For the Σ(1385)+ this effect is
more pronounced hence further studies on systematics ef-
fects using simulated correlated and uncorrelated pions and
∗Supported by BMBF (06 FY 9100 I), HIC for FAIR, EMMI and GSI
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Figure 1: Spectrum after mixed-event background subtrac-
tion. The solid line represents a relativistic Breit-Wigner
distribution adjusted to the data.
Λ hyperons are ongoing.
Neglecting the remaining structure the signal can be ﬁt-
ted using a relativistic p-wave Breit-Wigner functions with
mass dependent width. Within the errors, the position
m0 = 1376.8 ± 11.1 MeV/c2 is well in agreement with
the value of m0 = 1387.2 ± 0.5 MeV/c2 provided by the
PDG, whereas the width of Γ = 83.5 ± 29.2 MeV/c2 is
above the nominal value of Γ = 39.4± 2.1MeV/c2. This
shift can not be explained by the expected broadening due
to the detector resolution. Hence it is probably due to the
not understood structure discussed before, which hopefully
will be understood by the discussed ongoing investigations.
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Hypertriton reconstruction in Ar+KCl reactions at 1.756A GeV∗
T. Scheib1, L. Rehnisch1, H. Schuldes1, M. Lorenz1, R. Holzmann2, J. Markert2, and J. Stroth1,2
1Goethe-Universita¨t Frankfurt am Main; 2GSI, Darmstadt, Germany
In September 2005 the collision system Ar+KCl at a ki-
netic beam energy of 1.756 GeV per nucleon was measured
with HADES. Among other observables in particular sev-
eral hadrons carrying strangeness have been reconstructed.
Due to the conservation of the strangeness quantum num-
ber its production is a highly correlated process. The rela-
tive distribution of strange and anti-strange quarks among
the hadrons in the final state, including excited states and
resonances, can provide important insight into the produc-
tion and propagation of quarks and thus information about
the EOS of dense matter [1].
A strange particle not investigated so far by HADES is the
hypertriton 3ΛH , the lightest of the so called hypernuclei.
In addition to the classical nucleons - the proton and the
neutron - these nuclei contain at least one hyperon, which
is in the explicit case of the hypertriton a Λ−hyperon.
Hypertritons are reconstructed through their bound decay
into a negative pion and a 3He. The branching ratio for this
decay is about 35% [2]. Hence, an important issue of the
analysis is a good identification of the two final state parti-
cles pi− and 3He via the Time-of-Flight information in the
TOF and TOFino walls and the energy loss in the Multiwire
Drift Chambers (MDC) and the TOF and TOFino walls. In
particular the identification of the 3He is a demanding task,
since most of the produced helium nuclei are flying in the
inner part of the detector and are therefore detected by the
TOFino wall, which has low granularity. Hence, the proba-
bility for multi-hits in this subdetector corresponds to 65%
in the Ar+KCl collision system [3]. As the Time-of-Flight
signal of a particle is distorted by a second hit during the
read-out time, this information is lost for both hits. There-
fore both corresponding tracks are discarded in the anal-
ysis. The mass spectrum of the TOF region, which has a
higher granularity than the TOFino detector, and the 3He
signal are shown in Figure 1 with and without applying cuts
on the energy loss in MDC and TOF [4].
In order to reduce the background coming from uncorre-
lated pairs of negative pions and helium nuclei, secondary-
vertex cuts are applied. The decay topology is comparable
to Λ→ pi−+ p decay [5], but since the mass of 3ΛH is by a
factor of about 2.5 higher than the one of Λ, its velocity and
therewith the mean flight distance are significantly smaller.
After subtracting the mixed-event spectrum of uncorrelated
pi− + 3He pairs from the invariant mass spectrum of the
same event, no signal emerges above the background. For
the optimization of the applied cuts the hypertriton is sim-
ulated in order to observe their effects on the significance
of the signal. After simulating a thermally produced hyper-
triton with Pluto [6], the simulation package GEANT [7]
∗Supported by BMBF (06 FY 9100 I), HIC for FAIR, EMMI and GSI
Figure 1: The mass spectrum in the TOF region with no
additional conditions included (grey) and the 3He signal
after applying cuts on dE/dx information in the MDC and
TOF walls (green).
delivers the detector response of HADES on the analyzed
decay, which therefore had to be implemented in advance.
The ideal signal is embedded in real data to get a realistic
simulation of the uncorrelated background.
Subsequent steps of analysis are in progress.
References
[1] G. Agakishiev et al., ”Hyperon Production in ArKCl colli-
sions at 1.76A GeV”, Eur. Phys. J. A 47 (2011) 21.
[2] H. Kamada, J. Golak, K. Miyagawa, H. Witala, W.
Gloeckle, ”Pi-mesonic decay of the hypertriton”, arXiv:nucl-
th/9709035v1
[3] A. Schmah. ”Produktion von Seltsamkeit in Ar+KCl Reak-
tionen bei 1.756 AGeV”, Dissertation, Fachbereich Physik,
Technische Universita¨t Darmstadt, Darmstadt, 2008.
[4] H. Schuldes, ”Leichte Fragmente in Ar+KCl-Reaktionen bei
1.756A GeV”, Masterarbeit, Institut fu¨r Kernphysik, Goethe-
Universita¨t Frankfurt, to be published 2012.
[5] L. Rehnisch, ”Seltsame Resonanzen in Ar+KCl-Reaktionen
bei 1.756A GeV”, Masterarbeit, Institut fu¨r Kernphysik,
Goethe-Universita¨t Frankfurt, 2011.
[6] PLUTO, Pluto++, A Monte Carlo Simu-
lation Tool for Hadronic Physics, 2004.
http://wwwhades.gsi.de/computing/pluto/html/PlutoIndex.html.
[7] GEANT. Detector Description and Simulation Tool, 2004.
http://cont.cern.ch/writeup/geant/, Online User Guide.
PHN-NQM-HADES-04 GSI SCIENTIFIC REPORT 2011
96
Inclusive dielectron production in the 2.2 GeV p+ p reaction∗
R. Holzmann1 and M. Gumberidze2 for the HADES collaboration
1GSI, Darmstadt, Germany; 2IPN, CNRS/IN2P3 – Universite´ Paris Sud, Orsay, France
Inclusive e+e− production in p + p reactions had for-
merly been studied in the range of 1 – 5 GeV by the
DLS experiment at the Bevalac [1], and more recently by
HADES at 1.25 GeV [2] and 3.5 GeV [3]. In particular,
the comparison of the latter data sets with various models
demonstrated a need for improved theoretical descriptions.
We now supplement the available experimental results with
data on e+e− production in the p + p reaction at 2.2 GeV.
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Figure 1: Pair cross section dσ/dMee measured in 2.2 GeV
p + p reactions compared with a simulated e+e− cocktail.
The efficiency-corrected invariant-mass distribution ob-
tained within the HADES acceptance and normalized to the
known elastic scattering cross section is shown in Fig. 1.
While the π0 Dalitz peak dominates at low masses, the
intermediate-mass yield is mainly from η and Δ Dalitz de-
cays, and vector meson decays contribute mostly at high
mass. To quantify the various contributions the spectrum
is compared to an e+e− cocktail simulated with the Pluto
event generator. At 2.2 GeV π0 and η production proceeds
via resonance excitation involving mostly 1-meson and 2-
meson channels [5, 6, 7]. Whereas for ρ0 and ω production
we have assumed phase-space population. The following
cross sections were used in Pluto: (1) 14 mb for inclusive
π0 production, (2) 0.26–0.35 mb for inclusive η production,
(3) 0.01 mb each of ω and ρ0 production [8], and (4) 10–
21 mb of inclusive Δ0,+(1232) excitation. The extremes of
the cross section range used for Δ production correspond
to the following two scenarios: (I) assumes that all pion
production is mediated by single Δ excitation, resulting in
21 mb; scenario (II) sums explicitly the Δ contributions
from one-pion and two-pion production channels [7].
The resulting e+e− cocktails, filtered with the HADES
acceptance, are overlaid in Figs. 1 with the data. Up to
∗Work supported by EMMI and the IN2P3/CEA/GSI agreement
masses of' 0.45 GeV/c2 the agreement is good, but above,
the measured yield is not well reproduced. Inclusive η
production, however, is constrained by our data within the
range of assumed Δ contributions. Based on this, we pro-
pose for inclusive η production in 2.2 GeV p + p reactions
a cross section of 0.31± 0.09 mb.
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Figure 2: π0 and η production cross sections in p + p as
function of c.m. energy. The HADES results are shown as
full symbols. See text for meaning of curves.
Our inclusive π0 and η cross sections are shown with
other HADES measurements [2, 3] in Fig. 2 as function of√
sNN , together with exclusive data [4, 6] (open symbols)
and various model curves. Fits to 1π and 1π + 2π cross
sections [5] are shown as solid and long-dashed lines, re-
spectively. The short-dashed line corresponds to the Teis
et al. resonance model [9] and the dot-dashed line is a
parametrization of inclusive η production from [10]. Our
data constitute valuable input for the modeling of proton-
nucleus and heavy-ion collisions in the few-GeV regime.
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Baryon resonance production in proton-proton interactions at 3.5 GeV
A. Dybczak1 and P. Salabura1
1SIP JUC, Cracow, Poland
In year 2007 p + p reactions at 3.5 GeV were studied
by HADES with the main goal to measure inclusive e+e−
production. The measured e+e− invariant mass distribu-
tion was compared to the expected e+e− sources given by;
the Dalitz decays of π0, η, ω mesons and Δ(1232) and 2-
body decays of the ρ/ω mesons [1]. The data can be fairly
well described by the simulation assuming aforementioned
components, but not in the mass region below vector meson
pole (Me
+e−
inv ∈ (0.5 − 0.7)[GeV/c2]). A possible reason
can be omission of contributions of the Dalitz decays of
heavier baryonic resonances (Δ and N∗) and/or mass de-
pendency of the respective electromagnetic transition from-
factors. In order to study contribution of higher lying
baryonic resonances to e+e− production several exclusive
channels ppe+e−, ppπ0, pnπ+, ppω(η) → π+π−π0 were
analysed [3, 4]. The main idea is to constraint the res-
onance cross sections from their hadronic decays (i.e to
the final states including one pion and the eta ) and then
compute the resulting e+, e− yield from model predictions
[5, 6]. In this report we present results on the pnπ+ and
ppπ0 final states. Distributions of the invariant mass and
the centrum of mass polar angle of pion-nucleon system
are presented and compared to Monte-Carlo calculations
based on the resonance model [2] assuming incoherent sum
of various resonances.
To select the final states with one pion production events
with two positive tracks were analysed. Protons and pos-
itive pions were distinguished using conditions on the
reconstructed track momentum and velocity, determined
from the track time-of-flight and path length. The chan-
nels were selected via conditions on the missing mass of
pion-nucleon and proton-proton systems. A clear peaks re-
lated to the mass of missing n and π0 were visible. The
signal yield was obtained as a number of counts in the peak
above fitted continuous background. In the case of ppπ0
additional conditions on proton-proton angles (polar and
azimuthal) were imposed to eliminate elastic scattering.
Cross sections of various resonances, were estimated by
simultaneous fits of the invariant masses (Mpπ
+
inv , Mnπ
+
inv ,
Mpπ
0
inv - see Fig.1 (up)) and angular distributions (cosθ
pπ+
CM ,
cosθnπ
+
CM , cosθ
pπ0
CM - see Fig.1 (down)), in several bins of the
N − π invariant mass, inside HADES acceptance. Only 3∗
or 4∗ resonances, indicated in the figures legend, with the
mass and width from the PDG were considered. Iterative
procedure was applied: in the first step a flat angular distri-
bution was assumed for the resonances production. Since
experimental distributions show a clear forward-backward
peaking, in the next step a modified distribution of the
form dσ/dt ∼ A/tα was adjusted. The t, A, α are t-
Figure 1: Invariant mass of the nucleon-pion (up) and an-
gular distribution of the nucleon-pion system in the center
of mass frame (down) spectra for both ppπ0 and pnπ+ fi-
nal state compared to fit result assuming incoherent sum of
various resonances (see legend).
Mandelstam variable and fit parameters depending on the
resonance mass, respectively. Furthermore, the isospin re-
lations between cross sections of various resonance were
preserved in the fitting procedure.
The applied resonance model of baryon resonance pro-
duction can fully describe production of pions in the two
ppπ0 and pnπ+ channels. The derived cross section for
Δ(1232) production as well as for the total π0 and π+
yields are in a good agreement with previous measurements
[2, 7]. Obtained cross sections for the various resonances
will be used to calculate dielectron yield and will be com-
pared to the yields measured in the ppe+e− channel.
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Resonant production of η and ω mesons in proton-proton interactions at
3.5 GeV∗
K. Teilab1,3, I. Fro¨hlich1, H. Stro¨bele1, and J. Stroth1,2
1Goethe-University, Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3EMMI, Darmstadt, Germany
Measurements of meson production in nucleon-nucleon
interactions at low and intermediate energies reveal impor-
tant information about the nature of the interaction and the
mediating and contributing states. The HADES collabo-
ration has measured the exclusive production of η and ω
in proton-proton interaction at Ekin = 3.5 GeV. The de-
termined distributions indicate a strong contribution of the
N(1535) resonance to η meson production while the reso-
nant production of ω mesons is marginal.
Analysis
Events of the exclusive reaction pp −→ ppπ+π−π0
(I) were selected for further analysis. The momenta
of the charged particles (p, π+, π−) are determined by
measuring their deflection in the magnetic field us-
ing the HADES drift chambers [1]. Using the kine-
matic constraint on the mass of the missing particle,
events in which a neutral pion was produced were se-
lected and the identity of the positive particles was de-
termined. In a second step, a kinematic fit was ap-
plied to the measured momenta to improve the resolution.
Figure 1 shows the pp missing mass spectrum in events of
reaction I after applying the kinematic fit. The two peaks
at 548 and 783 MeV/c2 correspond to the η and ω mesons
respectively. The dotted dashed curves show the shapes of
the signals as obtained by simulations while the continuous
line shows a fit to the data points with the simulated peak
shapes on top of a continuous background.
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Figure 1: The proton-proton missing mass spectrum in re-
action I.
Results
Figure 2 shows the distribution of the invariant mass
squared of the η meson and one of the protons in the reac-
∗Supported by: BMBF (06FY9100I), HIC for FAIR, EMMI and GSI.
tion pp −→ ppη (II). The distribution is well reproduced by
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Figure 2: The proton-η invariant mass squared spectrum in
reaction II.
simulations assuming about 47% of the produced η mesons
to originate from the decay of the N(1535) resonance (dot-
ted dashed curve). The rest of the η mesons follow the dis-
tribution according to mere phase space (dashed curve).
On the other hand, figure 3 shows the distribution of
the invariant mass squared of the ω meson and one of the
protons in the reaction pp −→ ppω (III). The distribu-
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Figure 3: The proton-ω invariant mass squared spectrum in
reaction III.
tion shows no significant peak along the measurable range.
However, it shows a considerable deviation from the ex-
pected distribution as obtained from phase space simula-
tions (dashed curve).
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Production of Strange Baryonic Resonances in p+p collisions at 3.5 GeV
J. Siebenson1 and L. Fabbietti1 for the HADES collaboration
1Excellence Cluster “Universe”, TU Mu¨nchen, Boltzmannstr. 2, 85748 Garching, Germany
We have analyzed data on p+p reactions at a beam
kinetic energy of 3.5 GeV measured with the HADES
experiment. We have concentrated on the production
of strange baryonic resonances close to the K¯N thresh-
old and achieved to reconstruct the hyperons Σ(1385)+
and Λ(1405) with considerable statistics. Although the
Σ(1385)+ is a well known 3-quark baryon with a nomi-
nal width of 35.8 MeV/c2 and a nominal mass of 1382.8
MeV/c2 [1], the data base on p+p reactions is rather scarce.
The statistics we obtained with our measurement is suffi-
cient to perform differential studies [2]. In this way angu-
lar distributions can be extracted, which can give important
information on the different production mechanisms.
The Λ(1405) is of special interest as this hyperon was al-
ready predicted by Dalitz to be a possible bound state of a
kaon and a nucleon [3]. Nowadays this particle is described
in a coupled channel approach based on chiral dynamics. In
this ansatz the Λ(1405) is generated dynamically as an in-
terference of two states, a K¯N quasi-bound state and a Σπ
resonance [4]. Therefore, the properties of the Λ(1405),
especially its line shape, can set important constraints on
the kaon-nucleon dynamics below threshold.
The Σ(1385)+ was reconstructed in the associated produc-
tion together with a neutron and a K+ followed by the de-
cay into Λπ+. For an exclusive analysis the Λ, the π+ and
the K+ were measured directly with the HADES appara-
tus. The neutron was reconstructed via the missing mass
technique.
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Figure 1: Invariant mass of Λ and π+. The histograms
show the different contributions to the experimental data.
Fig. 1 shows the final invariant mass spectrum of the Λ
and the π+ (M(Λ,π+)) where a clear Σ(1385)+ signal is
overlaid by contributions of non-resonant Λπ+ and Σ0π+
production, as well as background due to misidentified par-
ticles. The signal is well described by a relativistic Breit-
Wigner function and yields a width of 39.2 MeV/c2 and a
mass of 1383 MeV/c2. Differential studies have also been
performed and show a highly anisotropic production of the
Σ(1385)+, indicating the peripheral character of the pro-
duction mechanism.
In p+p reactions, the Λ(1405) hyperon is mainly produced
together with a K+ and a proton and finally decays into
Σπ pairs. We have analyzed the two charged decay chan-
nels (Σ+π− and Σ−π+). After identifying the final state
particles, clear Σ+ and Σ− signals could be reconstructed.
Extracting these signals, the missing mass of the proton
and the K+ (MM(p,K+)) can be investigated where the
Λ(1405) should be visible. Fig. 2 shows the sum of
both charged decay channels for this observable within
the HADES acceptance. A good agreement between ex-
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Figure 2: Missing mass of proton and K+. Experimental
data are compared to simulations.
perimental data and simulations has been obtained. The
simulations include the production of Λ(1405), Σ(1385)0,
Λ(1520) and non-resonant Σπ production. The relative
contribution of Λ(1405) and Σ(1385)0 is an external con-
straint obtained by the analysis in [5]. The Λ(1405) has
been simulated with a mass of 1385 MeV/c2 and also in
the experimental data the observed peak is located well be-
low the nominal mass value of 1405 MeV/c2. This result
might set important constraints on the related kaon-nucleon
dynamics.
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Neutral Kaon Production in p+p and p+93Nb∗
J. Berger-Chen1, L. Fabbietti1, and K. Lapidus1 for the HADES collaboration
1Excellence Cluster ‘Universe‘, TU Munich, Garching, Germany
The modification of kaon properties in dense and cold
nuclear matter has been a subject of interest in related the-
oretical and experimental studies. In particular it is crucial
to extract the kaon-nucleon/nucleus potential. Several ex-
periments have studied this aspect at normal nuclear den-
sity in p+A [1] and π−+A [2] reactions and in heavy ion
collisions [3] all obtaining repulsive potentials. However,
the determined strengths are not consistent with each other
(U0 = 20-40 MeV). Therefore we propose to analyse the
K0 production in p+p and p+93Nb at a kinetic beam energy
of 3.5GeV with HADES. The good event statistics of low
pt-kaons (pt < 100MeV/c) ensure the sensitivity of our
measurement to the nuclear matter effects. Finally a com-
parison of the K0 differential yields may provide access
to the in-medium kaon-nucleus potential at normal nuclear
density.
K0S analysis
Similar analyses were carried out for both data sets. The
K0S was reconstructed by its charged decay particles π
+
and π− (BR = 69.20%), which were identified via graph-
ical cuts on the energy loss versus momentum distribu-
tion. To increase the signal-to-background ratio, following
secondary vertex cuts were applied: (1) distance between
the two pion tracks (dπ+−π− < 7 mm), (2) distance be-
tween the primary reaction vertex and the secondary de-
cay vertex (d(K0S − V ) > 25 mm), (3) distance of clos-
est approach to the primary vertex for the two pion tracks
(DCAπ+ > 7 mm, DCAπ− > 7 mm). These cuts were
optimized to maximize the ratio S2/B. A clear peak at
the expected K0S mass is seen in the resulting π
+π− in-
variant mass spectra for both reactions over combinatorial
background with ( SB )pp = 0.41 and (
S
B )pNb = 2.87. Both
spectra are described by a fit of the signal (two Gaussians)
and the combinatorial background (Landau function and
polynoms). High statistics allow differential yield anal-
yses in rapidity (Δy = 0.1) and transverse momentum
(Δpt = 75 MeV/c). For acceptance and efficiency correc-
tions of the p+p reaction the Pluto [4] event generator based
onMonte Carlo was used. 13K0 production channels were
simulated isotropic, while one (p + p → Σ+ + p + K0)
was weighted with an angular distribution according to [5].
Each channel was weighted with its corresponding cross
section and processed through the full analysis chain. The
cross sections from the Landolt-Bo¨rnstein database were
recalculated with updated experimental cross sections us-
ing a phasespace fit from [6]. Three of the channels with
the highest contributions are listed in table 1. In case of the
∗Work supported by BMBF and Excellence Cluster Universe.
p+93Nb reaction UrQMD calculations [7] were used.
Reaction σ[μb]
p+ p → Σ+ + p+K0 21.3
p+ p → Λ + p+ π+ +K0 18.4
p+ p → Σ0 + p+ π+ +K0 12.4
Table 1: Three K0 production channels with highest cross
sections used as simulation input.
Preliminary results
To evaluate the Monte Carlo simulation for the p+p col-
lisions, simulated pt-spectra were compared to acceptance
and efficiency corrected experimental data. The spectra
were normalized using one scaling factor obtained at mid-
rapidity. Overall an agreement within 10% deviation was
observed. Moreover, the rapidity distributions were com-
pared (fig. 1). To extract the yields the measured points in
the pt-spectra were summed up in the region where mea-
surements are available. A Boltzmann function was fitted
to the tail of the pt-spectra to extrapolate the yield to the not
measured region. Finally the goal will be to determine ab-
solute normalized yields and the in-medium KN potential
from the ratio σ(pNb)/σ(pp).
Figure 1: Comparison of the K0S rapidity distribution of
corrected experimental data (p+p) and simulated data fitted
with a Gaussian (μexp = -0.02 ± 0.01).
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The role of the ρ meson in the HADES dilepton mass spectra∗
C. Behnke1, T. Galatyuk1,2, J. Stroth1,3, and the Hades Collaboration
1Goethe-Universita¨t, Frankfurt; 2ExtreMe Matter Institute EMMI, Darmstadt; 3GSI Helmholtzzentrum fu¨r
Schwerionenforschung, Darmstadt
Photons and lepton pairs emerging from decays of vir-
tual photons are the most promising probes of dense
hadronic matter. In the energy domain of 1 - 2 GeV per
nucleon, HADES has measured electron pairs in C+C and
Ar+KCl collisions and will measure Ag+Ag and Au+Au
collisions in the following years. An experimentally con-
strained N+N reference spectrum was established. More-
over, for the first time at this energy the inclusive produc-
tion cross sections for light vector mesons were extracted.
This result allows putting tight constraints on vector me-
son production in heavy-ion collisions at beam energies of
a few GeV per nucleon. Theoretically the question of how
the spectral function of the ρ meson changes in the medium
is still under active discussion. Microscopic transport mod-
els are used to link experimental observables to the dif-
ferent phases and manifestations of hadronic matter. The
HADES data was compared to predictions from UrQMD
[1] microscopic transport model calculations. An approach
which will allow to separate in a transparent way the gener-
ation of the event background from the emission pattern of
a physics observable was introduced. To study the scaling
of the e+e− pair yield with the system size collisions at the
same beam energy, i.e. 1.25 GeV/u has been simulated.
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Figure 1: e+e− multiplicities extracted from heavy ion col-
lisions at the same beam energy simulated with UrQMD
Figure 1 shows the multiplicities of the π0 and η are found
to be reduced when Apart increases. In case of the π0
this might be explained by the time-integrated cross section
for the Δ1232 reabsorption process (NΔ → NN), which
in the Au+Au collisions is larger compared to C+C colli-
sions. Consequently, the total number of π 0 observed in
the final state is up to 50% less in Au+Au collisions. The
η mesons multiplicities are decreasing by nearly 40%. In
∗Work supported by BMBF (06 FY 9100 I), HIC for FAIR and EMMI
contrast, the excess pair yield i.e. e+e− pair yield above the
η contribution in the mass range of 0.15 ≤MeeGeV/c2 ≤
0.55, which is mainly represented by the Δ1232 and the ρ
meson. It has been investigated that the e+e− pair yield
comes from the emission density region which is a factor
of 3 lager compared to the normal nuclear matter density.
Since UrQMD uses only vacuum spectral functions the pre-
dictions for e+e− radiation from high density stages of the
heavy ion collision can be refined.
The inverse-slope parameter of the mt spectra was ex-
tracted using a χ2 minimization method[2]. The extracted
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Figure 2: Emission temperature and emission density ver-
sus time from ρ→ e+e− from Au+Au 1.25 GeV/u
temperatures are of the same order as measured slope pa-
rameters with the Teff variation on the level of 10 to 15
MeV. The extracted temperatures and densities (see Fig.
2) can be used as an input to a thermal model. For each
hadron the temperature and the density of the maximum
decay probability of the dilepton sources for the given time
step of the heavy ion collision is shown. Dileptons from
ρ → e+e− decay originate from phases of high densities
of the heavy ion collision. Here the density of 1.9 times
normal nuclear matter density where ρ mesons decay to
e+e− pairs is reached. They show a significant rise from
40 to 80 MeV at an early stage of the collision.
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HADES Track Reconstruction in Au+Au collisions at Ekin = 1.24 GeV/u
V. Pechenov1, O. Pechenova2, T. Galatyuk2, and J. Markert2
for the HADES collaboration
1GSI, Darmstadt, Germany; 2Goethe Universita¨t, Frankfurt
In order to ensure an efficient and accurate operation of
the track reconstruction in HADES at a multiplicity up to
200 within the acceptance in Au+Au collisions, a new ap-
proach for the tracking has been developed.
The reconstruction of the particle trajectories is accom-
plished in several steps: First, the spatial correlation of
fired drift cells in the multi-wire drift chambers (MDCs)
is performed. The wire clusters are defined using only the
geometrical positions of the fired drift cells. Track can-
didates are finally obtained through the matching of track
segments in the inner and outer drift chambers within one
sector. Second, the corresponding space positions of the
track candidates are fitted by a model function taking into
account the drift time information of the cells. For the in-
ner drift chambers the projection is performed with respect
to the centre of the target.
For the most central Au+Au collisions the occupancy in
the MDCs is on the level of 20%. Due to by chance corre-
lation of fired drift cells many ghost tracks can be created.
Obviously, highly efficient rejection algorithms are needed
to suppress those ghost candidates.
The reconstruction algorithms have been improved by
the following features: (i) To increase the contrast be-
tween the real track candidates and the by chance corre-
lated wires, the projection algorithm for the drift cell vol-
umes has been changed to make use of the measured drift
time; (ii) only the part of the drift cell volume defined by
the radius around the sense wire according to the measured
drift time is projected. Furthermore the resolution of the
projection plane has been increased. The results in a better
definition of correlated wires, but at the same time leads to
an higher number of ghost tracks.
To allow for an even more tight correlation window the
exact knowledge the of event vertex position is required.
A new method has been developed to estimate the event
vertex on the level of candidate search without involving
any track fit. The method identifies the target segment
where the collision took place with an efficiency of close
to 100%. The event vertex is therefore known with a pre-
cision of 500 µm giving improved initial track parameters
(see Fig. 1a).
To cope with the high probability ghost clusters in a high
multiplicity environment an advanced procedure for ghost
track suppression has been introduced. To avoid unneces-
sary combinatory with the outer drift chambers the ghost
suppression starts in the inner MDCs before any extrapola-
tion to the outer MDCs is performed.
The projection of the fired drift cells for the outer MDCs
is carried out in the area of physical possible tracks, given
by the curvature of tracks in the momentum range of inter-
est. This procedure avoids needless combinatory and sig-
nificantly speeds up the reconstruction.
The ghost track suppression algorithms keep the amount of
ghost tracks in the highest track density below 10%. Fur-
ther suppression can be archived by selecting on the track
quality parameters.
In August 2011 Au+Au collisions at Ekin = 1.24 GeV/u
have been investigated in an short run. The data have been
reconstructed using the improved tracking software. The
performance of the track reconstruction has been found to
be comparable to simulation results (see Fig. 1b). This goal
could be achieved due to a strong effort improving the cal-
ibration and alignment algorithms of the detectors.
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Figure 1: (a) Reconstructed event vertices, (b) mass of the
reconstructed particles in the RPC detector.
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Application of a Kalman and Deterministic Annealing Filter in HADES∗
E. Krebs1 and J. Markert1 for the HADES collaboration
1Goethe-Universita¨t, Frankfurt am Main
The Kalman filter [1] is a mathematical method to esti-
mate the evolution of linear, dynamical systems and has
become an established method for track reconstruction.
A Kalman filter that takes multiple scattering and energy
loss into account has been implemented for the track re-
construction in the HADES experiment. The filter uses
position information obtained from track segments recon-
structed with the standard algorithm and the results have
been compared to a global track fit.
The Kalman filter has been tested with Geant simulations
of Au+Au reactions at 1.25AGeV and 1.5AGeV. Fig-
ure 1 shows a comparison of the residuals in momentum
obtained from the current tracking method with the Kalman
filter for reconstructed positron tracks. The momentum res-
olution has improved from an RMS of around 3.7% down
to 2.8% with the Kalman filter. Moreover, the asymmetry
in the tails of the residuals that had been present so far for
positrons and electrons could be reduced by taking energy
loss and multiple scattering into account.
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Figure 1: Residuals in momentum reconstructed with the
current tracking method (a) and with the Kalman Filter (b).
The Kalman filter has improved the residuals down to an
RMS of 2.8% from 3.7% of the current tracking method.
To reduce systematic errors of the segment reconstruc-
tion for highly curved tracks the Kalman filter has been re-
vised to work directly with the wire information of the drift
chambers. Additionally, track candidates may include mea-
surements from multiple tracks. For such an environment
with ambigious and multiple measurements, an extension
of the Kalman filter, called the Deterministic Annealing
Filter [2], is used to discriminate measurements that do not
belong to a track. Measurements are assigned weights and
an annealing process is introduced to avoid local optima in
the measurement assignments.
∗This work is supported by BMBF (06 FY 9100 I), HIC for FAIR,
EMMI and GSI F+E.
Overall, both the Kalman and the Deterministic Anneal-
ing Filter show a similar momentum resolution. However,
as can be seen in fig. 2, the Deterministic Annealing Fil-
ter could enhance track reconstruction at the borders of the
drift chambers compared to the Kalman filter.
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Figure 2: Distribution of simulated tracks that either could
not be reconstructed or showed a high χ2 value. The
Kalman Filter (a) still shows clusters of such problematic
tracks at the borders of the drift chambers where the mag-
netic coils are located. These patterns are gone with the
Annealing Filter (b).
A Kalman filter and a Deterministic Annealing Filter
have successfully been implemented in the HADES recon-
struction software to cope with high multiplicity events.
The Kalman filter is able to work with hit coordinates from
the segement fitter as well as with the time information
from the drift chambers. The algorithms take energy loss
and multiple scattering into account. Performance studies
with simulated data show good improvements. The aver-
age event reconstruction time could be reduced by further
code optimizations. The upcoming Au+Au beam time in
2012 would present a good opportunity to test the new al-
gorithms with real data.
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PID capability of the upgraded HADES spectrometer∗
K. Gill1, T. Galatyuk1,2, O. Pechenova1, and V. Pechenov3
for the HADES collaboration
1Goethe-Universita¨t, Frankfurt; 2ExtreMe Matter Institute EMMI, Darmstadt; 3GSI, Darmstadt
The HADES detector is installed at the GSI Helmholtz-
zentrum fu¨r Schwerionenforschung in Darmstadt, Ger-
many. It is a unique apparatus built to search for new states
of matter using rare and penetrating probes. Ar+KCl is
the heaviest system which has been measured by HADES
so far. The combined measurement of di-electrons and
strangeness has provided intriguing results and quests for
a heavier collision system and higher statistics.
A major improvement of the spectrometer in terms of gran-
ularity and particle identification capability was achieved
by replacing the TOFino detector by the new shielded tim-
ing Resistive Plate Chamber (RPC) time-of-flight detec-
tors [1]. Results with in beam measurements show a RPC
efficiency of 99 %, a time resolution of 73 ps together with
an average multi-hit time resolution of about 83 ps and
an average longitudinal position resolution of 7.7 mm [2].
Among the detector systems which have been replaced are
all six chambers of the inner tracking plane. In addition,
a completely new detector read-out and data-acquisition
(DAQ) system has been implemented which greatly im-
proved our data-taking rates. In scope of the DAQ upgrade
all read-out controllers and trigger boards were replaced in-
troducing a modular system integrating trigger distribution,
data transfer and a slow control data traffic to the same op-
tical link [3].
The commissioning beam time took place in August 2011.
A gold beam of up to 2× 106 ions per second was incident
on the segmented gold target [4]. The new DAQ system run
at event rates of more than 13 kHz. Within the 64 hours of
beam on the target a total of 0.84 · 109 events with a total
size of 17 TB were collected. This is, compared to the data
volumes recorded in the previous beam times, an enormous
gain of statistics.
The particle identification plays an important role for the
overall performance of the experiment. In Fig. 1 and Fig. 2
we present results obtained from the online analysis of
Au+Au collisions at 1.24 GeV/u with preliminary detector
alignment and calibration. 1/8 of the total statistic has been
analyzed up to now. An efficient and accurate event recon-
struction is achieved with a new approach for the tracking
in high track density environment [5]. Fig. 1 shows the
measured velocity as a function of the particle momentum
times polarity in the RPC detector. The different particle
species are clearly visible in a wide momentum range. In
Fig. 2 we present the M/|q| distribution of the reconstructed
particles in the RPC detector. After applying a set of cuts
the mass peak of K+ is already visible. The challenge here
would be to reconstruct a K− signal.
∗Supported by BMBF (06FY9100I), HIC for FAIR, EMMI and GSI.
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Figure 1: Velocity as a function of the particle momentum
times polarity in the RPC detector
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Figure 2: M/|q| of the reconstructed particles in the RPC
detector after the track quality (blue curve), momentum
(red curve) and energy loss of particles in the multi-wire
drift chambers (green curve) cuts applied
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Development of a High Rate Tracker for secondary Pion Beams∗
E. Epple1, L. Fabbietti1, R. Lalik1, and R. Mu¨nzer1 for the HADES Collaboration
1Excellence Cluster ’Universe’, Garching, Germany
Field of application
After the successful upgrade of HADES and a planned
extension with an electromagnetic calorimeter the set-up
will be ready for data taking of pion induced reactions.
A further important detector for the pion beam run is a
beam tracking system called CERBEROS (Central Beam
Tracker for Pions), installed 15m in front of HADES. This
detector system will be necessary to determine the momen-
tum of the secondary produced pions. It will consist of two
silicon detectors placed at the dispersive plane of the two
quadrupole magnets that follow the pion production target.
For an exhaustive description see [1] and Fig. 1.
Figure 1: Beam line for the secondary Pion Beam
Silicon Detector
For the pion beam detection two double-sided silicon
detectors with a thickness of 300μm and 2x128 channels
will be installed inside the beam line. The large momen-
tum spread of the pion beam ( Δpp ≈10%) translates into a
large position deviation at the dispersive plane where the
two silicons are placed. As our aim is to cover the accepted
momentum space completely the detectors have a large ac-
tive area of 10x10 cm. Furthermore the detectors have to
cope with large particle intensities up to 10 p/sec. This re-
quires a rather high radiation hardness. The silicon detec-
tors, delivered for this purpose by Micron Semiconductor,
have already been tested in our lab (with α-particles) and
the energy resolution is below 1%.
Readout
An n-XYTER-exploder [2] based readout, planned as
front-end electronic for the silicon detectors, will be in-
tegrated into the HADES DAQ system. The readout was
tested in a 3 GeV proton beam at the COSY facility in the
FZ-Ju¨lich. In this test the n-XYTERs [3] were connected
∗Work supported by F&E Project:TMFABI1012
to a smaller silicon detector (34.5x34.5 mm and 500μm
thick). The p and n-side of the two detectors were read out
each by one n-XYTER mounted on a FE-board. Between
the detectors a 18x18 mm sized scintillator (2) was placed
for triggering and another one (scintillator 1) was installed
in front of the setup. The detector in front of the scintillator
was read out by a SysCore-card and the one behind by an
eXploder-card, see Fig. 2. A qualitative prove of the work-
Figure 2: Read out scheme for the silicon detectors
ing principle is visible in Fig. 3. Here events which were
time correlated with the scintillator 2 signal are shown as
x-y hit distribution of the silicon detector which was read
out by the eXploder setup. The shadow of the smaller scin-
tillator is clearly visible. The analysis of the ADC spectra
and the quantitative comparison with the data collected by
the SysCore board is still ongoing.
Figure 3: Hit distribution of trigger correlated events
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Simulations of Strange Particles Measurements with Pion-Induced Reactions
K. Lapidus∗1, O. Arnold1, L. Fabbietti1, and J. Siebenson1 for the HADES collaboration
1Excellence Cluster “Universe”, TU Mu¨nchen, Boltzmannstr. 2, 85748 Garching, Germany
Motivation
We investigated a possibility to measure production
of strange particles in pion-proton reactions (π−p) at
a beam momentum of 1.75 GeV/c with the High
Acceptance Dielectron Spectrometer (HADES) at the GSI
Helmholtzzentrum. A number of strangeness production
channels was studied with help of realistic full-scale sim-
ulations, taking into account all relevant background chan-
nels.
Measurements in pion-induced reactions are necessary
for a better understanding of strangeness production in
heavy-ion reactions. Moreover, pion-nucleus reactions of-
fer a possibility to study in-medium properties of mesons
with open and hidden strangeness, such as K 0, K+ and φ
at normal nuclear density.
Besides mesons, we investigate the reconstruction of
strange baryons close to the K¯N threshold: Σ(1385) and
Λ(1405). The latter particle is of particular interest, since
the ambiguity in the current theoretical understanding of
the Λ(1405) resonance calls for new experimental efforts.
It is predicted that the observed properties of the resonance
(i.e. position of the pole and the lineshape) depend on both
the production mechanism [1] (γ-, π-, kaon- or proton-
induced reactions) and the decay mode (Σ±π∓, Σ0π0).
Existing bubble-chamber measurements of the Λ(1405)
production in pion-induced reactions [2, 3, 4] have prin-
cipal flaws. First of all, the neutral decay channel
Λ(1405) → Σ0π0 was never measured. Besides that,
the Σ(1385)0 contribution was not subtracted from the ob-
served spectra.
Λ(1405) reconstruction
In order to understand the properties and the production
mechanisms of strange baryons such as Σ(1385), Λ(1405)
a possibility to detect various decay modes, including de-
cays into neutral particles, is important. Though in the
present configuration the HADES setup is not capable
of photon detection, an installation of an electromagnetic
calorimeter is foreseen [5].
A detailed study of the Λ(1405) reconstruction feasibil-
ity employing the standard HADES set-up plus the electro-
magnetic calorimeter was performed in the reaction chan-
nel
π− + p → Λ(1405) + K0.
A number of analyses strategies was examined. The
study showed that a semi-exclusive reconstruction requir-
∗ kirill.lapidus@ph.tum.de
ing a single photon or a π0 in the final state is the most
promising with respect to background considerations.
As an example, in the decay chain Λ(1405) → Σ++π−,
Σ+ → p + π0, π0 → γγ the final pπ−γγ state was re-
constructed. After applying necessary selection cuts, an
invariant mass spectra (Fig. 1) shows a clear signal of the
Λ(1405). In this way, about 800 Λ(1405)’s can be recon-
structed in a 25 days beamtime, given a beam intensity of
1.2·106 pions/spill. The analysis of this decay mode will be
compared with the Λ(1405) → Σ− + π+ analysis, where
only charged particle reconstruction is sufficient, in order
to study isospin interference effects.
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Figure 1: (Simulated) invariant mass spectra of p, π−, π0.
Contributions are: Λ(1405) (dashed curve) reconstructed
in its Σ+π− decay channel, Σ(1385) (dotted curve) and the
non-resonant production of the Σ+π−K0 final state (dash-
dotted curve). Sum of all contributions is shown by a solid
curve. Counts on the y-axis correspond to the expected
yield.
Realistic simulations have shown that the HADES exper-
iment is well suited for the strange particles measurements
in pion-induced reactions. Of particular interest is an ex-
clusive reconstruction of the Λ(1405) resonance in all of
its decay channels.
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Dense hypernuclear and color-superconducting quark matter
and compact stars ∗
A. Sedrakian, L. Bonanno, and D. Hess
Institut fu¨r Theoretische Physik, J. W. Goethe-Universita¨t Frankfurt am Main, Germany
It is now well-established that the emergence of new
degrees of freedom of hadronic and quark matter softens
the equation of state of dense matter. Such softening can
be tested against the measurements of masses of compact
stars in binaries. The recent observation of 2M mass neu-
tron star (millisecond pulsar J1614-2230) is evidence that
the ultra-dense matter in neutron stars cannot be soft, i.e.,
agents that will substantially soften the EOS are potentially
excluded. One of the outstanding challenges in the theory
of compact objects is to exploit fully the consequences of
this recent observation and to provide new EOSs that are
capable to produce compact objects as massive as the mil-
lisecond pulsar J1614-2230.
Our recent study based on relativistic hypernuclear La-
grangians predicts stiff hypernuclear equations of state
above saturation density [1]. This equation of state
was supplemented with the Nambu-Jona-Lasinio (NJL)
based equation of state of quark matter featuring color-
superconducting phases. The NJL Lagrangian was ex-
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Figure 1: The density profiles of compact stars as a func-
tion of their inner radius for several values of the ratio of
the vectorGV to scalarGS coupling in the NJL Lagrangian.
tended to include vector interactions, which have the ef-
fect of stiffening of the equation of state of quark matter.
We have constructed stable configurations of compact stars
with masses equal and above the measured 1.97 solar-mass
star [1]. The resulting configuration have exotic matter in
their interiors in the form of hyperons and quark matter,
of which the quark matter is color-superconducting in the
∗Work supported by HIC for FAIR, GSI-GU R&D project, and HGS-
HIRe.
two-flavor 2SC and/or three-flavor CFL phases (see Fig. 1).
Our models contain two tunable parameters: (1) the density
of the transition from the baryonic to the quark matter; (2)
the coupling constant GV in the vector channel. The pa-
rameter range, where stable configuration exist was estab-
lished. Our main conclusion is that the recent observations
of massive compact stars do not exclude the possibility
of the appearance of hyperonic and color-superconducting
quark matter in dense matter in general and in compact
stars in particular [1].
The cooling of neutron stars provides another channel
on the properties of dense matter, which is sensitive to the
composition of matter and weak interactions therein. In
Ref. [2] we examined the thermal evolution of a sequence
of compact objects containing low-mass hadronic and high-
mass quark-hadronic stars, which have masses above the
observed 1.97 M lower bound. The dependence of the
cooling tracks in the temperature versus age plane is stud-
ied on the variations of two parameters: (1) the gaplessness
parameter (the ratio of the pairing gap for red-green quarks
to the electron chemical potential) and (2) the magnitude
of blue quark gap. The pairing in the red-green channel
is modeled assuming an inhomogeneous superconducting
phase to avoid tachionic instabilities and anomalies in the
specific heat; the blue colored condensate is modeled as a
Bardeen-Cooper-Schrieffer-type color superconductor. We
find in Ref. [2] that massive stars containing quark matter
cool faster in the neutrino-cooling era if one of the colors
(blue) is unpaired and/or the remaining colors (red-green)
are paired in a inhomogeneous gapless superconducting
state. The cooling curves show significant variations along
the sequence, as the mass (or the central density) of the
models is varied. This feature provides a handle for fine-
tuning the models to fit the data on the surface temperatures
of same-age neutron stars and to test theories of dense mat-
ter via astrophysical observations. The perspectives and fu-
ture research plans are summarized in the contribution [3].
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Chiral thermodynamics of isospin-asymmetric nuclear matter∗
S. Fiorilla, N. Kaiser, and W. Weise
Physik-Department, Technische Universita¨t Mu¨nchen, D-85747, Garching, Germany
In the framework of in-medium chiral effective field
theory we investigate the dependence of the thermody-
namic properties of nuclear matter on isospin-asymmetry
and temperature T [1]. Calculations of the free energy den-
sity are performed to three loop order and systematically
incorporate one- and two-pion exchange dynamics to this
order. Effects from 2π-exchange with explicit Δ-isobar ex-
citation are included, as well as three-body forces [1, 2].
Fig. 1 shows the evolution of the saturation point, de-
fined as the minimum of the energy curve at T = 0, for
increasing isospin-asymmetry (dashed line). The energy
per particle E¯ is plotted as a function of the nucleon den-
sity ρ. Starting from its minimum for symmetric nuclear
matter, E¯0 = −16 MeV at the nuclear saturation den-
sity ρ0 = 0.157 fm−3, the binding energy per nucleon
is reduced continuously with decreasing proton fraction
xp = Z/A until it vanishes at xp = 0.12. Beyond this
point neutron-rich matter is always unbound for any tem-
perature and density.
-15
-10
-5
0
5
10
15
0 0.05 0.1 0.15 0.2
E¯
[M
eV
]
ρ [fm−3]
T = 0
0.5
0.4
0.3
0.2
0.1
Z
A
= 0
E¯
[M
eV
]
Figure 1: Dependence of energy per particle and saturation
point of nuclear matter at T = 0 on isospin-asymmetry.
Fig. 2 shows the temperature vs nucleon chemical poten-
tial phase diagram for different values of the proton frac-
tion, demonstrating how the matter evolves with increas-
ing asymmetry. In the coexistence region of the liquid-gas
phase transition, μ is constant for a given isotherm. The
coexistence region shrinks to a line in the T − μ diagram.
The dashed line shows the evolution of the critical point
and its disappearance at xp = 0.053. For xp < 0.053 no
liquid-gas phase transition occurs. Neutron-rich matter is
realized as an interacting Fermi gas.
Recently we have studied selected four-body contribu-
tions to the equation of state of nuclear matter. A partic-
ularly simple class of four-loop in-medium diagrams (at
T = 0) has been evaluated [1]. In distinction from the
∗Supported by GSI F+E.
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Figure 2: T−μ phase diagram of nuclear matter and evolu-
tion of the critical point for decreasing proton fraction xp.
method of unitary transformations [3], we consider only
diagrams related to “genuine” four-nucleon forces. The
upper curve in Fig. 3 shows the four-body contribution as
a function of ρ for isospin-symmetric nuclear matter, the
lower curve shows the same contribution for neutron mat-
ter. One observes that up to 2ρ0, the effects from the gen-
uine long-range (pion-induced) four-nucleon correlations
stay below 0.1 MeV in magnitude, and thus are negligi-
bly small. Induced four-body correlations involving virtual
Δ-excitations are, however, more significant.
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Figure 3: Contribution to the energy per particle at T = 0
arising from the long-range chiral four-nucleon interaction.
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Fluctuations as probe of QCD phase transition in heavy ion collisions∗
B. Friman1, F. Karsch2, K. Redlich3, and V. Skokov1,2
1GSI, Darmstadt, Germany; 2 BNL, Upton, USA; 3University of Wroclaw, Poland
Unraveling the structure of QCD phase diagram poses
a formidable challenge for theoretical and experimental
physics.
On the theory side, first principle lattice QCD (LQCD)
calculations provide a systematic approach to investigate
nuclear matter at non-zero temperature. Presently, LQCD
is, however, limited only to calculations of basic thermo-
dynamic quantities at zero chemical potential. LQCD has
demonstrated a very non-trivial fact, that thermodynamics
of QCD is well approximated by the Hadron Resonance
Gas (HRG) model up to the phase transition temperature
Tpc at zero chemical potential.
On the experimental side, the QCD phase diagram has
been studied in heavy-ion collision. Particle ratios, and
particle yields measured in such experiments are in a good
agreement with the HRG model fit. The fit parameters de-
fine the freeze-out conditions, i.e. the thermal parameters
corresponding to the last interaction of the hadrons partici-
pating in the collective expansion and cooling of the matter
formed in a heavy ion collision. In view of the discussion
in the previous paragraph, it is not surprising that the HRG
describes the measured multiplicities well.
Data obtained at small values of the baryon chemical po-
tential suggest that the freeze-out curve is close to the ex-
pected QCD phase boundary. At larger values of μB =
3μq , however, there is a discrepancy between the slope of
the freeze-out curve and current LQCD results on the cur-
vature of the chiral phase transition line.
In a series of articles summarized in Refs. [1] and [2] we
have shown to which extent a refined analysis of the freeze-
out conditions can establish the existence of and proximity
to the chiral phase transition. Here we highlight the main
results of these papers.
The net-baryon and electric charge fluctuations are sen-
sitive probes of the phase transition. At present, however,
lattice calculations provide only limited information on cu-
mulants up to eighth order. In particular, controlled pre-
dictions on their properties in the continuum limit are still
lacking; their characteristic features are obtained on a qual-
itative level, but quantitative results are not yet available.
Viable alternatives for discussing qualitative features of the
net baryon number and electrich charge fluctuations is of-
fered by O(4) scaling theory and by chiral models, like e.g.
the Polyakov loop-extended quark-meson (PQM) model.
In Figs. 1 and 2 we show the crossover transition line and
the region where the six order cumulant of net-baryon χB6
and electric charge χQ6 fluctuations computed in the PQM
model are negative. At zero chemical potential, calcula-
tions suggest that the regime of negative sixth order cumu-
∗Work supported by EMMI.
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Figure 1: The shaded region shows the parameter range
for which the sixth order cumulant of net-baryon number
fluctuations is negative. The crossover transition is shown
by the dashed line.
lants starts below but close to the QCD crossover transition
temperature. At non-zero baryon chemical potential, the
temperature interval of negative χB6 and χ
Q
6 shrinks and
follows the crossover transition line down to the critical end
point.
Thus if freeze-out occurs close to the chiral crossover
temperature the sixth order cumulant of the net baryon
number and electric charge fluctuations will be negative at
LHC energies as well as at the top RHIC beam energies
This is in contrast to hadron resonance gas model calcula-
tions which yield a positive sixth order cumulant.
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Figure 2: The same as in Fig. 1 but for electric charge fluc-
tuations.
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Role of mesonic fluctuations in the Polyakov loop extended quark-meson
model at imaginary chemical potentiall∗
K. Morita 1,2, V. Skokov 2,3, B. Friman 2, and K. Redlich 4
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The imaginary chemical potential provides complemen-
tary information on the nature of the QCD phase transition.
In particular, since there is no sign problem at imaginary
μ, the corresponding phase diagram can be computed in
lattice QCD. This provides constraints on effective models
for real μ which are not directly accessible in lattice QCD.
Consequently, studies of thermodynamics at imaginary μ
are important for the exploration of the thermodynamics of
QCD at finite density.
The Polyakov loop-extended quark-meson (PQM)
model is a model that reproduces the essential features of
the QCD thermodynamics already in the mean-field ap-
proximation at real and at imaginary μ. In this work, we
consider the PQM model at imaginary μ and study its crit-
ical properties and phase diagram within the functional
renormalization group (FRG) approach. We formulate and
solve the suitably truncated FRG flow equation for fluctu-
ations of the meson fields in the presence of the Polyakov
loop which is treated as a background field on the mean-
field level. Comparing with the mean-field results, we ex-
plore the influence of fluctuations on the chiral and decon-
finement order parameters [1].
In the FRG approach, the thermodynamic potential for
the quark and meson subsystems is obtained by solving the
flow equation for the scale-dependent grand canonical po-
tential density Ωk at the leading order of the derivative ex-
pansion:
∂kΩk =
k4
12π2
{
3
Eπ
[1 + 2nB(Eπ)]
1
Eπ
[1 + 2nB(Eσ)]
−4NcNf
Eq
[1−N(Φ,Φ∗)− N¯(Φ,Φ∗)]
}
, (1)
where nB and N(N¯) are the distribution functions for
mesons (σ, π) and (anti)quarks, respectively. The full ther-
modynamic potential is then given by Ω(Φ,Φ∗;T, θ) =
Ωk→0(Φ,Φ∗;T, θ) + U(Φ,Φ∗;T ), where θ = μI/T and
U denotes the Polyakov loop potential. The order param-
eters are determined by the stationarity conditions. Model
parameters and initial conditions for the flow equation are
chosen in a way as to reproduce the in-vacuum properties
of σ and π mesons.
The upper panels of Fig. 1 show the chiral order parame-
ter normalized by as a function of temperature scaled by the
chiral crossover temperature at θ = 0, Tpc, which was iden-
tified by the maximum of −dσ/dT . There is a clear change
in the shape of σ with increasing θ from 0 to π/3, both in
∗Work supported by EMMI and YIPQS.
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Figure 1: (Upper) The chiral order parameter normalized
by fπ, as a function of temperature for different values of
θ in the mean-field approximation (left panel) and in the
FRG approach (right panel). Lower panels : d|Φ|/dT as
a function of temperature for different values of θ in the
mean-field approximation (left panel) and in the FRG ap-
proach (right panel).
the mean-field case as well as in the FRG approach. How-
ever, the mesonic fluctuations included in the FRG scheme
imply a strong smoothening of the chiral transition.
The effect of the fluctuations on the deconfinement tran-
sition is illustrated by the derivative of the Polyakov loop
with respect to the temperature d|Φ|/dT shown in the
lower panels. At small T this derivative has a unique peak,
which is attributed to the location of the deconfinement
transition. An additional peak induced by rapid change
of the phase of the Polyakov loop appears near θ = π/3.
One sees two well-separated maxima and a discontinuity
(Roberge-Weiss endpoint) both in the mean field and in the
FRG calculations. However, the jump associated with the
discontinuity is smaller in the FRG case owing to mesonic
fluctuations. Consequently, the Polyakov loop variables are
also influenced by mesonic fluctuation through the change
of the chiral order parameter.
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Interacting hadron resonance gas meets lattice QCD∗
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We present, in the framework of the interacting hadron
resonance gas (HRG), an evaluation of thermodynamical
quantities. The interaction is modelled via a correction for
the finite size of the hadrons [1]. Here we show results of
our calculations for radii in the range of R=0.3±0.05 fm.
Our calculations, with and without (R=0) excluded volume
corrections, for thermodynamical quantities as energy and
entropy densities and pressure are confronted with predic-
tions using the lattice Quantum Chromodynamics (QCD)
formalism.
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Figure 1: Temperature dependence of thermodynamical
quantities. The calculations with the hadron gas model are
compared to LQCD results of Borsa´nyi et al. [3].
In Fig. 1 we show the temperature dependence of energy
density, pressure, and entropy density, each normalized to
appropriate powers of the temperature. The case without
interactions (no excluded volume correction) has the ex-
pected strong dependence on temperature. As noted early
on by Hagedorn [2], a limiting temperature, also called
“Hagedorn temperature”, of TH ' 200 MeV arises for cal-
culations of thermodynamical quantities within the HRG
model. For the case of calculations employing finite hadron
∗work supported by EMMI
volume corrections the Hagedorn infinities are tamed. For
temperatures below 120 MeV the HRG model results with
and without excluded volume correction almost coincide,
see Fig. 1. For larger temperatures, the HRG with inter-
actions yields, in our view, a realistic description of the
hadronic phase. The expectation is that, as soon as effects
of deconfinement become important in the lattice QCD re-
sults, they should increasingly exceed the HRG values. In
Fig. 1 the most recent predictions of lattice QCD are com-
pared to the HRG results. Indeed, below T =150 MeV good
agreement between results of lattice QCD [3] and the inter-
acting HRG is found.
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Figure 2: Temperature dependence of the trace anomaly.
The calculations within the hadron gas model are compared
to LQCD calculations of Borsa´nyi et al. [3] and HotQCD
collaboration [4] (preliminary results).
In Fig. 2 we compare our calculations for the trace
anomaly ε−3P (normalized to T 4) to LQCD results [3, 4].
We see an agreement between LQCD data and our calcula-
tions for the interacting hadron gas only up to T =140 MeV,
beyond which effects of deconfinement are apparent.
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Heavy quarkonium at finite temperature from QCD sum rules with the
maximum entropy method∗
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Properties of heavy quarkonia have been extensively
studied since it was pointed out that they provide informa-
tion on deconfinement transition of QCD. While expected
suppressions of the quarkonia have been measured in heavy
ion experi- ments, interpretation of these data is not so
straightforward, because of not only the complexity of the
collision processes but also the fact that spectral properties
of the heavy quarkonia are not well understood yet. In this
report, we focus on a novel approach to this problem utiliz-
ing QCD sum rules combined with the maximum entropy
method (MEM) [1].
We start with the current correlation function for the vec-
tor current jμ = Q¯γμQ with heavy quark mass being mQ,
Π(q2) =
∫
d4xeiq·x〈T [jμ(x)jμ(0)]〉. (1)
Taking large negative q2 enables us to compute Π˜(q2) =
Π(q2)/(3q2) via operator product expansion (OPE) in
which the dimension four gluon condensate takes into
account the leading order non-perturbative contribution.
Moreover, a large separation scale by virtue of the heavy
quark mass gives better convergence property and allows us
to impose all the medium effect on the condensate, unless
the typical energy scale of the medium exceeds the separa-
tion scale. We apply the Borel transformation to improve
the convergence of the OPE. Then the Borel-transformed
correlator M(ν) reads
M(ν) = e−νA(ν)[1 + αs(ν)a(ν) + b(ν)φb(T )
+ c(ν)φc(T ) + d(ν)φd(T )] (2)
where ν = 4m2Q/M2 and M is the so-called Borel mass
parameter. φi(i = b, c, d) denote the scalar, twist-2, and di-
mension six gluon condensates, respectively. The temper-
ature dependence of the dimension four condensates have
been extracted from lattice QCD while dimension six term
is estimated by the instanton liquid model to check the con-
vergence property of the OPE. See Refs. [2] and [1] for
detail of the OPE.
The relation to the physical quarkonia, q 2 = m2
Q¯Q
,
is kept through the dispersion relation. After the Borel
transformation, which also optimizes the dispersion rela-
tion such that the integral over the energy is dominated by
the lowest resonance, the dispersion relation for the trans-
formed correlator M(ν) reads
M(ν) =
∫
dx2e−νx
2
ρ(2mQx, T ) (3)
∗Work supported in part by JSPS and YIPQS.
where ν = 4m2Q/M2 and M is the so-called Borel mass
parameter. QCD sum rules gives a systematic framework
to extract spectral properties from the OPE of the current
correlation function, (2), via dispersion relation (3). Re-
cently, Gubler and Oka proposed to apply MEM to QCD
sum rules [3]. In this method, we do not have to assume
a specific functional form on the spectral function. Futher-
more, compared to lattice calculations using MEM, we can
take as many points as possible and the dispersion rela-
tion does not have a temperature dependence other than the
spectral function itself. Here we take into account the un-
certainties of the values of mQ, αs, and the gluon conden-
sates and evaluate the most probable form of the spectral
function ρ(ω, T ) via MEM. Figure 1 displays the results of
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Figure 1: Spectral functions of J/ψ (left) and Υ (right)
at various temperatures obtained by QCD sum rules with
the maximum entropy method. m(ω) is the so-called de-
fault model which incorpolates the prior knowledge on the
asympotic values of ρ(ω).
the QCD sum rule+MEM approach. Although resolution
of the width in the lowest peak is not sufficient, one sees
how the peak dissolves as temperature increases. The dras-
tic change around Tc seen in the case of J/ψ is consistent
with previous sum rule calculations [2] while Υ hardly re-
flects the phase transition but exhibits sizable modification
above 2Tc. Owing to the limited resolution, the peak seen
in theΥ channel seems to contain contribution from excited
states. Details will be discussed in a future publication [4].
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Net-charge probability in heavy ion collisions at chemical freeze-out∗
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The proximity of the freeze-out curve to the phase
boundary suggests that the QCD phase transition and its
related critical properties should be observable in heavy
ion collisions. However, an experimental verification of
a phase change in a medium created in such collisions re-
quires sensitive probes. In this context, a particular role is
attributed to fluctuations of conserved charges.
Recently, it was argued that, at high energies, the his-
tory of the system, in particular the path through the QCD
cross-over transition from the deconfined and chirally sym-
metric phase to the hadronic one, may be reflected in fluc-
tuations of conserved charges, specifically in their higher
cumulants [1].
The characteristic signature of such a transition may
thus be manifested in deviations of higher cumulants of
the charge distributions from the Hadron Resonance Gas
(HRG) results, if the freeze-out takes place near or at the
QCD phase boundary. At vanishing chemical potential, the
sixth and higher order cumulants can be negative, also in
the hadronic phase, in contrast to the predictions of the
HRG model, where only positive yields are obtained. It
is therefore useful to consider the HRG model results on
moments of charge fluctuations as a theoretical baseline;
any deviation from this could be an indication for critical
phenomena at the time of hadronization.
In Ref. [2], we computed the probability distribution for
fluctuations of strangeness, electric charge and net-baryon
number in the Boltzmann approximation. Here, we give
only the probability distribution P (N) for fluctuations of
the net-baryon numberN , which can be expressed in terms
of the mean-number of baryons N¯1 and antibaryons N¯−1
by the Skellam distribution,
P (N) =
(
N¯1
N¯−1
)N
2
IN
(
2
√
N¯1N¯−1
)
exp
[
N¯1 + N¯−1
]
,
(1)
where Ik(x) is a modified Bessel function.
The mean number of particles N¯n and antiparticles N¯−n
obtained in experiment can, when available, be used di-
rectly in Eq. (1), where the volume and all thermodynamic
parameters have been eliminated. Thus, predictions of the
HRG model can be compared with data in an unambiguous
way, avoiding further model assumptions.
Alternatively, in the HRG model the mean number of
particles N¯n and antiparticles N¯−n entering P (N) in Eq.
(1) can be computed, given the thermal and volume param-
eters. In applications of the HRG model to heavy-ion phe-
nomenology the thermal parameters are determined along
the chemical freeze-out curve. The volume can then be
∗Work supported by EMMI.
Figure 1: Predictions of the HRG model for the net pro-
ton probability distribution in central nucleus-nucleus col-
lisions at different energies.
fixed to reproduce the net charge number or particular par-
ticle yields.
In Fig. 1 using these approaches we show predictions on
the probability distribution of net-proton number at differ-
ent energies.
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We investigate the production of hadrons in nuclear col-
lisions within the framework of the thermal (or statisti-
cal hadronization) model. We discuss both the ligh-quark
hadrons as well as charmonium and provide predictions for
the LHC energy [1].
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Figure 1: Energy dependence of the relative production ra-
tios of protons (p¯) and kaons (K−) to pions (π−).
The values of T and μb obtained from fits can be
parametrized as a function of √sNN [2] and we employ
these parametrizations to compare the model to data over
a broad energy range. As an illustration, the production
yields of protons and kaons relative to pions are shown in
Fig. 1, demonstrating that the model describes the data well
(although smaller p/π+ and p¯/π− ratios are measured by
PHENIX and at SPS [2]). The trends seen in the p/π+
and p¯/π− ratios reflect both the strong increase followed
by saturation for T and the strong decrease of μ b as a func-
tion of √sNN . Preliminary ALICE data [3] indicate lower
p/π+, p¯/π− ratios compared to model predictions. While
the K−/π− ratio shows a monotonic increase and satu-
∗work supported by EMMI
ration as a function of energy, the K+/π+ ratio shows a
maximum at a beam energy of 30 AGeV. In the thermal
model this maximum occurs naturally at as an effect of the
steep rise and saturation of T and the strong monotonous
decrease in μb [2].
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Figure 2: Centrality dependence of RJ/ψAA for RHIC and
LHC energies at forward rapidity. The two curves shown
for the LHC energy correspond to a range of expected
charm cross section.
The centrality dependence of the nuclear modification
factor RJ/ψAA is shown in Fig. 2. The model reproduces very
well the decreasing trend versus centrality seen in the RHIC
data [4]. At the much higher LHC energy the larger charm
production cross section could lead to a different trend as
a function of centrality, depending on the magnitude of
shadowing in Pb-Pb collisions. A generic prediction of the
model is that the RJ/ψAA value at LHC is larger than at RHIC
and this is confirmed by the preliminary ALICE data [5]
measured at forward rapidity, which demonstrate, in our
view, that charmonium is produced at LHC at the phase
boundary (chemical freeze-out).
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Introduction
In order to understand and analyze current and future ex-
periments in modern nuclear and hadron physics, a num-
ber of very complex computer programs based on transport
theoretical models have been developed in the last years.
One prominent example is the program “BAMPS”[1],
which is a important tool for the understanding of the dy-
namics of the hot and dense quark gluon phase in high en-
ergetic heavy ion collisions. This description is primarily
relevant for the understanding of RHIC and LHC experi-
ments. Here quarks and gluons are the relevant degrees of
freedom. On the other side, hadronic models try to describe
the same topic in terms of hadronic degrees of freedom, as,
e.g. “UrQMD”[2, 3] or “GiBUU”[4].
While “BAMPS” and “UrQMD” are mostly relevant
for heavy ion experiments at SPS, RHIC and ALICE,
“GiBUU” is at the moment more suitable to describe el-
ementary collisions like γ(∗)A, πA, pA, νA or pA. Here
the neutrino induced and the anti-proton induced reactions
are an unique feature of this model. Especially due to the
inclusion of anti-protons, “GiBUU” is a very important tool
for the understanding of experiments (PANDA) at FAIR.
Unfortunately, all these programs reside in different
stages of programming techniques. The used programming
languages range from Fortran 77 up to C++. Accordingly,
the underlying program structures as modularity or object
orientation differ drastically.
In addition, due to the different used languages, the use
of standardized (and well tested) libraries is implemented
in different levels. A very strong deficiency of these pro-
grams is the heterogeneous input/output strategy. It is not
possible, to import immediately the results of one program
into another in order to process them further.
Also the aspect of maintainability is diversified. A con-
cept of version control is implemented at the moment only
partially.
A very important aspect is the development of com-
puter hardware during the last years. In order to cope with
this, new programming techniques are necessary. Thus an
adaption of the existing software and their development for
multi and many-core architectures is very important.
Improvements
At the moment we are using the program “BAMPS” as a
test field for possible improvements.
It has shown up, that some cleaning up of the code, in-
cluding restructuring of some of its elements was necessary
to enhance the readability and maintainability. A very im-
portant aspect for pooling the efforts of the different mem-
bers of the group was the introduction of a version control
for the source code in the framework of Subversion [5]. A
web interface via Trac [6] including ticketing has proven to
be very helpful.
The transport codes mentioned above have some under-
lying structure, which contradicts in general some (naive)
parallelization. Thus we are currently working to use
the modern hardware architectures in the framework of
GPGPU programming. Here first steps have been done,
to parallelize the calculation of complex particle-particle
cross sections for the “BAMPS” simulation in the frame-
work of OpenCL [7].
While already some essential improvements have been
reached, we are still in a learning phase to really figure
out, where and how we can put the different codes on some
common footing.
Conclusions
To summarize we state, that it is very important to bring
the computer programs used by physicists in order to un-
derstand modern experiments to a stage, that corresponds
modern programming knowledge and eliminate old coding
techniques and languages. This will facilitate the use of the
programs and allow their direct use by the experimentalist
as a tool for planning, understanding and analyzing their
experiments. We have started this effort successfully for
the transport theoretical programs “BAMPS”, “UrQMD”
and “GiBUU”.
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Dilepton production at SIS energies with the GiBUU transport model∗
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The HADES collaboration has recently measured dilep-
ton spectra from pp, pA and AA reactions (see e.g. [1, 2, 3])
in order to investigate in-medium properties of vector
mesons and solve the long-standing “DLS puzzle”.
We simulate the corresponding reactions with the
GiBUU transport model, which provides a unified frame-
work for various types of elementary reactions on nuclei
as well as heavy-ion collisions [4]. This model takes
care of the correct transport-theoretical description of the
hadronic degrees of freedom in nuclear reactions, includ-
ing the propagation, collisions and decays of particles.
While a string-model approach may still be applicable
at the highest HADES energies [5], a resonance-model de-
scription of the elementary NN collisions is surely more
appropriate below
√
s ≈ 3GeV. We are currently extend-
ing the GiBUU resonance model, which is based on the
Teis analysis [6], to higher energies, in order to have one
consistent model for the whole energy regime probed by
HADES.
Fig. 1 shows a comparison plot of a resonance model
simulation to HADES data for p+p collisions at 3.5 GeV.
The simulation results have been corrected for the HADES
detector acceptance and resolution and reasonably repro-
duce the shape of the data over most of the spectrum. In
the intermediate mass region, the spectrum is sensitive to
‘baryonic’ effects: As the green band in fig. 1 shows, the
two-step production of ρ mesons via baryon resonances
gives a great enhancement of low-mass ρ mesons over the
direct ρ production in a string-model simulation. Further-
more, the transition form factor of the Δ Dalitz decay is
experimentally undetermined up to now. The orange band
in fig. 1 visualizes the effect of the form-factor model of
Iachello et al. [7]. It seems that the NN → NR → NNρ
process alone provides a reasonable description of the data
in the intermediate mass range (and the corresponding pT
spectra), but minor contributions from the Δ Dalitz decay
can not be excluded at present.
After fixing the cocktail contributions in the elementary
reaction, one can investigate in-medium effects in p+Nb at
the same energy. Fig. 2 shows GiBUU simulations with
different in-medium scenarios for the vector-meson spec-
tral functions, like collisional broadening (CB) or a pole-
mass shift of 16% (for an overview of in-medium physics
see e.g. [8]). However, it is not possible to draw any final
conclusions at this point, since the data are still preliminary.
Even larger medium effects are expected in heavy-ion
collisions like Ar+KCl [3], which we plan to investigate in
the future.
∗Work supported by HGS-HIRe and BMBF.
† janus.weil@theo.physik.uni-giessen.de
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Space-time evolution of the magnetic field in relativistic heavy-ion collisions
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In dense QCD matter in the presence of an external mag-
netic field and/or topological defects, a spontaneous cre-
ation of axial currents may happen. The presence of a
magnetic field also favors the formation of spatially inho-
mogeneous spiral-like quark condensate configurations at
low temperatures and non-zero chemical potentials. The
influence of a constant magnetic field on possible color-
superconducting phases (the color Meissner effect) has also
actively been discussed. A clarification of such phenomena
by experimental observations requires e.g. the production
of QCD matter in relativistic heavy-ion collisions where in
non-central reactions strong electromagnetic fields are cre-
ated by the charged four-current of the spectators.
We study the space-time evolution of electromagnetic
fields formed in relativistic heavy-ion collisions. The
Hadron String Dynamics (HSD) transport approach, which
solves Kadanoff-Baym equations and treats the nuclear col-
lisions in terms of quasiparticles with a finite width, is used
as a basis of our considerations. In our approach the dy-
namical formation of the electromagnetic field, its evolu-
tion during a collision and influence on the quasiparticle
dynamics as well as the interplay of the created electro-
magnetic field and back-reaction effects are included si-
multaneously. The set of transport equations is solved in a
quasiparticle approximation by using the Monte-Carlo par-
allel ensemble method. To find the electromagnetic field,
a space-time grid is used. The quasiparticle propagation in
the retarded electromagnetic field is calculated as:
dp
dt
= eE+
e
c
v ×B . (1)
The time evolution of eBy(x, y = 0, z) for Au+Au colli-
sions for the colliding energy √sNN =200 GeV at the im-
pact parameter b = 10 fm is shown in Fig. 1. If the impact
parameter direction is taken as the x axis (as in the present
calculations), then the magnetic field will be directed along
the y-axis perpendicularly to the reaction plane (z − x).
The geometry of the colliding system at the moment con-
sidered is demonstrated by points in the (z−x) plain where
every point corresponds to a spectator nucleon. It is seen
that the largest values of eBy ∼ 5m2π are reached in the be-
ginning of a collision for a very short time corresponding to
the maximal overlap of the colliding ions. Note that this is
an extremely high magnetic field, since m2π ≈ 1018 gauss.
The first panel in Fig. 1 is taken at a very early compression
stage with t = 0.01 fm/c. The next panel shows configura-
tion of the magnetic field at the time t = 0.2 fm/c. Then,
the system expands (note the different z-scales in the dif-
ferent panels of Fig. 1) and the magnetic field decreases.
For b = 0 the overlap time is maximal and roughly given
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Figure 1: Time dependence of the spatial distribution of the
magnetic field By at times t created in Au+Au (
√
s=200
GeV) collisions with the impact parameter b =10 fm. The
location of spectator protons is shown by dots in the (x−z)-
plane. The level By = 0 and the projection of its location
on the (x − z) plane is shown by the solid lines.
by 2R/γc which for our case is about 0.15 fm/c. For pe-
ripheral collisions this time is even shorter.
Globally, the spatial distribution of the magnetic field
is evidently inhomogeneous and Lorentz-contracted along
the z-axis. At the compression stage there is a single maxi-
mum which in the expansion stage is splitted into two parts
associated with the spectators. In the transverse direction
the bulk magnetic field is limited by two minima coming
from the torqued structure of the single-charge field. See
references [1, 2] for more details.
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Triggering of Ξ− production in antiproton-nucleus collisions∗
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One important part of the PANDA project is related to
the double-Λ hypernuclei production by conversion of a
stopped Ξ− hyperon to 2Λ on a proton of the secondary
target nucleus [1]. The Ξ− hyperons will be produced in
p¯ interactions with the primary target nucleus. The pro-
posed experimental scheme requires a triggering condition
in order to tag the outgoing Ξ−. The two possible triggers
were proposed [1]: The first trigger is based on detection
of a high-momentum Ξ¯+ in forward direction. The second
trigger relies on the possibility that the Ξ¯+ hyperon will an-
nihilate on a nucleon of the primary target producing a pair
of positive kaons which will be detected. It is expected that
the second (2K+) trigger will provide significantly higher
count rates than the first (Ξ¯+) trigger.
To analyse Ξ−-triggering, we have performed a GiBUU
model [2] simulation of p¯ interactions at p lab = 3, 9 and
15 GeV/c with gold nuclei. First, we studied the mo-
mentum spectra of Ξ−’s under the two triggering condi-
tions mentioned above as shown in Fig. 1. Indeed, we
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Figure 1: The Ξ− momentum spectrum triggered by 2K +
(thin solid line) and by Ξ¯+ (dotted line) from p¯+197Au
collisions at 3 GeV/c. The inclusive spectrum of Ξ−’s is
shown by thick solid line.
observe that the cross section of Ξ− production in com-
bination with two positive kaons is much larger than the
one in combination with Ξ¯+. Moreover, the 2K+ trigger
seems to favour the production of low-momentum Ξ−’s,
which is convenient for their further deceleration in the
∗Work supported by BMBF and HIC for FAIR.
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secondary target material [1]. However, the most crucial
question is which trigger is more selective for Ξ− pro-
duction? Fig. 2 shows the ratios of cross sections for
various final channels. The total p¯ absorption cross sec-
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Figure 2: Beam momentum dependence of some selected
cross section ratios.
tion is denoted as σabs. The absorption is understood
here in a Glauber sense, i.e. it means the removal of
an antiproton from the beam and not only annihilation.
Other notations σΞ¯+ , σΞ¯+Ξ− , σ2K+ and σ2K+Ξ− corre-
spond to the cross sections of the processes A(p¯, Ξ¯+)X ,
A(p¯, Ξ¯+Ξ−)X , A(p¯, 2K+)X and A(p¯, 2K+Ξ−)X . The
fraction of events containing 2K+ or Ξ¯+ among all p¯ ab-
sorption events grows with beam momentum, as expected.
The probability to produce 2K+ is two-three orders of
magnitude larger than the probability to produce a Ξ¯+-
antihyperon. However, the events containing Ξ¯+ are much
more enriched by Ξ−’s than events with 2K+. This is espe-
cially pronounced at lower beam momenta near the Ξ¯+Ξ−
production threshold in p¯p collisions (p lab = 2.6 GeV/c).
At 3 GeV/c, the probability that an event containing Ξ¯+
contains also Ξ− is about 0.8, while the probability that an
event with 2K+ includes also a Ξ−-hyperon is only 0.1.
The reason is that many double-kaon events are caused by
collisions of secondary mesons (mostly π, ω, see ref. [3]
for details) with nucleons, MN → Y K . Thus, our analy-
sis shows that, at least for heavy primary targets, only the
Ξ¯+ trigger turns out to be effective. The similar analysis
for the light primary targets remains to be done yet.
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High Intense Hydrogen Cluster-Jet Beams for PANDA∗
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Khoukaz1
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A high density cluster-jet target will be one of two
planned target stations of the PANDA experiment. The
internal target for PANDA has to fulfil several challenging
requirements. The target material has to be of high purity
to avoid background reactions. In addition, the target
thickness should be homogeneous and constant in time
to prevent luminosity fluctuations. Depending on the
experimental programme the target density, the target
beam shape and its size have to be variable. Particularly
the effective target beam size should be as small as possible
for precise vertex reconstruction and low influences on
the vacuum conditions at the storage ring. The most
challenging requirement is the distance of 2.1m between
the target production point and the interaction point to
allow for a nearly full 4π solid angle acceptance of the
detection system. Furthermore, an area thickness above
1015 hydrogen atoms/cm2 at the interaction point is
required to fully exploit the antiproton production rate.
At the University of Mu¨nster a cluster-jet target proto-
type for PANDA has been built up and set successfully into
operation in complete PANDA geometry. The used Laval
type nozzle used for the cluster production has a diameter
of 28μm at the narrowest point and typically operates in a
temperature range of 19 to 35K and at pressures > 18 bar.
Due to significant improvements the current setup achieves
a target thickness ρ of more than 1015 atoms/cm2.
The influence of the gas input temperature on the target
beam density is shown in Fig. 1 for a constant gas input
pressure of 17 bar. As expected the target density increases
with decreasing temperature down to 24K. The steeper rise
at 35K is caused by different phases at the cluster forma-
tion process.
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Figure 1: Volume density and target thickness at 17 bar in
dependence of the hydrogen temperature at the nozzle inlet
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The decrease of the target density below 24K is related
to the jet beam structures observed in the skimmer cham-
ber presented in Fig. 2. The cluster beam structures di-
rectly behind the nozzle (bright and less bright parts) de-
pend on the temperature and pressure settings. To ex-
tract and measure the density of the bright and less bright
areas of the cluster beam, a special tilting system was de-
signed and installed. First tests with the tilting system
lead to a significant improvement of the target thickness
of > 1015 atoms/cm2 at 19K and 18.5 bar. These struc-
tures also explain the observed variations and the decrease
of the target density in Fig 1. By means of the new tilt-
ing system, which can be adjusted during target operation,
these density drops can be avoided and a stable operation
with highest target thickness is possible.
x

Figure 2: Top: Photographs of the cluster beam directly
behind the nozzle (left) at constant hydrogen temperature
and pressure settings of 19K and 18.5 bar. Bottom: Target
beam profile at the scattering chamber and later PANDA
interaction point. The use of the tilting system shows the
change of the beam angle relative to the first skimmer and
the variation of the target density at same pressure and tem-
perature settings [2].
In the near future systematic studies on the temperature and
pressure settings in combination with the tilting system are
planned. Research on cluster mass and size are also in-
tended as well as further tests with specially shaped colli-
mators.
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Irradiation tests for the PANDA MVD∗
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Introduction
The Micro-Vertex-Detector (MVD) for tracking and ver-
texing in PANDA will be the detector component closest to
the interaction region. Therefore, all components must be
radiation hard up to a level of 10 MRad of ionizing dose and
up to 1014 n1MeV eq cm−2 of non-ionizing dose within the
lifetime of the PANDA detector [1]. Besides silicon detec-
tors such as pixel detectors and double-sided strip detectors
also front-end electronics and services, e.g. cables, must be
guaranteed to work reliable under such conditions. Hence,
irradiation tests have to be conducted to verify components
and their functionality.
Setup
Irradiations were carried out at the isochronous cy-
clotron facility in Bonn [2] using a 14 MeV proton beam.
The device under test was placed inside a scattering cham-
ber as depicted in figure 1. In order to apply a known dose
to the device under test the size of the beam, the applied
fluence and the energy loss in the target material must be
known. The energy loss can be calculated using SRIM [3].
The fluence was measured with a Faraday cup and the beam
size was determined using a fluorescent screen observed by
a camera. Combining these measurements the applied dose
can be estimated.
Figure 1: Top: Schematical overview of the setup. Lower
left: Scattering chamber and beam line. Lower right: Probe
fixture with silicon strip sensor, the fluorescent screen for
beam size determination and the Faraday cup for charge
measurement can be seen as well.
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Results
Irradiation of low mass cables for the pixel detector [4]
and prototype sensors for the strip detectors was per-
formed. The low mass data cables were irradiated with a
dose of approximately 16 MRad and yielded a performance
within the predefined operation parameters.
The prototype sensor was irradiated with a total flu-
ence of 2.2 · 1013 cm−2 corresponding to 10 MRad or
8.0 · 1013 cm−2 of 1 MeV neutron equivalent fluence via
NIEL scaling. The obtained leakage current displayed in
figure 2 can be compared with similar studies [5]. Several
measurements were performed between annealing intervals
showing the expected reduction of the leakage current.
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Figure 2: Annealing behavior of leakage current character-
istics after irradiation of a PANDA prototype sensor with
14 MeV protons to a total dose of 10 MRad. The I-V -
trends of the sensor were recorded after 20 hours (red-
dashed), 310 hours (green-dotted) and 5100 hours (blue-
dash-dotted) of annealing time normalised to 25◦C [1].
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The Riemann Pattern Recognition
The Riemann Pattern Recognition (PR) is a track fol-
lowing algorithm, that associates three-dimensional space
points to track candidates by using different correlations
between hits and tracks. Fast helix fits using a Riemann
transformation are employed to estimate and update track
parameters during the process.
Track Building
To begin with, the clusters (space points measured in the
TPC) are presorted by z, radius or angle. Therefore the
PR goes from areas of low track density, where tracks can
easily be separated by their proximity in space, to areas of
high track density. The very first track is built and contains
only one hit at this time, then the algorithm loops through
the presorted clusters. Each hit is checked against each ex-
isting track. The hit is then assigned to the best matching
track, according to the following matching criteria (“hit-
track correlators”):
• The Proximity Correlator checks proximity in space,
by finding the nearest cluster in the track.
• The Helix Correlator calculates the distance of the
cluster to the prefitted helix that defines the track.
If no track matches, a new track is made up from the hit.
Helix Prefit
When a track has more than a user definable minimum
number of hits, a helix fit is performed in two steps [2]:
• A plane fit on the Riemann sphere.
• A straight line fit of the hit positions s along the track
vs. the z-positions.
The Riemann transformation maps circles and straight
lines on the (x, y)-plane to circles on the Riemann sphere,
which again define planes in space. Accordingly, the non-
linear task of circle-fitting is reduced to the linear task of
plane-fitting [3]. Such a plane fit, projected back onto the
pad-plane, delivers a circle. It is the projection of the true
helical track onto the readout plane.
In a second step the dip of the helix is fitted: The position
of each cluster along the helix can be defined by its angle.
A straight line fit of the hit positions s on the track ver-
sus the z positions of the clusters is then performed, which
delivers the dip ϑ of the track.
∗ johannes.rauch@mytum.de
Track Merging
In the process of track building, the actual tracks might
not be found as a whole. Therefore, a second level tracklet
merging is performed. Similar to the track building pro-
cess, the tracklets are presorted, and then compared to each
other. Again, there are several track-track correlators:
• The Proximity Correlator compares the position of the
first and last hits of the two tracks.
• The Dip Correlator compares the dip angles of the
two tracks.
• Finally, the tracklets have to pass the Helix Correla-
tor: A new track is created temporarily, containing
the hits of both tracks. A helix fit is performed and a
helix-cut on the RMS of the distance of the hits to the
helix is applied.
Sectorization
In order to be performant for large numbers of hits and
tracks, the TPC volume is sectorized. Track building and
merging is done for each sector separately, and only then
global merging is performed.
Multistep Approach
The PR efficiency for different track topologies depends
strongly on the presorting of the clusters. Performance is
best for tracks in sorting direction. Thus, it is advantageous
to run the PR more than once, and use a different presorting
in each step. Tracks that reach certain quality criteria (i.e.
a minimum number of hits and an RMS of distances of the
hits to the helix smaller than a certain cut) are kept, the
remaining clusters are sorted again, and the procedure is
repeated.
This approach yields high efficiencies for all kinds of
track topologies and a high track resolution power.
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Track-Fitting and Vertex-Reconstruction with GENFIT
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Track-Fitting with GENFIT
After the pattern recognition tools have determined sets
of detector hits which comprise particle trajectories, the
best estimates for the track parameters, i.e. the particle po-
sitions and momenta with their covariances, have to be ob-
tained. Space points measured by the TPC have to be fitted
in combination with hits from other detectors with differ-
ent geometries. This can be achieved with GENFIT [1],
a generic toolkit for track fitting in complex detector sys-
tems. It is now the standard track fitting tool in PANDA as
well as in the Belle-II project, and is now also used in the
FOPI experiment.
Fitting Algorithms
The fact that GENFIT is applicable to a very wide range
of experiments, independent of the specific event topology,
detector setup, or magnetic field arrangement, is due to its
completely modular design. Fitting algorithms are imple-
mented as interchangeable modules. At present, the frame-
work contains a validated Kalman filter [2] and a Deter-
ministic Annealing Filter (DAF) [3]. The DAF is an it-
erated Kalman filter which has the virtue of being able to
dynamically assign reduced weights to noise hits in planar
detectors or to outlier hits in the TPC. Other algorithms like
Gaussian Sum Filters [4] can be implemented easily in the
GENFIT framework.
Track Representations
Track parameterizations and the routines required to ex-
trapolate the track parameters and their covariance matri-
ces through the experiment are also implemented as inter-
changeable modules. This allows the use of well estab-
lished track extrapolation tools (e.g. GEANE [5]) as well as
the development and evaluation of new track extrapolation
tools. Different track parameterizations and extrapolation
routines can be used simultaneously for fitting of the same
physical tracks, which allows a direct comparison in terms
of execution time, resolution, and efficiency.
Hit Representations
Representations of detector hits are the third modular in-
gredient to the framework. The hit dimensionality and ori-
entation of planar tracking detectors are not restricted in
any way. Tracking information from detectors which do
∗ johannes.rauch@mytum.de
not measure the passage of particles in a fixed physical de-
tector plane, e.g. drift chambers or TPCs, is used without
any simplification. This goal is achieved via the concept of
virtual detector planes, which are calculated dynamically
each time a hit is to be used in a track fit. This allows
to maintain complete modularity of GENFIT because the
fitting-algorithm modules treat all hits in the same man-
ner. In the case of space point hits in the TPC, the virtual
detector plane is defined to be perpendicular to the track
and to contain the point of closest approach of the track to
the hit. This allows the fitting algorithm to minimize the
orthogonal distances of the track to the hits without pro-
jecting the hits onto predefined planes. The projection of
hits onto planes defined by pad rows is common practice in
TPC reconstruction.
GENFIT is implemented as a very light-weight C++ li-
brary, which is available as free software [6].
Vertex Reconstruction with GFRAVE
GENFIT has an interface to the vertex fitting frame-
work RAVE [7]. RAVE is a detector-independent toolkit
for vertex reconstruction, originally developed for CMS
[8]. GFRAVE takes full advantage of the GENFIT material
model, as well as of the sophisticated algorithms of RAVE,
allowing for precise vertex reconstruction.
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Lifetime of latest generation Microchannel Plate PMT’s¤
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Introduction
Multi-anode microchannel plate (MCP) PMTs have su-
perior performance characteristics compared to standard
dynode PMTs: they are very compact, they can be oper-
ated in magnetic field environments up to 2 Tesla, and they
show an excellent time resolution of <50 ps. These are the
main reasons why MCP-PMTs are the preferred option for
both PANDA DIRCs.
Over the past few years our group has studied the char-
acteristics of many of the commercially available types
of MCP-PMTs. During this time their two main draw-
backs, rate capability and lifetime, were improved step by
step [1, 2]. Still, until recently the lifetime of these de-
vices was not enough for the anticipated period of opera-
tion inside PANDA of ¼10 years. At the focal plane of
the PANDA DIRCs photon rates up to ¼5 MHz/cm2 are
expected which may add up to an integrated anode charge
of several C/cm2/year. During 2010, new models of MCP-
PMTs became available whose lifetimes are getting close
to the requirement of ¼5 C/cm2 for the barrel DIRC.
Techniques to Increase the Lifetime
A diminishing quantum efficiency (QE) of the photo
cathode (PC) is the primary cause for the aging of MCP-
PMTs. The 3 main manufacturers of MCP-PMTs apply
different techniques to prolong the lifetime. Hamamatsu’s
approach for their R10754X is a very thin protection layer
of aluminium oxide between the 1st and the 2nd channel
plate to stop feedback ions from hitting the PC. BINP cre-
ates an improved vacuum inside the tube and the MCP sur-
faces are scrubbed with electrons. In addition the PC is
treated in vapors of antimony and cesium which seems to
significantly improve its hardness against feedback ions.
A quite different technique is applied in the latest MCP-
PMT prototype (XP85112) of Photonis. To reduce the out-
gassing of the lead glass MCPs, these are coated with a
thin layer of a secondary electron emissive material directly
on the pores using an atomic layer deposition (ALD) tech-
nique. Currently this seems to be the most promising ap-
proach to increase the lifetime of MCP-PMTs.
Results
Our group is presently in the process of simultaneously
measuring the lifetimes of several types of MCP-PMTs of
the 3 manufacturers listed above. The illumination of all
tubes is done in parallel with an intensity comparable to
¤Work supported by BMBF and GSI
† lehmann@physik.uni-erlangen.de
that expected inside PANDA. In time intervals of several
days the quantum efficiencies are measured as a function
of the wavelength; in addition, every several weeks a scan
of the position dependence of the QE across the PC is done.
The current status is shown in Fig. 1, where the QE of
all investigated MCP-PMTs is plotted as a function of the
integrated anode charge. Obviously all of the latest models
show a very significant improvement in the lifetime.
In Fig. 2 the same plots are shown for different wave-
lengths. At least for the XP85112 the QE behaves the same
for all wavelengths still at 1 C/cm2. This is different to for-
mer observations where aging caused the QE to drop faster
for longer wavelengths than for shorter ones [3]. We see
this as a positive sign that the tube will stand more charge.
]2integrated anode charge    [mC/cm
0 200 400 600 800 1000
QE
 [%
]
0
5
10
15
20
25
m)μHam. R10754-01-M16 (JT0117 - 10
m)μHam. R10754-01-M16 (JT0117 - 10
m)μPhot. XP85112/A1-HGL-9001223 (10
m)μBINP 3548 (7
m)μPhot. XP85112/A1-9000897 (10
m)μPhot. XP85012-9000296 (25
m)μBINP 82 (6
Lifetime of several MCP-PMTs
Figure 1: QE at 400 nm for old (open) and new generation
(solid dots) MCP-PMTs as function of the anode charge.
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Figure 2: Relative QE for different wavelengths normalized
to 300 nm for the XP85112 and R10754X MCP-PMTs.
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Optical Properties of Radiator Bar Prototypes for the PANDA Barrel DIRC∗
R. Hohler1,2, G. Kalicy†1,2, D. Lehmann1, K. Peters1,2, G. Schepers1, C. Schwarz1, and J. Schwiening1
1GSI, Darmstadt, Germany; 2Goethe Universita¨t Frankfurt, Germany
One of the key requirements for the physics program
of the PANDA experiment at FAIR is excellent charged
particle identification (PID). The main system responsi-
ble for PID in the barrel part of the detector will be
the Cherenkov counter DIRC (Detection of Internally Re-
flected Cherenkov light). In the PANDA Barrel DIRC [1]
Cherenkov photons are generated by a charged particle
traversing the synthetic fused silica radiator bar. A frac-
tion of these photons are transmitted over long optical path-
lengths with a large number of internal reflections before
exiting the bar. An array of Micro-Channel Plate Photo-
multiplier Tubes measures the location and the arrival time
of the Cherenkov photons.
The efficiency of the photon transport inside the radia-
tor bar depends on the photon energy and the quality of the
bar polish, in particular on the surface roughness, which
can be determined from bulk attenuation and reflection co-
efficient measurements. A setup with motion-controlled
elements, shown in Fig. 1, was designed and installed in
a dark, temperature-stabilized clean room. The polarized
laser beam enters the bar at Brewster angle to minimize the
front surface loss and is internally reflected 15-50 times,
depending on the bar orientation and length. Two photodi-
odes record the transmitted laser intensity T and correct for
laser intensity fluctuations. The coefficient of total internal
reflection (R) can be calculated as:
T = RN · exp
(
−L
Λ
)
,
where N is the number of internal reflection inside the
quartz bar, Λ the attenuation length of fused silica (deter-
mined in a separate measurement in the same setup), and L
the optical pathlength of the laser beam. The probability of
the reflection loss (1 − R) for a single reflection is related
to the roughness σ of the radiator by the scalar scattering
theory [2]:
1−R ≈
(
4π · σ · cos(Θ) · n
λ
)2
for σ  λ,
where n the refractive index, λ the wavelength, and Θ is
the reflection angle within the radiator bar.
Previous measurements [3], performed in a more com-
pact setup using lasers with three different wavelengths,
demonstrated good agreement with the scalar scattering
theory (see Figure 2). The new setup, completed in late
2011, is capable of measuring longer bars, up to 2.5 m
∗Work supported by HGS-HIRe, HIC for FAIR, EU FP6 grant, con-
tract number 515873, DIRACsecondary-Beams, and EU FP7 grant, con-
tract number 227431, HadronPhysics2.
† G.Kalicy@gsi.de
Figure 1: Schematic illustration of the optical setup used to
measure the coefficient of total internal reflection of DIRC
bars.
length, as well as wider radiator plates. Furthermore, a
UV-laser (266 nm) is added to increase the lever arm for
the comparison between data and theory. The resulting
measurement is expected to be more sensitive to bar imper-
fections, such as sub-surface damage, providing important
information about the bar production process. New pro-
totype DIRC bars and plates from several manufacturers,
using different polishing techniques, will be measured in
the setup in 2012.
Figure 2: Coefficient of total internal reflection as func-
tion of the wavelength. Measured results [3] for a bar pro-
duced by Schott Lithotec are compared to predictions from
scalar scattering theory for different surface roughness val-
ues. The dashed line indicates the wavelength of the new
UV laser.
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Beam Test of a PANDA Barrel DIRC Prototype∗
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G. Schepers1, C. Schwarz1, J. Schwiening†1, and M. Zu¨hlsdorf1,2
1GSI, Darmstadt, Germany; 2Goethe Universita¨t Frankfurt, Germany
Particle identification (PID) will play a crucial role in
reaching the physics goals of the PANDA experiment at
FAIR. The charged PID in the barrel region of the target
spectrometer (polar angles between 22◦ and 140◦) needs a
thin detector operating in a 1-2 T magnetic field, capable
of pion-kaon separation with more than three standard de-
viations for momenta between 0.5 and 3.5 GeV/c. A Ring
Imaging Cherenkov detector using the DIRC (Detection of
Internally Reflected Cherenkov light) principle is an excel-
lent match to those requirements.
The PANDA Barrel DIRC design [1] is based on the suc-
cessful BABAR DIRC [2] detector with several important
improvements, such as focusing optics, fast timing, and a
compact expansion region. Several key aspects of the cur-
rent design were implemented in a prototype and tested in
the summer of 2011 in hadronic particle beams at GSI and
at CERN.
Figure 1: Views of the prototype in the T9 area at CERN.
The prototype is shown in Figure 1. A synthetic fused
silica bar with the dimensions 17 × 35 × 800 mm3 with a
spherical lens attached to one end and a front-coated mirror
attached to the other end was placed into a light-tight con-
tainer. An expansion volume with a depth of 30 cm, located
about 1 cm from the lens, was filled with Marcol 82 mineral
oil and an array of sensors, including Micro-Channel Plate
Photomultiplier Tubes (MCP-PMTs) and Silicon Photo-
multipliers, was placed against the back window of the
oil tank. The data acquisition1 for 640 detector channels
was performed using the HADES trigger and readout board
(TRB) [3] with the TOF add-on, combining the NINO chip
and CERN HPTDC to provide timing with a resolution of
98 ps per count and pulse height information from charge-
to-width.
∗Work supported by HGS-HIRe, HIC for FAIR, EU FP6 grant, con-
tract number 515873, DIRACsecondary-Beams, and EU FP7 grant, con-
tract number 227431, HadronPhysics2.
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1We would like to thank M. Palka and M. Traxler for their help with
the data acquisition system.
The setup was placed into a 1.7 GeV/c momentum pion
beam at GSI and into a mixed hadron beam at the T9 area
of the CERN PS with momenta adjustable between 1.5 and
10 GeV/c. The trigger was provided by two scintillator
counters and the sensors were calibrated with a 405 nm Pi-
Las laser diode providing light pulses with 25ps FWHM
timing resolution. A total of about 130M triggers were
recorded in several configurations. Lenses with and with-
out anti-reflective coating were tested in combination with
bars produced from different manufacturers. The angle be-
tween the particle beam and the bar was varied between -
30◦ and +30◦ and the interception point between beam and
bar was adjusted by some 30 cm along the long bar axis.
Figure 2 shows the distribution of hits per MCP-PMT
pixel for a 19.5◦ incident angle between bar and hadron
beam at CERN. Two ring segment images, symmetric
around the radiator bar location, can be seen, consistent
with the expected Cherenkov ring image for 10 GeV/c pi-
ons, calculated from simulation, shown as points. Detailed
analysis of the 2011 data set, including the determination
of the Cherenkov angle resolution for each prototype and
beam configuration, is ongoing. The next test beam cam-
paign is planned for 2012 to study additional design op-
tions. These include the use of wide radiator plates instead
of narrow bars and of a solid fused silica expansion volume
replacing the oil tank.
Figure 2: Back view of the imaging plane showing the
MCP-PMT locations (left) and number of detected photo-
electrons per MCP-PMT pixel (right). The observed occu-
pancy is compared to the expected pattern from simulation.
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Simulation and Reconstruction of the PANDA Barrel DIRC∗
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M. Zu¨hlsdorf1,2
1GSI, Darmstadt, Germany; 2Goethe Universita¨t Frankfurt, Germany
A compact ring imaging detector is being developed to
meet the requirements for charged particle identification for
the PANDA experiment at FAIR. It will cover the barrel re-
gion (polar angles between 22◦ and 140◦) of the PANDA
multi-purpose detector, which will perform precise spec-
troscopy of hadronic states in order to gain deeper under-
standing of the nature of strong interaction. To distin-
guish between charged pions and kaons for momenta be-
tween 0.5 − 3.5 GeV/c a detector using the DIRC (Detec-
tion of Internally Reflected Cherenkov light) principle [1]
will be used, which was first successfully implemented in
the BABAR DIRC [2]. The design of the PANDA Barrel
DIRC is based on the BABAR DIRC with some important
improvements, such as fast photon timing, focusing optics,
and a compact expansion volume.
Figure 1: Display of a simulated event with three tracks in
the PANDA Barrel DIRC detector.
The current PANDA Barrel DIRC design [3], shown in
Fig. 1, uses 80 fused silica radiator bars (1.7 cm x 3.2 cm
x 250 cm) placed in 16 bar boxes located at the radial dis-
tance of 47.6 cm around the beam pipe. Cherenkov pho-
tons, produced by a charged particle traversing the radiator
bar, propagate inside the bar via total internal reflection.
A mirror at the forward end of the bar reflects photons
towards the readout end where they are focused through
a lens on the backplane of a 30 cm-depth expansion vol-
ume filled with mineral oil. An array of Micro-Channel
Plate Photomultiplier Tubes is placed in the focal plane to
measure the photon arrival time with a precision of about
100 ps.
Simulation of the detector within Geant4 is an essential
aspect of the R&D of the PANDA Barrel DIRC, which fo-
cuses on cost optimisation and performance improvement.
Several design options were implemented in the simula-
∗Work supported by HGS-HIRe, HIC for FAIR, EU FP6 grant, con-
tract number 515873, DIRACsecondary-Beams, and EU FP7 grant, con-
tract number 227431, HadronPhysics2.
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tion, so that they can be compared in terms of single photon
Cherenkov angle resolution and photon yield per particle.
The use of wide plates instead of bars offers possible pro-
duction cost saving and a prism attached to the end of the
bar could reduce the number of photon detectors and elec-
tronic channels. The thickness of the bar influences the
resolution and photon yield as well as the performance of
the calorimeter system surrounding the DIRC.
To estimate the detector performance, a reconstruction
method was developed. It is based on a proven BABAR
DIRC algorithm [2]. The photon direction vector for the
combination of a given pixel and radiator bar is taken from
a look-up table, determined from simulation, and combined
with the direction of the charged particle to determine the
Cherenkov angle.
Figure 2: Difference between the reconstructed and ex-
pected Cherenkov angle per photon for a simplified DIRC
geometry.
As a proof of principle the reconstruction was applied
to a simplified DIRC geometry without a focusing system,
where the fused silica bars were directly attached to the
expansion volume. The reconstructed value of the single
photon Cherenkov angle resolution, shown in Fig. 2, agrees
with expectation. However, to be able to compare different
design options a deeper study of the factors affecting the
detector resolution, such as impact of ambiguities due to
the photon reflections inside the bar or correlation between
the track polar angle and the location of the photons hit
pattern, is required.
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Conceptual Design of a 3D Disc DIRC for the PANDA Experiment 
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A 3D Disc DIRC for PANDA
The scientific programme of PANDA, particularly the
precision hadron spectroscopy in the charmonium region,
requires high-performing particle identification (PID) in
the entire detector phase space. A DIRC-type PID detec-
tor [1], allowing a very compact design, is proposed for
the forward endcap region of the PANDA target spectrom-
eter. Cherenkov light is internally reflected inside the disc-
shaped radiator to the photon sensors at the disc rim. The
3D design combines the angle-to-time conversion of the
time-of-propagation (TOP) technique [2] with the angle-
to-position technique of the focussing light guide design
[3].
Figure 1: The disc DIRC consists of four independent
quadrants. The 3D design uses small focussing light
guides, attached to the rim of the plate, that focus the
Cherenkov light onto fast photon detectors.
Prototyping a 3D-Disc-DIRC
A first 3D disc DIRC prototype has been tested in 2011
[4]. One-sided focussing light guides have been chosen in
this test to match the shape of the available photon sensors.
Figure 2 shows the radiator disc being set up for a testbeam
experiment at DESY. It was equipped with five lightguides.
Because of cost reasons the radiator was made of Borofloat
glass and the light guides of acrylic glass. At PANDA, the
optical elements will be made from fused silica because of
the required radiation hardness.
A scan of the incident angle of the electron test beam that
crosses the DIRC disc is shown in Fig. 3. The Cherenkov
Work supported by GSI, BMBF and HIC for FAIR
 Michael.Dueren@uni-giessen.de
Figure 2: A quarter disc radiator is equipped with five small
light guides on the rim.
cone is projected by the five light guides onto the photon
sensors and shows up as a slightly curved line. The po-
sition of the line on the photon sensors is a function of the
incident angle and will be used to determine the Cherenkov
angle.
Figure 3: First preliminary results of the image of the
Cherenkov cone that is projected onto the photon sensors
by the light guides. The four panels show an angular scan
where the image of the cone moves from left to right across
the 1 mm wide pixels in four steps.
References
[1] The BaBar-DIRC Collaboration, I. Adam et al., The DIRC
Particle Identification System for the BABAR Experiment,
Nucl. Instr. and Meth. A 538 (2005) 281
[2] M. Du¨ren et al., The Panda time-of-propagation Disc DIRC,
2009 JINST 4 P12013
[3] K. Fo¨hl et al., The focussing light guide disc DIRC design,
2009 JINST 4 P11026
[4] M. Du¨ren et al., The Panda 3D Disc DIRC, submitted for
publication in JINST (2012)
PHN-HSD-PANDA-10 GSI SCIENTIFIC REPORT 2011
130
  
  
   
 	
    	
  
  
  
    
!
 
 	
 	
   	
  		  	

  !"#" $%	
  "&     	'
%(	)
	  
' *		+ )	 ! ) +), ( 	'
%	(+ )	 () ) γ-().	)  	) )  
/0  )	 . 
' " , ()	  %+( )
  *		+ 
-)-+'  ()	  %	)%) 1 2  

 (	(
 ) %	.) ()(% ) *		+ 
-)-
+'  ()	    
	+ *' 	)	'  
%	)	
( )   + ' (	+ (+)	
	  
.+*+ %(  	+ 	()  $	
+ '  )
  )
 ()	 ()(%  . %	)*+
 )    
()(% %	  	    )%
3) ) 
	+
  ( )   $	
 
%+
'  
'
()	 , +   4 )  	) +'  +
   (
 	+  ( (+' 	) 

( (   ()	  * ) 
++ (++)	
+ 5(+6 	 ) * +() % ))
+%+	
5!6 " 
 	)+) ) *	    77 %  )+ *
( . *   
 ) ++), )	 ')) 
-)-+' 

	
  ) 	 
' %%+()  )  
+( )  	 ()	 	+. 
' ,++ * 
  , 
' ()	 ()(%  * )

++ 89 $ 89 $ 9 

   %+( (++)	 +
()%+ 	(+ ) ,) ! , $(++ 

	)+) ) 	 )   (++) +'  " 



)3' %	(+ '	 %%	)$
+  7777 % ))
(	)   +  ( ) , ( *)  77 	 	(+

	 *   !   ++),   	 )+ ,++
*).   	( ) )   !
'	  : ; 
)+ , )	 (+ /( +  	
) * ,) !
  + 	 		'  < + 
)+ 5'  6 , 
	) !0= ()' ) 8-( + 	) "0 
  		 ( % " %	 
)+ () >7 <
+   ? %	 
)+ )	
  *		+ 5' 6
" %	))% ,  3 ) 7 $ 7 $ 9 

 ,
 ,  >7	-)	(  , <%% , )	
'	 : " 	 (+  + *		+ ()
%) ) 8
%	-
)+
! 	)
 @

 12 5$ 7> -797! $  7?-
-79706   '+ ,	 
%+ * %	
%+	 )
!@AA#;/ 12   ( . 
 	)+) )	  
! ,    "
%?      +), "
%?7B
%	
%+	   ),  '    
 C	 )  
	
' +(	)( , *	(    
' ,
) ,   	 		.' % ))   * 

	)+) 	 )*	. *   +),	 %	
%+	
, (  .  '(+  ' 	 '
' : 
 	)+) )	 ! 	 ) *  
+), %	
%+	  () )   )*	. % ))

*	

1 2 D )3  + !	)%)+ )	  (++)	 +
@))()% )	 !"#"
 %:EE%-,'E%*E)E(+E(+%
12 @

 ! ))(  %:EE,,, 

()

12 ! ))< "  %:EE% ))<( E
GSITemplate2007
F G)	 %%)	 / !? '	 ()	( 
*	
9 98H &"0()	-=
  / !H '	
()	( 
*	 HB  @	)! (
I(( ,	3J'
GSI SCIENTIFIC REPORT 2011 PHN-HSD-PANDA-11
131
Development of a prototype for the PANDA-EMC∗
A. Aab1, M. Albrecht1, J. Becker1, A. Csapo´1, F. Feldbauer1, M. Fink1, P. Friedel1, F.-H. Heinsius1, T.
Held1, L. Klask1, H. Koch1, B. Kopf1, S. Leiber1, M. Leyhe1, C. Motzko1, M. Peliza¨us1,2, J. Pychy1, B.
Roth1, T. Schro¨der1, J. Schulze†1, C. Sowa1, M. Steinke1, T. Triffterer1, U. Wiedner1, and J. Zhong1
1Ruhr-Universita¨t Bochum, Bochum, Germany; 2University of Hawaii at Manoa, Honolulu, Hawaii, USA
The Proto192, a full-size prototype of the inner part of
the forward endcap calorimeter [1] of the PANDA experi-
ment (antiProton ANnihilation at DArmstadt), has been set
up. It consists of 216 lead-tungstate crystals (6 % of the
forward endcap calorimeter) read out by vacuum photo tri-
odes, tetrodes and avalanche photo diodes. The custom-
made mechanical parts were produced until March 2011,
and the process of setting the Proto192 up began.
The aluminium backplate, which is the backbone of the
Proto192, has been mounted rotatable, so that it is possi-
ble to switch between measuring cosmic muons (with the
crystals in vertical position) or particle beams from accel-
erators when in horizontal position. To ensure a flexible
handling of the supply lines, support beams had to be built
to hold cables and electronics like the THMP (Temperature
and Humidity Monitoring Board forPANDA) [2], the light
pulser and the flow control system for dried gas flushing.
To block the incoming heat through the support structure,
the suspension material has be chosen as glass-fiber rein-
forced plastic, featuring high mechanical rigidity and low
thermal conductivity.
The feed-through of signals, high/low voltage and sen-
sors is achieved by using printed circuit boards (PCB)
glued into adapter pieces which can be mounted to a frame
behind the backplate to ensure vacuum tightness. This vac-
uum tightness is needed due to the problem of condensation
on cold parts inside the Proto192. PCBs feature a high sig-
nal density and low thermal conductivity to reduce the heat
flow from the warm outside into the cooled prototype.
The two cooling circuits, one in front and one at the
backplate, have been engineered and mounted. This is im-
portant, because the Proto192 has to be cooled to -25 ◦C
to boost the light yield of the lead tungstate scintillator by
about a factor of 4. As an isolation against the ambient
temperature, vacuum insulation panels are used to provide
a stable environment. Vacuum insulation panels feature a
very low thermal conductivity, being an order of magni-
tude lower than conventional isolation material consisting
of rigid foam.
The development of thin temperature sensors consisting
of a sandwich of platinum wire between two Kapton foils
has been successfully pursued; about a hundred sensors
have been produced, calibrated and built into the Proto192.
∗Supported by GSI F+E and BMBF Contract 06BO9013
† e-mail: jansch@ep1.rub.de
The calibration method ensures a maxium measurement
uncertainty of less than 0.05 ◦C and takes place for 15 sen-
sors at the same time, taking less than 30 hours.
To test the Proto192, feasibility studies under realistic
conditions have been performed using test beams at two
facilities: positron and muon beams at CERN, Geneva, at
the end of August 2011 and photons at ELSA, Bonn. The
mechanical parts have proven to be feasible and tempera-
ture stability and control system tests are still ongoing in
Bochum. First results show high spatial and temporal sta-
bility of the crystals’ temperature.
On-going physics data analyses investigate the usability
of different types of available photodetectors. Furthermore,
analyses of energy and spatial resolution as well as rate de-
pendencies of the photodetectors are studied in more detail
while preparing for the next test beam at MAMI, Mainz.
Figure 1: The prototype Proto192 before mounting the
front hull
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Development of the Slow Control for the PANDA-EMC∗
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Introduction
The Slow Control of the PANDA experiment will be
based on EPICS (Experimental Physics and Industrial Con-
trol System). EPICS is a set of open source software tools,
libraries and applications used worldwide to create dis-
tributed real-time control systems for scientific instruments
and industrial applications [1].
For the PANDA-EMC the slow control will monitor the
temperature, humidity and pressure inside the calorimeter
as well as control the power supplies for the read out elec-
tronics, crates and the cooling system.
The Proto192 EMC Endcap Prototype
A full-size prototype of the inner part of the forward end-
cap of the PANDA-EMC, the Proto192, has been set up in
Bochum and tested at CERN and ELSA this year [2]. Since
EPICS control systems are freely scalable, the Proto192
can also be seen as a prototype for the slow control of the
PANDA-EMC.
Three independent cooling circuits, one for front cool-
ing, one for the main cooling at the backplate and one
for dried air cooling, are used to achieve a temperature of
−25 ◦C.
For the temperature and humidity monitoring inside the
prototype the THMP (Temperature and Humidity Monitor-
ing Board for PANDA) was developed. The THMP is a
modular read out system consisting of a mainboard and up
to eight piggyback boards. There exist two kinds of pig-
gyback boards: one for temperature sensors and one for
humidity and pressure sensors. This design allows variable
numbers of temperature and humidity/pressure sensors, re-
spectively.
Inside the prototype 130 temperature and 8 humidity
sensors are mounted. Also 56 HV channels are controlled
and monitored by the slow control.
For the CAN communication the HadCon was used as
a working station running an EPICS IOC. The HadCon is
a general purpose I/O module for SlowControl and small
DAQ-systems developed by the HADES collaboration [3].
∗Work supported by BMBF and EU
† E-mail: florian@ep1.ruhr-uni-bochum.de
Further Development
For the PANDA Slow Control System it is planned to
build a PANDA-specific version of Control System Studio
(CSS), a toolkit based on Eclipse and Java [4], as user in-
terface for the EPICS controll system. CSS provides a GUI
editor, archiving and alarm handling tools.
Figure 1: Proto192 at ELSA. The prototype is mounted on
top of a x-y-table. In front of the table the two small chillers
for the air and front cooling can be seen. At the lower right
the chiller for the main cooling is located.
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Analysis of Crystal Barrel at LEAR data∗
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Heinsius1, T. Held1, L. Klask1, H. Koch1, B. Kopf1, S. Leiber1, M. Leyhe1, C. Motzko1, M. Pelizäus1,
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Calibrating the EMC of PANDA
For the PANDA experiment [1, 2] we have developed
an algorithm to calibrate the electromagnetic calorimeter.
This algorithm is designed for a frequent online calibration
at run time. Therefore performance is a very important is-
sue.
The calibration itself is using the π0 peak in an invari-
ant γγ spectrum as reference signal. Such a spectrum is
generated for each crystal in the electromagnetic calorime-
ter during run time of PANDA. Therefore for each crystal
multi γ events, with hits in this crystal, are accumulated. In
the next step the resulting distributions are fitted to extract
the π0 peak positions. Therefore we have implemented in-
terfaces to the minimizers Minuit, Minuit2, and Geneva.
Minuit2 and Geneva are both multithreaded, which is very
important for an accurate performance.
Another issue considering the performance of the algo-
rithm was I/O. As a γγ distribution with several hundred
entries is needed for each crystal, an accurate handling of
this large-scaled data set is essential. For this we have im-
plemented a database connection as storage back end. We
were able to demonstrate the successful usage of the min-
imizer and the database with very accurate performance,
using a Monte Carlo generated data set.
For testing purposes we have started with porting this
calibration algorithm to the older Crystal Barrel offline
analysis software from LEAR [3]. After doing so, we will
be able to verify this software on real data, with the aim to
also improve the available calibration of this data.
Meson spectroscopy
Furthermore we studied several decay chains in Antipro-
ton Proton annihilation with the intention to find exotic
states in meson spectroscopy. The used data was taken
from the Crystal Barrel experiment at the LEAR stor-
age ring, which is available for beam momenta between
900 MeV/c up to 1800 MeV/c. The final states considered
are two neutral chains (8 γ, and 10 γ), and corresponding
charged chains (π+ π− η, and π+ π− 2π0 η). The main
emphasis of this analysis is the η(1405), a potential exotic
state, decaying to η π π (see fig. 1), but also the π1(1600),
∗Work supported by EU, EURONS contract No. 506065.
† Email: bernhard@ep1.rub.de
another potential exotic state, was taken into account.
Besides this analysis the final states η π+ π−, with η de-
caying to γ γ and 2π0, were also studied. Especially the
first one with its high statistics and low signal to back-
ground ratio delivers an excellent opportunity for a com-
plete partial wave analysis. The work on this is already
in progress and will also deliver a chance for testing the
PANDA PWA software, which is being developed in paral-
lel.
hyp5_2pi0eta2
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Figure 1: π0 π0 η invariant mass of the 8 γ final state
in the a(980) → π0 η band at a p¯ beam momentum of
1800 MeV/c . The acceptance is underlaid in shaded mode.
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Fast Monte Carlo simulations for physics processes involved
in the HypHI project
C.Rappold∗1, O. Borodina1,2, V. Bozkurt1, E. Kim1, F. Maas1,2, S. Minami1, D. Nakajima1,4,5, and
T.R. Saito1,2
1GSI, Darmstadt, Germany; 2Mainz University, Mainz, Germany; 3KEK, Tsukuba, Japan; 4Tokyo University, Tokyo,
Japan
The first experiment of the HypHI collaboration aimed
to demonstrate the feasibility of the hypernuclear spec-
troscopy by means of heavy ion beam induced reactions
[1]. With the on-going data analysis of phase 0 experi-
ment, more physics simulations have been requested in or-
der to reproduce experimental observations. A fast Monte
Carlo simulation code has been employed to allow a fast
feedback loop between the simulation and the experimen-
tal data analysis. The main goal of this simulation code was
to estimate possible contribution from physics processes
which can be involved in collisions of 6Li beam nucleus at
2AGeV with a 12C target nucleus. The processes of inter-
est are mainly the 2-body or 3-body decay of hypernucleus
which could be produced in those collisions (3ΛH, 4ΛH, 4ΛHe,
5
ΛHe, 6ΛHe) and could contribute into miss-recontruction of
another hypernucleus. First of all, the probability density
functions (pdf) of the kinematic observable, p t, η, ϕ of
produced hypernuclei from UrQMD and GiBUU collision
simulations [1, 2] are used as input, in order to reproduce
the shape of the phase space of the hypernuclei production.
If the pdfs for a species was not available in the output of
the UrQMD or BiGUU simulation, the pdfs from the clos-
est species are used to obtain a rough estimation of its phys-
ical properties.
The simulation of a specific decay is then calculated via
the phase space decay class available in ROOT [3]. Two-
body, three-body decay and two-body decay chain have
been used. After the phase space decay calculation, two
options are then available : either this calculation output
is used directly via event weighting, calculated from the
geometrical acceptance and reconstruction efficiency, or it
is propagated inside the geometry in order to obtained digi-
tized hits on the detectors. Those digitized hits are obtained
by smearing out the hit information with known position-,
energy- and time resolutions of each detector. In the case
of the three-body decay, theoretical evidences show that the
3-body mesonic weak decay would be a two-body decay
chain, which would involve a first decay of a π− and a ex-
cited state residue and the following decay of the residue
into two smaller fragments. Thus two different processes
are available for the study of three-body decay.
The event reconstruction has been investigated to show
possible contributions of miss-reconstruction of different
decay branches of hypernuclei mesonic weak decay. In the
case of a three-body decay (hyp1 → π− + f1 + f2), by
missing one of the residual fragment (for example f 2) this
∗ c.rappold@gsi.de
decay branch might have a possible contribution into the
background of the 2-body reconstruction (hyp 2 → π− +
f1). In the case of the 2-body decay (hyp1 → π− + f1),
the miss particle identification of the fragment (f1) into a
fragment (f2) might also have a contribution to the back-
ground of the reconstruction (hyp2 → π− + f2). All com-
bination of those scenarios have been investigated. Table 1
summarizes the possible contribution of those scenarios in
the 2-body reconstruction of Λ →p+π−, 3ΛH →3He+π−
and 4ΛH→4He+π− respectively.
3-body decay Λ (p+π−) 3ΛH (3He+π−) 4ΛH (4He+π−)
3
ΛH (p+d+π−) C - -
4
ΛH (p+t+π−) C - -
4
ΛH (3He+n+π−) - X -
4
ΛHe (3He+p+π−) - X -
5
ΛHe (4He+p+π−) - - C
6
ΛHe (4He+d+π−) - - X
Miss fragment PID Λ (p+π−) 3ΛH (3He+π−) 4ΛH (4He+π−)
Λ (p+π−) - X X
3
ΛH (3He+π−) X - X
4
ΛH (4He+π−) X C -
Table 1: Contribution of 3-body decay miss reconstruction
and of 2-body decay miss fragment PID. (label C, X and -
correspond to ”may contribute”, ”do not contribute”, ”not
related”)
The full background signal estimation in the reconstruc-
tion of Λ, 3ΛH, and 4ΛH is on progress, using those possi-
ble sources of contribution in addition to the combinatorial
background signal, evaluated by a mixing event procedure.
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Fine time calibration of the TOF+ detector
C.Rappold∗1, O. Borodina1,2, V. Bozkurt1, E. Kim1, F. Maas1,2, D. Nakajima1,3,4, and T.R. Saito1,2
1GSI, Darmstadt, Germany; 2Mainz University, Mainz, Germany; 3KEK, Tsukuba, Japan; 4Tokyo University, Tokyo,
Japan
The data analysis of the first experiment of the HypHI
collaboration aims to show the feasibility of the hypernu-
clear spectroscopy by means of heavy ion beam induced
reactions. The phase 0 experiment was performed with a
6Li beam at 2AGeV impinged on a stable 12C target ma-
terial. The main goal of the experiment was to produce,
reconstruct and identify decay vertexes of Λ particle and
3
ΛH, 4ΛH and 5ΛHe hypernuclei [1].
During the track reconstruction procedure, decoded de-
tector hits are gathered into track candidates before the
track fitting calculations based on Kalman Filter. The
definitive particle identification is a important process after
the track fitting in which potential decayed particles from
hypernuclei have to be properly identified before the vertex
and event reconstruction. A mis-determined particle iden-
tification would result in a wrong vertex reconstruction and
so may participate for instance to the background signal of
the invariant mass spectrum of the considered mother parti-
cle. The particle identification for positively charged parti-
cles uses both correlation between the estimated velocity β,
the total energy deposit dE measured by the TOF+ detector
and the momentum-over-charge ratio of particles. A pre-
cise enough correlation velocity-momentum is needed if a
separation between proton, kaon and deuteron is wanted.
The velocity of particle is estimated by time-of-light mea-
surement between the recorded start time from TOF-start
detector and the stop time provided by the scintillating bars
of the TOF+ detector.
The time-of-flight measured via each TOF+ bar needs
a fine time calibration in order to accumulate all the β-
momentum correlation of each bar of the TOF+ detector.
Moreover, it occurred that whether or not a cluster hit can
be constructed over the hit measurement on the TOF+ de-
tector, the calibration of time measurement of a bar does
not have a same time offset. By considering all conditions
of hit clusterization and all the bars, individual correlation
velocity-momentum is possible for particle identification,
however accumulating all of them can not be used without
fine calibration.
The idea developed is to have an automatic procedure in
order to estimate all the needed time offsets for a good ac-
cumulated velocity-momentum correlation. Two new ob-
servables are introduced to ease the procedure since the β-
momentum curve are difficult to align automatically. For
each bar and each clustering condition, the time-of-flight
of a hypothetical kaon, proton and deuteron is calculated
∗ c.rappold@gsi.de
by assuming its mass mk+,p,d in the formula tk+,p,d =
L/30 ·
√
1 + m2K+, p, d/P
2
, in which P and L stand for
the momentum and path length estimated in the track fit-
ting process. Those hypothetical time-of-flights are then
used to calculate the correlation X = (td − tk+)/2 ver-
sus Y = (td + 2 · tp + tk+)/4 − TOFmeasured, in which
TOFmeasured is the measured time-of-flight of particles.
Thanks to this correlation the β-momentum curves of each
particle species are transformed into 2D Guassian-like dis-
tributions.
For each distribution, corresponding to a well identified
particle, the mean value of the projection over the Y vari-
able are then deduced. A time offset δt are thus estimated
over the TOFmeasured observable in order to align the ob-
tained mean values of a identical bar. Fig. 1 shows those
mean values of each particle of each bar id before (left
panel) and after correction (right panel).
Bar Id
0 5 10 15 20 25 30
M
ea
n 
pe
ak
0
2
4
6
8
10
Bar Id
0 5 10 15 20 25 30
M
ea
n 
va
lu
e
0
2
4
6
8
10
Figure 1: Mean value of Y -projected distribution of each
type of clustering and each PID per bar id, before time cor-
rection (left panel) and after correction of the time-of-flight
(right panel).
The method has been applied successfully to align all
β-momentum correlations of each bar in order to identify
possible K+ mesons resulting from the strangeness produc-
tion process like NN → N ?N → NΛK induced by the
nucleus-nucleus collision [2].
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Improvements of the track reconstruction of the HypHI project with
deterministic annealing filter
C.Rappold∗1, O. Borodina1,2, V. Bozkurt1, E. Kim1, F. Maas1,2, D. Nakajima1,3,4, and T.R. Saito1,2
1GSI, Darmstadt, Germany; 2Mainz University, Mainz, Germany; 3KEK, Tsukuba, Japan; 4Tokyo University, Tokyo,
Japan
In the current data analysis code of phase 0 experiment,
track reconstruction procedure is based on a Kalman Filter
for fitting the track candidates [1]. Before the fitting proce-
dure, track candidates are determined from a combinatorial
track following method, distinct from the proposed Hough
transform. It selects all hit combinations from the down-
stream and upstream parts of the setup which can fulfill
several geometrical acceptance and tracking model consid-
erations. It results in a mean value of 7.6 tracks candidates
with a RMS value of 85.5 tracks. The distribution is shown
in Fig.1 (left panel, highest values truncated). In some
events, there are up to more than 1000 possible tracks. The
fitting process of all of those track candidates takes a sig-
nificant amount of cpu time to be completed.
The large number of the track candidates can be ex-
plained by the downstream pre-tracking, the combination
of hits of the downstream part of the setup which involves
2 stations of fiber detectors and a drift chamber. The fiber
detectors are made up of two bundles of scintillating fiber
layers in order to measure precisely X- and Y-hit positions
??. The drift chamber consists of 3 pair-plane layers pro-
viding hit measurement in stereo view ??. The downstream
pre-tracking then assembles 4 1D-layer measurement from
the fiber detectors and maximum 6 1D-layer stereo mea-
surement from the drift chamber. Several track candidates
have a common Time-of-Flight wall (TOF+ or TFW de-
tectors) hit measurement. Indeed, the pre-tracking can not
achieve a proper selection between downstream tracks to
connect to the real measurement obtained by the final TOF
wall detectors.
The proposed idea to circumvent this drawback is to
gather, into a new track, all track candidates which have
those TOF wall hits in common. The associated hits of all
those tracks would be then used to only fit the new track.
The algorithm ”deterministic annealing filter” (DAF) can
be employed in this purpose [4, 5]. The DAF is a Kalman
Filter in which observations are re-weighted. It consists of
a propagation part similar to the standard Kalman Filter,
with a competition between each hits of a same surface.
On each detector surface, gathered hits from multiple track
candidates constitute a proxy weighted mean hit calculated
from the hit weights. Those hit weights are calculated and
updated after each completed fit process and are based on
the residual and covariance of considered hit. outliner hits
can then be rejected when their associated weight are be-
low a threshold. The weighting procedure includes alsoa
∗ c.rappold@gsi.de
annealing factor, because at the initial step weights can not
be known. Annealing method avoids local minimum on the
fitting process by an iterative procedure, giving a more ro-
bust fit. So the hits gathered from several track candidates
can be used and the algorithm would sort out outliner hits
which should not have been associated to the tracks. It thus
reduces the inefficiency of the pre-tracking. Even though
the DAF algorithm is slower in comparison to the classic
Kalman Filter algorithm, the DAF fitting procedure is up
to 8 times faster than current track fitting code on the full
data set recorded during the phase 0 experiment. The dras-
tic reduction of the track candidate is responsible for the
decrease in the total processing time. The distribution of
number of track candidates with this method is shown in
Fig. 1 (right panel).
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Figure 1: Distribution of the number of track candidates
in the previous data analysis (left panel), and in the DAF
procedure (right panel)
The full reconstruction including DAF is still in
progress. It is also considered for the data analysis of
the second data set from the experiment of March 2010 in
which a 20Ne beam was impinged on a 12C target at an
energy of 2 A GeV. Those 20Ne+12C collision produces a
particle multiplicity much higher than 6Li+12C collision so
the DAF algorithm will be needed in order to sustain the
higher hit multiplicity and those track multiplicity.
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Combined large-Nc and heavy-quark operator analysis
of 2-body meson-baryon counterterms
in the chiral Lagrangian with charmed mesons
M.F.M. Lutz1, D. Samart1,2, and A. Semke1
1GSI, Darmstadt, Germany; 2SUT, Nakhon Ratchasima, Thailand
The main objective of the present study is to pave the
way for systematic coupled-channel computations on open-
charm baryon resonances. A first application of the chi-
ral Lagrangian to s-wave baryon resonances considered the
coupled-channel interaction of the Goldstone bosons with
the ground-state baryons with open charm [1]. A rich spec-
trum of chiral excitations was obtained. The challenge of
the open-charm sector is the possibility of charm-exchange
reactions, where the charm of the baryon is transferred to
the meson. A first phenomenological case study modeled
the coupled-channel force by a t-channel exchange of vec-
tor mesons in the static limit [2, 3, 4]. Such a t-channel
force recovers the leading order predictions of the chiral
symmetry whenever Goldstone bosons are involved. It was
shown in [2, 3, 5] that a rich spectrum of s- and d-wave
baryon resonances is generated dynamically based on such
a schematic ansatz. Two types of resonances are generated.
The resonances of the first type are formed predominantly
by the interaction of the Goldstone bosons with the open-
charm baryon ground states, and the second type is a conse-
quence of the coupled-channel interaction of theD mesons
with the octet and decuplet baryons. For both types of res-
onances the exchange of the light vector mesons consti-
tute the driving forces that generate the hadronic molecules.
The exchange of charmed vector mesons leads to the typi-
cally small widths of the second type resonances.
While the interaction of the Goldstone bosons with any
hadron is dictated by chiral symmetry, this is not true for
the interaction of the D mesons with e.g. baryons. At
leading order the D mesons interact with baryons via local
counter terms that are undetermined by chiral symmetry.
This resembles the situation encountered in chiral studies
of the nucleon-nucleon force (for a review see e.g. [6]).
Only the long-range part of the interaction is controlled by
chiral interactions, the short range part needs to be param-
eterized in terms of a priori unknown contact terms. Need-
less to state that a reliable coupled-channel computation re-
quires the consideration of both, the short-range and long-
range forces.
The purpose of the present work is a systematic construc-
tion of the leading order contact terms for the interaction of
the D mesons with the baryon octet and decuplet states.
Though the chiral symmetry does not constraint such con-
tact terms, there are significant correlations amongst the
counter terms implied by the heavy-quark symmetry and
the large-Nc limit of QCD. In the limit of a large charm
quark mass the pseudoscalar and vector D mesons form a
spin multiplet with degenerate properties [7]. Thus, a sys-
tematic coupled-channel computation in this limit requires
the simultaneous consideration of pseudoscalar and vector
D mesons. This leads necessarily to the presence of long-
range t-channel forces. The transition of a vectorD meson
to a pseudoscalar D meson involves a Goldstone boson.
Similarly, in the limit of a large number of colors in QCD
the baryon octet and decuplet states form a super multiplet
[8, 9]. This asks for the simultaneous consideration of the
octet and decuplet baryons.
Following [10] we derived sum rules for the leading or-
der two-body counter terms of the chiral Lagrangian as im-
plied by a combined heavy-quark and large-N c analysis.
There are altogether 26 independent terms in the chiral La-
grangian with baryon octet and decuplet fields that con-
tribute to theD andD∗ meson baryon scattering process at
chiral orderQ0.
At leading order in the heavy-quark expansion we find
the relevance of 11 operators only. Additional sum rules
were derived from the 1/Nc expansion. Combining both
expansions, the number of unknown parameters is further
reduced to 5. At present such sum rules can not be con-
fronted directly with empirical information. They are use-
ful constraints in establishing a systematic coupled-channel
effective field theory for D meson baryon scattering be-
yond the threshold region.
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On kinematical constraints in fermion-antifermion systems
S. Stoica1, M.F.M. Lutz2, and O. Scholten3
1,3KVI, Groningen, The Netherlands; 2GSI, Darmstadt, Germany
We report on an important advance in the study of
fermion-antifermion annihilation [1]. Though it is straight
forward to introduce partial-wave scattering amplitudes in
the helicity formalism of Jacob and Wick [2], it is a non-
trivial task to derive transformations that lead to ampli-
tudes that are kinematically unconstrained. Much work has
gone in the derivation of kinematically unconstraint am-
plitudes for spin-1/2 scattering, see for example Ref. [3].
Such amplitudes have so far not been established for sys-
tems involving spin-1/2 and 3/2 fermions. Kinematically
unconstraint amplitudes are useful for partial-wave analy-
sis or effective field theory approaches which consider the
consequences of micro causality in terms of partial-wave
dispersion-integral representations [4, 5, 6, 7]. Our results
are relevant for the PANDA experiment at FAIR, where
protons and antiprotons may be annihilated into systems
of spin 3/2 states.
In an initial step we decomposed the scattering ampli-
tude into invariant functions. We considered all two-body
reactions possible with spin-1/2 and 3/2 fermions. For on-
shell kinematics such a decomposition is not unique for
systems involving particles with nonzero spin. We estab-
lished bases of invariant functions that are free of kinemat-
ical constraints. Such amplitudes are expected to satisfy a
Mandelstam dispersion-integral representation [9, 8].
In a second step we considered partial-wave projections
of the scattering amplitude. We introduced partial-wave
amplitudes with convenient analytic properties that justify
the use of uncorrelated dispersion-integral relations. In par-
ticular we avoided cumbersome constraints relating differ-
ent partial-wave amplitudes. Our starting point are the he-
licity partial-wave amplitudes. It is well known that differ-
ent helicity partial-wave amplitudes are correlated at vari-
ous kinematical conditions. This is readily seen if the he-
licity partial-wave amplitudes are expressed in terms of a
basis of invariant functions. The kinematical constraints
in the helicity partial-wave amplitudes were eliminated by
means of nonunitary transformation matrices that map the
initial, respectively final helicity sates to new covariant
states. Since the mapping procedure is based on the ex-
clusive use of on-shell matrix elements there is no model-
dependent off-shell dependence in our considerations.
Furthermore we constructed a projector algebra that
solves the two-body Bethe-Salpeter scattering equation in
the limit of short range forces. It was pointed out that
the existence and smoothness of such a projector basis is
closely related to the existence of covariant partial-wave
amplitudes. Explicit expressions for such projectors were
presented for the two simplest reactions.
We established an efficient starting point for analyz-
ing baryon-anti-baryon scattering in a covariant coupled-
channel approach that takes into account the constraints set
by micro-causality and coupled-channel unitarity.
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Dynamical light vector mesons in low-energy scattering of Goldstone bosons
I.V. Danilkin1,2, L.I.R. Gil1, and M.F.M. Lutz1
1GSI, Darmstadt, Germany; 2ITEP, Moscow, Russia
The study of Goldstone boson interactions is a time hon-
ored challenge in hadron physics. In the close-to-threshold
region chiral perturbation theory (χPT) is applicable and
leads to controlled results that are consistent with the em-
pirical scattering data. Extensions of χPT, that implement
coupled-channel unitarity by means of partial summation
techniques, aim at a description of the scattering data at
somewhat larger energies where meson resonances play an
important role.
The purpose of our work is to explore the dynamic role
of light vector mesons in a chiral Lagrangian and its im-
plication for the two-body scattering of Goldstone bosons.
The motivation for considering the light vector mesons as
explicit degrees of freedom is twofold. First, we recall that
the relevant counter terms of the chiral Lagrangian formu-
lated in the absence of vector meson fields can be estimated
by a resonance saturation mechanism where the light vec-
tor mesons appear to dominate [1]. Second, the light vector
mesons play a particular role in the hadrogenesis conjecture
[2]. Together with the Goldstone bosons, they are identified
to be the relevant degrees of freedom that are expected to
generate the meson spectrum of QCD with up, down and
strange quarks.
The starting point of our study are partial-wave disper-
sion relations. Following [3] a generalized potential U Jab(s)
is constructed in the subthreshold region from the chiral
Lagrangian and then analytically extrapolated to higher en-
ergies. We consider in particular the contribution of the ex-
change of the light vector mesons in the s-,t- and u-channel.
The partial-wave scattering amplitudes T Jab(s) are obtained
as solutions of the non-linear integral equation
T Jab(s) = U
J
ab(s)
+
∑
c,d
∫ ∞
µ2
thr
ds¯
π
s− μ2M
s¯− μ2M
T Jac(s¯) ρ
J
cd(s¯)T
J∗
db (s¯)
s¯− s− i ,
which leads to a controlled realization of the causality and
coupled-channel unitarity condition. Here ρJcd(s) is the
phase-space matrix and μM is a matching scale which is
identified with the smallest two-body threshold accessible
in a sector with isospin and strangeness (I, S).
There are two relevant and known parameters only, the
chiral limit value of the pion decay constant and a cou-
pling constant characterizing the decay of the rho meson
into a pair of pions. As was pointed out in [3], the general-
ized potential U Jab(s) can be reconstructed unambiguously
in terms of its derivatives at an expansion point that lies
within its analyticity domain and where the results of χPT
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Figure 1: Results for ππ phase shifts δIJ . The dotted, dash-
dotted, dashed and solid lines correspond to a truncation in
the expansion (1) at order 0, 1, 2, 3 respectively.
are reliable. It holds
U(s) =
n∑
k=0
ck ξ
k(s), (1)
where the coefficients ck are determined by the first k
derivatives of U(s) at the expansion point. The function
ξ(s) is a suitable conformal map constructed as to analyti-
cally continue the potential to larger energies.
Some selected results are shown in the Figure illustrating
good agreement with the data set up to about 1.2 GeV. The
sensitivity of our results on the truncation index n in (1)
suggests the crucial importance of the light vector meson
as active degrees of freedom.
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Compton scattering from chiral dynamics with unitarity and causality
A. M. Gasparyan1,2, M.F.M. Lutz1, and B. Pasquini3
1GSI, Darmstadt, Germany; 2ITEP, Moscow, Russia; 3Universit‘a degli Studi di Pavia and INFN, Pavia, Italy
Nucleon Compton scattering provides an important test-
ing ground for Chiral Perturbation Theory (χPT). One of
the reasons is that for such a process the leading order loop
contributions do not depend on unknown parameters, when
calculated in the heavy baryon formalism [1]. The same is
true for some of the higher order terms [2]. The applica-
tion of strict χPT is however limited to the near threshold
region.
A method to extrapolate χPT results beyond the thresh-
old region using analyticity and unitarity constraints was
proposed recently in [3]. It is based on the chiral La-
grangian involving pion, nucleon and photon fields [4].
The terms relevant at the next-to-next-to leading order for
pion elastic scattering, pion photoproduction and nucleon
Compton scattering are taken into account. A strict chiral
expansion of the various scattering amplitudes to this or-
der includes tree-level graphs, loop diagrams, and counter
terms. The latter are adjusted to the empirical data on πN
elastic scattering and pion photoproduction. The Comp-
ton scattering involves no additional free parameters, pro-
viding an independent cross-check of the χPT predictions.
The extrapolation of the amplitudes obtained within χPT is
performed utilizing constraints imposed by basic principles
of analyticity and unitarity.
We made predictions for the nucleon spin polarizabilities
within this scheme [5]. The spin structure of the nucleon is
described by the effective interaction of the third order
Heﬀ = −2π
[
γE1E1~σ · ( ~E × ~˙E) + γM1M1 ~σ · ( ~H × ~˙H)
− γM1E2 (~∇ · ~σ Ei +∇i ~E · ~σ)Hi
+ γE1M2 (~∇ · ~σHi +∇i ~H · ~σ)Ei
]
,
where the four spin polarizabilities γE1E1,γM1M1,
γM1E2, γE1M2 are related to the multipole expansion. The
comparison of our results for the spin polarizabilities with
other theoretical approaches is presented in Table 1. All
four spin polarizabilities γE1E1, γM1M1, γE1M2, γM1E2
are in a reasonable agreement with the calculations based
χPT [2] DR [6] this work
γE1E1 −5.93 −4.3 −3.68
γM1M1 −1.19 2.9 2.47
γE1M2 1.19 0.0 1.19
γM1E2 1.19 2.1 1.19
γ0 4.74 −0.7 −1.16
γπ 4.74 9.3 6.14
Table 1: Proton spin polarizabilities obtained from differ-
ent sources in units of 10−4 fm4.
on fixed-t dispersion relations [6]. While for the transi-
tion polarizabilities γE1M2, γM1E2 we recover the results
of strict χPT, for the diagonal γE1E1, γM1M1 elements we
find significant effects from analyticity and unitarity con-
straints.
At present there are empirical constraints on two combi-
nations of the polarizabilities. The forward (γ0) and back-
ward (γπ) polarizabilities are
γ0 = −γE1E1 − γM1M1 − γE1M2 − γM1E2
= (−1.01± 0.08 ± 0.13) 10−4fm4 ,
γπ = −γE1E1 + γM1M1 − γE1M2 + γM1E2
= (8.0± 1.8) 10−4fm4 .
Our results for the forward and backward spin polarizabili-
ties are in agreement with experimental values within error
bars.
We also studied several spin observables in nucleon
Compton scattering from threshold up to E lab = 350 MeV
as it will be measured at MAMI [7]. Particularly we looked
at the beam asymmetry Σ3 for linearly polarized photon
and unpolarized proton target, double polarization asym-
metry Σ2x for circularly polarized photon and target spin
aligned transversely with respect to the photon momentum,
and double polarization asymmetry Σ2z for circularly po-
larized photon and target spin aligned longitudinally. Our
results are close to the ones obtained from fixed-t DRs, al-
though the two approaches are quite different in construc-
tion [5]. This illustrates the enormous predictive power of
combining the unitarity and analyticity constraint in hadron
physics. Furthermore, the comparison between the two
calculations provides an important cross check and can be
used to estimate the theoretical uncertainty in calculations
of Compton scattering observables.
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System and building design 
The system design of the Super-FRS has been further 
detailed. The resulting requirements have been incorpo-
rated into the building design. In particular the focusing 
system in front of the production target which connects 
the High Energy Beam Transport (HEBT) to the Super-
FRS was adapted to the technical requirements [1]. The 
approval planning for all NUSTAR buildings within the 
Modularized Start Version (MSV) was finished. The 
planning of media supply such as local cryogenics and 
cable trays was started and is still ongoing.  
For the target building an alternative solution for the 
target shielding compared to that presented at [2] was 
developed.  It is based on simple cubes with a weight of 
approximately 10 ton each. To start formwork planning 
the final shielding version will be chosen with respect to a 
possible technical realization as well as cost and time as-
pects.   
In the separator tunnel it turned out that the niches at 
the focal plane areas became too small to house all re-
quired control units. It was necessary to change them to a 
service tunnel which is running parallel to the separator 
tunnel separated by a 1 m thick shielding wall. The de-
tailed planning on placing the different racks and the con-
nections to the components in the tunnel is still ongoing.  
Also a re-planning for the service building of Super-
FRS was necessary to avoid problems rising from ground 
water. In principle the building was lifted by approximate-
ly 3 m and only a ground water protected direct access to 
separator tunnel remained on the original level.      
In parallel to the civil construction planning also the 
documents to apply for radiation protection construction 
permission were prepared.    
Magnets 
In May/June 2011 the first radiation resistant dipole 
magnet for the Super-FRS target area was transported 
from BINP Novosibirsk (Russia) to GSI. The yoke was 
dismounted into 6 parts each coming on a separate truck 
and an additional truck was delivering the coil and the 
support stand. Colleagues from BINP participated on re-
assembling the 90 ton magnet in the testing hall which 
was done within approximately 2 weeks. For 2012 it is 
foreseen to simulate the installation of this magnet in a 
‘tunnel-dummy’ by means of remote handling.      
GSI submitted in 2012 the proposal to deliver the su-
perferric multiples for Super-FRS as a German in-kind 
contribution which was approved by the FAIR Boards. 
The specification documents for the multiplets are in 
preparation as well as the tendering documents and it is 
aimed to start the tendering procedure in spring 2012.   
 
Figure 1: The first radiation resistant dipole magnet for 
Super-FRS after assembling in the testing hall.  
Detector Development 
The GEM TPC is considered as a next generation of 
current tracking TPC detector at Super-FRS. It will be 
based on digital strip readout and a signal amplification 
using the GEM foils. A prototype detector with delay-line 
readout and 2 different strips configurations was devel-
oped together with HIP Helsinki, Finland and CUB Brati-
slava, Slovakia. The next steps will be the integration of 
the NXYTER readout as well as beam time tests at FRS 
in 2012.   
 
      
Figure 2: Assembled GEM-TPC: field cage integration 
(left) and mounting in a vacuum chamber (right). 
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We report on the results of an experiment investigating
heavy neutron-rich isotopes in the Dy and Os region, per-
formed at the projectile fragment separator (FRS) [1] of
GSI Darmstadt. With the detector setup described in [2]
and the high-resolution performance of the fragment sep-
arator FRS at GSI we discovered 57 new isotopes in the
atomic number range of 60≤ Z ≤ 78. The new iso-
topes have been unambiguously identified in reactions with
a 238U beam impinging on a Be target at 1 GeV/u. The iso-
topic production cross-section for the new isotopes have
been measured and compared with predictions of differ-
ent model calculations. In general, the ABRABLA and
COFRA models agree better than a factor of two with the
new data, whereas the semiempirical EPAX model deviates
much more. Projectile fragmentation is the dominant reac-
tion creating the new isotopes, whereas fission contributes
significantly only up to about the element holmium.
In the particle identification plot (Fig. 1), all isotopes
covered in the magnetic field settings centered on 172Dy
and 194,198,202Os are displayed with the full statistics and
all the separation criteria applied. The red solid line indi-
cates the border of the discovered new isotopes.
The first measured property of the discovered isotopes
was the determination of the production cross sections.
They are highly relevant to plan further studies with the
discovered nuclei and contribute to the basic understand-
ing of projectile fragmentation reactions. A comparison
with theoretical model calculations show good agreement.
The results of the present experiment opens a new field
for nuclear spectroscopy and also for nuclear astrophysics
in the heavy nuclei range. The next steps in this experimen-
tal campaign will be half-life and precise mass measure-
ments, as well as decay spectroscopy after implantation in
silicon detectors.
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Figure 1: (TOP) Identified atomic number Z of the incom-
ing ions as a function of their A/q ratio, at the final focal
plane (F4). In the A/q ratio, the time-of-flight and mag-
netic rigidity analysis information is included. The plot
shows the superimposed data acquired in all Bρ settings
measured (172Dy, 194Os, 198Os and 202Os). The solid line
shows the border of hitherto unobserved isotopes, i.e., the
discovered new isotopes are on the right hand side of the
border line. The black rectangles show the group of ions
corresponding to the Bρ setting of the spectrometer.
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The astrophysical origin of about half of the elements
heavier than iron have been attributed to the rapid neu-
tron capture process (r-process). Reliable nuclear physics
is needed to link theoretical models with astronomical ob-
servations. The region around N = 82 shell closure is of
particular interest as it is responsible for the A = 130 peak
in the solar abundance pattern. The peak is the result of the
longer β-decay timescale compared to the neutron capture
timescale when the r-process path reaches the shell closure
[1] [2] [3].
An experiment to investigate half-lives and β-delayed
neutron emission branching ratios of neutron-rich nuclei
was recently performed at the GSI projectile fragment sep-
arator (FRS) [4]. A 900 MeV/u, 238U beam delivered
by the SIS-18 synchrotron impinged upon a 2480 mg/cm2
thick beryllium target placed at the FRS entrance. The pri-
mary beam intensity was up to 2× 109 ions/spill.
The FRS was used to separate fission reaction products
of interest from unwanted contaminants. A 6 g/cm2 alu-
minium degrader was used at the intermediate image (F2).
The charge identification was obtained using two MUltiple
Sampling Ionization Chambers (MUSIC) [5] at the FRS
focal plane (F4). The time of flight was obtained by two
plastic scintillators placed at F2 and F4. Time Projection
Chamber (TPC) [6] detectors were used to provide isotope
tracking information (position and angle) at F2 and F4.
Following a variable thickness degrader, a third MUSIC
was used to identify the unwanted isotopes that fragment
in the variable degrader.
A stack of Si detectors consisting of two 300 µm single-
sided silicon strip detectors (SSSDs), two 1000 µm SSSDs,
three 60 × 40 mm2, 700 µm double-sided silicon strip
detectors (DSSDs) and two more 1000 µm SSSDs consti-
tuted the Silicon IMplantation detector and Beta Absorber
(SIMBA) array [7]. The thickness of the variable degrader
was selected such that nuclei of interest were implanted in
the DSSDs. The high pixelation of the implantation de-
tectors allowed for time correlation of the order of several
seconds between implants and subsequent decay events.
A modified version of the BEta deLayEd Neutron detec-
tor (BELEN) [8] surrounded the SIMBA array. It consists
of 30 3He gas proportional long counters arranged in two
concentric rings embedded in a 80 × 80 × 100 cm3
polyethylene matrix. The emmited β-delayed neutrons
were thermalized in the polyethylene. Thermalized neu-
trons have a higher probability of reacting with the 3He in
the proportional tubes. By comparing the ratio of β-decay
events with and without neutrons, β-delayed neutron emis-
sion branching ratios were measured.
Several Bρ settings of the FRS were used during the
experiment to yield optimum secondary beam intensities
of the ions of interest. Preliminary analysis has identified
neutron-rich Rh, Pd, Ag, and Cd isotopes in the region
close to the N = 82 shell closure. The determination of
the implanted ion’s half-lives and neutron branching ratios
is currently underway.
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The aim of the S410 experiment was to measure the main
decay properties (half-lives and β-delayed neutron emis-
sion probabilities) of neutron-rich nuclei in the mass region
beyond A=200 and N=126, which corresponds to the third
peak of the solar r-process abundance curve. Experimen-
tally, this region is difficult to access due to the low produc-
tion cross sections for the nuclei of interest and the large
backgrounds induced by the fission fragments. Theoretical
calculations[1] are difficult to validate on the basis only of
the previous measurement available[2]. Clearly, more ex-
perimental data are needed in order to constrain better the
theoretical models and to improve r-process calculations.
The experiment was carried out during 6 days in Septem-
ber 2011 at the final focal plane of the FRagment Separator
(FRS)[3]. A primary beam of 238U at 1 GeV/u impinged
on a 1629 mg/cm2 Be target with a 223 mg/cm2 Nb strip-
per behind it. A 2500 mg/cm2 aluminium degrader was
placed at the first focal plane of the FRS in order to reduce
the number of fission fragments arriving at S2 and S4. The
FRS was operated in achromatic mode using a degrader at
S2 of 3 g/cm2 Al (Bρ - ΔE - Bρ method) for two different
production settings, one centred on 215Tl and another on
211Hg.
Standard FRS tracking detectors, time projection cham-
bers, organic scintillators and ionization chambers, were
used for particle tracking and identification.
The fragments of interest were slowed down and im-
planted in a DSSD by adjusting the thickness of the S4
degrader for each setting. SIMBA (Silicon IMplantation
detector and Beta Absorber)[4] was used for measuring
both implants and β-decays. It also provided a redundant
measurement of the ion position, which is of relevance for
the accurate spatial correlation between implants and β-
decays. A short run centred on 216Po (t1/2 = 145(2) ms)
was carried out in order to validate the particle identifi-
cation and the energy calibration of the SIMBA detector
at high energy (Eα=6.778 MeV). Another run centred on
135Sb (a well-known neutron-emitter) will allow us to ex-
amine in detail the systematics of β-neutron time correla-
tions.
Neutrons were detected by the BEta deLayEd Neutron
detector (BELEN)[5, 6] consisting of 30 3He proportional
counters embedded in a polyethylene matrix placed around
SIMBA. All detectors were read-out by means of conven-
tional nuclear electronic modules (NIM and VME) and data
were acquired using MBS[8]. In addition, BELEN data and
some other relevant information were acquired using a Dig-
ital Data Acquisition System (DDAS)[7] coupled to MBS.
The DDAS worked reliably and provided higher flexibility
for time correlations in the offline data analysis.
The analysis of the data is in progress. So far, the most
neutron-rich isotopes of Ir, Pt, Au, Hg, Tl, Pb and Bi in the
region of interest have been identified for the first time.
References
[1] I. Borzov, Physics of Atomic Nuclei, 74 (2011) 1435-1444.
[2] T. Kurtukian-Nieto, PhD thesis, USC (2007).
[3] H. Geissel et al., NIM B70 (1992) 286-297.
[4] Ch. Hinke, PhD thesis, TU Mu¨nchen.
[5] M.B. Go´mez-Hornillos et al., J.Phys.: Conf. Ser. 312 052008
(2011).
[6] M.B. Go´mez-Hornillos et al., to this Scientific Report.
[7] J. Agramunt et al., to this Scientific Report.
[8] N. Kurz, GSI Data Acquisition System MBS Release Notes
V5.0 (2006)
PHN-NUSTAR-FRS-04 GSI SCIENTIFIC REPORT 2011
146
BELEN: A new BEta deLayEd Neutron detector
M.B. Go´mez1, J. Agramunt2, R. Caballero1, I. Dillmann3,4, M. Marta3, A. Riego1, and J.L. Taı´n2
1UPC, Barcelona, Spain; 2IFIC, Valencia, Spain; 3GSI, Darmstadt, Germany; 4Univ. of Giessen, Germany
The Beta Delayed Neutron detector [1], in its 30 counter
version, (BELEN-30) has been used at GSI in the S323 and
S410 experiments at the Fragment Separator in September
2011. The detector consists of 30 3He counters embedded
in a polyethylene matrix. The detection of the neutron is
based on the following reaction in the 3He gas:
3He+ n→3 H +1 H + 764 keV
The polyethylene has the role of moderating the neutrons
in order to increase the detection probability since the cross
section of the detection reaction increases as the energy of
the neutron decreases.
The design of the neutron detector has been performed
using the Monte Carlo simulation code MCNPX. The aim
was to obtain a detection efficiency as high and as constant
as possible in the energy range of interest (from 1 keV to
1 MeV). In order to achieve this and accordingly to the re-
sults of the Monte Carlo simulation the 3He counters were
placed in two crowns, around the cylindrical hole of 23 cm-
diametre, the first crown is at a radius of 14.5 cm and holds
ten 3He counters at a pressure of 10 atm; the second crown
is at a radius of 18.5 cm and holds twenty 3He counters
at a pressure of 20 atm. The efficiency obtained with MC-
Figure 1: Efficiency of the BELEN-30 detector accordingly
to MCNPX simulations.
NPX [2] for this arrangement of counters is shown in fig. 1,
the inner crown detects the low energy neutrons since they
require a shorter path in the polyethylene in order to be
moderated; the higher energy neutrons are detected mainly
in the outer ring. In addition, further polyethylene is added
on the outer part, in order to shield the counters from back-
ground neutrons. The total dimensions of the polyethylene
matrix are: 90 x 90 x 70 cm3. It has a cylindrical hole with
a radius of 11.5 cm that traverses the polyethylene matrix,
where the implantation detector can be placed. The detec-
tor works with a self-triggered digital data acquisition sys-
tem (DDAS) that is fully detailed in [3]. The system was
also connected to a conventional analogue system. Both
the analogue and the digital acquisitions were inserted into
the MBS system. The typical signal from the 3He coun-
Figure 2: Spectrum from a 3He neutron counter.
ters is shown in fig. 2. The noise is below 150 keV, the
neutron detection signal is from 150 to 850 keV where the
plateau part corresponds to partial energy depositions due
to the wall effect and the full energy peak is around 765
keV. There is also a pulser at 1050 keV in order to measure
the live time of the system.
The neutron detection efficiency of BELEN-30 was mea-
sured with a 252Cf neutron source that was placed in the
centre of the beam hole. The efficiency obtained experi-
mentally with the digital acquisition system was (35±1)%,
whereas the value obtained from the analogue system was
(25±1)%. The efficiency according to the MCNPX sim-
ulations was (34.5±0.5)%. The large difference between
the experimental efficiency of the digital and analogue sys-
tem was due to the high effective electronic threshold of
the analogue system, which could not be reduced despite
the efforts, whereas in the self-triggered digital acquisition
it could be kept below the neutron signal. Both acquisition
systems will be used in a complementary way during the
data analysis.
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A novel α-tagger detector has been developed for sec-
ondary ions identification at the Fragment Separator facil-
ity (FRS) [1]. It consists of a Micron Semiconductor Ltd
W(DS)-1000 5 cm× 5 cm double-sided silicon strip detec-
tors (DSSD), of 1 mm thickness mounted inside a vacuum
chamber. The thickness guaranteed a detection efficiency
for α particles of ∼ 100%, since the range of an emitted
α with an energy between 5 and 7 MeV varies between 20
and 25 μm in silicon. Inside the chamber, a removable α-
source is used to perform the energy calibration. The vac-
uum chamber is placed at the final focal plane of the FRS
and can be automatically removed from the beam-line. A
variable homogeneous degrader is installed in front to slow
down the fragments to match the range distribution to the
DSSD thickness.
The DSSD is used to determine the energy, position
and time for both the implanted secondary fragment and
the α-particles following the subsequent radioactive decay
and to perform event-by-event position and time correla-
tions. The detector is divided in 16 front strips and 16
back strips, which provided the x and y coordinates, re-
spectively. Combining the information from the front and
the rear strips, it was possible to consider the detector made
of 256 pixels, with a sensitive surface of 3.12 mm × 3.12
mm. In this way, implantations and decays can be spatially
correlated within a given pixel. The absolute time of each
event was measured with a time stamping system providing
a resolution of 25 ns.
During the commissioning of the cryogenic stopping cell
[2] (Fig. ??), it performed a confirmation of the secondary
particle identification for the first time. A primary 238U92+
beam at an energy of 1000 MeV/u and a maximum inten-
sity of ∼ 107 ions/s impinged on a 2.5 g/cm2 Be target.
The FRS was used in achromatic mode and optimized for
the transmission of heaviest projectile fragments like 223Th
ions. The ions were slowed down and implanted into the 1
mm thick DSSD. The identification of the reaction prod-
ucts was performed using the standard time of flight and
energy loss techniques [3] and the α-tagger. After the iden-
tification for each selected fragment the coordinates (strip
x and strip y in the silicon detector) and time of the im-
planted ions were recorded. The α-decay spectrum in coin-
cidence is obtained requiring the same spatial coordinates
and a short delay in time. The results of this correlation
method is a clean energy spectrum measured with the sil-
icon detector (Fig. ??. For comparison the corresponding
α-decay spectra without any conditions are also shown in
the same pictures. The kinetic energies of the emitted α
particles are in excellent agreement with the well-known
literature values. Thus this measurement provides another
complete and independent identification pattern of the im-
planted α-emitters.
Figure 1: Photo of the α-tagger detector box in front of the
Ion Catcher at the FRS final focal plane.
Figure 2: α-energy spectra measured during the FRS field
setting for the separation of 223Th. The black peaks rep-
resent the α-decays recorded without any additional iden-
tification condition. The red shaded spectrum (223Th) and
the blue one (221Ac) were obtained under the condition of
particle identification in-flight for 223Th and 221Ac, respec-
tively, in coincidence with the implantation position in the
silicon detector and excluding secondary reactions in the
material at F4.
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One of the fundamental signatures for active nucleosyn-
thesis in our galaxy is the observation of long-lived radioac-
tive isotopes, for instance 22Na, 26Al, 44Ti, and 60Fe. Of
particular importance are the isotopes 26Al and 60Fe in or-
der to study stellar nucleosynthesis. Using high-resolution
γ-ray observatories the 60Fe/26Al ratio was constrained by
RHESSI (0.11± 0.03 [1]) and INTEGRAL (0.097± 0.039
[2]). While reactions of 26Al have been studied extensively,
very little is known about the reactions associated with the
nucleosynthesis of 60Fe. The interstellar 60Fe abundance is
mainly affected by the slow neutron (s) capture process in
massive stars where high neutron densities and high tem-
peratures are reached. 60Fe is synthesized during the He
shell burning in T-AGB stars where neutron densities of
1012 cm−3 and temperatures corresponding to kT = 30 keV
are reached as well as during C/O shell burning in massive
pre-supernova stars at neutron densities of 1012 cm−3 and
temperatures of kT = 90 keV [3].
A measurement of the depletion 60Fe(n,γ)61Fe at tempera-
tures of kT = 25 keV was performed directly by activation
at the Van de Graaff accelerator in Karlsruhe, Germany.
The Maxwellian average cross section was determined to
9.9±2.8(syst)1.4(stat) mbarn [4]. In addition, a measurement at kT
= 25 meV was performed via activation at the TRIGA re-
actor in Mainz, Germany. Because of the short half life of
61Fe (t1/2 = 5.98 min), the experiments were performed in
a sequence of cycles. The 60Fe sample was produced at the
PSI in Villigen, Switzerland. At FRANZ (Frankfurt Neu-
tron Source), it will be possible to measure the depletion
60Fe(n,γ)61Fe at a temperature of kT = 90 keV which is in
the temperature region of astrophysical interest.
Neutron capture on 59Fe is very difﬁcult to measure di-
rectly because of its short half-life (t1/2 = 44.5 d). There-
fore, the coulomb dissociation cross section of the inverse
reaction 60Fe(γ,n)59Fe provides important information via
the principle of detailed balance. In order to validate this
method, the cross section extracted from applying this prin-
ciple to the reaction 59Fe(γ,n)58Fe can be compared to pre-
vious direct measurements of 58Fe(n,γ)59Fe [5].
Coulomb dissociation measurements of 59Fe and 60Fe were
performed at the R3B/LAND setup at GSI. The unsta-
ble iron isotopes were produced by fragmentation of a
660 AMeV primary beam of 64Ni on a 2511 mg/cm2 Be
target at FRS. The beam energy at the lead target was
535 AMeV. With intensities of 2-5·107 particles/s, the 60Fe
beam on a 515 mg/cm2 lead target is exposed to a vir-
tual photon spectrumwith energies sufﬁcient for (γ,n) reac-
∗ supported by the HGF Young Investigator Project VH-NG-327.
tions. The incoming particles were identiﬁed with scintil-
lators via time-of-ﬂight measurements. The fast outgoing
neutrons were detected with LAND. The outgoing heavy
fragments were measured with scintillator walls and ﬁber
detectors. Figure 1 shows the masses of the outgoing frag-
ments after tracking through the magnetic ﬁeld of ALADIN
and background subtraction. For that the identiﬁcation and
the momentum vector of each ion before and after the reac-
tion is needed. In addition, the momentum vector of the
emitted neutron is important to identify. Using position
sensitive silicon strip detectors before ALADIN and po-
sition sensitive ﬁber detectors after ALADIN the particle
trajectory is constrained. The 59Fe and 60Fe isotopes are
separated by their different deﬂections in ALADIN based
on their mass/charge ratio. An empty target run was used to
subtract the background from the unreacted beam as well as
break-up events in the setup. To determine the background
resulting from nuclear interactions with the target, a carbon
target run was performed.
Currently, the results from the successfully performed
Figure 1: The outgoing tracked mass [6].
experiment are under analysis and the next steps will
be the tracking of all reaction products and, eventually,
the determination of energy-dependent information about
the dissociation cross section 60Fe(γ, n)59Fe. Once the
59Fe(n,γ)60Fe is determined, nucleosynthesis simulations
will be performed, leading to a better understanding of the
evolution of massive stars within their late stages.
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Measurement of charge-changing cross sections of psd-shell nuclei
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We have performed an experiment to measure the
charge-changing cross sections (σcc) of neutron-rich Be,
B, C, and O isotopes. The measured cross sections will
be used to extract proton radii distribution through Glauber
model analysis of the reaction, for example as in Ref. [1].
The measurement of charge-changing cross sections is a
very sensitive technique, which coupled to the intense ra-
dioactive ion beams available at GSI can be used to mea-
sure the proton radii of very unstable isotopes.
The charge radius is a basic ground-state property of
atomic nuclei. Our main motivation is the study of nuclear
structure in light neutron-rich isotopes. Of particular in-
terest are halo nuclei, where recent measurements by laser
spectroscopy have shown significant changes of the charge
radius due to the development of neutron halos (for exam-
ple in 11Li [2]). Measurements of proton distributions also
provide a sensitive test for novel ab initio nuclear models,
such as antisymmetrized molecular dynamics calculations
[3]. Since the matter distribution in these isotopic chains
has already been systematically measured up to very unsta-
ble isotopes [4, 5], we will also be able to study the evolu-
tion of the neutron skin thickness (difference between neu-
tron and proton distributions).
The experiment was performed at the FRS fragment sep-
arator [6]. Primary beams of 22Ne, and 40Ar, at 1 GeV/u
were used to produce secondary beams by fragmentation
reactions in a beryllium target. The fragments of inter-
est were selected in-flight by the Bρ–ΔE–Bρ technique.
The particle identification was performed by a simultane-
ous measurement of the time-of-flight, energy deposition,
and magnetic rigidity (ToF–Bρ–ΔE technique), using the
standard FRS detectors: plastic scintillators for timing,
ionization chambers (MUSIC) for energy loss, and time-
projection chambers (TPC) for beam tracking at dispersive
positions of the FRS. Figure 1 shows the particle identifi-
cation spectrum for the 17B setting of the FRS.
The charge-changing cross section was measured, using
a reaction target at the final focal point of the FRS (S4), by
the transmission method:
σcc =
1
t
ln
γ0
γ
(1)
where t is the number of target atoms per cm2, γ =
NsameZ/Ninc. is the ratio between the number of incident
A/Q
3.3 3.4 3.5 3.6 3.7 3.8
Z
3
4
5
6 17B
14Be
11Li
Figure 1: Particle identification plot for 17B fragment set-
ting.
nucleus on the target (Ninc.) and the number of out-going
nuclei with the same atomic number Z (NsameZ), and γ0
is the same ratio but measured without the reaction target.
The reaction target was placed behind the standard FRS
detectors, where the first MUSIC provided Z identification
for the incoming fragments, and two TPC detectors pro-
vided beam tracking to determine the beam profile at the
target position. In addition, a veto scintillator very close to
the target was used to further constrain the beam position.
A second MUSIC detector placed after the reaction target
identified the Z of the outgoing ions. An additional TPC
and a scintillator detector provided tracking for the outgo-
ing beam. Reaction targets of C, CH2, and Pb were used.
The data is currently under analysis.
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Knockout from fast neutron-deficient carbon beams* 
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Knockout of single nucleons from beams with interme-
diate to relativistic velocities is widely used to explore the 
single-particle structure of nuclei, in particular for rare 
isotopes, see Ref. [1]. It has been argued [3] that nucleon 
knockout reactions provide access to absolute spectro-
scopic factors. Measured spectroscopic factors C2exp are 
smaller than those predicted within a shell model calcula-
tion, C2th. The quenching factor Rs = σexp/σth = C2exp/C2th 
from relativistic appears to approach unity for small bind-
ing energies of the knocked out nucleon, however for 
deeply bound nucleons significant quenching Rs ≪ 1 is 
observed, see [6].  
Experiment S341 studied, among others, the inclusive 
knockout reactions 9Be(12C,11C)X, 9Be(11C,10C)X, 
9Be(10C,9C)X, and 9Be(9C,8B)X, covering a broad range 
of binding energy difference values. The reactions leading 
to the residues 9C and 8B are particularly simple to under-
stand as the reaction residues have one bound state only, 
namely their ground state. Cross-sections for the reactions 
9Be(12C,11C)X and 9Be(9C,8B)X have been measured be-
fore and can serve for benchmarking the experiment.  
The experiment used an incident 12C beam from the SIS 
at 1670MeV/nucl. incedent on a 4 g/cm2 beryllium target 
at the FRS target position. At the intermediate F2 focus of 
the FRS, a 4.9 g/cm2 9Be target served as secondary 
breakup target after charge identification in a preceding 
scintillator. The outgoing residues were tracked using 
time projection chambers (TPC). To maximize the optical 
transmission, reaction residues were detected at the FRS 
focus F3 using TPC tracking and scintillation counters for 
charge identification and time-of flight measurement.  
The data analysis allowed us to extract the following in-
clusive one-nucleon removal cross sections: 
9Be(12C,11C)X: 55,9±2.6 mb; 9Be(11C,10C)X: 24.9±1.9 
mb; 9Be(10C,9C)X; 21.4±1.7 mb; 9Be(9C,8B)X: 37.2±2.4 
mb. The experimental cross sections can be interpreted in 
the light of a Glauber-model description for the reaction 
and predictions for the spectroscopic factors from shell-
model calculations using established empirical interac-
tions fitted to data in the p-shell, in particular the WBT 
and WPT interactions [4]. The comparison between ex-
perimental and theoretical cross sections yields the fol-
lowing quenching factors: 0.57 for (12C,11C), 0.46 for 
(11C,10C), 0.53 for (10C,9C), and 0.81 for (9C, 8B). The 
results for (9C, 8B) and (12C,11C) are in agreement with 
previous experiments [2], and for (10C,9C) the group at 
Michigan State has reported a comparable result recently, 
as well [7].  
Figure 1 shows the evolution of the quenching factor as 
a function of the difference between the binding energies 
of the removed nucleon and the unaffected nucleonic spe-
cies. The dashed line indicates the average trend of the 
data compiled by Gade and co-workers [6]. The data 
points show our results that are consistent with previous 
experiments, but the quenching for removing deeply 
bound nucleons from carbon is less severe than for heavi-
er systems. Hence, experimental results suggest that be-
yond the binding energy difference additional dependen-
cies must play a role.  
Part of the still significant quenching may be attributed 
to the lack of correlations included in the effective shell-
model interaction.  Using results of prediction of the 
Green’s function Monte-Carlo method of Wiringa [7] one 
finds for the case of 9Be(10C,9C)X a predicted spectro-
scopic factor of 1.04, compared to 1.77 (WPT). Hence the 
Green’s function Monte-Carlo method may in part ac-
count for the quenching of spectroscopic strength, but 
cannot account for the full effect. Also, Timofeyuk [8] 
suggested that part of the quenching of spectroscopic 
strength may arise from the limited model space in shell-
model calculations. 
 
Figure 1: Reduction factors versus difference in nucleon 
separation energy. 
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Relativistic Coulomb excitation of 88Kr∗
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In autumn 2010, the first experiment of the fast-beam
PreSPEC campaign was performed. We have studied the
relativistic Coulomb excitation of 84,88Kr with an energy
of ∼120 MeV/u on a 0.4 g/cm2 197Au secondary target.
The main goal was to study the strength and effects of
proton-neutron interaction, which are manifested in par-
ticular in the existence and the properties of the so-called
mixed symmetry (MS) states [1]. The N = 52 isotones
close to theZ = 38, 40 sub-shell closures correspond to suf-
ficiently small valence spaces for a practical description in
terms of the nuclear shell model. This fact offers the unique
possibility to compare interacting boson model (IBM-2) to
shell-model calculations and to achieve a microscopic un-
derstanding of the building blocks of nuclear collectivity.
Moreover, the evolution of MS states in N = 52 isotones
can be tracked over different proton shells enabling us to
investigate the variation of the proton-neutron interaction
as a function of the nuclear valence space.
The Kr isotopes were produced by fission of a 238U pri-
mary beam at 650 MeV/u on a 0.66 g/cm2 9Be primary
target and then selected by the FRS. To reduce the “back-
ground” caused by the Bremsstrahlung and Coulomb exci-
tations of other nuclei, we have tried to optimize the purity
of the secondary radioactive beams. Therefore, we had dif-
ferent FRS settings for the main nucleus of interest, 88Kr,
and for the 84Kr isotope which has a known B(E2) and
was measured for normalization purposes. The FRS iden-
tification plot for the 88Kr setting given in Fig. 1 shows
the purity of the secondary beam. At the secondary target
the PreSPEC Ge detector array in its fast-beam configura-
tion was mounted. After the secondary target the newly de-
veloped Lund-York-Cologne-CAlorimeter (LYCCA) spec-
trometer for secondary fragment identification was suc-
cessfully used in an experiment for the first time.
The multiple data branches, i.e. FRS, Ge, LYCCA, have to
be well synchronized and require a proper trigger. As this
was the first experiment of the fast-beam PreSPEC cam-
paign some additional adjustments were needed. Never-
theless, Fig. 2 shows the observed relativistic Coulomb
∗Work supported by BMBF 06KY9136I
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Figure 1: The FRS particle ID plot for the 88Kr setting.
excitation of the 2+1 state in 88Kr. Thus, the functionality
of this complex setup was demonstrated. Information on
Coulomb excitation of non-yrast 2+ states could not be ob-
tained from the data yet, but data analysis is still ongoing.
For the reference setting on 84Kr we were able to extract a
similar spectrum to the one shown on Fig. 2.
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Figure 2: Observed relativistic Coulomb excitation of 88Kr.
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A new plunger device for radioactive ion beams for the
PRESPEC setup at GSI is being devolopped at the Univer-
sity of Cologne. At ﬁrst a basic ﬁxed plunger (Fig. 1) has
been constructed and tested in a commissioning experiment
to test the feasibility of plunger measurements at RISING,
e.g. with respect to the peak-to-background ratio. Here,
ﬁxed means that there was one ﬁxed target - degrader dis-
tance. The known lifetime of the excited 2+1 state (835 keV)
in stable 54Cr has been measured by means of inverse rela-
tivistic Coulomb excitation.
Figure 1: Fixed-plunger device seen from upstream (right)
and downstream (left). The target gold foil and the target
DSSD are visible.
A primary beam of 54Cr at 393 MeV/u was directed onto
a primary 9Be target to degrade the beam and simulate real-
istic conditions for a radioactive ion beam experiment. The
54Cr beam is tracked in the FRS before impinging onto
a 1 mm thick 197Au secondary target with an energy of
182 MeV/u. After the target, the Coulomb excited beam
particles are slowed down in a 500 μm thick Iridium de-
grader, which is positioned 700 μm downstream, allowing
for a sufﬁcient energy separation of the detected Doppler
shifted γ rays emitted from the decay of the 2+1 to the
ground state in 54Cr after the target and degrader, respec-
tively. After the plunger the beam particles are detected
in the LYCCA array, allowing for a good determination of
the velocity and scattering angle of the beam. A total of
about 10 h has been measured with six Ge clusters.
A preliminary γ spectrum is shown in Fig. 2. The two
peaks originating from decays before and after the de-
grader, respectively, are visible. Although the analysis is
still ongoing, the applicability of the technique at relativis-
tic energies at GSI has been demonstrated.
This plunger device served to simulate and optimise the
new plunger device for future experiments. For example,
the amount of material close to target and degrader was
chosen similar to that planned for ﬁnal construction. Also
the same target and degrader cones as well as the target
DSSD of the LYCCA array that will be employed for the
future plunger experiment at PRESPEC were used here.
Fig. 1 shows the ﬁxed plunger device as it was mounted
in the target position.
Plunger experiments using intermediate beam energies
(≈100 MeV/u) have been successfully performed in the
past by our group at NSCL/MSU, e.g. [1]. With this new
plunger device, also measurements at higher velocities will
be possible, enabling access to lifetimes of excited states of
a wider range of exotic nuclei.
Figure 2: Doppler corrected γ ray spectrum. The two com-
ponents from decays before (Fast) and after the degrader
(Slow) are visible.
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Measurement of α-decay half-life of bare and H-like 213Fr ions
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We report on a pilot experiment of a measurement of the
α-decay half-life of fully ionized and hydrogen-like (H-
like) 213Fr ions. The lifetime measurement of the corre-
sponding neutral atoms was performed at the FRS by im-
planting the ions into an active Silicon stopper [1].
Radioactive 213Fr ions have been produced via projectile
fragmentation of ∼ 109 238U73+ ions/spill, accelerated by
the SIS-18 to 455 MeV/u. A 1.03 g/cm2 thick Beryllium
target has been used. The fully-ionized and H-like 213Fr
ions were separated in-flight by means of the Bρ-ΔE-Bρ
method at the FRS and subsequently injected into the ESR.
Stochastic and electron cooling were applied in both cases
reducing the initial velocity spread to δv/v ≈ 5 × 10−7
within 6-10 seconds. The identification of the cooled ions
has been achieved exploiting the time-resolved Schottky
Mass Spectrometry technique [2].
Several decay measurements of 213Fr87+ and 213Fr86+
have been performed using two different methods. The
first one involves the change of the Schottky area under the
frequency peak for many particles (many-particle method)
and is described in [3]. The second one deals with very
few stored particles and the decay is manifested by discrete
jumps in the frequency intensity (single-particle method).
This latter method has the advantage to be independent
from the assumption of a strict proportionality of the Schot-
tky area and the number of stored ions.
Applying the single-particle decay method [4] only a few
ions were injected into the ESR, because the Schottky mass
spectrometry is sensitive down to single stored ions. The
steps of the decay could be identified only for 3-5 stored
and cooled ions. In the Schottky spectra, the disappearance
of the mother nuclei have detected and the decay time mea-
sured. The time resolution for the decay time assignment
was about 100 ms.
In total 36 single-particle decays have been unambigu-
ously identified and measured. The deduced time was in-
serted in a spectrum with a logarithmic time-scale. In this
presentation the exponential decay is converted to a distri-
bution with a universal shape independent of the half-life.
The frequency distribution of the decay time can be written
as a function of the logarithm of time θ = loge(t) as:
dn
dθ
= nλeθe−λe
θ
. (1)
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Figure 1: Spectrum of the time interval between the decays
and the injection into the ESR. The horizontal axis repre-
sents the logarithm of the time after injection. For orien-
tation the upper part of the horizontal axis shows the time
after the injection in seconds. The solid line represents the
best fit of the data with the function presented in equation
(1). The fitting range was set from 20 to 300 seconds due
to the cooling time. The dashed line is the extension of the
fitting function outside the considered range.
Two free parameters, the number n of counts and the half-
life T1/2 = log(2)/λ, determine the height and the position
of the peak, respectively. The most probable value of this
distribution is the logarithm of the life time (τ = 1/λ).
Figure 1 shows the spectrum of the time intervals between
the decay and the injection into the ESR. The deduced half-
life in the rest frame amounts to T1/2(213Fr86+) = 34± 6
s. The relatively big χ2r of 3.5 indicates the low statistics of
this pilot experiment.
The results from our experiments with neutral and H-
like 213Fr demonstrate that both half-lives are in agreement
within the error bars. This result is in good agreement with
a more theoretical prediction [6].
[1] A. Musumarra et al., GSI Sci. Rep. 2008, p. 150.
[2] F. Nolden et al., GSI Sci. Rep. 2010.
[3] F. Farinon et al., GSI Sci. Rep. 2010.
[4] F. Bosch et al., Int. J. Mass Spectrom. 251, 212 (2006).
[5] Z. Patyk et al., Phys. Rev. C 78, 2008.
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New Results on Mass Measurements of Neutron-Rich Nuclides at the
FRS-ESR Facility
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At the FRS-ESR facility at GSI mass measurements on
neutron-rich nuclei below uranium applied time-resolved
Schottky Mass Spectrometry (SMS) [1] were performed.
The exotic nuclei were produced in fragmentation pro-
cesses of 670 MeV/u 238U projectiles impinging on a Be-
target placed at the entrance of the fragment separator FRS
[2]. After being separated in-flight the fragments were in-
jected into the storage-cooler ring ESR [3] where the revo-
lution frequency of the ions were measured by the Schottky
Mass Spectrometry method necessitating electron-cooling.
In an earlier evaluation a local calibration method was
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Figure 1: Nuclides covered in this experiment. The solid
line indicates the boundary of known isotopes provided by
the BNL-NNDC compilation [4] (status April 2011).
used to deduce the mass values [5]. Recently, the ex-
perimental data underwent a refined analysis. The here
presented results were obtained by applying the correla-
tion matrix method using a more sophisticated approach
of preparing the input data. In addition, after our first eval-
uation we found a systematic deviation of our recalculated
reference masses to the values given in the Atomic Mass
Evaluation 2003 [6]. This observation led to the conclusion
that the velocity dependent term in the frequency to mass-
to-charge relation (5 · 10−7) cannot no longer be neglected
as it was regarded in earlier analyses. Therefore, the radial
velocity profile of the electron beam in the cooler had to
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Figure 2: Comparison of experimental Mass Excess (ME)
values for Ra isotopes with different theoretical models
(experimental data: open symbols = AME03 [6], filled
symbols = this work).
be taken into account and was corrected for in the analysis.
A comparison to the evaluation with the local calibration
method shows an excellent agreement. Even more, it has
led to a reduction of the systematical error by a factor of
almost 3.
Among the more than 150 nuclides covered in this exper-
iment new isotopes and isomers were discovered, see fig.
1. Accurate mass values of 33 neutron-rich nuclides have
been obtained for the first time. A comparison of our results
to theoretical predictions are shown in fig. 2 and clearly
demonstrates the deficiency of the models towards more
neutron-rich isotopes.
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Long-living 194Re isomers observed in the ESR
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Observation of long-living isomers presents a challenge
experimentally. However, with the Experimental Storage
Ring (ESR) it is possible to directly observe an isomer
without requiring its decay [1]. The ESR enables observa-
tion of single ions, allowing measurements to be performed
with low production cross sections [2]. Here we report on
the use of projectile fragmentation of 197Au with a 9Be tar-
get. The reaction products were ﬁrst passed through the
FRagment Separator (FRS) [3] to select the isotopes of in-
terest before being injected into the ESR. The ions were
then cooled by electron and stochastic cooling, and ob-
served by Schottky Mass Spectrometry (SMS) [4]. The
experiment provided data for neutron-rich 71 ≤ Z ≤ 79
isotopes. Results for hafnium (Z = 72) and tantalum
(Z = 73) isomers have been published [5].
Further analysis has revealed a range of other isomers.
We now present evidence for two isomers in 194Re. From
previous spectroscopic studies of the neutron-rich rhenium
(Z = 75) isotopes with the RISING array coupled with the
active stopper, three β-decaying states have been reported
to feed different levels in 194Os. These three states were
observed to have three differing half-lives, t1/2 = 5(1),
25(8) and 100(10) s, which feed 0+, (11−) and 6+ states
in 194Os respectively [6]. In that study it was unclear as
to which of these decaying states was the ground state and
which were isomeric states. These three states have now
been observed in the ESR (see Fig. 1) and excitation ener-
gies measured for one ground-state ion, one ﬁrst-isomer ion
and two second-isomer ions. The lower-energy isomer has
been measured to have an energy of 285(40) keV whilst the
higher-energy isomer has a energy of 833(33) keV. It has
not been possible to connect the isomers to the associated
measured lifetimes, as neither of the isomers decays during
the ESR observation. However, the ground-state ion decays
after a total observation time of 6 s. It is likely therefore
that the fastest decay (5(1) s) observed in the spectroscopic
study is from the ground state of 194Re.
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Figure 1: Schottky frequency spectra for three different
injections in the ESR, showing the two isomers and the
ground state of 194Re. 194Pt provides a frequency refer-
ence.
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Mass measurements of neutron-rich 197Au projectile fragments at the ESR
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Heavy neutron-rich nuclei around tungsten (Z = 74)
were investigated. For that purpose, 197Au projectile frag-
ments were studied by means of Schottky Mass Spectrom-
etry (SMS). Those fragments were produced using an ac-
celerated primary beam, which hit a beryllium target lo-
cated before the fragment separator FRS. Nuclides of inter-
est were separated in the FRS and stored in the storage ring
ESR at an energy of a few hundred MeV/u. Sixty four sta-
ble or radioactive neutron-rich isotopes with 70 ≤ Z ≤ 79
were identified.
The mass evaluation was performed in two different
ways: using a well-established (see e.g. [1]) correlation
matrix method (CMM) and a newly developed spline
method. The comparison of the methods shows that 63%
of obtained values agree within one σ and 98% of them
agree within 2σ. The comparison with the AME03 table [2]
shows that CMM generally understates the tabulated val-
ues, thus the distribution of deviations from the table shows
a systematic shift. For this reason and the fact that the sys-
tematic error of the spline method is smaller, the latter was
chosen for the final mass evaluation.
The result of the mass evaluation provided mass val-
ues of nine nuclides measured for the first time (181,183Lu,
185,186Hf, 187,188Ta, 191W and 192,193Re) and also mass
values for three nuclides (189,190W and 195Os), which were
obtained with a higher accuracy than previously available.
Using the new measured values, two-nucleon separation
energies and pairing gap energies Δp,n (additional energy
of two-nucleon binding) were investigated. A comparison
of the Δp3 together with spectroscopic data for the same
nuclides can be seen in Fig. 1.
The quantity R42 = E(4+)/E(2+) is sensitive to struc-
ture, with values about 2.0 for spherical nuclei with sur-
face vibrations and about 3.33 for deformed rotational nu-
clei [3]. As can be seen from Fig. 1, the R42 values de-
crease as one approaches the closed shells, pointing to-
wards the spherical non-collective structures that result at
N = 82 and N = 126.
We can compare the pairing gap energies with this ra-
tio to find out whether the pairing gap energy is influenced
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Figure 1: Δp and R42 as a functions of N for Os, W and
Hf. New data are marked with filled symbols.
by deformations. From the figure one can see that proton
pairing gap decreases as the deformation grows. This could
be an explanation for the dependence of pairing gap ener-
gies on neutron number N for Hf and W isotopes found
in [4]. Furthermore, this behavior cannot be reproduced by
any present mass model. At N = 108, Os and W proton
pairing gaps as well as their R42 ratio have turning points,
whereas for Hf neither proton pairing gap nor R 42 ratio
have one. This reflects the facts that (1) Hf remains in the
region of the maximal deformation and (2) collective ef-
fects in the nuclear structure can be investigated by means
of the pairing gap energy.
D.S. acknowledges support by the IMPRS-PTFS.
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The β-decay studies of highly charged ions require ex-
perimental facilities such as GSI / Darmstadt or IMP /
Lanzhou since the radioactive nuclei in high atomic charge
states have to be produced, separated from contaminants
and stored for extended periods of time. Previous experi-
mental studies and theoretical considerations showed that
the orbital electron capture (EC) decay rates of ions may
be strongly dependant on the atomic charge state. This was
measured in both 140Pr and 142Pm nuclides. Both parents
decay by pure allowed Gamow-Teller transitions (1+ →
0+) with more than 95% probability to the ground state of
the corresponding bare daughter ions. It turned out that
the measured ratio of hydrogen-like (H-like) to helium-like
(He-like) EC-decay constant λH−likeEC /λHe−likeEC ≈ 1.5 [1,
2], which was not expected from the standard scaling of the
density of the s-electrons at the nucleus. Studies showed
that these experimental results could be explained by tak-
ing into account the conservation of both the total angular
momentum and its projection of the nucleus plus leptons
system [3, 4]. We have extended our experimental study
to H-like 122I [5]. As in the cases of 140Pr and 142Pm,
the spin-parity of the ground state of 122I atoms is 1+.
However, only about 82% of the decay strength goes to
the ground state of the fully ionized daughter 122Te ions
(1+ → 0+) while the remaining decay strength is dis-
tributed over several excited states in 122Te nuclei. The
transitions (Fi = 12 , Ii = 1
+) → (Ff = 12 , If = 0+)
conserve the total angular momentum. We expect that al-
lowed Gamow-Teller transitions (Ii = 1+) → (If = 2+),
become forbidden, since for this case it is impossible to
form a final state Ff = 12 .
The experiment was performed using the FRS-ESR
facility and employing the Schottky Mass Spectrometry
(SMS) technique. In total, 5 measurements with bare
122I53+ ions and 9 measurements with H-like 122I52+ ions
were performed. Due to a small production yield no suc-
cessful measurement of He-like ions could be performed.
After production, the H-like 122I ions could be in both
hyperfine states with total angular momenta Fi = 1/2 or
Fi = 3/2, respectively. Since the measured magnetic mo-
ment of 122I is positive (μ = +0.94(3)μN), the hyperfine
ground state is Fi = 1/2. The hyperfine splitting energy
has been estimated to ΔEhf ≈ 0.28 eV, which corresponds
to a relaxation half-life (Fi = 3/2 → Fi = 1/2) of about
t1/2 = 1.95 s. Therefore the beginning of the analysis was
set to t0 = 24 s after the injection into the ESR to ensure
that all parent ions are in the hyperfine ground state.
All measurements showed consistent results. The
measured EC-decay rate in H-like 122I amounts to
λEC = 7.4(3) · 10−4 s−1 which equals within
error bars the one measured in neutral 122I atoms
(λneutralEC = 7.0(5) · 10−4 s−1) although there are 52
additional bound electrons.
Theoretical estimations of the EC-decay rate in He-like
122I have been performed in order to investigate the contri-
butions of the (Ii = 1+) → (If = 2+) transitions which is
expected to be first forbidden. However, the large error bars
do not allow to take any conclusion on this latter hypothe-
sis. Half-lives of more suitable nuclei should be measured
to test such a hypothesis, like e.g. H-like 143Sm, which de-
cays with about 92 % by a single Gamow-Teller transition
from its ground state (Fi = 1) to the ground state of 143Pm
(Ff = 2 or Ff = 3).
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    Improved Timing Performance and Longer Ion Observation Times of a Time-
of-Flight Detector for Isochronous Mass Spectrometry at the FRS-ESR Facility* 
N. Kuzminchuk1, 2, M. Diwisch1, S. Ayet1, 2, T. Dickel1, 2, H. Geissel1, 2, R. Knöbel1, 2, W. R. Plaß1, 2,  
C. Scheidenberger1, 2, B. Sun1, H. Weick2 , and the FRS-ESR Collaboration 
 1Justus-Liebig Universität, Gießen; 2GSI, Darmstadt, Germany.
Isochronous Mass Spectrometry at the FRS-ESR facili-
ty can be used to determine the masses of exotic nuclei 
from precise revolution time measurements by a time-of-
flight (TOF) detector. In the detector, ions passing a thin 
carbon foil release secondary electrons (SE), which are 
transported to microchannel plates (MCPs) by electric and 
magnetic fields. Significant instrumental improvements of 
the TOF detector were implemented, which increase the 
timing accuracy and the observation time. In addition, an 
on-line test with 238U fission fragments was performed. 
Timing Performance 
Because of non-perfect electric fields in the detector, 
different points of emission of the SE from the foil as well 
as different initial velocities cause different electron 
transport times from the foil to the MCP detectors. In or-
der to decrease the transport time spread, the TOF detec-
tor was modified to allow for higher electric and magnetic 
fields [1]. Simulations show (Figure 1) that by increasing 
the fields and hence the kinetic energy of the SE the time 
spread decreases. Off-line measurements with α-particles 
confirm this finding. By doubling the kinetic energy of 
the SE from the previously used value of 700 eV to 1400 
eV, the measured time spread could be reduced from 
44 ps to 33 ps. Using further optimizations of the detec-
tor, a minimum time spread of 26 ps could be achieved, 
almost doubling the timing accuracy of the detector [2]. 
350 700 1050 1400
30
40
50
60
70  Simulation
 Experiment
Ti
m
e 
sp
re
ad
 (r
m
s)
 [p
s]
Kinetic energy [eV]
 
Figure 1: Simulated and measured time spread for a single 
branch detector as a function of the kinetic energy of the 
SE. Note that the values of the simulations have been in-
creased to include an experimental constant that accounts 
for other limitations of the detector different than the elec-
tron transport time spread.  
Ion Observation Time 
The time period during which ions can be observed after 
injection into the ESR using the TOF detector is deter-
mined by the rate capability of the detector and by the 
energy loss of the ions in the foil. Previously it was 
shown in off-line measurements that MCPs with a pore 
size of 5 µm can accept a count rate that is about four 
times larger than that for MCPs with the same active di-
ameter but with a commonly used pore size of 10 µm [3]. 
Further studies show that in order to reduce the energy 
loss of the ions in the foil, a foil with a thickness of about 
10 µg/cm2 should be used instead of the previously used 
foil of 17 µg/cm2 with a coating of 10 µg/cm2 CsI on both 
sides. These two effects were investigated in an on-line 
experiment using 238U fission fragments. Figure 2 shows a 
comparison of the average number of the ions detected 
per turn in the present experiment, where a thin carbon 
foil (10 µg/cm2) and MCPs with 5 µm pore size were 
used, and a previous experiment with thicker carbon foil 
(17 µg/cm2) coated with 10 µg/cm2 CsI on both sides and 
MCPs with 10 µm pore size. With the new setup, ions can 
be observed for a duration that is up to ten times longer 
than with the previous setup. This gain will increase mass 
measurement accuracy in future experiments. 
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Figure 2: Average number of detected ions in the ring per 
turn for 238U fission fragments for two different setups of 
the TOF detector. The data were normalized to 14 ions at 
turn number 10. 
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Contributions to Network of Nuclear Structure and Decay Data∗
B. Pfeiffer1,2, I. Dillmann1,2, and C. Scheidenberger2,1
1II. Physik. Inst., Universita¨t Gießen, Germany; 2GSI, Darmstadt, Germany
Introduction
In 2008, European nuclear physics research institutions
instigated an effort to intensify their participation in the in-
ternational task of establishing “Reference Data Libraries
for Nuclear Applications” [1]. The II. Physikalisches In-
stitut at Gießen and GSI are participating in the following
topics:
NSDD
The participation at the task of evaluating nuclear struc-
ture data for the Nuclear Data Sheets (in 2009 the A=84
chain had been published [2]) was continued. The GSI
represented Germany at the biannual meeting of the IN-
TERNATIONAL NETWORK OF NUCLEAR STRUCTURE
AND DECAY DATA EVALUATORS [3] at the IAEA head-
quarters in Vienna. These meetings serve to discuss the cur-
rent status of the mass chain evaluations, evaluation respon-
sibilities, and processing code needs, as well as ENSDF
formats.
Masses
The systematic screening of the literature for experimen-
tal results on nuclear masses, half-lives, β-delayed pro-
ton and neutron emission probabilities, spins, parities and
isomeric states has been continued. The collected values
have been entered into data bases as the files underlying
the Intermediate Atomic Mass Evaluation 2011 [4] and the
NUBASE 2011 [5].
Beta-delayed neutron evaluation
The β-delayed neutron emission probabilities Pn and the
energy spectra for fission products are important input data
for the calculation of nuclear reactors, decay heat, and nu-
clear safeguard applications. For these applications, evalu-
ated data are required. The latest compilations / evaluations
date to around the year 2000 [7] and are limited to the fis-
sion product region.
With the advent of radioactive beam facilities, the pro-
duction of very neutron-rich nuclei is now possible for a
wider range of elements. The decay of these nuclei is stud-
ied at FRS applying a variety of detection methods. One
technique detects the β-delayed neutrons emitted by very
neutron-rich isotopes. Experiments in the A'135 region
had been performed with the Mainz 4π detector (see, e.g.
∗Work supported by the Strategic Cooperation Contract between GSI
and Justus-Liebig-Universita¨t Gießen
[6]). Recently, the new neutron detector BELEN has been
built [8] and first measurements have been performed at
GSI in the lead region [9]. These measurements will be an
important research program at the future SUPER-FRS.
During data treatment it got evident that a new evalua-
tion encompassing all known delayed-neutron emitting iso-
topes has to be undertaken. Given the experience of the
IAEA in Vienna with these evaluations, it was proposed to
contact the Nuclear Data Group for establishing an IAEA
coordinated research program. In October 2011 an IAEA
Consultant’s Meeting on Beta-Delayed Neutron Emission
Evaluation [10] was held as a first step.
At GSI, also the emission of charged particles as protons
have been observed following EC/β+-decay. Beta-delayed
nuclear fission is a decay mode which will be studied at
FAIR. Therefore it would be desirable to extend the future
evaluations also to these decay modes.
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A new resonator Schottky pick-up for short-lived nuclear investigations
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A fast and sensitive resonant pick-up [1] was built into
the ESR last year for the detection of heavy ion Schottky
noise. In comparison with the standard Schottky pick-up
used in previous experiments [2], the new probe has a sig-
nificantly enhanced signal-to-noise ratio of Schottky spec-
tra, which is critical for observation of fast changes such as
short-lived nuclear decays or for more averaging to pursue
a frequency spectrum with better quality. Here, we report
the result from a pilot experiment on the application of this
probe in short-lived nuclear investigation.
Shown in Fig. 1 is a measured revolution frequency spec-
trum of 238U projectile fragments centered at 213Fr, where
the ESR is operated in the isochronous mode with the tran-
sition point γt being 1.4. The advantage of the new probe
is clearly shown in the Schottky spectrum, where we are
able to trace the fate of each circulating ion in the ring to
the time accuracy of ms, e.g. 3.2 ms in the upper panel of
Fig. 1, more than one order of magnitude reduced in com-
parison with previous storage ring experiments.
Especially for the isochronous mass measurement, it is
even possible to reveal the dispersion of momentum δp/p
of each ion by the corresponding frequency spread δf/f
according to δp/p = 1/η · δf/f , where η is the fre-
quency dispersion function. This is demonstrated in Fig. 2,
where the revolution frequency distribution of two species
213Ra86+ and 213Fr86+ is shown. Four ions are resolved
by frequency lines for 213Ra86+.
For the 16 ms spectrum shown in the lower panel of
Fig. 1, a frequency resolving power of 50, 000 is obtained.
This value is comparable to that from the standard time-
of-flight spectrum [2], where a TOF detector is used for the
revolution frequency determination. Furthermore, a resolv-
ing power of 1.25×106 is obtained in the standard opera-
tional mode of the ESR with electron cooling.
In all, the new resonant Schottky pick-up opens a way
towards precision measurements of short-lived nuclei with
lifetimes down to a few tens of ms. For the isochronous
mass measurement, however, studies show that Schottky
band overlaps will occur, and a method for unambiguous
identifications of the frequency spectra has to be developed.
In addition, it needs to be verified if the noise power den-
sity of hot fragments obeys the same scaling law as that of
the cooled fragments. Therefore, further experiments using
well known long/short-lived nuclides need to be commis-
sioned.
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Figure 1: The time evolution of the Schottky revolution
frequency spectrum (Upper panel) and the projection of the
first 16 ms at the measurement (Lower panel). The raw
spectrum is recorded by the new resonant Schottky pick-
up. fLo is 244.9886 MHz.
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Figure 2: Frequency dispersion of two species 213Ra86+
and 213Fr86+, which are injected into the ESR operated in
isochronous mode. fLo here is 245.9245 MHz.
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Status of the focusing system in front of the Super-FRS target 
J.S. Winfield1,#, K.-H. Behr1, H. Geissel1,2, M. Gleim1, H. Weick1 and M. Winkler1  
1GSI, Darmstadt, Germany, 2Justus Liebig University, Giessen, Germany
The design and layout of the focusing system before the 
Super-FRS target has been refined and modified from the 
preliminary studies presented in Refs. [1,2]. First one 
should note that the split-unit design, using Super-FRS 
and SIS100 superconducting quadrupoles, has been 
adopted. Certain quadrupoles within a unit may be 
switched off, depending on the magnetic rigidity. The 
modifications to the lattice have resulted from the request 
to add two steerer magnets, one vertical and the other 
horizontal, and a diagnostic chamber.  In addition, the 
desire to make the cryostats for the triplets and dou-
blet+steerers the same length (5.6 m, including flanges), 
has resulted in a further adjustment. The new layout with 
respect to the building is shown in Fig. 1. In the figure, 
the beam from the coupling line from the synchrotron 
enters from the left. The focusing system starts with a 
doublet of SIS100-type 130-mm radius quadrupoles. Then 
follow a doublet and two triplets of Super-FRS-type 
quadrupoles. The wall in front of the doublet+steerers will 
be thinner and located further upstream than shown in 
Fig. 1. 
 
Figure 1: Plan view of the doublets and triplets of the fo-
cusing system with respect to the building walls and 
shielding. The cryostats for the Super-FRS type magnets 
are made transparent to show the magnets within.  
The two superferric steerer magnets TFF1KH02 and 
TFF1KV02, coloured in purple in Fig. 2, are placed either 
side of the quadrupole doublet TFF1QS04-05. They are 
similar to the steerer magnets in the Super-FRS: 500-mm 
effective length, 380-mm by 240-mm usable aperture. The 
spacing between the quadrupoles and the steerers is ar-
ranged to fill a standard Super-FRS triplet cryostat. 
The diagnostic chamber will be approximately 500 mm 
long and located as indicated in Fig. 1. It could be instru-
mented with, for example, a removable beam profiler and 
a viewing phosphor screen. 
 
 
Figure 2: Example ion-optics of the focusing system 
(“8Q” mode). Upper part: horizontal plane; lower part: 
vertical. The two unused quadrupoles are uncoloured. 
The 1st-order ion-optics, calculated by GICOSY [3], is 
shown in Fig. 2. The beam rigidity was 55 Tm and eight 
quadrupoles were used. The initial emittances for the 
SIS100 coupling beam-line (not shown in the figure) were 
εx = 12.75 mm mrad and εy = 4.6 mm mrad. The beam 
spot size at the Super-FRS target can be made as small as 
1-mm by 2-mm for slow extraction experiments. Here the 
horizontal width is defined as 
xxxw εβ= , 
where βx is the projection of the Twiss parameter. A simi-
lar definition holds for the y-width. The parameter corre-
sponds roughly to the full-width at half maximum of the 
projection of the phase space along the respective axis. 
Fifth-order GICOSY calculations, without the use of any 
multipole correction-magnets, give a similar wx but a wy 
enlarged by about 50%. Note that the bend of the dipole 
magnets in the SIS100 coupling line are all in the vertical 
direction. 
For fast extraction of the uranium beam, used for Ring 
Branch experiments, a larger beam spot size may be em-
ployed, in order to reduce the stress on the target by the 
high instantaneous power delivered [4].  
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Modifications of Graphite Material in the Super-FRS Beam Catchers* 
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The beam catcher of the Super-FRS is a critical part in 
the design of the pre-separator. It has to absorb the full 
beam power of one fast extraction pulse, which leads to 
energy densities of up to 600 mJ/g in the peak [1]. Due to 
its low density and Young’s modulus, graphite is the fa-
vourite material to reduce the magnitude of the resulting 
pressure waves. It has good thermal conductivity at room 
temperature, but less at high operating temperature. In 
addition, radiation damage may eventually severely re-
duce the thermal conductivities from 90 W/mK for pris-
tine graphite at room temperature to values below 10 
W/mK for irradiated graphite [2]. As a consequence the 
thermal conductivities of 90 W/mK for pristine graphite 
at room temperature can be reduced to values below 10 
W/mK for irradiated graphite [2]. For the nominal operat-
ing conditions of the beam catcher, a power of up to 23 
kW has to be transferred to a water cooled heat sink. For 
low thermal conductivities, this energy cannot be re-
moved fast enough from the beam spot. Mechanical dam-
age due to thermal stress and even sublimation of graphite 
may occur.  Figure 1 shows the temperature distribution 
in the beam catcher calculated with ANSYS for the pris-
tine material. Simulations show that this design would 
work for values of the thermal conductivity higher than 
30 W/mK. For larger thermal conductivity degradation 
also the mouth-like opening design, aiming to increase the 
transverse surface area of the hot volume, cannot prevent 
the failure any longer.  
 
Figure 1: ANSYS FEM simulation of temperature distri-
bution in equilibrium, for a beam of σx=2cm, σy=1cm, 
using parameters of pristine graphite (SGL R6650). 
By operating the beam catcher at high temperatures, 
one expects to anneal significantly the radiation damage. 
If and how this works for ion-irradiated graphite is not 
known and it was the subject of recent studies performed 
at GSI in collaboration with FRIB. The goal is to investi-
gate damage annealing in high-temperature ion-irradiated 
graphite, to infer the thermophysical and mechanical pa-
rameters necessary for simulations and find a mechanical 
design that takes advantage of the damage annealing. 
Thermal diffusivity measurements [3] show that operating 
the beam catcher at 1500 °C considerably reduces radia-
tion-damage induced thermal conductivity degradation. 
Radiation induced hardening of graphite reduces the 
capacity of shock absorption of the beam catcher. Inden-
tation tests have been performed to follow the influence 
of the irradiation temperature on the degradation of me-
chanical properties of ion-irradiated high density, iso-
tropic graphite. Our results show that irradiating at tem-
peratures higher than 1000 °C, considerably reduces the 
heavy ion-induced hardening. Figure 2 shows measured 
values for the Young’s modulus for graphite samples ir-
radiated with 8.6 MeV/u Au  ions at UNILAC, at temper-
atures of 445 °C (beam-induced heating), 1000 °C and 
1600 °C (additional Joule heating), excluding the layer 
affected by sample roughness. 
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Figure 2: Evolution of graphite Young’s modulus as func-
tion of depth after irradiation with 8.6 MeV/u 197Au ions 
at different temperatures for a fluence of 1014 ions/cm2. 
Irradiation-induced increase of the Young’s modulus 
increases the amplitudes of the beam-induced pressure 
waves in the fast-extraction regime. These recent results 
advocate operation temperatures above 1000 °C together 
with preheating of the target or beam catcher material.  
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First Operation of the Cryogenic Stopping Cell for the Super-FRS at the FRS
Ion Catcher
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Figure 1: Photograph of the setup of the FRS Ion Catcher
A novel cryogenic stopping cell has been developed [1]
for the Low Energy Branch (LEB) of the Super-FRS at
FAIR. It will be used to stop and thermalize projectile and
fission fragments, which have been produced, separated
and range-bunched in the Super-FRS at relativistic ener-
gies, and to make them available for precision experiments
with ions almost at rest. The cell has a stopping length of
100 cm, a diameter of 25 cm, and is designed to be operated
with helium at temperatures of 60-90 K and pressures of up
to 250 mbar, corresponding to densities up to 20 mg/cm 3.
For its commissioning, the cryogenic stopping cell was
installed at the FRS Ion Catcher [2, 3] (Fig.1). The beam
is made monoenergetic with a degrader in the mid-focal
plane of the FRS. A homogenous degrader at the final fo-
cal plane is used to adjust the range of the ions such that
they are stopped in the cell. A multiple-sampling ionization
chambers and a silicon detector are used for ion identifica-
tion and counting. Behind the stopping cell a low-energy
radio-frequency quadrupole (RFQ) transport system, a di-
agnostics unit [4] and a multiple-reflection time-of-fligh
mass spectrometer (MR-TOF-MS) [5] enables the detec-
tion, identification and quantification of the ions extracted
from the cell. The diagnostics unit contains a silicon de-
tector and channeltron detector, mounted on elevator stage,
and can thus register both radioactive and stable ions.
The cryogenic stopping cell and the MR-TOF-MS were
commissioned on-line with uranium projectile fragments,
which were produced at 1 GeV/u and injected into the
cell. In this experiment, the cell was operated at 100 mbar
helium and 100 K, corresponding to an areal weight of
5 mg/cm2 (He). The efficiency of the stopping cell was
determined using the alpha emitter 223Th. Fig. 2 shows a
typical alpha spectrum measured with the silicon detector
in the diagnostic unit behind the stopping cell. Preliminary
analysis of the data yields an overall efficiency of about
8%, which includes the stopping, transport, and extraction
from the cell. It can be divided into a stopping efficiency of
15% (determined by the range distribution of the ions and
the areal weight of the stopping cell) and an ion survival
and extraction efficiency of about 50%.
This experiment constitutes the first on-line operation
of a gas-filled stopping cell at cryogenic temperatures.
The helium density used in the experiment amounts to
0.05 mg/cm3, which is about twice higher than the gas
densities achieved in comparable room temperature stop-
ping cells employing RF structures. The overall efficiency
achieved for the stopping and extraction of relativistic pro-
jectile fragments is more by a factor of four larger than in
a previous experiment [2] at FRS. In a forthcoming on-line
experiment at the FRS Ion Catcher scheduled for spring
2012, further systematic studies of the cryogenic stopping
cell as well as first test-measurements with the MRTOF-
MS will be performed at the FRS Ion Catcher.
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Figure 2: Typical alpha spectrum of 223Th and its decay
products obtained with the silicon detector behind the stop-
ping cell
References
[1] M. Ranjan et al., Eur. Phys. Lett. 96 (2011) 52001.
[2] M. Petrick et al., Nucl. Instrum. Methods B 266 (2008) 4493.
[3] W.R. Plaß et al., GSI Scientific Report 2009 (2010), p. 137.
[4] M.P. Reiter, Master Thesis, JLU Gießen, 2011.
[5] T. Dickel, Doctoral Thesis, JLU Gießen, 2010.
PHN-NUSTAR-FRS-24 GSI SCIENTIFIC REPORT 2011
166
RF Quadrupole Beam Lines for the Preparation and Manipulation of Beams
of Exotic Nuclei: Instrumentation for SHIPTRAP and the FRS Ion Catcher∗
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High precision experiments with exotic nuclei, such as
spectroscopy or mass measurements, often require low-
emittance ion beams with kinetic energies of only a few
eV. These nuclei can be produced and separated in-flight,
subsequently slowed down and thermalized in a gas-filled
stopping cell and extracted as low-energy beams.
Conventional low-energy beam lines use a structure of
electrostatic or magnetic fields for ion transport. In con-
trast, a novel concept employs continually radiofrequency
quadrupole (RFQ) fields for ion transmission [1]. Depend-
ing on the RF and DC fields applied in the RFQs and the
introduction of a buffer gas; ion cooling, identification, sep-
aration, bunching, and transport can be achieved. This di-
verse range of applications in addition to the compactness,
easy optimization, the ability to operate at high residual gas
pressures, and full transmission make RFQs ideal tools for
the work with rare exotic nuclei, in particular in the vicinity
of gas-filled stopping cells. This concept has been applied
in developments for the FRS Ion Catcher [2], which serves
as a test bench for the LEB of the Super-FRS at FAIR, and
for SHIPTRAP.
For SHIPTRAP a triple RFQ system consisting of an
RFQ cooler, RFQ mass filter and an RFQ buncher has been
developed [3]. Maintaining nearly 100% transmission ef-
ficiency, the compact device with a total length of 1 m,
allows for cooling, identification, mass selection and ion
bunching. A mass resolving power (FWHM) of 240 has
been demonstrated. Fig. 1 shows the energy spread of ions
extracted from the RFQ buncher towards the Penning trap
as a function of the temporal width of the ion bunch. The
product of these two figures, the longitudinal emittance, is
experimentally found to be 0.45(0.05) eVµs only and close
to the theoretical limit determined by size of the storage
volume and the temperature of the buffer gas. The emit-
tance is an order of magnitude smaller than that of the
present setup [4] and will enable a significantly improved
broadband time-of-flight ion identification at SHIPTRAP.
The beam line at the the FRS Ion Catcher [2] consists
of a sequence of RFQs. An RFQ diagnostics unit (Fig. 2)
provides ion current measurement, detection and identifica-
tion of radioactive ions and determination of the time struc-
ture of the ion population [5]. The unit contains three RFQ
segments. The middle segment is mounted in an elevator
structure, which in addition contains a silicon detector, a
channeltron detector, and a Cs ion source for testing of in-
struments downstream of the diagnostics unit. By selection
of the vertical position of the elevator, the respective func-
∗Work supported by the BMBF under contract No. 06GI9114I
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Figure 1: Energy spread versus the temporal width of ions
extracted from the new RFQ system for SHIPTRAP [3].
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Figure 2: Schematic figure of the RFQ diagnostics unit [5].
tionality of the unit can be activated. Furthermore, the unit
includes a gate valve to separate the stopping cell from the
beam line. The unit has been constructed, commissioned
and successfully used in the first online test of the cryo-
genic stopping cell at the FRS Ion Catcher [6]. Future
development will include an electrically switchable RFQ
beam switchyard. It will allow selective transmission of
ions into one of six possible directions, e.g. to different ex-
perimental stations or for the introduction of reference ions.
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On-line Commissioning of the Multiple-Reflection Time-of-Flight Mass
Spectrometer for the LEB at the FRS Ion Catcher∗
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At the Low Energy Branch (LEB) of the Super-FRS at
FAIR, exotic nuclei produced by projectile fragmentation
or fission will be slowed-down and thermalized in a cryo-
genic stopping cell [1], extracted and made available to ex-
periments with ions almost at rest. A multiple-reflection
time-of-flight mass spectrometer [2, 3] (MR-TOF-MS) po-
sitioned behind the stopping cell will provide isobar sep-
aration, broadband mass spectrometry for ion identifica-
tion and diagnostic purposes, and allow for highly accurate
mass measurement of very short-lived nuclei.
Recently, several improvements have been implemented
in the MR-TOF-MS. It was modified to include a new
moveable detector system, which consists of a time-of-
flight SEM detector and a Bradbury-Nielsen-Gate (BNG)
for mass separation. A silicon detector was mounted be-
hind the BNG. The detector system can be driven by a
vacuum-compatible stepper motor. A change between the
detectors can be performed within half a minute and, thus,
mass measurements and decay spectroscopy can be done
quasi simultaneously. This opens new application areas
of the MR-TOF-MS: (i) Decay spectroscopy and lifetime
measurements of mass-separated ions. (ii) Identification of
ions by the combination of a mass scan with the BNG and
decay measurements in the silicon detector, which e.g. en-
ables the detection of exotic nuclei in molecules. Further
instrumental developments implemented in the MR-TOF-
MS include improvements of the RFQ ion guide and in-
jection trap system, increased vacuum separation between
the individual stages of the MR-TOF-MS and the enhanced
stability of the voltages of the time-of-flight analyzer [4].
The MR-TOF-MS was installed behind the cryogenic
stopping cell at the FRS Ion Catcher [5, 6], which serves
as test bench for the LEB, and in October 2011 it was com-
missioned with 238U projectile fragments. Radioactive ions
were extracted from the stopping cell and measured in the
MR-TOF-MS. As a broadband and high resolution mass
spectrometer, the MR-TOF-MS is the key device for the
identification of ions extracted from the cryogenic stopping
cell and hence for the performance characterization of the
cell. The new detector system was tested with a 223Ra ion
source in the stopping cell, which provides decay products
from 219Rn to 207Pb. Fig. 1 shows the mass and energy
∗Work supported by the BMBF under contract No. 06GI9114I
Figure 1: (a) Mass spectrum of the decay products of the
223Ra ion source extracted from the cryogenic stopping
cell. After a flight time of only 560 µs, the mass resolv-
ing power reaches 9000 (FWHM). (b) Alpha spectrum of
the decay products of the 223Ra ion source measured with
the silicon detector [4].
spectrum of the decay products. Following the recent on-
line commissioning of the MR-TOF-MS, further system-
atic studies of the cryogenic stopping cell and first direct
mass measurements will be performed with the MR-TOF-
MS at the FRS Ion Catcher in 2012.
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Integration of A Self Triggered Digital Data Acquisition System into the FRS-
MBS 
J. Agramunt1, N. Kurz2, C. Nociforo2, H. Schaffner2, and J.L. Tain1 
1IFIC, Valencia, Spain; 2GSI, Darmstadt, Germany
A self-triggered Digital Data Acquisition System 
(DDAS) has been developed at IFIC-Valencia and inte-
grated for the first time into the MBS system for the FRS 
experiments S323 and S410 carried out in September 
2011 [1]. 
DDAS was originally developed as a stand-alone ac-
quisition system [2] to solve some problems (see below) 
associated to the use of 4ʌ neutron counters based in the 
combination of 3He proportional tubes with hydrogenated 
neutron moderators. Such detectors are universally em-
ployed for the measurement of ȕ-delayed neutrons and the 
determination of neutron emission probabilities Pn, a pa-
rameter of fundamental as well as practical relevance. 
Due to the moderation process, a neutron needs consid-
erable time (up to hundreds of microseconds) before it 
can be captured in 3He to produce a distinctive breakup 
signal. On the other hand the most accurate determination 
of Pn is based in the comparison of beta-neutron coinci-
dence rates with single beta rates. In a conventional 
DACQ it will be necessary to open long acquisition gates 
(typically 250 μs) after a beta trigger in order to register 
the coincidence. This introduces a considerable dead time 
in the system. Moreover in such a long period the possi-
bility of having more than one neutron registration is not 
small. Multihit TDC modules with capacity of multiple 
time registration exist, but they do not offer the possibility 
to perform off-line noise discrimination by amplitude, 
which can introduce systematic errors. 
As an alternative we use waveform digitizers with 
firmware resident digital processing filters. We have cho-
sen the SIS3302 100 MHz 16 bit 8 channel modules from 
Struck Innovative Systeme [3] with Gamma Firmware. 
Individual 3He tubes are connected to different input 
channels, each one operating in self-triggered mode. Eve-
ry time a signal goes above the threshold the filters pro-
vide time (on 10 ns steps with a range of 48 bits) and am-
plitude information simultaneously. An external 100 MHz 
clock (SIS3820) provides the same time basis for all the 
modules connected. Each channel stores the time-
amplitude data into a 64 MB memory. The memory space 
is divided into two data banks which are working in alter-
nating mode: while one data bank is filled with the in-
coming data, the other one is being read-out through the 
VME bus. In this way a minimum system dead time is 
achieved, which is monitored with a fix-frequency pulse 
generator signal. Additionally this system provides com-
plete freedom during the off-line analysis to select the 
length of the beta-neutron time correlation window, which 
can be made arbitrarily long. This feature is important to 
determine accurately the rate of random coincidences. 
A side advantage of the use of the digitizers is an im-
proved noise rejection capability. The signals from 3He 
proportional tubes suffer from large electronic noise. We 
have found that the noise filtering capacity of the combi-
nation: preamplifier + amplifier + digitizer, allows setting 
a lower threshold than the conventional analogue scheme: 
preamplifier + timing filter amplifier + discriminator. In 
fact we found that in our noise conditions 25-30 % of 
good neutron signals were lost in the analogue branch. 
The system was employed successfully in previous ex-
periments with the BELEN detector [4] at the IGISOL 
online separator of JYFL (Finland) where the ancillary 
detectors, a single beta-detector and one HPGe detector, 
were read-out in the same way. 
At the FRS the large number of ancillary detectors (in-
cluding the SIMBA implantation detector [5] with a large 
number of channels) and the large expected rates would 
make impractical such an approach, which generates a 
very large volume of data. The solution adopted was to 
feed the thirty 3He tube amplifier signals into a parallel 
DDAS (with a total of five SIS3302 modules) incorpo-
rated as an additional MBS branch to the standard FRS 
DACQ. The self-triggered neutron data accumulated in 
the module memory was read out with the general system 
trigger. The trigger itself was fed into one channel of 
DDAS to correlate the time as measured by DDAS with 
the MBS time stamp information. In order to limit the 
amount of data accumulated in the memory between read-
outs (and thus the volume of data transferred by MBS) a 
100 Hz clock was added as a trigger to the system. In this 
way it was possible to ensure that DDAS was not deter-
mining the global system dead time. 
DDAS was also used to register all the ions arriving at 
the end of the FRS and giving a signal in the first tracking 
detector (TPC). Most of these particles were not giving a 
trigger signal in the detectors behind the focal plane slits 
but were still producing neutrons at different material 
elements in between, which increased considerably the 
background rate in BELEN. The information provided by 
DDAS will be used to veto the unwanted neutron signals. 
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Test and characterization of the VULOM with the TRLO firmware for the
implementation of the Trigger Logic of the PRESPEC experiments
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Introduction
In April-May 2011, several experiments were performed
at GSI, for the PRESPEC campaign. They had two ob-
jectives. The first one was to do nuclear structure physics
and the second to prepare the AGATA campaign at GSI,
which will start at the beginning of year 2012. A test for
the trigger logic implementation was done during these ex-
periments. It consisted in the feasibility study and the de-
sign of a new trigger logic tool which is more efficient and
easier to use.
Overview of the electronic module
Dr. Hakan T. Johansson (University of Chalmers,
Sweden) developed a firmware for the VULOM4 [2], a
VME module including a FPGA. This firmware called the
TRLO [3, 4] consists in a set of functions for the implemen-
tation of trigger logic. It makes use of the VULOM easy
to use, and adaptable for different experiments. For the test
performed in summer 2011, we have for example used two
different logic, one for the FRS experiments (S410), and
the other one for the PRESPEC experiments(S378).
Context of the test
During the experiments of May, tests of the TRLO were
fulfilled in parallel to the main acquisition which uses a
trigger logic based on NIM electronic modules. The inputs
of the trigger logic of the main acquisition were duplicated
and used as inputs for the module VULOM. This assure the
same condition for the test.
The implementation of the PRESPEC trigger was done
using most of the memory in order to reduce the global
dead time of the acquisition. The one for the FRS experi-
ment was easier because it used half of the tools available
with the TRLO in order to generate the readout gates.
Results of the test
With these two acquisitions running in parallel , it was
possible to compare the number of triggers generated by
the VULOM and the one from the main acquisition. As
shown on Fig. 1, the ratio between these two numbers was
greater than 99%. Moreover, the time of the coincidence
signal generated by the VULOM is shorter than the one
from the NIM base trigger logic. These results were con-
firmed by a second test during an FRS experiment. This
Figure 1: Numbers of accepted triggers as a function of
time for the main acquisition and for the TRLO. The red
curve corresponds to the scaler from the main acquisition
and the black one to the scaler from the TRLO. The same
reduction factors were used, and the same triggers were
activated.
advantages will lead to the usage of the VULOM with the
TRLO firmware for the next campaign: AGATA at GSI.
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Time of flight with a segmented plastic finger detector at high particle rate*
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and the PRESPEC-AGATA collaboration
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Improved SIS primary beam intensities and 
implementation of fast ramping time converts directly 
into higher yields of exotic nuclei. Improvements to the 
FRS [1] tracking detectors are necessary to allow for 
higher rates. This concerns in particular the rate at the 
intermediate focal plane S2 where tracking detectors 
allowing for rates higher than 106 s-1 are needed.
The segmented plastic finger detector consists of 15 
strips of 14 mm width read out via 16 Hamamatsu R7400 
fast subminiature photomultiplier tubes (see Fig. 1).
Figure 1: the finger detector.
This detector was refurbished and a performance test 
was performed with a pulsed LASER where an intrinsic 
time resolution of ~ 60 ps was achieved.
It was successfully commissioned in September 2010 
and was used during several experiments at the FRS in 
2010/2011 especially the PRESPEC campaign.
Fig. 2 shows the  particle identification plot for a 104Sn 
setting at a particle rate of ~ 106 s-1, the ToF was 
determined using standard scintillators at the intermediate 
focal plane S2 and at the final focal plane S4, TPC's were 
used for the position correction. The same identification 
plot is shown in Fig. 3 using a ToF determination between 
the finger detector at S2 and the scintillator at S4, the 
finger detector was also used for the position correction.
At such high particle rate the mass resolution achieved 
with the finger is much better. At the same time the 
tracking efficiency was about 90%, while it went down to 
<10% for the standard S2 scintillator. At lower rate a 
better resolution was seen as well.
Figure 2: 104Sn Identification plot taken from S372, using 
TPC's and standard plastic scintillators at S2, the rate was 
~ 1 MHz
Figure 3: same as Figure 2 but using the segmented finger 
detector at S2
The on-going development of a new finger detector 
consisting on 60 strips of 4 mm width will allow a further 
increase of the maximal rate at S2.
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Investigation of the spatial resolution of a large scale, emissive foil detector
M. Pfeiffer∗, G. Pascovici, M. Cappellazzo, S. Thiel, N. Warr, and J. Jolie
Institut fu¨r Kernphysik, Universita¨t zu Ko¨ln, Germany
At the low energy branch of the Super-FRS at FAIR
exotic isotopes far off the valley of stability will become
available at the future HISPEC/DESPEC facility for high
resolution nuclear spectroscopy. In order to open certain
reaction channels at low energies (≈ 5 − 10MeV/u), the
fast extracted ions (up to several hundreds of MeV/u) have
to be slowed down by a degrader close to the target. Such
an additional spatial and time straggeling is introduced for
most of the primary ions that will survive this process. A
small fraction will end up in new spallation products. To
give the experimenter a proper gate on the ions he is look-
ing for, one has to place a tracking detector with a high
timing resolution between the degrader and the target. The
only choice left is to use an emmissive foil detector to not
influence the degraded beam in a noteworthy way [1].
A prototype using the emitted secondary electrons by de-
flecting them out of the major beam axis on a MCP stack
has been build and tested [2]. The timing resolution is in
the order of 200ps at an active area of 80 · 100mm2, which
fits the desired needs. Opponent, the spatial resolution is
varying a lot depending on the initial hit pattern on the foil,
which has already been observed [3].
Especially the huge difference between the X and Y axis
(as horizontal and vertical coordinate, in direction of beam)
in each unit is of major concern. To further investigate this
effect, we used several masks with multiple holes of known
diameter. In a second step we simulated the ion optics to
obtain the projected image at the conversion foil layer. This
image was then used as reference to the measured image,
taken with the double delay line readout of the detector.
Figure 1: Image of a multi-hole mask, measured with unit
one. The coloured areas correspond to graph 2.
Figure 1 shows the measured image of a 3 × 5 matrix
of 6.5mm diameter holes at 15mm center to center pitch.
The ideal FWHM value of the projection of a perfect paral-
∗ pfeiffer@ikp.uni-koeln.de
Figure 2: X and Y projected, relative FWHMs versus Y
position, measured with unit 1. Note the difference in scale
of both Y axis.
lel beam should be equal to the diameter of the holes. For
each hole the FWHM values for the X and Y projection are
corrected with the simulated reference. In figure 2 one can
see that the X resolution tends to get worse with higher Y
values, especially for the sides. On the contrary, the Y res-
olution is rather constant for the whole active area. This
effect has already been predicted by Kozulin et al [4]. To
proof the heliocentrical ground winding to be the source
of this effect, we are currently building a new prototype
with independend subunits (i.e. conversion foil, electro-
static mirror and detector head). Thus one can abandon the
concept of a helical ground winding for the price of having
more material obstructing the ion beam.
Work supported by F & E project KJOLIE and
KJOLIE1012.
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Status of the R3B experiment ∗
H. Scheit1 and the R3B Collaboration
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The experiment Reactions with Relativistic Radioactive
Beams (R3B) at the FAIR facility will be installed at the
high-energy branch of the Super-FRS. It allows for the
detection of all reaction products, resulting in kinemati-
cally complete nuclear reaction studies with short-lived ra-
dioactive ion beams in inverse kinematics, utilizing a wide
beam energy range from about 100–1000 MeV/u cover-
ing the full mass range up to uranium. Experimental pro-
grams will address fundamental questions in nuclear struc-
ture and reaction physics, as well as nuclear astrophysics.
The planned physics program requires a high resolution for
all detection systems. This is reflected in the proposed ex-
perimental setup, which has been or will be designed and
constructed by the R3B collaboration based on many years
of experience with the ALADIN/LAND setup at GSI.
Each part of the current setup has its improved counter
part in the proposed R3B setup, adapted (i) to over-
come major limitation of the current setup, (ii) to reach
much higher resolutions, (iii) to deal with the high-rigidity
beams available at FAIR, and (iv) to deal with the large
variety of reaction types to be studied. Recently, after
a long research and development phase, important mile-
stones toward the realization of the R3B experiment have
been reached: the technical design reports (TDR) for
two core components of the R3B setup, the NeuLAND
high-resolution neutron time-of-flight spectrometer and the
CALIFA Barrel detector, which serves as a γ-ray spec-
trometer, calorimeter and, together with the Si-tracker, as
a target-recoil detector, have been finalized and submitted
to FAIR for evaluation.
The NeuLAND detector is a next-generation neutron
time-of-flight spectrometer featuring high detection effi-
ciency, high resolution and an excellent multi-neutron hit
resolving power. This is achieved by a high granularity—
the detector consists of 3000 sub-modules with dimension
of 5× 5× 250 cm3—and, in contrast to the current LAND
detector, the full detector volume with a cross section of
2.5 × 2.5 m2 and a depth of 3 m consists of plastic scin-
tillator and is therefore a fully active detector with good
calorimetric properties. At the high-acceptance position
15.5 m downstream from the target the detector face covers
the full acceptance of the R3B-GLAD magnet of 80 mrad,
correspondoing to 100% acceptance for neutrons with a de-
cay energy of up to 5 MeV for Ebeam = 600 MeV/u. The
position and time resolutions of 1.5 cm and 150 ps, respec-
tively, result in a decay energy resolution of 60 keV for
a neutron with a decay energy of 1 MeV. At the furthest
distance in the high-energy cave of FAIR the NeuLAND
detector is 35 m downstream of the target. In this case the
geometric acceptance is reduced to 35 mrad, but the de-
∗Work is supported by GSI F+E(Darmstadt) and HIC for FAIR.
cay energy resolution is less than 20 keV at 100 keV decay
energy, which is important for the measurement of narrow
resonances close to the threshold. Another major step for-
ward is the improved multi-neutron hit recognition capabil-
ity of the new fully active detector design. A reconstruction
of the momentum vectors of several incident neutrons can
be achieved, even for very low decay energies, where the
neutrons are not well spatially separated. For instance, ex-
tensive simulations show that a 4 neutron hit can be identi-
fied as such with an efficiency of 60% and the decay energy
resolution is still 42 keV for a decay energy of 100 keV.
The CALIFA calorimeter will surround the R3B target
position. The detector is sub-divided into a forward endcap
and barrel section covering laboratory angles up to 43 ◦ and
43–140◦, respectively. Very high demands are placed on
this detector by the planned physics program. It should not
only detect γ-rays with energies from 100 keV up to several
tens of MeV energy, but also highly energetic light charged
particles, mainly protons, with energies reaching hundreds
of MeV. The barrel section of the detector will consist of
almost 2000 individual detector CsI crystals, which will be
read out by avalanche photo diodes. The large number of
individual detectors is needed to reduce the Doppler broad-
ening due to the high beam velocities of more than 85%
of the speed of light to a level comparable to the intrinsic
resolution of the CsI crystals. For instance, an energy res-
olution of 5.5% and a full-energy peak efficiency of over
50% is achieved for 2 MeV photons emitted into the direc-
tion of the barrel section of CALIFA from a 700 MeV/u
projectile.
Besides the completion and submission of the Neu-
LAND and CALIFA TDRs, the construction of another
core component of the R3B-setup, the superconducting
large-acceptance large-gap dipole magnet R3B-GLAD, is
well underway with an expected delivery at GSI in the sum-
mer 2013. It will be used for the magnetic rigidity analysis
of beam-rapidity charged fragments and bends them away
from the direction toward the NeuLAND detector.
Furthermore, the design and construction of the R 3B Si-
tracker, which is already fully funded, is also underway.
Together with the CALIFA detector it will comprise the
R3B target recoil detector to accurately determine the mo-
mentum vectors of light charged particles after e.g. a (p,2p)
reaction.
Concerning the future plans: first commissioning and
physics experiments at GSI with R3B-GLAD and 20%-
versions of NeuLAND and the CALIFA Barrel will be car-
ried out in 2014. Until 2016 the setup will be largely com-
pleted at GSI, used for commissioning and physics runs and
moved to the new high-energy cave at FAIR in 2017/18.
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NeuLAND (new Large-Area Neutron Detector) is the
next-generation high-energy neutron detector (200 to 1000
MeV) designed for R3B which meets all requirements de-
fined by the ambitious physics program proposed for the
R3B facility. Within 2011 the layout of the detector was
finalized and detailed in the Technical Design Report, sub-
mitted November, 1st. NeuLAND features a high detection
efficiency, a high resolution, and a large multi-neutron-hit
resolving power. This is achieved by a highly granular de-
sign of plastic scintillators, omitting insensitive converter
material. The detector will consist of 3000 individual sub-
modules with a size of 5×5×250 cm3, arranged in 30 dou-
ble planes with 100 submodules, each, providing an ac-
tive face size of 250×250 cm2 and a total depth of 3 m.
NeuLAND can be divided into two detectors for special
applications and can be placed at various distances from
the target, in order to meet specific experimental demands.
The design goals of NeuLAND comprise a one-neutron de-
tection efficiency above 95% in a wide energy range and
a full acceptance corresponding to an angular coverage of
±80 mrad at a distance of 12.5 m to the target. The desired
resolutions for momenta and thus the excitation energies
lead to the required spatial resolutions of σx,y,z ≤ 1.5 cm
and to a required time resolution of σt ≤ 150 ps for the
standard distance between detector and target of 15.5 m.
When placed at a distance of 35 m, an excitation-energy
resolution of less than 20 keV will be reached for an exci-
tation energy of 100 keV above threshold at a beam energy
of 600 AMeV. Apart from the excellent energy resolution,
the enhanced multi-neutron recognition capability with an
efficiency of up to 60% for a reconstructed four-neutron
event will constitute a major step forward.
Different design concepts have been followed over the
∗Supported by BMBF (06DR90581, 06KY9136I), by GSI F&E (Dres-
den, Darmstadt) and by the Helmholtz International Center for FAIR.
last years, including converter-based solutions, e.g., a de-
tector based on steel converter plus charged-particle detec-
tion with resistive-plate chambers (RPC). The RPC concept
has been ruled out mainly because of its much lower multi-
neutron detection capability. A fully active detector with
calorimetric properties has turned out to be the best solu-
tion. Submodules have been tested with proton and elec-
tron beams resulting in time resolutions of better than the
required σt ≤ 150 ps, even with inexpensive photomul-
tipliers. In accordance with simulations, improved timing
properties have been obtained with optimized light guides.
Extensive Monte-Carlo simulations have been per-
formed leading to the final design. As a result, a fully-
active detector design is required to provide the unambigu-
ous identification of primary neutron interactions, the large
efficiency at lower neutron energies and the high multi-
neutron resolving power, the latter being due to its calori-
metric properties. Details on the the final design simula-
tions with respect to granularity and time-resolution are
presented in a separate contribution to this report together
with performance examples for several physics cases [1].
Several groups of the R3B collaboration will contribute
to the construction of the NeuLAND detector. The final as-
sembly will take place at the GSI/FAIR site. We expect the
beginning of construction in 2012, as soon as funding be-
comes available. The construction of the full detector will
take about 3.5 years, allowing for first experiments with the
complete detector in 2016. An important milestone will be
met by using a 20% detector for physics experiments in the
end of 2014 in Cave C at GSI, which will already profit
from an improved resolution for neutron detection.
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The NEULAND will be used in R3B for detection of
fast neutrons, in particular for the classification of multi-
neutron events (≤ 6) with precise identification of a first
interaction and determination of neutron momenta (in the
range from 50 - 1000 MeV) by measurement of position
and time of flight. For the summary on the detector con-
cept of NEULAND see [1]. The aim of the work presented
here was to achieve high performance of the reconstruction
algorithm with respect to efficiency, purity and resolution
of the identification of such physics observable as, e.g., the
so-called tetra-neutron (4 neutrons with a narrow distribu-
tion in space and time).
The simulation package is implemented within the
R3BRoot software [2], which is part of the FairRoot [3]
framework, developed at GSI. Transport is performed us-
ing TGeant3 interface of Virtual Montecarlo (VMC) and
GCalor as the engine for hadronic interactions. The geom-
etry of NEULAND is introduced into the simulation on the
level of single scintillator bars. A charged particle, crossing
such a volume, looses energy which in turn creates light.
This light signal is stored as the output of the simulation in
the form of MCPoint with information about global posi-
tion, time and energy loss, which is used as input for the
reconstruction algorithm.
The reconstruction procedure implies two steps: first - hit
producer (digitizer) and second - neutron tracking. The
hit producer task is taking MCPoints as input and creating
from them digis, applying light attenuation in the detec-
tor material and a light read-out from the two far ends of
a scintillator bar by photomultipliers. The time resolution
of a single photomultiplier is asumed to be 150 ps. The
created digis serve as input for the second task of the re-
construction algorithm.
Before finding the first hits of incident neutrons, the deci-
sion on the event class (number of incident neutrons) has to
be taken. It is done by applying a set of pre-calibrated 2-D
cuts on the values of number of clusters (groups of digis
representing track of a charged particle, which are created
by analyzing digis pattern in an event with respect to posi-
tion and time) and total energy deposit in the detector vol-
ume (see fig. 1). Simulation results in an anti-correlation
between Ncl and Etot, which allows to derive number of
impact neutrons.
After the number of incident neutrons is determined as
explained above, the tracking procedure starts. First of all,
the cluster pattern of an event is analyzed with respect to
elastic scattering of neutrons on hydrogen. The secondary
hits of elastically scattered neutrons are eliminated from
the further analysis. The remaining clusters are sorted ac-
∗Supported by the HIC for FAIR and GSI F+E(Darmstadt).
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Figure 1: Simulated distribution of number of clusters ver-
sus total energy. Multi-neutron events separation is done
based on this distribution by applying 2-D cuts.
cording to the values of absolute deviation of potential neu-
tron velocity from the beam velocity (smaller deviation has
higher priority) and to the energy deposit in the cluster
(higher energy deposit has higher priority). The first in-
teractions of known number of incident neutrons are then
taken from the list of sorted clusters.
The reconstruction algorithm is finalized by calculating the
neutrons momenta and Erel. Fig. 2 shows in this way re-
constructed spectrum for the case of 4 incident neutrons.
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Figure 2: Relative energy spectrum for four neutron events
at 600 MeV, simulated with relative energy of 100 keV with
respect to projectile fragment. The tail towards higher val-
ues is caused by misidentification of first interactions.
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Introduction
R3B - Reactions with Relativistic Radioactive Beams [1]
aims at constructing a versatile reaction setup with high ef-
ficiency, acceptance, and resolution for kinematically com-
plete measurements of reactions with high-energy radioac-
tive beams.
Time of Flight Detectors
The R3B experimental setup includes several detectors
for beam tracking and particle identification. Two of them,
so called Time-of-Flights Walls, consisting of plastic scin-
tillator are designed to detect protons (ToF Wall) and heavy
nuclear fragments (miniToF Wall). They are both a com-
position of horizontal and vertical paddle layers, which en-
ables detector calibration and particle tracking. In figure 1
is shown a schema of the big ToF Wall
Figure 1: A schematical drawing of the ToF Wall for proton
detection.
Digitization
The digitization modelizes the transport of scintillation
photons through the paddles and light guides up to the
PM’s, where the light yield will be converted into charge
signal and can be measured by the electronics.
The energy lost calculated with R3BRoot [2] is first con-
verted to light equivalentL using the parametric Birk’s law:
L =
S E
1 + C1 E + C2E2
(1)
where S is the scintillation efficiency and C1 and C2 are
material related parameters
The light transportation is then implemented following a
analytical approach schematically presented in fig. 2.
The time t0 the particle reaches the detector is easily cal-
culated considering the time signals (t1 and t2) that reaches
both PMs. The scintillation point x can then be calculated
Figure 2: Light propagation in a paddle, showing the time
and light yield signals that reach the two PMs.
as the difference of the two times. As the particle is sup-
posed to cross the two paddle layers, it leaves signals in
a vertical and a horizontal paddle. Knowing the physical
properties of the BC408 platic [3] one can reconstruct the
x− y position for the cluster [4]
Conclusion and results
A segmented version of the ToF Walls have been in-
cluded in the R3BRoot framework. The Figure 3 shows a
example of the counts registered on the big ToF Wall pad-
dles for a proton beam in a simulated experiment.
Figure 3: Proton counts on the big ToF Wall after a sim-
ulated experiment. The histogram bins correspond to the
detector paddles.
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The CALIFA (CALorimeter for the In Flight detection of
γ rays and light charged pArticles) calorimeter surrounds
the R3B reaction target and is one of the key detectors of the
R3B experiment [1], accordingly optimised for the exacting
requirements of the ambitious physics program proposed
for the R3B facility. CALIFA will be used in many of the
physical cases of the R3B experiments, even though the
required functionality will vary greatly from one case to
another. Three different working conditions for CALIFA
can be considered:
It will be used as a high-resolution spectrometer, being
responsible for the detection of relatively low-energy
γ rays (0.1 to 2 MeV) with low multiplicity (2-3). The
energy resolution will be in this case the most critical
parameter of CALIFA. The goal has been set to ΔE/E
< 6% (see Table 1) for a 1 MeV γ ray, which allows
to distinguish most of the simple γ-ray cascades that
come from the de-excitation of exotic nuclei. A typ-
ical example of reactions that could beneﬁt from this
operational mode are knock-out reactions employing
radioactive beams.
Another physics case requirement is CALIFA’s em-
ployment as a γ-ray calorimeter, required for the de-
tection of very energetic excitations (up to 15 MeV)
associated with high energetic γ-rays but also very
fragmented decays (high-multiplicity events). In these
cases the key parameters will be the total γ-ray ab-
sorption (intrinsic photopeak efﬁciency), γ-ray sum
energy and γ-ray multiplicities. A typical reaction that
will proﬁt from this operational mode is the investiga-
tions of pygmy- (or giant-) resonance decays.
∗Work performed in the CALIFA/R3B Working group and supported
by the Helmholtz International Center for FAIR
† Convener of the CALIFA Working group
‡ Also afﬁliated to TRIUMF
The most challenging scenario corresponds to the use
of CALIFA as a hybrid detector that has to provide
simultaneously good calorimetric properties together
with high-resolution. A typical example of a reaction
channel that might require this performance is that of
quasi-free scattering (i.e (p,2p), (p,pn)...). In this case,
the detection of highly energetic light charged parti-
cles (protons up to 320 MeV) has to be combined with
the detection of the prompt γ ray de-excitation of the
residual fragment, both processes measured with good
energy resolution over a huge dynamic range.
The technical deﬁnition of the elements fulﬁlling these
unprecedented requirements are summarised in Table 1.
CALIFA consists of two sections (see Fig. 1), a ‘Forward
EndCap’, covering the region between beam pipe limit to
43.2◦ (polar angle) and concentrating 58.3% of the total
γ rays emitted by a moving source at the nominal value of
0.82c1, and a cylindrical ‘Barrel’ covering an angular range
from 43.2 to 140.3◦ with 38.9% of γ rays emitted over this
angular range. This report summarizes the technical details
and the performance of the latter; the CALIFA Barrel, de-
tailed in the Technical Design Report of this detector sub-
mitted to FAIR in November 2011 [2].
The CALIFA detector concept is based on an exhaus-
tive R&D programme including detailed simulations of the
typical experiments to be performed in R3B. Here the in-
terplay of intrinsic properties of the individual detector el-
ements and the overall arrangement of the apparatus had to
be optimised to individual requirements while maintaining
sufﬁcient ﬂexibility for the versatile program of R3B.
However, the basic characteristics of CALIFA are to a
large extent determined by the particular kinematics of re-
actions at relativistic energies, notably the Doppler broad-
ening and shift of γ rays emitted from excited projectile
1Nominal energy of the R3B experiment
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Intrinsic photopeak efﬁciency 40 %
(at Eγ=15 MeV projectile frame)
γ-ray sum energy resolution Δ(Esum)/<Esum> < 10% for 5 γ rays of 3 MeV
γ-ray Energy resolution 5-6 % ΔE/E for 1 MeV γ rays
Calorimeter for high energy Up to 320 MeV in Lab system
light charged particles(LCP)
LCP energy resolution <1% ΔEp/Ep
√
(100MeV )√
E
Proton-γ ray separation For 1 to 30 MeV
Table 1: Nominal speciﬁcations of the R3B calorimeter (β=0.82). These parameters are deﬁned by the Physics programme
stated in the R3B Technical Proposal [1]
Figure 1: Schematic representation of the CALIFA detector
proﬁle. The portion of angular distribution of emitted γ
rays covered by the CALIFA Barrel and the corresponding
Doppler shift is highlighted in this ﬁgure.
remnants, and the high energies associated to light charged
particles arising from the target. The key factors that have
guided the calorimeter conceptual design are as follows [3]:
• the shape and length of the crystals; to ensure a high
total absorption efﬁciency
• the detector granularity, which is crucial to provide
the necessary angular resolution pertaining to the re-
construction of the gamma energies in the rest frame
of the projectile.
The choice of the limit of approximately 43.2◦ between
the Forward EndCap and Barrel section has been deter-
mined based on the following criteria: i) to preserve the
angular region at approximately 25◦ where the γ-ray angu-
lar distribution is at its maximum, ii) allow the detection of
one proton in each section in the case of (p,2p) reactions,
and iii) avoid excessive tilting of the crystal position in the
Barrel section with the intention of minimizing losses due
to the non-detection of Compton events. These losses arise
as a consequence of an increased displacement of crystal
face alignment, causing a fraction of photons to scatter not
into the adjacent crystal, but rather through the gap as a re-
sult of this displacement, which increases with increasing
polar angle.
The election of about 140◦ in the backward angle cov-
erage is justiﬁed by the γ-rays’ angular distribution which
has a tiny contribution of events above this angle and the
aperture of the furthest backward angles facilitate detector
cabling installation and access to the target area. It should
be noted that although the percentage of γ rays emitted
by the target is minimal at angles above 140◦, some loss
in efﬁciency for this region is due to the escape of pair-
production photons from the EndCap.
The necessity to identify high-energy protons and γ rays
with good geometrical efﬁciency limits ﬁrst of all the min-
imum thickness of detectors in the beam direction. The
degradation of the energy resolution (for γ rays) and the
maximum acceptable loss of protons in inelastic reactions
in the detector material condition the choice of the maxi-
mum detector length. At the same time, an increase in the
crystal length will also translate in the γ ray case to a degra-
dation of the energy resolution, as a consequence of the ra-
tio between the entrance crystal area and the length; very
far from the ideal 1:1. Those requirements have resulted in
frustum-shaped crystals arranged in cylindrical symmetry
around the beam line.
To overcome the Doppler broadening, the device will be
highly segmented, with 1952 individual detection units in
the Barrel and ≈ 3000 for the full CALIFA. Barrel crys-
tals will have a unique shape and different angular aperture
and length corresponding to different polar angle regions,
comprising 11 different geometries in total.
A crucial point for the CALIFA performance is the selec-
tion of the most appropriate detector material and read-out
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devices. The choice of Barrel detector scintillation mate-
rial, CsI(Tl), is based on its high light output, rather good
intrinsic resolution and capability of proton - γ-ray separa-
tion. Other important qualities are its simplicity to handle,
low hygroscopy and relatively low price. The energy res-
olution requirement for CALIFA has driven the develope-
ment of CsI(Tl) with extremely low light output non linear-
ities that demand a careful and individual treatment of the
crystal surface [4]. Additionally, the absolute light output
of CsI(Tl) is dependent on both the wrapping material and
wrapping technique. The basic requirement of thin wrap-
ping, while maintaining good reﬂectivity is fulﬁlled by the
use of ESR - Enhanced Specular Reﬂector - produced by
the 3M Company.
The best choice for the CALIFA Barrel photosensor has
been found with the use of Avalanche Photodiodes, which
exhibits a near perfect match to the CsI(Tl) spectral re-
sponse. They are insensitive to the presence of magnetic
fringe ﬁelds, and can cover large areas; providing an excel-
lent physical coupling to the crystal surface exit. Therefore,
APDs provide very good energy resolution for low energy
γ rays [5]. Large Area APDs (LAAPD) with an active sur-
face up to 10 × 20 mm2 have been speciﬁcally designed
for CALIFA. It is well known that APDs have high de-
mands on temperature and voltage stability, thus CALIFA
will be maintained at a constant temperature by a dedicate
air cooling system. A further measure is proposed by ﬁne
gain voltage compensation, corresponding to a temperature
precision below 0.1◦C 2.
Modern techniques of digital data acquisition have
proven to be a major advance in the next generation of
detectors in nuclear physics. Certain advantages such as
ﬂexible trigger concepts, high rate capability and pile-up
reduction, larger dynamic range and highly integrated con-
cepts of data reduction processing in the frontends optimise
the information stemming from the detector response [9].
The readout concept of the CALIFA Barrel is based on
the technology of a fully digital readout divided into three
independent layers.
The front-end electronics mounted directly at the detec-
tor is optimised for low noise and low power consumption
to allow for a minimal cooling infrastructure and good me-
chanical access to the detector. To minimize the cabling
effort and costs it houses individual channel high voltage
control using a serial single line slow control bus with tem-
perature compensation for gain variation of the Large Area
Avalanche Photodiodes. This development was success-
fully performed in collaboration with a German company
(Mesytec GmbH & Co. KG3) based on the existing pream-
pliﬁer unit MPR-16.
Individual channel analogue differential signals are
transported via standard 100 Ohms shielded twisted pair
cables of 5 m in length to the digitiser modules located on
the movable support structure of the detector.
These modules also perform full signal processing as
2Developement incorporated in the pre-ampliﬁcation stage
3http://www.mesytec.com
described below and provide buffer memory for an asyn-
chronous data collection. In the ﬁnal layer the data collec-
tion uses only a few optical ﬁbres and a trigger bus system
connected to two computers, one for each side of the detec-
tor.
All prototypes of this modern digital DAQ electronics
set-up are based on the Multi-Branch System (MBS) [6]
and the GOSIP protocol [7]4, previously utilised in a num-
ber of CALIFA test experiments. This Digitizer module is
based on the existing FEBEX 3 [8]. It features two 14-bit
ADCs with 8 input channels each, operated at a 50 MHz
conversion rate. The Lattice ECP3 150 FPGA with 149k
LUTs provides sufﬁcient logic and memory resources. A
great feature of FEBEX 3 is the PCI express connector with
which all front-end are assembled in a crate with a com-
mon optical ﬁbre connection. For compatibility with the
existing triggered R3B DAQ and for all the ongoing devel-
opments, tests and experiments it is an essential advantage
to use a system compatible with forthcoming developments
from the FAIR DAQ group. In particular with regards to a
future migration towards a more general timestamp based
triggerless DAQ, a close collaboration with the NUSTAR
DAQ group will provide a smooth transition and signiﬁcant
synergies for both sides.
A precise calibration of CALIFA is essential to the suc-
cess of the project and has been forseen. It comprises
of a combination of electronics and light pulsers, source
measurements and reference experiments that will be per-
formed with larger detector assemblies prior to its accom-
modation in the High Energy Branch cave and calibration
procedures which will be regularly undertaken to monitor
CALIFA during the experiments.
A complete simulation programme has been developed
in order to accurately determine the capabilities of the
present CALIFA design and its competence and effec-
tiveness in the achievement of the requirements of the
R3B physics programme. The simulation is part of the
R3BRoot common framework and includes an in-depth de-
scription of the detection process and signal digitization,
data structures to account for the expected response of the
calorimeter crystals, a detailed geometry description of the
calorimeter crystals, support elements, and algorithms for
the reconstruction and comparative evaluation of the de-
tected signals. Appropriate event generators for the eval-
uation of CALIFA under realistic working conditions have
been developed, including trivial gamma and charged parti-
cle distributions for a general performance evaluation, nu-
clear spectroscopy decay, giant and pygmy nuclear reso-
nances and quasi-free scattering reactions. Event recon-
struction algorithms conceived explicitly for the high gran-
ularity of the CALIFA detector have been developed and
their parameters carefully tuned to enhance the complete
energy detection in the addback procedure while preserv-
ing a high detection efﬁciency in events with higher multi-
plicity.
4Both being developed by the FAIR DAQ group.
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The response to γ rays and protons has been investigated
for emission from fast, beam like sources: the energy reso-
lution comprising of factors resulting from the combination
of the intrinsic crystal resolution at low energies and the ef-
fect of the Doppler broadening at high energies. For γ rays
the detection efﬁciency in the Barrel drops with increas-
ing energy, from around 80% at lower energies to around
40% for those emitted in the projectile frame at the max-
imum energy of 15 MeV. Additionally, the efﬁciency for
high multiplicity events has been optimised, being one of
the compelling features of CALIFA. The response for pro-
tons has been also evaluated, demonstrating the importance
of the wrapping for the detection efﬁciency. A particular
effort has been devoted to the evaluation of the energy not
deposited in the active crystal volume, determining the per-
centage of the energy deposited in passive elements, wrap-
ping or escaping the detector.
A few selected physical cases which represent relevant
center pieces of the experimental program of R3B have
been simulated, establishing the capability and potential of
the CALIFA Barrel under realistic conditions. These de-
tailed simulations had been the major input to constrain the
layout and mechanical design of the full detector array.
The internal CALIFA Barrel radius has been determined
according to the compromise of: i) allowing the installation
of the R3B target and Silicon Tracker System ii) approach-
ing the CsI(Tl) crystal towards the target to maximise the
solid angle covered by each individual CsI(Tl) crystal.
The individual CsI(Tl) crystals of the CALIFA Barrel
with an approximate total weight of 1200 kg are supported
via a carbon ﬁbre alveolus structure. The challenge here
lies in the suspension of such a weight with the required ex-
act and stable positioning of all crystals, achieved through
the use of a minimum of ‘dead’ material; in order to re-
duce as far as possible the detrimental effect of non-active
material on detector performance. An additional factor to
be accounted for is the support of the front-end electronic
modules and the cooling system.
The proposed mechanical structure is built of three main
layers: the inner, cover and external structures (see Fig. 2).
The inner layer, consisting of an epoxy-carbon composite
provides the support and positioning for all the crystals. It
is segmented into separate compartments, termed ‘alveoli’,
each of them holding 4 individually wrapped crystals. This
inner layer is surrounded by a cylindrically shaped cover
envelope comprised of equally sized ‘tiles’. This struc-
ture acts as an interface between the inner layer and the
external support. The cover holds both the ‘tabs’, pieces
which support the internal epoxy-carbon composite struc-
ture, and the ‘arms’ employed to suspend the whole system
from the mobile external structure. The cover also supports
the front-end electronics (FEE) elements, with the corre-
sponding connection passthroughs and the module support
elements.
The humidity and temperature control of the active re-
gion is achieved via a continuous ﬂow of dry nitrogen un-
derneath the cover layer, and an air ﬂow across the tiles;
Figure 2: View of a section of the Barrel where the different
structural components can be observed.
the necessary distribution pipes and passthroughs attached
to the cover. The cover also guarantees the light- and gas-
tightness of the system.
The project plan foresees start of construction for the
Barrel section in 2012. An important milestone will be
met with the operation of a 20% demonstrator detector for
physics experiments in 2014 in Cave C at GSI, even at this
stage proﬁting from the improved resolution for photon de-
tection. The full detector is expected to be ready in the
last quarter of 2015 and commissioned in 2016. The ﬁ-
nal detector will be moved after full commissioning and
ﬁrst production runs in Cave C to its ﬁnal location at the
High Energy Branch hall at the FAIR site in 2017, being
fully operational for physics experiments in 2018 when the
Super-FRS is expected to deliver its ﬁrst beams at FAIR.
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Introduction
The R3B (Reactions with Relativistic Radioactive
Beams) experiment at FAIR aims to “develop and con-
struct a versatile reaction setup with high efficiency, accep-
tance, and resolution for kinematically complete measure-
ments of reactions with high-energy radioactive beams” 1.
Surrounding the reaction target, the calorimeter CALIFA
(CALorimeter for the In Flight detection of γ-rays and light
charged pArticles) [1, 2] will detect protons and γ-rays.
Simulations
Depending on their energy, single γ-rays deposite en-
ergy in different parts of the calorimeter. Hence clustering
algorithms that are able to reconstruct the initial energy of
the γ-ray and its emission direction (for proper Doppler
correction) are essential in the event reconstruction. These
algorithms and the resulting performance of CALIFA have
been investigated using GEANT4 simulations within the
package R3BRoot, which allows for the generation and the
analysis of the events.
At present, we focused on the add-back performances,
measuring the algorithm’s efficiency, calculated as the de-
tected number of photons at the correct energy. The most
basic approach to an algorithm for the reconstruction of the
γ-ray energy consists in summing up the energy of all the
crystals within a pre-defined angular region. Two different
approaches were adopted when considering the angular re-
gion for add-back purposes: a circular window, with just
one parameter Δϑ defining the solid angle covered by the
window; and a square one, with two parameters (Δθ and
Δφ) defining the angular region considered. The hit with
the highest energy is taken as center for the angular region.
The performances of the circular and square angular win-
dow were found to produce very similar results.
From events with only a single emitted γ-ray we observe
that there is a certain angular window for which the effi-
ciency presents a plateau, as shown in Fig. 1. In addition,
this angular region shows a clear dependence on the energy
of the photons, implying that the selection of a fixed an-
gular parameter, not taking into account the energy of the
hit, might not be the most efficient way to reconstruct the
energy of the events.
∗This work was supported by the Alliance Program of the Helmholtz
Association (HA216/EMMI).
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Figure 1: Dependence of the efficiency of the clustering
algorithm on the solid angle for add-back for different en-
ergies (black 0.2 MeV, red 2 MeV, blue 10 MeV) and dif-
ferent event multiplicities (solid line - one, dashed line -
three, dotted line - five). The photon source was at rest.
The performance of these algorithms has also been stud-
ied considering events with multiplicity larger than one. In
this case the efficiency does not longer saturate for larger
angular opening angles but it slowly decreases again. This
effect can be explained with a mixing of crystal hits coming
from different original γ-rays.
Results
Simulations clearly show that the photopeak efficiency
of the clusterization algorithm presents a maximum which
is function of both the energy and the multiplicity of the
incoming γ-rays. A too small angular window is not able to
collect all crystal hits stemming from a single γ-ray, while
a large window leads to a mixing of crystal hits coming
from different γ-rays. Both effects result in a lower-than-
optimal photopeak efficiency. Overall, an adaptive angular
window parameter that depends on both energy and event
multiplicity is required to improve the performance of the
reconstruction algorithm.
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Introduction
Particle identification (PID) is an important task for
many experimental techniques. A well-known approach
for PID in particle detection systems is based on pulse
shape analysis (PSA), i.e. identification based on the dif-
ference in the detector pulse shape produced by different
particle species. Most of these methods analyze specific
features of the detector signals employing profound knowl-
edge of the involved pulse shapes and usually need precise
adjustment for each individual detector.
Clustering algorithms
A new approach to achieve PID using PSA is based on
clustering algorithms without making any assumptions on
the shape of detector pulses. The method is also self-
adapting, i.e. no adjustment to a specific detector is nec-
essary. This is achieved by interpreting the digitized detec-
tor pulses as points in n-dimensional space. Points repre-
senting similar pulse shapes will lie closely together in this
space and grouping these points into clusters–one for each
particle species–will yield the particle species that induced
each individual pulse.
The clustering algorithm we used in this study is the
fuzzy c-means algorithm which tries to find a cluster as-
signment for each point that minimizes the (euclidean) dis-
tance between points belonging to the same cluster. It is
called fuzzy because these cluster assignments may be am-
biguous, i.e. a single point may belong to multiple clusters
with a certain probability. The fuzziness is controlled by a
parameter m with m = 1 meaning no fuzziness, i.e. each
point belongs to exactly one cluster (boolean logic), and
m → ∞ meaning each point being assigned an equal de-
gree of membership for all clusters.
Principal pulse shapes
From the cluster assignments one can then derive princi-
pal pulse shapes by calculating the centroid of the cluster.
Figure 1 shows the principal pulse shapes calculated from
a set of proton- and γ-induced CsI(Tl) scintillator detec-
tor pulses recorded using a 60MHz flash ADC with 12 bit
resolution. These extracted principal pulse shapes can then
be used to calculate discrimination amplitudes, i.e. inte-
gration weights for a much less computationally expensive
method to discriminate between particle species. Figure 2
∗This work was supported by the Alliance Program of the Helmholtz
Association (HA216/EMMI).
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Figure 1: The principal pulse shapes for protons and pho-
tons as determined by the FCM algorithm for a CsI(Tl)
scintillator detector. The pulses were shaped using a shap-
ing amplifier prior to digitization. The proton principal
pulse shape shows a strong energy dependency in contrast
to the photon shape.
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Figure 2: The histogram of discrimination values for two
detectors, scaled so that the proton principal pulse shape
has a discrimination value of 0 and the photon principal
pulse shape is assigned a value of 1.
shows the discrimination value histogram of proton- and γ-
induced pulses for two CsI(Tl) detectors with slightly dif-
ferent pulse shape characteristics. Despite these differences
the discrimination value distributions are very similar: The
particle species are represented by well-separated peak-like
structures that have the same shape and position for both
detectors. This allows for assignment of events to particle
species using detector-independent candidate regions.
Results
The results show that PID based on clustering algorithms
produces high-quality particle species assignments. The
method’s self-adapting property proves beneficial for set-
ups with a large number of detectors as it reduces the
amount of fine-tuning.
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Feasibility Studies for the EXL Project at FAIR* 
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A feasibility study for the EXL [1] project was per-
formed at the storage ring ESR. The aim of this test was 
to prove the possibility of deducing the elastic-scattering 
cross section by using silicon detectors in the UHV envi-
ronment of the storage ring. In order to investigate the 
response of the EXL prototype DSSD to very low-energy 
protons, another detector test was performed at the 3 MeV 
Van-de-Graaff accelerator at Tübingen University. 
Measurements at the ESR: 40Ar(p, p) 
For the feasibility experiment, an 40Ar beam with an 
energy of 400 MeV/u was injected into the ESR, which 
interacted with an internal hydrogen gas-jet targe. An 
UHV compatible single-sided silicon detector was 
mounted in the target vacuum chamber to detect the 
target-like reaction products. It had 40 strips in total, read 
out in five groups of 8 strips each. The polar angle 
coverage of the recoil detector was from 73.4° to 89.5°.  
The interaction profile was measured using a photomul-
tiplier tube, detecting UV light produced by the interac-
tion of the heavy ions with the hydrogen atoms. A target 
size of 5.1 mm (FWHM) was obtained. The beam size at 
high intensity was determined to be 3.3 mm (FWHM) 
after unfolding from the target size. The absolute lumi-
nosity was calculated measuring the beam intensity (by 
means of a current transformer) and the target density. 
For the p-40Ar interaction, the differential elastic-
scattering cross section has been deduced as function of 
the four-momentum transfer squared –t, using data from 
the first sixteen Si-strips of the detector corresponding to 
c.m. angles close to 0°. Due to the limited angular resolu-
tion caused by the extended beam-target interaction zone, 
experimental values for –t were determined only from the 
energy of recoils. 
For the correction of punching-through events and 
inelastic-scattering events due to the first excited state in 
40Ar, Monte Carlo simulations were performed by 
implementing the detector, target and beam geometry in 
the Geant4 code. Inelastic scattering was calculated from 
theory using the Eikonal approximation [2]. The obtained 
differential cross section was analyzed within the Glauber 
multiple-scattering theory. Fig. 1 shows the experimental 
absolute differential cross section as a function of –t 
without (circles) and with (squares) the correction for the 
punching-through events and inelastic-scattering events. 
The solid line represents the elastic-scattering cross sec-
tion obtained from Glauber calculations for a point-like 
vertex. A matter radius Rrms = (3.30 ± 0.12) fm was de-
termined. For a comparison the charge radius determined 
for 40Ar is (3.423 ± 0.014) fm [3]. In order to compare 
both values the charge radius has to be unfolded from the 
proton radius which leads to the value (3.309 ± 0.016) fm, 
in good agreement with a present measurement. 
 
Figure 1: The experimental absolute differential cross 
section for p-40Ar scattering at 400 MeV/u as a function 
of the four-momentum transfer squared –t. 
Test of the prototype DSSD at low energy 
A 16×16 strips EXL prototype DSSD was tested for its 
response to proton energies below 1.44 MeV at the Van-
de-Graaff accelerator at Tübingen University. A beam of 
H2 molecules was used to produce even lower energetic 
protons of about 400 keV. In addition, beam particles 
were scattered of from a carbon target to hit the detector, 
and further slowed down by a Mylar foil degrader. The 
energy resolution was 17.7 keV (FWHM) for 1.44 MeV 
protons and 20.0 keV (FWHM) for 74.7 keV protons, 
when energy straggling in the degrader was corrected for. 
This result fulfils the requirement of the EXL project. 
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(200 x 50) mm2 each and two screening electrodes of 
(200 x 10) mm2 surface each on PCB boards of 3.2 mm 
thickness. The adjustable distance to the adjacent Frisch-
grids has been chosen to 5 mm. The wire layers are kept 
on ground potential with respect to the anodes at high 
voltage, generating a §800 V/cm electric field in order to 
reduce drift-time and -spread. A low-mass field-cage with 
a strip-line electrode design has been realized (Fig.3). The 
fields in the drift-region are adjusted to (400-500) V/cm.  
A summary of requirements and features is listed in the 
table below: 
 
Feature Realization 
Active volume 200 x 200 x 500 mm3 
Passive volume 
Minimal in depth direction (z)    
according local conditions,  
~200 l 
Shape Rectangular cross section (x,y) 
Sectioning (x,y) Twofold 
Sectioning (z) 
Rectangular, active: 10 sectors, 
each 200 x 50 mm2 
Screening: 2 sectors,  
each 200 x 10 mm2 
Environment Ambient pressure  and temperature 
Thickness  
Lowest possible, especially 
near the optical (beam) axis,  
no limitations otherwise 
Detector gas 
 low angular straggling   
 fast drift 2 cm/μs 
Ne (84-85Vol.-%) N2 (0.3%) 
CH4 (10-12%) CO2 (4-3%)  
Electric field max. 500 V/cm (HV-stability)
Electronics Customized pre-amps,  flanged directly to the housing 
Crucial observables Energy-loss and Timing signal 
Energy-loss 
resolution 2% 
Horizontal position 
Resolution (Drift-time) 200 μm FWHM 
Weight ~150 kg 
 
For the 100 mm wide strip-line field-cage with an un-
coiled length of ~1.8 m a self-made low-mass version of a 
Kapton® foil of 7.5 μm and 25 μm thickness, respective-
ly, as well as an industrial fall-back version on a 50 μm 
foil were produced. The field-defining electrodes are 
made from Aluminium and Copper with thicknesses of 
~200 nm and 12 μm, respectively. Both realize a stag-
gered strip-line design of strips with 1 mm width and 
0.5 mm gaps. As a first prototype a non-staggered speci-
men on the Aluminium coated version with a gap of 
250 μm has been realized by electro-etching. 
 
The cathode consists of an aluminized 7 μm thick Kap-
ton® foil kept on 5 kV potential. In order to minimize the 
material on the beam axis its central region of 20 mm 
height is mechanically stabilized with Nylon® fishing 
lines of 300 μm diameter only.  
Several options of the Frisch grid structures and materi-
als are under investigation which are optimizing either for 
their electrical shielding properties and/or the electron 
transmission. Grids made from W-Re wires of 20 μm 
diameter and 2 mm spacing in a diagonal arrangement as 
well as meshes from stainless steel and/or Ni-coated PE 
have been built. The optical transparency of the meshes 
tested so far varies between 30 % and 70 %. 
A gas regulation-system operating with pre-mixed gas 
keeping the near-atmospheric (over-)pressure and gas-
flow constant to a level of (60-70)±0.1 mbar and (20-
200)±0.1 l/h at the same time, has been set up and operat-
ed successfully. A SETRA 370 digital pressure gauge 
measures the gas pressure independent of the gas-
regulation system. The pressure drop observed for an ini-
tial 70 mbar overpressure was 0.01 mbar/10 min. After 
flushing for 24 h with dry nitrogen at 200 l/h only low gas 
impurities were traced for the two ‘main’ and most crucial 
components O2 (2 ppm) and H20 (160 ppm). They were 
measured with an Orbisphere 3600-11.G sensor as well as 
with a Rapidox 3100 system (Cambridge Sensotec). 
The detection system is read out using discrete pre-
amplifiers with a sensitivity of 5 V/pC. Main spectroscop-
ic (tshape=500ns) and timing amplifier (tdiff=140ns, 
tint=70ns) as well as CFD discriminator stages are realized 
in the combined VME Module MSCF-16F (MESYTEC). 
Energy and timing information were digitized by MADC-
32 and V785 ADCs and V1290 TDCs (CAEN). The DAQ 
is based on the GSI Multi Branch System (MBS). 
 Experiment and Results 
A detector setup consisting of prototype versions of the 
main detector systems have been deployed in parasitic 
test beam times at GSI. 238U with 500 AMeV and primary 
rates of several 105 particles/second with spill duration of 
1.2 s were impinging on 3 x 0.5 mg/cm2 Pb foils in the 
active target. An example of the energy-loss spectrum at 
this place is shown in Fig. 4 for the center foil. Primary 
beam-particles as well as fission fragments emerging 
from various places are clearly separated. 
 
Figure 4: Energy-loss in two subsequent sections of the 
active target installed in front of the TwinMUSIC. 
 
Preliminary results on the energy and timing resolution 
of the TwinMUSIC have been obtained. The respective 
spectrum for the left and right half-volume of the 
TwinMUSIC is shown in Fig. 5. The distribution on the 
right anodes, equipped with a less dense mesh shows a 
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Time resolution measurements with RPCs irradiated with 136Xe at relativistic
energies
Y. Ayyad1, J. Benlliure1, E. Casarejos2, I. Dura´n1, N. Montes1, C. Paradela1, and J.R. Pereira1
1USC, Santiago de Compostela, Spain; 2UVi, Vigo, Spain
Timing Resistive Plate Chambers (tRPC) are proposed
for the construction of the ion time-of-flight wall (iToF) for
the R3B experiment at FAIR. This detector will provide
high-accuracy time-of-flight measurements of the frag-
ments produced in reactions using the inverse kinematic
technique. Taking into account different flight paths, in or-
der to identify nuclei with masses up to A=200 a demand-
ing time resolution of about 30 ps (σ) is required for iToF.
This could be reached with 4 detection planes with an in-
trinsic resolution each around 50 ps (σ) [1].
Prototypes of multistrip tRPCs adapted to the detection
of relativistic heavy ions have been constructed (Fig. 1).
These prototypes were built with two 400 mm x 200 mm,
1 mm thick float-glass plates defining one single 300 μm
gap. To ensure its tightness, the perimeter of the gas vol-
ume was sealed with glue. Two metallic adapters were
included to allow the gas circulation. This solution was
adopted in order to minimize the amount of matter crossed
by the ion beam.
Figure 1: Single-gap self-supported multi-strip tRPC.
The active detection area consisted in five strips made
of adhesive copper-tape, glued to the external faces of the
glass plates. The HV was feeding the active strips of one
face, while those strips on the other one served as ground
reference. The signals were decoupled and picked-up from
both ends of each strip.
In previous tests we investigated the detection efficiency
of the RPCs with ions [2] and time resolution with electrons
[3]. Those measurements shown detection efficiencies for
heavy ions around 100% and time resolutions for 15 MeV
electrons around 30 ps. In the present work, we used a
beam of 136Xe at 560 A MeV at GSI (Darmstadt). Two
single-gap tRPC were placed between two fast scintillators
of 25 mm x 80 mm, 1 mm thick, defining the external trig-
ger. One event was defined by a 136Xe ion detected in coin-
cidence by both scintillators allowing the measurement of
the efficiency of the RPC respect to the plastic scintillators.
The time and charge of the signals coming from the central
strip of the RPCs and from both sides of the scintillators
were digitized using TACQUILA board [4]. The average
measured rates of the ions were around 2-5 Hz/cm2, with
a beam spot of about 3 cm2 and 5 s of spill duration. The
iso-C4H10 free gas mixture used was C2H2F4 (90%) and
SF6 (10%). The in-beam current of the RPCs was around
40 nA and the HV was changed to find the proper working
point of the RPCs and the efficiency plateau. At 2900 V the
RPC reaches 99% of efficiency.
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Figure 2: Time resolution as a function of the applied volt-
age at 2 and 5 Hz/cm2.
The time resolution of an RPC detector as a function of
the applied voltage at two ion rates is shown in Fig. 2. The
working point can be found in the plateau between 2800
and 3100, where a time resolution of 40 ps was achieved
at 2900 V. For the lowest ion rate, one can also observe
a degradation of the time resolution for voltages above
3100 V, due to the increase of streamer signals. The av-
erage ion rate was found to have an important effect on
the degradation of the time resolution. These results with
136Xe beam confirms the excellent time resolution obtained
with electrons and show the feasibility of RPC detectors for
the construction of the iToF.
[1] E. Casarejos et al. Nucl. Instr. and Meth. A 661 (2012)
137-140
[2] E. Casarejos et al. Nucl. Instr. and Meth. A (accepted)
[3] Y. Ayyad et al. GSI Scientific report 2010, pag. 184
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Angular-momentum content of momentum pro¿le
in one-neutron knockout from 14Be∗
Yu. Aksyutina1,2, T. Aumann3, K. Boretzky3, M.J.G. Borge4, A. Chatillon3, L.V. Chulkov1,5,
D. Cortina-Gil6, U. Datta Pramanik7, H. Emling3, H.O.U. Fynbo8, H. Geissel3, G. Ickert3,
H.T. Johansson2, B. Jonson2, R. Kulessa9, C. Langer3,10, M. Lantz2, T. Le Bleis3,10, K. Mahata3,
G. Mu¨nzenberg3, T. Nilsson2, G. Nyman2, S. Paschalis11, W. Prokopowicz3, R. Reifarth3,10,
A. Richter12, K. Riisager8, G. Schrieder12, H. Simon3, K. Su¨mmerer3, O. Tengblad4, Y. Togano1,
H. Weick3, and M. Zhukov2
1EMMI, Germany; 2Chalmers University of Technology, Sweden; 3GSI, Germany; 4CSIC, Madrid, Spain; 5RRC
Kurchatov Institute, Moscow, Russia; 6University of Santiago de Compostela, Spain; 7SINP Kolkata, India; 8Aarhus
University, Denmark; 9Jagellonian University, Krakow, Poland; 10University of Frankfurt, Germany; 11University of
Liverpool, United Kingdom; 12Technische Universita¨t, Darmstadt, Germany
Recently, three data sets were published for 13Be, all
with different interpretations of its ground-state structure.
From the data obtained at GANIL [1] it is a Breit-Wigner
l=0 resonance, it is a virtual s-state populated in the one-
neutron knockout from 14Be at GSI [2], and ¿nally it
is interpreted as a l=1 resonance from data obtained at
RIKEN [3].
In order to increase our ability to gain information on
these very exotic nuclear systems we use a novel method
for analysis based on a study of the root-mean-square
(r.m.s) momentum of a fragment+n system after one-
neutron knockout from a Borromean nucleus as a function
of the relative energy between neutron and fragment (mo-
mentum pro¿le, P(Enf ) ).
The data analyzed here originate in an experiment
performed at the ALADIN-LAND setup at GSI, where
neutron-knockout reactions were studied with beams of
8He (E=240 MeV/u), 11Li (E=280 MeV/u) and 14Be (
E=304 MeV/u) impinging on a liquid hydrogen target. The
selection of coincidences between a neutron of multiplicity
one and the corresponding fragment gave the one-neutron
knockout residues. The derived four momenta of neutrons
and fragments were used to calculate fragment-n relative
energy, Efn, as well as P(Enf ). P(Enf ) was compared to
model calculations using the eikonal approximation.
This is the ¿rst time the P(Enf ) observable is used
for analyzing experimental data. Therefore it is ¿rst put
into analysis of two well-known nuclei, 7He and 10Li, to
demonstrate its applicability. The conclusion is that the
shape of P(Enf ) in neutron knockout from 8He and 11Li
allows a qualitative model-free analysis of the experimen-
tal data revealing contributions from different angular mo-
menta. With this in mind the next step is to apply this
method to 13Be, a case where there are still many open
questions in the understanding of its structure
P(Enf ) for 12Be+n system after one-neutron knockout
from 14Be is shown in Fig. 1(upper panel). The Efn spec-
trum is given in the lower panel of Fig. 1. The solid line
illuminates the bend in the spectrum at ≈ 0.3 Mev indicat-
∗This work was supported by the Alliance Program of the Helmholtz
Association (HA216/EMMI)
Figure 1: Upper panel: Momentum pro¿le of 12Be+n system.
The model calculations are shown as a dotted line (s-wave), a
dashed line (p-wave) and a dashed-dotted line (d-wave). Lower
panel: Relative-energy spectrum.
ing a complex structure of the resonance peak. Four distin-
guishing characteristics were observed:
• the decay of 5/2+ state at 2.0 MeV to 12Be(2+) via
12Be(2+)⊗ (1s1/2) component is responsible for the
large r.m.s. momentum at energies close to zero.
• the 12Be(1/2+) state dominates at Efn ≈ 0.5 MeV.
• the 1/2− state is situated at 2.9 MeV. An indication
exists that it can be the second 1/2− state.
• P(Enf ) reveals a ¿ngerprint of the second 5/2+ state,
a result not observable by only analyzing the Efn
spectrum.
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Beyond the neutron drip-line - unbound oxygen
C. Caesar1, T. Aumann1, K. Boretzky2, M. Heil2, M. Heine1, M. Holl1, R. Plag3, D. Rossi2,
H. Scheit1, H. Simon2, and the R3B Collaboration
1IKP, TU Darmstadt, Germany; 2GSI, Darmstadt, Germany; 3Goethe Universita¨t, Frankfurt a.M., Germany
The neutron-unbound ground state of 25O was recently
observed for the first time in a proton knock-out reaction
from a 26F beam on a beryllium target at the NSCL[1].
One single resonance was observed in the 24O+n relative-
energy spectrum.
The R3B-collaboration has studied the 26F(p,2p)25O re-
action utilizing a kinematically complete measurement at
relativistic beam energies with the R3B-LAND-setup [2].
This measurement provides improved data in several re-
spects. The reaction was measured fully exclusive (includ-
ing γ-ray detection) and with much larger acceptance. First
results on the 26F(p,2p)25O channel will be presented in
this report.
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Figure 1: Sketch of the s393 setup in Cave C, only detectors
used in the here presented analysis are shown.
Figure 2: Incoming Particle Identification (PID). The sec-
ondary beam incident on the R3B target at Cave C was pro-
duced by fragmentation of 40Ar. In the here shown setting
the FRS was optimized for transport of 24O.
A primary beam of 40Ar and a thin degrader has been
used to ensure transport of radioactive ions from Helium
to Fluorine. Fig. 2 shows the beam composition for the
most neutron-rich setting optimized for transport of iso-
topes with A/Z = 3.
The incoming 26F ion beam has been identified via energy-
loss and Time-of-Flight (ToF) measurements using a scin-
tilator and a PIN diode infront of the reaction target, see
Fig. 1. The charge of the fragments has been identified
using two Si-strip detecors directly behind the traget and
a scintilator based ToF wall at the end of the fragment
branch. The mass of the fragments has been determined by
tracking the flight path through the magnetic field of AL-
ADIN using the already mentioned two Si-strip detecors in
front of the magnet plus two scintillating fibre arrays be-
hind it. The fragment mass distribution is shown in Fig. 3
The ToF as well as θ and ϕ of the neutrons have been mea-
sured using LAND.
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Figure 3: Fragment mass distribution for oxygen isotopes
after proton knock-out from a 26F beam incident on a
922 mg/cm2 CH2 target at 545 MeV/u.
The relative energy spectrum of fragment and neutron has
been reconstructed and the preliminary result is in agree-
ment with the NSCL measurement.
Acknowledgement
Supported by GSI F+E(Darmstadt). Work is part of HGS-
HIRe.
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Coulomb break-up of 14,15B for the astrophysical r-process
S.G. Altstadt1,2 and the R3B Collaboration∗2
1Goethe University, Frankfurt; 2GSI, Darmstadt, Germany
Introduction
Model calculations of r-process nucleosynthesis in a
neutrino-driven wind scenario with a short dynamical
timescale indicate that light, neutron-rich nuclei may have
a crucial influence on final r-process abundances [1]. How-
ever, nuclear reaction rates of unstable nuclei far from sta-
bility are extremely difficult to determine and hence rarely
known. Therefore, a kinematically complete measurement
was performed with the R3B/LAND setup. To determine
the neutron capture cross sections of 13B and 14B, which
are thought to be on the main flow path among the light ele-
ments with Z<10 [2], the time-reversed reactions 14B(γ,n)
and 15B(γ,n) were measured via Coulomb dissociation.
Calibration & Analysis
The calibration of the detectors is at an advanced status.
The incoming particle identification is shown in the figure
below. The charge is determined from the measured en-
ergy loss in a position sensitive silicon pin diode, while the
mass-to-charge ratio results from time-of-flight measure-
ments. The isotopes of interest, 14B and 15B, can be cleary
identified and were produced in sufficient numbers.
Figure 1: Incoming particle identification: 14B and 15B can
be cleary identified and feature sufficient statistics.
The energy loss of the outgoing fragments was measured
with a time-of-flight-wall (TFW). The different charges can
be well separated as shown in figure 2. However, since the
TFW can not provide any informations about the mass of
a fragment, two fibre detectors were used to determine the
different angles between different isotopes. The charged
∗This project was supported by the Helmholtz International Center
for FAIR, the Helmholtz Young Investigator Group VH-NG-327, GSI
F+E(Frankfurt) and HGS-HIRe
fragments are deflected in a dipol magnet and the mass-to-
charge ratio is proportional to the deflecting angle. Hence
the different boron isotopes can be disbanded and the reac-
tion channels could be indentified.
Figure 2: The different energies can be well distinguished
to identify the charge of the questioned outgoing fragment.
The range marks Z = 5 with incoming cut on 15B (red) and
without incoming cuts (black).
Outlook
The next step will be to finalize the calibration to be-
gin outgoing particle tracking. After tracking of masses
and angles the analysis will be able to provide the invariant
mass to obtain the differential cross-sections and excitation
spectra.
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Coulomb breakup of 18C
M. Heine1, T. Aumann1, C. Caesar1, M. Heil2, R. Plag2, D. Rossi2, and the R3B-collaboration
1IKP, TU Darmstadt, Germany; 2GSI, Darmstadt, Germany
Recent research has shown that the (n,γ) cross-sections
of light nuclei also have an influence on the neutron-
balance during the r-process. Especially neutron rich car-
bon isotopes play an important role in r-process nucle-
osynthesis network calculations which include light nuclei,
since these are aligned along major flow paths. In partic-
ular, 18C is of interest, because it can be interpreted as a
waiting point [1], due to it’s comparably high neutron sep-
aration energy. The 17C(n,γ)18C rate could so far only be
estimated theoretically and has an uncertainty of a factor
of ten [2]. At the R3B-CaveC setup, we have observed the
inversed reaction, i.e. 18C(γ,n)17C, via Coulomb breakup
of a 18C beam. This was accomplished in a kinematically
complete measurement by analyzing data on an event-by-
event basis. The according (n,γ) cross-section can then be
inferred via the detailed balance theorem.
The experiment has been performed by the R 3B-
collaboration at Cave C in August 2010. Using an 40Ar
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Figure 1: Secondary beam on the R3B target at Cave C.
primary beam and a Be primary target, an exotic secondary
beam comprising nearly all bound light nuclei was pro-
duced. The large A/Z range from 1.75 to 3 has been cov-
ered in several settings of the FRS and of the subsequent
beamline to Cave C [3]. Figure 1 shows the ions contained
in the most neutron rich setting.
The incoming particles were identified via Time-of-
Flight (ToF) and energy-loss measurements, using plastic
scintillators and a PIN diode in front of the Pb reaction tar-
get. Due to the relativistic beam energies the reaction prod-
ucts are strongly forward-boosted. The angle of the emitted
neutrons and their energy was derived from ToF and po-
sitions measurements in the Large Area Neutron Detector
(LAND). For the fragment identification, ToF and energy-
loss measurements were performed.
The reaction channels were separated by means of the
trajectories of the fragments, gained from position mea-
surements with two fiber detectors, after passing the mag-
netic field of A LArge DIpole magNet (ALADIN). In Fig-
ure 2, the separation of the unreacted 18C beam from sev-
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Figure 2: Separation of unreacted 18C from reacted beam.
In addition to incoming 18C a neutron in the LAND is re-
quired.
eral neutron-removal channels from Coulomb breakup is
shown. In the case of a 17C fragment a neutron is required.
The excitation energy of the (17C+n) system was derived
from the measured quantities according to Formula (1).
For 18C Coulomb breakup a preliminary excitation energy
spectrum is shown in Figure 3. It starts at the 18C neutron
separation energy Sn = 4.2 MeV.
E∗ =
√
m17C +mn+ 2E17CEn(1− cosϑ(17C−n))
−m18C (1)
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Figure 3: The distribution of excitation energies E∗ of 18C
measured in the (17C+n) system. The 18C separation en-
ergy is marked.
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Coulomb dissociation of 92,93,94,100Mo ∗
O. Ershova1,2, K. Go¨bel1,2, T. Aumann2,3, M. Heil2, H. T. Johansson4, T. Le Bleis5, A. Movsesyan2,3,
S. Paschalis6, R. Plag1,2, R. Reifarth1,2, D. Rossi2, K. Sonnabend1, and the s295 collaboration
1Goethe-Universita¨t Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3TU Darmstadt, Germany; 4Chalmers Univ. of
Technology, Sweden; 5TU Mu¨nchen, Germany; 6LBNL, USA
Photodissociation reactions are important for the p-
process nucleosynthesis in supernovae explosions. Theo-
retical calculations of isotopic abundances of the p-nuclei
require a large reaction network linking thousands of iso-
topes, where most of the reaction rates must be derived
from the statistical model. However, as many rates as
possible need to be determined experimentally, in order
to provide a reliable reference for the calculations. Mea-
surements on Mo isotopes are highly demanded, since they
contribute to the understanding of the significant underpro-
duction of 92,94Mo and 96,98Ru in the models of p-process
nucleosynthesis. An important aspect of the present project
is to verify the validity of the employed experimental ap-
proach by comparing the results with the data of the exper-
iments performed with real photons.
Experiment and results
At the LAND setup at GSI, Coulomb dissociation of Mo
isotopes was studied in order to extract (γ,n) and (γ,2n)
reaction cross sections. The primary beams of the stable
94,100Mo were used. The secondary beams of 92Mo and
unstable 93Mo were produced by fragmentation on a thick
Be target and subsequent separation in the FRS fragment
separator. At an energy of approximately 500 AMeV, the
beam impinged on a secondary Pb target. In case of a pe-
ripheral collision, the interaction can be described as a re-
action between the projectile and a virtual photon originat-
ing from a time-varying electromagnetic field of the target
nucleus. Contributions of background reactions, such as
those resulting from a nuclear interaction in the target or all
kinds of reactions outside the target, are estimated by com-
plementary measurements with a carbon target and without
a target and subtracted from the Pb target measurement.
The LAND setup provides a possibility to detect all reac-
tion products, thus delivering kinematically complete data.
The incoming and all outgoing particles are identified with
respect to their A, Z and four-momentum on an event-by-
event basis. Although the setup allows to reconstruct the
excitation energy spectrum via the invariant mass method,
its application was hampered by the unexpectedly low ef-
ficiency of the CsI γ-detector. The overall response of the
setup is very complex and does not allow a deconvolution.
Alternative methods of data interpretation are currently in-
vestigated.
Integrated Coulomb excitation cross sections for the four
reaction channels are presented in Table 1. The result on
93Mo(γ,n) is especially important, since this isotope is un-
∗Work is supported by GSI F+E(Frankfurt).
stable and the corresponding cross section has not been
measured before. The reported errors include the contri-
butions of both the statistical (≤ 5%) and systematical (10-
12%) errors.
Integrated cross sections of the 100Mo(γ,n) and
100Mo(γ,2n) reactions were compared directly to the data
of Beil et al. [1] measured in Saclay by positron annihi-
lation, and indirectly to a photoactivation measurement by
Erhard et al. [2]. For the 1n-channel, the scaling factor
between our result and Beil et al. data is consistent with
the scaling factor reported by Erhard et al. between their
data and Beil et al. data. Both results are in agreement with
the scaling factor of 0.85± 0.03 recommended by Berman
et al. [3] for the data measured at Saclay on nuclei in the
respective mass region. A somewhat lower factor was ob-
served for the 2n-channel. It can be explained under the
assumption that the correction factor of 0.8 for the Saclay
data stems from the wrongly estimated efficiency of one-
neutron detection [3]. The efficiency of the two-neutron
detection would then be wrong by a factor of 0.8 2=0.64,
which is consistent with our result.
σexpCE [mb]
σexp
σBeil
σErhard
σBeil
92Mo(γ,n) 369± 13
93Mo(γ,n) 728± 12
100Mo(γ,n) 799± 10 0.8± 0.1 0.89± 0.09
100Mo(γ,2n) 220± 13 0.61± 0.09
Table 1: Measured Coulomb excitation cross sections. The
results for the 100Mo are compared directly to the Beil et al.
data [1]. A scaling factor reported by Erhard et al. [2] be-
tween their data and Beil et al. data is also presented.
Currently, the Coulomb excitation cross section for
94Mo is under investigation. According to [4], 94Mo is
mainly synthesized via the (γ,n) photo disintegration chain
starting from 98Mo, for 92Mo the most important produc-
tion channel is 94Mo(γ,n). The results of the analysis of
94Mo(γ,n)93Mo will also be compared to measurements
with real photons. The data will thus complete the (γ,n)
production chain of the p-isotopes of Mo.
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Coulomb Excitation of 32Ar and 34Ar ∗
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R. Reifarth2, and the R3B collaboration
1TU Mu¨nchen, Germany; 2Univ. Frankfurt, Germany; 3TU Darmstadt, Germany; 4GSI, Darmstadt, Germany
Motivation
Since experimental evidence for pygmy resonances in
neutron-rich exotic nuclei was found a particular attention
is paid to their analogues in proton-rich nuclei. Conceptu-
ally, RQRPA calculations predict the appearance of dipole
strength for proton-rich nuclei like 32Ar in the low-energy
region between 8-10 MeV excitation energy [1, 2]. How-
ever, a significant drop of resonance strength is expected
for 34Ar. In contrast to neutron-rich nuclei for which the
existence of the pygmy resonances was suggested by both
theory and experiment, the proton-rich nuclei study lack-
ing any experimental confirmation yet. At the same time
a study of neutron-deficient nuclei in the Argon region is
relevant for nuclei astrophysics [3]. The measurements of
(γ, p) reactions are interesting for the calculation of reac-
tion cross-section and radiative proton capture rates for the
rp-process, e.g. the 31Cl(γ, p) case.
Experiment
Using the Coulomb excitation method in inverse and
complete kinematics at the LAND/R3B setup at GSI, an ex-
periment using radioactive 32Ar and 34Ar beams has been
performed. The isotopes were obtained via fragmentation
of a 800 AMeV primary 36Ar beam on a 6.347g/cm2 Be-
target situated at the entrance of the FRS. The produced
proton-rich projectiles with a similar mass-to-charge ratio
were separated in flight from the primary beam and from
the other reaction products. The selected and identified
proton rich isotopes were subsequently directed to a lead
target of the LAND/R3B setup placed in Cave C. In order to
determine the excitation energy after projectile excitation
on the Pb target, all reaction products were identified (frag-
ments, protons and gammas). The reconstruction of the
excitation energy was derived from the particles momenta
using the the invariant mass technique in an event-by-event
mode, allowing for an investigation of dipole strength ap-
pearance. In order to distinguish electromagnetic and nu-
clear excitations in the Pb target, a measurements with a
carbon target was performed to estimate the nuclear con-
tribution. The background contribution is extracted from a
measurement without target in addition.
Status of the Analysis
The fragment identification was completed (A,Z, Pfrag)
and the proton tracking allows the determination of mo-
∗Supported by EMMI.
menta for 1p and 2p decays [4]. Figure 1 and 2 present
the preliminary excitation energy spectra for 32Ar(γ,p) and
32Ar(γ,2p), respectively, from the measurement with the
Pb target.
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Figure 1: Excitation energy distribution for 32Ar(γ,p)
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Figure 2: Excitation energy distribution for 32Ar(γ,2p)
For an absolute measure of the Coulomb excitation cross
section in a next step the measurements with different tar-
gets have to be normalized to separate the nuclear and back-
ground contribution. The analysis of the presented data will
be finalized and complemented with a decay model allow-
ing for an interpretation of the 1p- and 2p-decay data with
respect to the appearance of low-lying strength.
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Nuclear Breakup of 17Ne and its Two-Proton Halo Structure ∗
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17Ne is a proton-dripline nucleus that has raised special
interest in nuclear-structure physics in recent years. As a
Borromean 3-body system (15O+2p), it is often considered
to be a 2-proton-halo nucleus, yet lacking conclusive exper-
imental and theoretical evidence about its structure. There-
fore, in 2007 we have studied breakup reactions of 17Ne
secondary beams at 500 AMeV in inverse kinematics us-
ing the R3B-LAND setup at GSI. As motivated and laid
out in [1], one of the main goals in this experimental study
is the determination of the s2/d2 configuration mixture of
the two valence protons in the 17Ne ground state. We have
studied one-proton knockout reactions of 17Ne projectiles
on a carbon target, since the observables of these reactions,
such as fragment-momentum distributions, are very sen-
sitive to the angular-momentum value of the knocked-out
proton. In such a reaction, a proton can be removed from
the 17Ne halo — assumed as being either in a (2s1/2)2 or a
(1d5/2)2 configuration — as well as from 1p-shell states in
its 15O core, so that lower or higher resonances in 16F are
populated, respectively (see Fig. 1 of [1]). By gating on
events with a reconstructed 15O+p relative energy below
2 MeV, we have been able to exclusively select knockout of
a halo, that is valence, proton in 17Ne (see Fig. 2 of [1]).
In this report, we present a yet preliminary study of the 16F
transverse-momentum distributions, being observable after
carbon-induced one-proton knockout from the halo states
in 17Ne. Fig. 1a and Fig. 1b show the x and y projections
of the 16F transverse-momentum distribution, comprising
both experimental data (black crosses) and theoretical cal-
culations (coloured lines). By employing the latest version
of his Glauber-model based code [2], C. Bertulani has per-
formed calculations of the 16F transverse-momentum dis-
tributions that correspond to the knockout of either an s-
wave proton (green-dashed line) or a d-wave proton (blue-
dotted line) from the 17Ne ground state. These distributions
have been combined in a weighted superposition (red-solid
line) to fit the experimental data. Taking a weighted av-
erage from the independent measurements in x and y, we
determined a yet preliminary value for the (2s1/2)2 weight
in the halo of 17Ne of 40.8±1.3(stat)±4.0(syst) %. The
results suggests a moderately expressed two-proton halo
of 17Ne, and is in good agreement with a recent publica-
tion [3]. The ongoing work is focused on determining vari-
ous aspects of the experimental response, such as efficiency
and acceptance for detecting projectile-like protons, via the
∗Work was supported by EMMI and GSI F+E(Darmstadt). Work is
part of HGS-HIRe.
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Fig. 1: x (a) and y (b) components of the transverse-
momentum distribution of 16F, after one-proton knockout
from halo states in 17Ne on the C target. Experimental
data (black crosses) is interpreted as a weighted superpo-
sition (red-solid line) of calculated distributions describing
knockout of either an s-wave proton (green-dashed line) or
a d-wave proton (blue-dotted line) from 17Ne.
use of simulations. The aim here is to confirm and finalise
the current picture, and to determine the 0p-, 1p-, and 2p-
knockout components of the measured two-proton-removal
cross section on 17Ne, which will, e.g., allow for extracting
the spectroscopic factors of the 17Ne halo protons.
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An important part of the physics programme at the fu-
ture R3B (Reactions with Relativistic Radioactive Beams)
experiment at FAIR will be based on the study of proton-
induced reactions in kinematically complete measurements
at relativistic energies. These are in particular the Quasi-
Free-Scattering (QFS) processes of the type (p,2p), (p,pn)
etc. which will be used to investigate the single-particle
and cluster structure of neutron-proton asymmetric nuclei.
In order to establish the experimental technique of mea-
suring in inverse kinematics, a benchmark experiment was
performed in 2007 at R3B/LAND-setup in Cave C. A 12C
beam at an energy of 400MeV/u has been chosen for this
purpose since its structure is well studied and high-quality
data from proton- as well as electron-induced knock-out
reactions are available [1].
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Figure 1: Transverse momentum distribution of the recoil
11B from quasi-free proton knock-out from 12C on the hy-
drogen (CH2) target after subtracting carbon background
The setup was equipped with an array of 162 thick
NaI scintilators (Crystal Ball) covering the full solid angle
around the target for the detection and energy measurement
of high-energy protons and gammas emerging in proton
knock-out reactions. Additionally six Si micro-strip detec-
tors (SSDs) covered the forward hemisphere for accurate
tracking of the QFS protons in coincidence with residual
heavy fragments [2].
The reactions of one-proton removal from a projectile-
like 12C were observed with carbon and hydrogen (CH2)
targets. The total cross-sections to observe 11B in out-
∗Work is supported by GSI F+E(Darmstadt) and HIC for FAIR. Work
is part of HGS-HIRe.
going channels were measured to be 46.0 ± 4.4 mb and
18.4± 2.7 mb for carbon- and hydrogen-induced reactions
respectively. The result for the carbon target is in good
agreement with theoretical Glauber model calculations and
with previous mesurements [3].
Figure 1 presents a preliminary transverse momentum
distribution of the recoil 11B from 12C(p,2p)11B QFS re-
action. The distribution reflects the internal momentum of
valence protons occupying p-shell in 12C.
Figure 2: Preliminary excitation spectrum of 11B from
12C(p,2p)11B reaction. The contribution of different de-
cay channels is shown in colors. The ground-state peak is
scaled down for a better representation. Only a qualitative
interpretation can be made, since no acceptance and effi-
ciency corrections are made.
An attempt was made to reconstruct the excitation spec-
trum of the residual 11B from (p,2p) reaction combining the
results of gamma-spectrometry and invariant-mass mea-
surements of the breakup fragments. A preliminary result
is shown in the figure 2. The contribution of the s-shell
knock-out can be recognised.
The objective for the future analysis is to finalise the ex-
citation spectrum of 11B and to estimate exclusive (p,2p)
cross-sections leading to different final states.
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Single-nucleon knockout reactions and quasi-free scat-
tering are valuable tools to determine absolute spectro-
scopic factors. Quenching of these spectroscopic factors
has been observed in nuclear knockout reactions [1]. This
is in agreement with results from quasi-free electron scat-
tering [2].
The R3B-collaboration has conducted an experiment
studying knockout and quasi-free scattering for light nu-
clei in a wide A/Q range in August 2010 [3]. Among
others, the neutron-deficient carbon isotopes 10C and 11C
were measured. A 40Ar primary beam was incident on a
production target, and the selected reaction residues were
then transported through the fragment separator FRS to the
R3B-LAND setup in Cave C.
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Figure 1: Identification plot of incoming particles. The
charge of the nuclei is plotted against their A/Z ratio.
The incoming beam was identified using the time-of-
flight between two scintillators, one at focus S8 of the FRS
and one at the entrance of Cave C, and the energy loss in
a PIN diode. The incoming angle of the beam was deter-
mined from the position on two silicon strip detectors in
front of the target. Figure 1 shows a plot of the charge of
the incoming particles versus the A/Z ratio derived from
their time-of-flight.
The target area was surrounded by a NaI array used for
γ and proton detection and a box consisting of four silicon
strip detectors. After passing through the ALADIN mag-
net, the outgoing fragments were identified and tracked us-
ing the position and energy information given by two ad-
ditional silicon strip detectors, two fiber detectors, and a
time-of-flight wall.
Figure 2 shows the result of this tracking for an experi-
∗Supported by the state of Hesse through the LOEWE center HIC for
FAIR, and through the GSI-TU Darmstadt cooperation contract.
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mental run using a CH2 target. Cuts on incoming 11C and
outgoing boron (Z = 5) have been applied. As one can
see, it is possible to separate the different boron isotopes,
8B and 10B.
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Figure 3: Comparison of the proton multiplicity measured
by the NaI detector for a CH2 (solid) and a carbon target
(dashed).
In Figure 3 the proton multiplicity as measured by the
NaI array is compared for the CH2 and the C target. As ex-
pected, the detection of two coincident protons is enhanced
for the CH2 target due to the larger influence of quasi-free
scattering. The analyis is in progress.
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Magic numbers are considered as the backbone of nu-
clear structure since last sixty years, due to its applicabil-
ity to explain properties of the nuclei near stability line. 
Through various experiments using Radioactive Ion 
Beam (RIB) facilities, it has been observed that those 
long cherished magic numbers are not valid anymore in 
neutron rich nuclei like 32Mg etc. The possibility of 
breakdown of magic number was hinted in the late 1980’s 
by Thibault et. al.[1] from the mass measurements in so-
dium nuclei (31,32Na). Later, Motobayashi et. al.[2] 
showed large deformation in 32Mg from BE(2) value 
measurements. A possible reason for this breakdown may 
be the occupation of valence nucleon(s) in pf shell rather 
than the expected sd shell in nuclei around N ~ 20. This 
leads to the concept of “Island of Inversion”. 
The exclusive set-up for kinematically complete 
measurement, the R3B-LAND set-up, was used to study 
the properties of neutron rich nuclei around N~20, 
through electromagnetic excitation. Short-lived 
radioactive nuclei were populated by the fragmentation of 
40Ar beam (at 531 MeV/u) on a Be (8 gm/cm2) target at 
fragment separator (FRS). A Secondary beam from the 
FRS, containing various isotopes (like 29,30Na, 31-33Mg, 
34,35Al etc.) with A/Z between 2.55 to 2.85 (Fig. 1), was 
bombarded on target of Pb (for electromagnetic 
excitation) and CH2 (for nuclear excitation). Empty target 
runs were taken for reaction in the detectors themselves.  
  Low-lying dipole strengths has already been 
observed in nuclei like 11Be [3], 19C [4], 15,17C [5],  17-22O. 
For lighter neutron-rich nuclei the strength is mainly due 
to single particle excitation. Ground state configuration of 
these light neutron rich nuclei can be obtained by compar-
ing experimental Coulomb breakup cross section with 
direct breakup model calculation [3-5]. Recent measure-
ments regarding ground state spin of   33Mg [6, 7] are in 
contradiction with that obtained from a beta-decay meas-
urement [8]. The present experiment aims in validating 
the correct one. It is also our particular interest if the low 
lying dipole is pure single particle in nature or coupled 
with collective modes. 
     
Fig. 1: Incoming ID plot. 
Calibration of silicon strip detector (SST) and Time of 
Flight Wall (TFW) in the path of outgoing fragments have 
been performed. Fig. 2 shows a 2D plot of the charge of 
outgoing fragments from TFW and SST detectors before 
and after ALADIN, respectively. 
 
Fig 2: Outgoing fragment charge correlation (TFW:SST) 
Through this experiment it will be possible to study 
experimentally the neutron-rich nuclei in the “island of 
inversion” region such as 29,30Na, 31-33Mg, 34,35Al etc. 
where lots of contradictory experimental and theoretical 
studies have already been done.  
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Measurements of (p,pX) neutron and proton knockout reactions on 57Ni∗
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One-nucleon-knockout reactions in inverse kinematics
have been used to investigate the shell structure of short-
lived nuclei. In the dedicated experiments, light targets
such as Be or C are typically used, allowing for an analysis
of only surface interactions (valence nucleons), and usually
the heavy projectile-like fragments are detected. In this re-
port, an exclusive experimental approach for investigating
exotic nuclei using proton-induced knockout reactions is
discussed. The experiment performed at the LAND-R3B
facility at GSI allowed for an analysis of (p,2p) as well
as, for the first time, (p,pn) reactions in inverse kinematics
from kinematically complete measurements of the incom-
ing and outgoing channels. The structure of 57Ni is ad-
dressed in the current work in proton and neutron knockout
reactions populating states in 56Ni and 56Co, respectively.
A 500 AMeV secondary cocktail beam was directed
into Cave C, on a 216 mg/cm2 thick polyethylene (CH2)
target. The energy of the projectile was chosen such that
the outgoing nucleons have energies in the minimum of the
nucleon-nucleon cross-section, thus meeting “the quasi-
free scattering” condition. Runs without a target and with
a C target (187 mg/cm2) were also taken, in order to deter-
mine the contribution of the background and of the reac-
tions on the carbon component in CH2. The incoming 57Ni
and outgoing heavy fragments were identified by ToF, ΔE
and position measurements before and after the target.
A detailed analysis of the quasi-free-knockout reactions
is performed with two particular detectors surrounding the
target position. The CsI detector is an array of 144 indi-
vidualy read-out CsI(Na) crystals of 12 different shapes,
distributed in 12 segments surrounding the beam pipe (30 ◦
resolution in azimuthal angle). It is used for detection of
prompt γ-rays, protons and neutrons. A detector consist-
ing of 12 individually read-out plastic paddles (50x2.5x0.5
cm3) was placed between the beam pipe and CsI, cover-
ing polar angles from ∼10◦ to 90◦. Its purpose is to tag
the protons that further hit the CsI volume. The quasi-free-
knockout character of the reactions was identified event-
wise by the reconstructed angular correlations of the scat-
tered nucleons in these detectors. The two correlated nu-
cleons are in the same plane (Δϕ ∼180◦) with an average
opening angle of Δθ ∼80◦.
Inclusive cross sections of one-proton and one-neutron
knockout from 57Ni have been deduced and momentum
distributions of the corresponding residual 56Co and 56Ni
fragments have been reconstructed. The experimental
setup is also capable to distinguish different reaction chan-
nels by observing the gamma decay of excited fragments.
∗Work supported by HIC for FAIR, EMMI and GSI F+E(Darmstadt).
Work is part of HGS-HIRe.
Comparison of the momentum distributions of ground and
excited states with theoretical calculations will allow for
the separation of the angular momentum states occupied by
the knocked-out nucleon in the 57Ni ground state. For ex-
ample, knock-out of the neutron from the p 3/2 shell in 57Ni
will result in a 56Ni residual in the g.s., whereas knocking
out a neutron from the closed f7/2 shell will lead to an ex-
cited 56Ni, which will deexcite via gamma cascades.
Analysis of 56Ni residues has been carried out within
this work. An addback algorithm was used to recon-
struct the protons, neutrons and gammas in the CsI detec-
tor. The deexitation from different excited states resulted
in a spectrum with expressed transitions of 1.2 MeV, 1.7
MeV, 2.23 MeV and 2.7 MeV energies (Fig.1). The figure
represents an example for the comparison of experimental
data with a simulation of two final excited states (4935.5
keV and 5665.1 keV [1]) with a rough consideration of
50% probability for each. There is an overall agreement
with the experiment and the inconsistency in the low en-
ergy region is being investigated. Analysis of proton and
neutron responses is in process. Simulation of the cor-
responding reaction scenarios are in progress and will be
used to extract differential cross sections for the reactions
57Ni(p,pn)56Ni(g.s.) and 57Ni(p,pn)56Ni(excited states).
Comparison of these cross sections to single-particle model
calculations will allow for the extraction of corresponding
spectroscopic factors.
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Figure 1: The energy spectrum of the highest energy
gamma cluster reconstructed in each event. Solid line -
experiment, dashed line - simulation of 5→(3+)→2+→0+
(50%) and 4+→2+→0+ (50%) transitions.
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The 152Sm(p,n) reaction and the LENA detector∗
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Under stellar conditions, low-lying excited states in nu-
clei are in thermal equlibrium with the ground state. If
those excited states undergo β-decays with a higher rate
than the ground state, the β-decay half-life of this nucleus
is dominated by the excited state. The corresponding life-
times are extremly difficult to measure directly on earth,
since the excitation occurs mostly via internal transition.
If the β-decay occurs via the Gamow-Teller transition
(ΔL = 0, ΔS = 0, Δ Tz = ±1), charge exchange reactions
allow to investigate the decay strength. As shown in [1],
there is a proportionality between the cross sections from
(p,n) reactions at low momentum transfers (close to 0◦) and
Gamow-Teller strength distribution values (B(GT)):
dσCE
dΩ
(q = 0) = σ̂(q = 0)B(GT ). (1)
In order to verify the method of measuring the B(GT)
strength of unstable heavy nuclei via inverse kinematics,
the reaction p(152Sm,152Eu)n was used as a test case. This
measurement allows to set constraints on the temperature
dependent electron capture of 152Eu, which is an important
s-process branching point.
The experimental task is to measure the cross section at
small momentum transfers. In Fig. 1 the simulated reaction
kinematics for a beam energy of 300 AMeV are plotted.
The symbols show the energies of the emitted neutrons as
a function of the angle relative to the incoming beam for
different excitation energies.
LENA
A newly developed Low Energy Neutron detector Ar-
ray (LENA) was used to measure the neutrons, which are
emitted at large angles relative to the incoming beam. In
the recent configuration it consits of 15 scintillating plas-
tic bars with a size of 1x4.5x100 cm3, splitted into three
arrays of five bars each. Every bar is read out with one
photomultiplier at each end, which not only allows to deter-
mine the detection time, but also the interaction point and
the emission angle of the neutron. LENA was developed
at ATOMKI Debrecen in cooperation with GSI [2]. During
the experiment, the detector covered the region between 76
and 79 degrees relative to the incoming beam, which cor-
responds to a center of mass angle of roughly 1.5 degrees
and a neutron energy of about 120-220 keV. Two of the ar-
rays were placed vertically at the level of the beam line in a
∗This project was supported by the Helmholtz International Center
for FAIR and the Helmholtz Young Investigator Group VH-NG-327, GSI
F+E(Frankfurt) and HGS-Hire.
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Figure 1: Simulation of the reaction kinematics for a
152Sm(p,n) reaction with 300 AMeV beam energy. The
kinematic energy of the recoil neutron is shown as func-
tion of the angle relative to the incoming beam. LENA was
positioned to cover the area between 75 and 79 degrees,
which corresponds to a center of mass angle of roughly 1.5
degrees and a neutron energy of about 120 to 220 keV.
distance of about 1 meter, the third was placed horizontally
1 meter above the beam line.
The s405 experiment took place at the R3B/LAND setup
in cave C at GSI during october 2011. The results should
serve as a proof of principle for the extraction of Gamow-
Teller strength via inverse kinematics in case of heavy un-
stable isotopes, as already shown for isotopes in the iron re-
gion [3]. The method will allow to improve the description
of electron capture rates on nuclei, important for modeling
the nucleosynthesis processes in late evolution stars.
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Measurements of proton-induced reactions on ruthenium-96 at the ESR∗
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1GSI Darmstadt, Germany; 2University of Frankfurt, Germany
Introduction
The p-process nucleosynthesis is responsible for the pro-
duction of the rare, proton-rich heavy isotopes (p-nuclei),
which cannot be made by neutron capture. This process
occurs in supernovae, where (p,γ) and (γ,n) occur on the
seed s- and r- nuclei at high temperatures. The Experimen-
tal Storage Ring (ESR) at GSI provides the possibility to
measure the cross sections for the (p,γ) reactions in inverse
kinematics near the p-process Gamow window.
Measurements of 96Ru(p,γ)97Rh reaction
A pioneering experiment has been performed at ESR us-
ing a stable 96Ru beam and a hydrogen gas target. The
fully stripped 96Ru ions were injected into ESR and slowed
down to energies of 9, 10 and 11 AMeV. The thickness of
the hydrogen target was 1013/cm2 [1]. The most impor-
tant reactions of fully stripped ruthenium ions with hydro-
gen molecules are electron pick-up and proton-induced nu-
clear reactions like (p,γ), (p,n) and (p,α). The detection
efficiency for (p,γ) events was close to 100%.
Monte-Carlo simulations with Geant4 code
In order to understand and subtract background from
competing reactions, the most intense background sources
were simulated using Geant4 [2]. The simulation com-
prises all beam pipes, quadrupole magnets and the dipole
between the hydrogen target and the detector location as
well as the DSSSD itself. Based on Geant4 simulations, a
prediction of the distribution of the reaction products in the
detector for different reactions was performed (see Fig.1).
Cross section determination
As the experiment was performed at energies of 9-11
AMeV, competing (p,n) and (p,α) reactions occurred too.
These events have to be discriminated from the desired pro-
ton capture reactions based on the position on the Dou-
ble Sided Silicon Strip Detectors (DSSSD), mounted in a
pocket on the inside of ESR. The thickness about 25 μm of
the pocket window restricted the beam energy to above 9
AMeV. An additional background component is the elas-
tic scattering of ruthenium ions on protons. Multi-Wire
Counters were installed on the outer side of the first dipole
after the hydrogen target to detect products from electron
pick-up. Germanium X-ray detectors were mounted close
∗Work supported by the HGF Young Investigators Projects VH-NG-
327 and VH-NG-331, the ERC grant no. 203175, HIC for FAIR and F&E
Frankfurt/GSI.
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Figure 1: Position of reaction products on the Double Sided
Silicon Strip Detectors.
to the target at angles 35 and 90 degree to detect the emit-
ted X-rays. The reaction cross section was measured rel-
ative to the electron pick-up cross section (96Ru44++e−
→96Ru43+), thereby eliminating uncertainties from target
thickness and number of primary 96Ru ions. A rough
estimate of the proton capture cross section of 96Ru at
11 AMeV gives 1.5-3.5 mb, which is comparable to the
predictions from the NON-SMOKER code [3].
Outlook
As subsequent experiments, the assessment of (α,γ) re-
actions and the measurement of the 112Sn(p,γ)113Sb cross
section are planned. Because the dipoles deflect the prod-
ucts of (α,γ) reactions significantly stronger than the prod-
ucts of (p,γ) reactions, the detection of the (α,γ) products
has to happen closer to the dipole. In the next experiment,
the DSSSD will be installed at the end of the first dipole
after the gas target to detect both, the products of (p,γ) re-
actions and the products of (α,γ) reactions. Besides, the
DSSSD will be directly installed in the vacuum omitting
the pocket window. Thus, the (p,γ) reactions can be inves-
tigated at lower energies of about 5 AMeV, near the Gamow
window.
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Longitudinal momentum width in fragmentation reactions  
M. V. Ricciardi1, A. Bacquias1, A. Kelić-Heil1, K.-H. Schmidt1 
1GSI, Darmstadt, Germany
The longitudinal momentum of fragmentation products 
separated and identified in ion-optical devices can be 
measured with great precision by their magnetic rigidity 
[1]. With this method, precise and absolute velocity val-
ues can be also used to disentangle binary-decay and fis-
sion fragments from evaporation residues and multifrag-
mentation products. Recently, an analytical description of 
the standard deviation (σP||) of longitudinal momentum 
distributions of fragmentation and multifragmentation 
products has been established [2]. With respect to the 
previous works of Goldhaber [3] or Morrissey [4] limited 
to close-to-projectile fragments, the new study was 
extended to the entire production range, down to the 
lightest observed fragments. In this context, beside the 
contribution of abrasion, the effects of thermal break-up 
and sequential evaporation had to be included. The 
formula of Bacquias [2] is not empirical: it is based on a 
solid physical description of the physical processes 
behind the formation of the fragmentation products. On 
the other hand, in order to have a simple analytical 
formula useful for technical applications, some simplify-
ing assumptions in the description of the different proc-
esses were done. The assumptions are justified for mid-
peripheral collisions of relativistic heavy ions.  In this 
work, we tested the predictive power of Bacquias' formula 
in two "extreme" conditions: at lower energy, and for 
lighter projectile nuclei. 
In Figure 1, we present the results for the fragmentation 
of 140 A MeV 48Ca on Be [5]. In this intermediate energy 
regime, higher than Fermi energy and lower that relativis-
tic energy, longitudinal momentum distributions exhibit 
an asymmetry, which is attributed to the existence addi-
tional reaction mechanisms apart from the fragmentation 
component. Dissipative processes are responsible for the 
low-momentum tail, while neutron pick-up in the 
prefragment formation introduces a broadening. By 
means of a fitting procedure, Mocko evaluated the "pure" 
fragmentation component in the longitudinal momentum 
distributions, whose width is represented by the dots of 
Figure 1. The analytical formula of Bacquias (solid red 
line) reproduces satisfactorily the experimental data, 
demonstrating the validly of the physical description of 
the fragmentation process. 
In Figure 2, the width of the longitudinal momentum 
distribution of the fragments produced by 2.1 A GeV 16O 
on different targets [6] is shown. The very old experimen-
tal data are rather scattered, and leave much space to the 
possible theoretical predictions. Nonetheless, the com-
parison gives us some clear indications. First of all, the 
parameterisation of Morrissey is not well adapted to the 
description of light projectiles; here less than one third of 
the data can be reproduced by the Morrissey systematic. 
Secondly, multifragmentation is an important process, 
which should be modelled. This is evident when compar-
ing the red (full Bacquias calculation) and green (Bac-
quias calculation without multifragmentation) curves. 
 To conclude, although the formula of Bacquias regards 
the fragmentation of relatively heavy projectiles at relativ-
istic energies, it works satisfactorily also for lighter pro-
jectiles and at lower energies. This result could be inter-
esting for technical applications in other laboratories, 
where these conditions are met. 
 
 
 
Figure 1: Dots: Experimental standard deviation of the 
longitudinal momentum distribution for fragmentation 
events in 140 A MeV 48Ca on Be [5]. Line: prediction of 
Bacquias' analytical formula [2]. 
 
Figure 2: Dots: Experimental standard deviation of the 
longitudinal momentum for fragmentation products of 2.1 
A GeV 16O on different targets [6]. Lines: red: prediction 
of Bacquias' analytical formula [2]; green: prediction of 
Bacquias' analytical formula when multifragmentation is 
excluded; blue: Morrissey systematic [4] 
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Re-acceleration effect in the 124Sn+124Sn and 112Sn+112Sn reactions at 1 A GeV 
V. Föhr1,2, A. Kelić-Heil1, M.V. Ricciardi1 and K.-H. Schmidt1 
1GSI, Darmstadt, Germany; 2University of Jyväskylä, Finland.
The longitudinal re-acceleration phenomenon of the 
fragmentation residues, was observed originally in the 
projectile fragmentation of uranium [1,2] at the Fragment 
Separator (FRS), GSI Darmstadt. According to transport 
calculations [3], this phenomenon is related to the partici-
pants blast, and the longitudinal momenta of the surviving 
residues can give a direct access to the momentum-
dependent properties of the nuclear mean field (MF), little 
affected by the uncertainties in nuclear incompressibility 
[3]. After this first experimental observation, a set of ex-
periments was carried out at the FRS. The present work is 
devoted to a study of the importance of the isospin ef-
fects. To this purpose the fragmentation of two systems, 
112Sn+112Sn and 124Sn+124Sn at 1000 A MeV, whose N/Z 
ratio is 1.24 and 1.48 respectively, was studied. If there 
are sensible effects of the momentum on the isospin de-
pendence of the MF one could expect sensible differences 
[3] for the momentum transfer to the spectators, that 
would be visible in the mean longitudinal velocity of frag-
ments from systems with different isospin content. The 
experimental set-up, data analysis and experimental re-
sults obtained in these two reactions have been published 
in ref. [4]. 
In the present contribution the BUU transport model is 
used to calculate the prefragment velocities. We consider 
some of the parameters of the model and their impact on 
the prefragment velocity in a similar manner that was 
performed in ref.  [3], while expanding the studied range 
of impact parameters to include very peripheral collisions. 
In fact, the code was specifically tailored for these calcu-
lations in order to provide more accuracy on the velocities 
near the beam velocity [5]. 
In order to compare the BUU predictions with experi-
mentally measured velocities, the code has been coupled 
with the GSI reaction model ABRABLA [5,6]. Details of 
this coupling are given in ref. [7]. BUU calculations have 
been made assuming the soft EOS; one set of the calcula-
tions corresponds to the momentum independent mean 
field and reduced in-medium nucleon-nucleon cross sec-
tion (MI,IN-MED) while the second set to the momentum 
dependent mean field and free nucleon-nucleon cross-
section (MD,FREE). The results for the mean value of the 
longitudinal velocity distributions obtained from these 
coupled calculations are shown in Fig. 1 together with the 
experimental results for both systems.  
Fig. 1 verifies that the coupled calculation is able to 
produce the experimental data quantitatively very well for 
the heavier masses.  The calculated 124Sn projectile rem-
nants shows slightly higher re-acceleration than the ones 
from 112Sn which is in qualitative agreement with data. In 
mid-peripheral collisions, populating the final residues 
with mass losses <0.5, the simulations show that the rap-
idly expanding participant zone interacts with the specta-
tor matter giving substantial enhancement on the longitu-
dinal velocity. The comparison with measured data seems 
to favour the enhancement of the explosion of the fireball 
due to strong momentum dependence of the nuclear mean 
field and due to free NN cross section.  However, even the 
strongest obtained forward velocity enhancement in the 
calculations fails to quantitatively reproduce the mean 
velocities in the lower final mass area.  This discrepancy 
seen in this mass range was found to be about the same 
size as the enhancement obtained by changing the model 
parameters.  
The observed difference in the re-acceleration part of 
the velocity mean value is merely due to mass difference 
between the two projectiles and not so much due to their 
different neutron-to-proton ratio. 
 
Figure 1: Mean values of the longitudinal velocity distri-
butions of the final residues as measured in 112Sn + 112Sn 
in and in 124Sn + 124Sn at 1·A GeV together with the cou-
pled calculations performed with BUU + ABRABLA. 
Experimental uncertainties are not plotted for clarity.  
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Figure 1: s-process path in the vicinity of the branching point 85Kr. Stable isotopes are distuingished 
by bold frames. The integrated mass flow is plotted for 8 orders of magnitude.
s-process simulations in TP-AGB stars
A. Koloczek1, R. Reifarth1, M. Pignatari2, C. Ritter1, K. Sonnabend1, and the NuGrid collaboration
1University of Frankfurt, Germany; 2University of Basel, Switzerland
Introduction
After the big bang nucleosynthesis the universe con-
sisted mainly of Hydrogen and Helium. This elemental
composition was altered by stars through fusion. At some
point fusion stops being efﬁcient so that stars can only build
up higher elements by neutron capture. One site for this
to take place is in TP-AGB stars (Thermal Pulse Asymp-
totic Giant Branch Stars) during the s-process (slow neu-
tron capture) [1]. The main s-process takes place in the He
shell of low mass AGB stars in the period between ther-
mal pulses. The driving neutron source during this period
is the 13C(α, n) reaction. This period is referred to as 13C
pocket.
In order to calculate the s-process abundance distribu-
tion in stars, one needs not only the stellar model but also
a complete nuclear reaction network, which has to be fed
with experimental data. The NUGRID collaboration devel-
oped a tool to post-process nucleosynthesis after the stellar
model has been calculated. This way, the computing time
can be reduced and different reaction networks can easily
be used with the same stellar model.
Research activity
In 2011 we focused on setting up a computing grid
at Goethe-Univerity Frankfurt am Main for the multizone
post processeing software (mppnp) and performed sensi-
tivity studies for a 13C-Pocket in a 3 Solar Mass TP-AGB
Star for the branching point 85Kr in the uncertaintyrange of
the KADONIS database [2]. Tools for the analysis of these
studies are being developed at the moment.
An Example for the mass ﬂow for the default rates in a
13C pocket in the vicinity of 85Kr is depicted in Fig. 1.
If one changes the rate within the recommended uncer-
tainty for the reaction 85Kr(n, γ) the branching ratio 86Kr
/ 84Kr changes signiﬁcally.
Another emphasis was put on identifying a possible
scenario for the LEPP (Light Element Primary Process).
The idea is that nucleosyntheses with neutron densities
around 1015 cm−3 occur in hydrogen combustion convec-
tive boundary mixings which were identiﬁed in hydrody-
namic simulations of AGB stars [3]. For this scenario
a two-zone model was developed to mix fresh Hydrogen
shell material into the Helium intershell, but it turned out
that two zones are not sufﬁcient. At the moment a three
zone model is being develloped, which should give the
same results as the hydrodynamic simultations of convec-
tive boundary mixing, which can then be used to verify this
scenario for the LEPP.
Conclusions and outlook
The sensitivity studies and analyses will be performed
on other s-process branching points. This helps to identify
crucial reaction rates which should be measured in future
experiments. After completing the three-zone model, sim-
ulations of a wide variety of parameters will be performed
in order to identify if the proposed process is a general one
and can therefore be accounted as the main scenario for the
LEPP.
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Neutron capture on the s-process branch point nucleus 63Ni
M. Weigand1, T.A. Bredeweg2, A. Couture2, M. Jandel2, F. Ka¨ppeler4, G. Korschinek3,
J.M. O’Donnell2, R. Reifarth1, J.L. Ullmann2, and A. Wallner5
1Goethe Universita¨t, Frankfurt, Germany; 2LANL, Los Alamos, USA; 3TUM, Garching, Germany;
4FZK, Karlsruhe, Germany; 5Universita¨t Wien, Austria
Introduction
One of the important questions in nuclear astrophysics is
how the observed abundances of elements came to be. For
this reason, it is important to know the rates of all relevant
reactions under the different conditions found in the uni-
verse. Most of the elements heavier than iron have been and
still are synthesized in neutron-induced reactions in stars
of different stages. Nearly all of the observed abundances
are either formed by the s- or the r-process in almost equal
shares.
The precise s-process path depends on parameters like
temperature, neutron density, cross sections (CS) and half-
lifes in case of unstable isotopes. Such unstable isotopes on
the s-process path play a special role. They act as branch-
ing points, creating different possible ways for the nucle-
osynthesis, neutron capture and β-decay compete. This
branching and its ratio affects the isotopic abundancies of
the heavier elements. Therefore it is important to know the
capture CS for these isotopes. 63Ni with t1/2 ≈ 100 yrs is
one of these branching points.
In order to determine the neutron capture cross sec-
tion in the astrophysical energy region (kTastro ≈ 1...100
keV), an experiment at the Los Alamos National Labora-
tory has been performed using the calorimetric 4π-BaF2
array DANCE.
The DANCE array at LANSCE
Driver of the experiments at LANSCE is a 800 MeV pro-
ton LINAC. High energety protons hit a tungsten spallation
target to produce a neutron ﬂux spectrum. The beam lines
are arranged radially around the target. The DANCE detec-
tor at ﬂightpath 14 consists of a spherical array of 160 4π-
Figure 1: A preliminary cross section plot.
BaF2 scintillators equipped with PMT’s. Since almost the
complete solid angle is covered, the sum energy of gamma
cascades from single capture events can be measured. This
allows to distinguish between neutron captures on different
isotopes based on the Q-value of the reaction. The neu-
tron energy is measured via the time-of-ﬂight method. Ad-
ditionally the event multiplicity (number of crystals ﬁred)
can be used to discriminate background.
Preliminary results
The sample was produced 20 years ago via neutron irra-
diation of an enriched 62Ni sample. The total mass is 347
mg with only 11% of 63Ni. But small amounts of other Ni
isotopes are still present, along with 59Ni, which was also
produced in the reactor. Additionally, the decay of 63Ni
over this time lead to an amount of almost 6 mg of 63Cu. A
preliminary result of the 63Ni experiment is shown in ﬁgure
1. The (n,γ) CS of 63Ni has been determined relative to the
known 62Ni CS, which was also measured at Los Alamos
in 2008 [1]. Various possible 63Ni resonances have been
identiﬁed via the Q-value. The contribution of other iso-
topes in the sample could be identiﬁed. Resonances from
59Ni, 62Ni and 63Cu are visible, but most of it can be dis-
criminated with a narrow cut on the Q-value of 63Ni(n,γ)
at 9.658 MeV. With this information the CS determination
is possible in selected areas.
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Calculations using the macroscopic-microscopic model
(MM) resulted in two islands of increased stability in the
region of the heaviest nuclei, one for deformed nuclei at 
Z=108 and N=162 and one for spherical superheavy nu-
clei (SHN) at Z=114 and N=184 [1]. Whereas the exten-
sion of the region of deformed nuclei is well explored
using cold fusion reactions [2,3], the structure of the is-
land of SHN is still unknown, although isotopes of ele-
ments up to Z=118 were synthesized in recent years [4]. 
 QĮ values calculated in various models emphasize this
uncertainty. In Fig. 1 we show calculated QĮ values over a
wide range from Z=104 to 122 for an Į-decay chain pass-
ing through 300120 and 292116. Two of the theoretical data
shown are based on the MM model [5,6], one on the self-
consistent mean field model using the Skyrme-Hartree-
Fock-Bogoliubov (SHFB) method [7], one on the relativ-
istic mean-field (RMF) model [8], and one on a semiem-
pirical shell-model mass equation having Z=126 and N=
184 as spherical proton and neutron shells [9].
Experimental data known for 288114 and 292116 [4,10]
are also shown in Fig. 1. These data do not rule out one or
the other model with respect to an extrapolation to heavier
elements. However, the slope of the data reveals that a
pronounced shell effect at Z=114 and N=174 as obtained
in [6] is not observed. Similar conclusions can be drawn
from a comparison of QĮ values passing through the de-
cay chain of 298120, where experimental data are known
from the decay chain of the daughter 294118 [4].
Decisive for determining the location of the SHN 
closed proton shell or subshells will be experimental QĮ
values on nuclei of the elements 119 and 120. If the pre-
dictions of the MM models are correct, then the QĮ values
of these nuclei will further increase so that nuclei of ele-
ments beyond Z=120 will have half-lives below 1 μs,
which cannot be measured with present techniques.
For the synthesis of the new elements 119 and 120 only
few reactions seem to have a realistic chance to be success-
ful. For experiments at SHIP we proposed reactions based
on the relatively unproblematic target material 248Cm. The 
resulting reaction for element 119 is 51V + 248Cm ĺ
299119* and for element 120 it is 54Cr + 248Cm ĺ 302120*.
A first part of the Z=120 experiment was performed in
April-May 2011. Priority during the 33 days of beam-on-
Figure 1: Comparison of measured and calculated QĮ val-
ues for nuclei of the decay chain passing through 300120
and 292116.
target had the study of the target response at increasing
beam intensity. Therefore, the beam intensity was limited
to a maximum of 650 pnA, the mean value was 400 pnA.
To facilitate a measurement of microsecond activities, the
digital pulse processing complemented analogue data
acquisition [11]. A cross-section limit of 0.56 pb was
reached. We plan to continue the experiments using 
248Cm targets and higher beam intensities as soon as pos-
sible.
Supported by GSI F+E, HI Mainz, JINR Dubna, Slovak
Research and Development Agency, and US Department
of Energy.
References
  [1] S.G. Nilsson et al., Nucl. Phys. A 131, 1 (1969).
  [2] S. Hofmann, G. Münzenberg, RMP 72, 733 (2000).
  [3] K. Morita et al.,  J. Phys. Soc. Jpn. 76, 45001 (2007).
  [4] Yu.Ts. Oganessian, J. Phys. G 34, R165 (2007).
  [5] I. Muntian et al., Phys. At. Nucl. 66, 1015 (2003).
  [6] P. Möller et al., ADNDT 66, 131 (1997).
  [7] S. Cwiok et al., Nature 433, 705 (2005).
  [8] M. Bender, Phys. Rev. C 61, 31302 (2000).
  [9] S. Liran et al., Phys. Rev. C 63, 17302 (2000).
[10] S. Hofmann et al., GSI Report 2011-1, 197 (2011).
[11] R. Grzywacz et al., NIM B 261, 1103 (2007) and
 contribution to this report by D. Miller et al. 
GSITemplate2007
GSI SCIENTIFIC REPORT 2011 PHN-NUSTAR-SHE-01
205
GSITemplate2007 
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The heaviest elements were discovered in 48Ca-induced 
fusion reactions with actinide targets [1]. The observation 
of the hitherto heaviest element 118 was claimed from 
irradiations of targets of 249Cf, which is the highest-Z nu-
cleus that is available in sufficient quantities. Hence, to 
search for elements beyond Z=118, reactions induced by 
projectiles with Z>20 are required. Previously, 64Ni+238U 
[2], 58Fe+244Pu [3], and recently 54Cr+248Cm [4] were 
studied, but element 120 is yet to be discovered. Theoreti-
cal predictions [5-8] agree on the 50Ti+249Cf reaction to 
have the highest cross section. Accordingly, the TASCA 
collaboration selected this reaction to search for element 
120. Maximum predicted cross sections range from 0.04 
pb [5] to 0.75 pb [6, 8]. For comparison, the 48Ca+249Cf 
→ Z=118 experimental cross section is 61 3050
.
..
+
−
pb [9]. 
On the way to a first search experiment for element 120 
at TASCA, upgrades of several key components were 
performed, compared to the setup as used for the 
244Pu(48Ca,3-4n)288,289114 reaction [10, 11]. These include 
the implementation of a larger-area target wheel with 100 
mm diameter comprising four targets [12]. The heat of 
each 5-ms long UNILAC macropulse is now dissipated 
over a four times larger area (6 cm2) than in the old sys-
tem (1.4 cm2) used for element 114. 
The separation from unwanted nuclear reaction prod-
ucts was increased by a factor of ~10 [13] by (i) imple-
menting a carbon stripper foil in front of the target to in-
crease the beam charge state, (ii) a fixed scraper mounted 
in the center of the first quadrupole magnet, and (iii) a 
second, moveable scraper mounted behind the second 
quadrupole. Both scraper positions were chosen based on 
ion-optical simulations, which predicted significant back-
ground suppression without loss in EVR efficiency due to 
the scrapers. Measurements, e.g.,  of the 48Ca+208Pb reac-
tion, confirmed the expectations (see also [14]). The effi-
ciency of TASCA for element 120 produced in the reac-
tion 50Ti+249Cf was calculated to be (62±6)%. Discrimina-
tion between various event types was enhanced by im-
proving the multi-wire proportional counter veto detector 
efficiency compared to the element 114 experiment. Sev-
eral predictions of decay properties of isotopes produced 
in the 50Ti+249Cf reaction suggest their half-lives, T1/2, to 
be on the order of μs. This is shorter than the dead-time of 
the data acquisition (DAQ) system used in 2009 [11]. 
Therefore, a fast digital sampling pulse processing system 
was built and integrated into the DAQ system [15]. This 
allowed registering events with T1/2 as short as 100 ns, as 
confirmed in a study of the reaction 50Ti+176Yb, which 
yields decay chains with very short-lived members [16]. 
Old 249Cf samples were chemically reprocessed and 
electrodeposited on ~2.2-μm thick Ti backings by molec-
ular plating [17], yielding ~0.5-mg/cm2 thick targets.  
In August-October 2011, a first experiment to search 
for element 120 was conducted. Intense beams (0.5-1.0 
μApart) were applied on the Cf targets during 39 days of 
beamtime. The data analysis is in progress.  
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In preparation for an approved experiment aiming at X-
ray fingerprinting of element 115 decay chains to unam-
biguously determine the atomic number of the involved
nuclei, a number of final tests were performed in June
2011. The main experiment is designed to measure the
energies of characteristic X-rays emitted following de-
excitation via internal conversion in coincidence with α
decays into excited states. 287115 will be produced in
the 243Am(48Ca,4n) reaction, isolated in the gas-filled re-
coil separator TASCA [1], and guided to the TASISpec
setup [2].
In this experiment we studied which of the two ion-
optical modes of TASCA [1] is more beneficial to use
together with TASISpec. Previously, TASISpec has
been used with TASCA in the “Small image mode”
(SIM) with good results. However, simulations and ex-
periments [4] have shown that insertion of slits inside
TASCA can decrease the background in “High transmis-
sion mode” (HTM) significantly. To investigate the per-
formance of TASISpec with TASCA in HTM, the reac-
tion 208Pb(48Ca,2n)254No was used (for details, see [3]).
First, the previously determined optimal TASCA SIM
quadrupole magnet settings for TASISpec were confirmed
to yield the maximum transmission. Secondly, a series of
HTM tests using the nominal TASCA focal-plane detec-
tor confirmed that a strong background suppression can be
achieved by inserting slits in TASCA. Thirdly, the HTM
magnet settings were optimized to give the best trans-
mission of 254No into TASISpec. This optimization was
guided by simulations [5] of the trajectories of 254No
through TASCA. Relative experimental transmissions were
derived from the number of events recorded in the α peak
from 254No in the TASISpec implantation detector, nor-
malized to the beam integral. The optimal settings were
found within the range of magnet settings suggested by the
simulations.
The spacial distribution of 254No events over the TASI-
Spec implantation detector with TASCA in HTM is illus-
trated in Fig. 1(b), showing data from a simulation of the
∗This work was co-funded by the European Commission under the ca-
pacities program (Grant Agreement Number FP7-227867, ENSAR), and
supported by the Helmholtz Institute Mainz. We also thank the Royal
Physiographical Society in Lund for funding of equipment.
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Figure 1: (a) Energy spectra accumulated using SIM (blue)
and HTM (black). (b) Simulated distribution, in HTM, of
254No in the TASISpec implantation detector [3].
experiment. The implantation profile is elongated in the
horizontal direction, as expected in HTM. Since the ions
have to pass a cylindrical tube on their way to TASISpec,
the best use of the two focusing quadrupoles turned out to
be when the horizontal focusing is somewhat stronger than
the vertical one. The optimized settings established in this
experiment can be used for determining how to tune the
magnets in other experiments using TASISpec with HTM.
The transmission to TASISpec with TASCA in HTM
was∼80% of the one achieved in SIM. The main advantage
in HTM is the excellent background suppression. Fig. 1(a)
shows beam-on energy spectra from SIM (blue) and HTM
with slits inserted (black). The clean HTM spectrum im-
plies that it is possible to search for α-X-ray coincidences
in the beam-on periods as well as in the beam-off periods,
even without using a veto detector, such as a MWPC, for
implanted particles. In SIM, only beam-off data can be
used when no MWPC is installed, due to too high back-
ground rates during beam-on periods. Since the beam-on
data accounts for 25% of the events due to the duty cycle
of the beam, the total amount of TASISpec data is compa-
rable for HTM and SIM.
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In 2010 a second experiment on the investigation of 
270Ds and its decay products had been performed. Some of 
the results were reported last year [1], which are summa-
rised in the decay scheme in Fig. 1. 
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Figure 1: Decay scheme of 270Ds and its decay products 
generated on the basis of observed α- and γ-decays. Tran-
sitions originating from isomeric states are shown by red 
arrows, ground state decays by blue arrows. The tentative-
ly drawn experimental excited states are compared with 
HFB [2], configuration constrained PES [3] and TCSM 
calculations [4]. The insert shows decay chain #8 contain-
ing the 266Hs K-isomer decay. 
 
In addition to the g.s. to g.s. α-decay of 270Ds, we ob-
served decays from the K-isomer into excited states of the 
daughter 266Hs. The α-spectra we obtained for both nuclei 
are shown in Fig. 2. For 270Ds a fragmented group is visi-
ble at higher energies, which belongs to the isomer decay. 
Also the group around 11.202 MeV originates from it as 
well as some of the decays in the peak at 10.952 MeV, 
among those the decay in chain #8 (Fig. 1, insert). It pop-
ulates the newly discovered  K-isomer in the daughter 
266Hs, which we tentatively assign due to a more then one 
order of magnitude longer decay time of 105 ms and an 
approximately 200 keV higher α-decay energy, shown as 
the single count right from the main peak in Fig. 2, lower 
panel. In addition a γ-ray of 332 keV was observed in 
coincidence with this α-decay, proving that an excited 
state in 262Sg was populated in this decay. In total we ob-
served four α-γ coincidences, three of them for 270Ds, 
which most likely originate from the isomeric state. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Alpha-decay spectra for 270Ds (upper panel) and 
266Hs (lower panel). The values in brackets are the stand-
ard deviation which is given to compare possible struc-
tures with the detector resolution of ΔE >20 keV.  
 
In Fig. 1 level energies, tentatively populated by the 
decay of the isomers, are compared with low lying non-
yrast states predicted by several models. The experi-
mental levels have been obtained by comparison of the 
experimental Qα-values. They are due to finite detection 
efficiency for γ-rays lower limits for the respective state. 
The last decay step shown, including literature values, is 
connecting the decay chain to 254No for which a precise 
mass value has been measured [5]. It therefore provides 
via the measured Qα-values an experimental mass value 
for all members of the chain including 270Ds (see Fig. 1). 
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Decay Study of  259Sg * 
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Superheavy nuclei owe their stability against spontane-
ous fission solely to ‘shell effects’. Therefore evalution of 
their shell structure is decisive for understanding their 
existence and also a stringent test for theoretical models 
describing nuclear properties. One strategy to do so is 
investigating systematic trends in low lying single particle 
levels (Nilsson levels) in deformed nuclei. Along the iso-
tone (even-Z nuclei) or the isotope lines (odd-Z nuclei) 
the level sequence is known to remain similar as the un-
paired nucleon essentially acts as a spectator when a pair 
of protons or neutrons is added to the nucleus.  
In continuation of previous investigations of the N=153 
isotones 253Fm [1], 255No [2], 257Rf [3] a decay study of 
the next heavier one, 259Sg, was performed. It was pro-
duced by the reaction 206Pb(54Cr,n)259Sg with σmax ≈ 1 nb,  
separated from the primary beam by SHIP and implanted 
into the focal plane detector system, where its α-decay 
and possibly accompanying γ-rays were measured [4].  
The α- and α-γ-coincidence spectra are shown in Fig. 1. 
Two groups of α decays are evident. One consists of a 
line at 9610 keV with a hindrance factor HF = 26, and a 
weaker one at 9035 keV (HF = 4), having half-lives 
around 400 ms. For the other one half-lives of 200−250 
ms were measured. It consists of a strong line at 9545 
keV, a broad distribution in the range 9100−9500 keV 
with an indicated peak at 9240 keV and a few events 
around 9710 keV. Thus the data clearly indicate α-decay 
from two different states in 259Sg, that can be assumed as 
1/2+[620] and 11/2-[725] as in 257Rf [5].  But unlike 257Rf 
the weak transition of 9710 keV (HF ≈ 4500) has the 
highest energy. As, on the other hand, the 11/2-[725] de-
cays into the 9/2-[734] ground-state of 255Rf (or the 11/2- 
member of the ground-state rotational band) it is unlikely 
that the 11/2-[725] state is the isomeric one in 259Sg. Due 
to the agreeing halflives we tentatively assign the line at 
9710, 9545, and 9240 keV to the decay of the 1/2+[620] 
level, which then must be isomeric based on the energy 
balance, and those at  9610, 9035 keV to the decay of the 
11/2-[725] state, tentatively assigned as the ground state. 
Due to its low hindrance factor the 9035 keV line is as-
signed as a favoured transition into the 11/2-[725] state in 
the daughter nucleus 255Rf. This assignment is supported 
by α-γ- coincidences shown in Fig. 1b (to enhance statis-
tics data of a previous measurement [6] were added). Two 
γ events close in energy with a mean energy of 593.7±0.6 
keV are found in coincidence with the 9035 keV α-decay. 
The Q-value (Q = Eα(1+mα/md) + Eγ  = 9771 keV) is com-
parable to that (9761 keV) of the 9610 keV line, so we 
conclude that both decays feed the same final state, sup- 
 
* supported by HI Mainz 
 
porting a high spin (>9/2) for the level emitting the γ’s, as 
a lower spin state preferably would decay into 7/2+[624] 
or 5/2+[622] (or members of the rotational band built up 
on them), which are predicted at <500 keV in 255Rf [7]. 
The tentative decay scheme is presented in Fig. 2.  
 
 
 
 
 
 
 
 
 
 
Figure 1: a) Spectrum of α-decays assigned to 259Sg; 
dashe line: only stop detector; full line: stop+box - detec-
tor; b) α-γ- coincidence matrix. 
 
 
 
 
 
 
 
 
 
Figure 2: Tentative partial decay scheme of 259Sg. α-
transitions assigned to the decay of the ground-state are in 
red, those attributed to the isomer are in black.  
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Geant 4 simulations of 253No α decay
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In SHIP experiments evaporation residues (ERs) are im-
planted into a Si-detector. The consequence of this method
is possible energy summing of α particles and conversion
electrons (CEs), when α decays of ERs populate excited
states of daughter nuclei. Such summing causes (a) the oc-
curence of additional lines in the α-energy spectrum or (b)
a change in shape and relative intensities of α lines [1]. A
typical example is the α-decay spectrum of 253No.
253No was produced at SHIP in the fusion-evaporation
reaction 207Pb(48Ca, 2n)253No. In the experiment plastic
foils of different thicknesses were placed in front of the de-
tector in order to achieve different implantation depths of
ERs. It resulted in different probabilities for energy sum-
ming of α particle and CEs. As an example of this effect
the different relative intensities of the 8004 keV peak and
∼ 8050 keV summing peak as a function of the implanta-
tion depth are shown in Fig. 1. In order to describe the
shape of the spectra and to support the decay scheme of
253No proposed in [3] we performed Monte Carlo simula-
tions using Geant 4 [2].
The simulations included α particle emission followed
by γ rays and/or emission of CEs, X-rays and Auger elec-
trons. Simulated implantation depths and position distri-
butions of decays followed a gaussian shape. Considered
detector resolution was 30 keV (FWHM). Three possible
decay paths were simulated (see Fig. 2):
• 7620 keV α particle (Irel = 0.0025) followed by the
669.5 keV E1 γ transition.
• 8075 keV α particle (Irel = 0.04) followed by the
209.3 keV M1 γ transition.
• 8004 keV α particle (Irel = 0.96) followed by one of
the E1 γ transitions with energies of 279.5, 221.5 or
150.4 keV and subsequent E2 or M1 γ transitions.
After the emission of an α particle, the corresponding
transitions were simulated either as γ rays or as CEs with
the probabilities taken from [4]. When the internal conver-
sion occurs on N-shell and higher, the binding energy of
these electrons were neglected as it is smaller than 2 keV.
Vacancies after CEs emission are filled by electrons from
higher shells resulting in the emission of X-rays or Auger
(or Coster-Kronig) electrons. Relative intensities of these
electrons were taken from [5]. Propagating and filling of
the vacancies was simulated up to the M-shell. All pro-
cesses occuring in higher shells were simulated in one step
as X-rays or electrons with energy corresponding to M-
shell binding energy which is ∼ 6 keV.
It is always difficult to construct the decay scheme from
experimental data in the case of complex decay patterns
∗Zdenka.Kalaninova@fmph.uniba.sk
like 253No. Geant 4 simulations are a valuable tool which
can support our estimations and test hypotheses. The sim-
ulation described here reproduces the data well except of
two energy regions: (a) surplus events around 8093 keV
can be explained by the presence of 254No in the data, (b)
surplus events from 8200 to 8300 keV could indicate the
weak transitions from the g.s. of 253No either to 249Fm g.s.
or to its two lowest-lying rotational levels with the total rel-
ative intensity of ≈ 0.7%.
254No
253No
8004
8050
Figure 1: Simulated energy spectra (shaded region) com-
pared to experimental data (black solid line) for 3 implan-
tation depths of ERs: a) 7.0 μm, b) 3.6μm, c) 1.0μm.
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Figure 2: Decay scheme of 253No [3]. Dashed lines repre-
sent decay either to g.s. or to its rotational levels.
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Masses in the region of the heaviest elements could pre-
viously only be derived indirectly by linking mass dif-
ferences between nuclides and their decay products using
measured α-decay energies. However this approach de-
pends on the knowledge of nuclear level schemes. In con-
trast, direct mass measurements yield absolute mass values,
binding energies and provide anchor points to pin down
α-decay chains. This is especially important for odd-odd
and odd-A nuclides, where the α decay typically populates
excited states. In the absence of complete and quantita-
tive information of the nuclear structure, no unambiguous
mass determination is possible. Mass measurements of nu-
clides, e.g., around 254No allow determining the masses of
nuclides located in the superheavy element region.
Nuclides above fermium can only be produced at very
low rates. Nonetheless, recently the first direct measure-
ments on transuranium nuclides have been performed with
SHIPTRAP [1]. The obtained accurate mass values pro-
vided anchor points to fix α-decay chains passing through
the nobelium isotopes 252−254No [2]. The measurements
have now been extended to further even more exotic nu-
clides, namely 255No and 255−256Lr. The radionuclides
were produced and separated from the primary beam by
the velocity filter SHIP. Fusion-evaporation reactions of
a 48Ca beam with lead and bismuth targets were used to
produce different nobelium and lawrencium isotopes with
cross sections as low as about 50 nb. Evaporation residues
were guided to SHIPTRAP. In a first step their energy was
decreased from tens of MeV to a few eV using a buffer-
gas filled stopping cell. Afterwards they were injected
into a 7-Tesla double-Penning-trap system. The mass was
determined by measuring the cyclotron frequency ν c =
qB/(2πm) of the ions using a time-of flight ion-cyclotron-
resonance detection technique. An important development
to substantially reduce long-term fluctuations of the mag-
netic field [3] allowed the recording of a single resonance
over a period of 4 days in the case of 256Lr. This measure-
ment represents a significant breakthrough towards direct
mass measurements of superheavy nuclides.
∗Work supported by the BMBF (06ML236I, 06ML9148, 06GF9103I,
RUS-07/015), Rosminnauki (2.2.1), GSI (Grant GFMARX1012), the
Max-Planck Society, and the Research Center Elementary Forces, Math-
ematical Foundations and the Helmholtz Institute Mainz
Figure 1: Decay chains linked to the direct mass measure-
ments from this work. The mass excess is indicated in keV.
In the Atomic-Mass Evaluation 2003, the masses of the
lawrencium isotopes 255,256Lr were only estimated from
systematic trends. The combination of our direct mass
measurements with spectroscopic data allows determining
the masses of superheavy nuclides (see Fig 1). The masses
of α-decay chains starting with even-even nuclides, as for
example 270Ds (Z = 110), are now established with low un-
certainties. For the first time we also provide anchor points
for nuclides with an odd number of protons. Moreover,
the new mass value from 255No complement our previous
results on the neutron-rich side of the N = 152 deformed
shell. Thus our experimental binding energies provide pre-
cise values for the two-neutron separation energies S2n.
This allows mapping the deformed shell gap at N = 152,
which is connected to the predicted spherical shell gap at N
= 184 as it originates from the the same single-particle or-
bitals. Therefore the results obtained with SHIPTRAP en-
hance our knowledge of shell effects nearby the predicted
island of stability.
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Production and decay of short-lived 221U (previously 
unknown) and 222U (only the half-life is known) were 
studied at the gas-filled separator TASCA. These two 
nuclei have only few neutrons more than the magic num-
ber N=126, which leads to high α decay Q-values and, 
therefore, to very short half-lives (< 10 μs). To explore 
this microsecond/sub-microsecond half-life region, digital 
electronics was implemented into a combined “ANalog” 
and “DIgital” (ANDI) data acquisition system [1].  
A 50Ti12+ beam was accelerated to energies Elab=230 
and 240 MeV and irradiated a rotating 176Yb target wheel 
to produce 222U and 221U in 4n and 5n de-excitation chan-
nels of the complete fusion reaction, respectively.  
The evaporation residues (ER) were separated from the 
primary beam by TASCA and implanted into the stop 
detector consisting of two double-sided silicon-strip de-
tectors. Two signals, one from each side of the stop detec-
tor were processed in two different parts of the ANDI 
system with a common trigger and zero suppression [1]. 
The signals from 144 vertical front strips were processed 
by analog amplifiers connected to peak-sensing ADCs 
[2]. The preamplified signals from 48 horizontal back 
strips were processed by sampling ADC’s (FEBEX2) 
with 60 MHz frequency. Traces with total length of 50 μs 
(7 μs before and 43 μs after) were recorded following an 
accepted trigger. The deadtime of the “analog” part was 
shorter than 43 μs. Therefore it was always ready to ac-
cept the next triggered event [1]. Further, both data were 
combined into single events by an event builder of MBS 
[1].  
 
 
 
 
 
 
 
 
 
Fig 1: An energy spectrum of α-particles from the ER-α correla-
tion up to 14 s, with both events occurring in the same pixel.  
  An ER-α correlation analysis was performed to find re-
coiling nuclei and identify the measured α lines (Fig. 1). 
Only α-particle events were considered without a signal 
from the time-of-flight detector. Alpha decays of 214Ra, 
215Ra, 214Fr, and 217Th were identified. From further 
analyses the decay of 214Fr was found as a member of ER-
α(7-18MeV)-α(214Fr) chains. The second member of this 
chain is typically a pile-up of two α decays. These events 
were investigated using the data from the “digital” part. 
Clearly two signals were found in traces of them and α 
decays of 222Pa and 218Ac were unambiguously deter-
mined (see Fig. 2a).  
The traces of the ER’s from ER-α(214Ra)  were investi-
gated in order to find “missing” α decays of mother 218Th 
and grandmother 222U nuclei. In most cases only single 
signals were found, pointing to the implantation of 214Ra. 
However, traces with two and three signals were also 
found (see Fig. 2b). These data allow us to unambigu-
ously assign α decays of 218Th and 222U.    
The traces of the ER’s from ER-α(217Th) were investi-
gated to find the α decay of the new nucleus 221U. In most 
cases a single ER signal was seen. However, traces with 
two signals, which include the α decay of the new nucleus 
221U, were also found (see Fig. 2c). More detailed infor-
mation will be provided in [3]. 
 
 
 
 
 
 
 
 
 
Fig 2: Example of traces of pile-up α-particles correlated with 
214Fr a), ER’s correlated with 214Ra b), and with 217Th c).    
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A study of the possibilities and limitations of the TRAPSpec setup∗
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The TRAPSpec setup [1] was used for an experiment
to study decay properties of several mass A ≈ 200-210
nuclides as well as to further explore its possibilities.
TRAPSpec consists of the TASISpec detector array [2]
placed at the very end of SHIPTRAP. The latter is used as
an additional separator for the studied nuclei, such that a
selected nuclear quantum state is sent to the spectroscopy
station. In this work only the purification trap in SHIP-
TRAP was used as its mass resolving power was sufficient
to select the nuclides of interest. The nuclei were ejected
from the Penning trap with a kinetic energy of ∼0.2 keV
and guided via a focusing tube into the TASISpec detector
chamber where they were “implanted” into a Si detector
at a depth of only 24 A˚. In the current experiment an up-
graded version of TASISpec was used, consisting of a full
set of five double sided silicon strip detectors (DSSSDs).
The implantation detector consists of 32x32 strips, result-
ing in 1024 pixels, and the four Si box detectors were seg-
mented into 16x16 strips, 256 pixels, each. All five wafers
were 1.0 mm thick and utilised a reverse bias of -160 V. In
addition, three composite Ge detectors were used, giving a
total of 15 crystals positioned around the Si cube.
Several reactions were used during this experiment. The
first reaction was 50Ti + 160Gd→ 205Rn + 5n. On average
two impinging 205Rn ions per second were measured in the
detector before SHIPTRAP but no α particles of 6.26 MeV
– belonging to the decay of 205Rn – were observed in the
TRAPSpec detectors. The reason is thought to lie in the
fact that radon is a noble gas which, due to its filled valence
electron shell, is not very likely to react with surrounding
atoms. Thus, with a shallow implantation depth and a half-
life of 2.83 m the 205Rn nuclei will have plenty of time
to diffuse out of the implantation detector or even the full
detector cube before they decay. If the nuclei decay when
being inside the Si cube, the α particles will be likely to
be detected, but the unknown origin and hence direction of
the emitted α particle makes it impossible to correct for the
energy loss in the Si dead layer. The layer will account for
up to several hundreds of keV in energy loss, thus making
it impossible to separate the decay of 205Rn from any of its
daughter nuclei.
The 205Rn nucleus was also studied via its mother nu-
cleus, produced in the 50Ti + 164Dy→ 209Ra + 5n reaction.
∗Supported by HI Mainz
† L.-L.Andersson@gsi.de
209Ra is then implanted into the Si detector and during the
subsequent α decay the recoil energy of the mother will
either implant the nucleus deeper into the detector or kick
the nucleus out of the detector. When running this reaction
with the TRAPSpec setup, α particles with the anticipated
6.26 MeV were registered in the detector. Further analysis
of the decay of this nucleus will follow.
With the 50Ti + 150Sm reaction another feature of the
detection setup was investigated. The 195Po isotope was
produced in the 5n reaction channel. Previous studies of
this nucleus [3] show the population of two states with dif-
ferent decay properties. The short-lived state has a half life
of T1/2 = 1.9 s and decays with an α particle of 6.70 MeV.
The long lived state has a half life of T1/2 = 4.6 s and de-
cays with an α particle of 6.60 MeV. In addition, each state
can also decay via EC/β+.
The purification trap normally runs with a trapping time
of the ions of around 0.5 s. This time can however be pro-
longed, practically without any other losses than the de-
cay of the nuclei, to last up to 6.4 s. This is useful when
exploring the long-lived state in more detail. Such stud-
ies are beneficial to fully disentangle the decay properties
of 195Po, as it makes it possible to see mainly the decay
following the long-lived state. The result from the selec-
tion can be seen in Fig. 1. The relative intensities of the
6.60 MeV and the 6.70 MeV α decay clearly show how the
long trapping time can be used to suppress the short-lived
state. A more detailed analysis is in preparation.
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Figure 1: The gray curve illustrates α particles detected
after a short trapping time and the black is the result fol-
lowing a longer trapping time. See text for details.
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The observation of neutrinoless double-electron capture
0ν would unambiguously prove that neutrinos are mas-
sive Majorana particles. A measurement of its half-life
would result in a determination of the eﬀective Majorana
neutrino mass |m|. In general, this process is virtu-
ally unobservable due to its long half-life. However, some
transitions can be resonantly enhanced if the initial and
ﬁnal states of the transitions are degenerate in energy [1].
This resonant enhancement is governed by a degeneracy
parameter Δ = Q − B2h − Eγ , where Q is the diﬀer-
ence between the masses of the initial and ﬁnal state, B2h
and Eγ are the binding energy of the atomic two-electron
hole and the nuclear excitation energy of the daughter nu-
clide, respectively. Transitions with a degeneracy factor
Δ close to the width of their ﬁnal states Γ, i.e. a few tens
eV, are maximally resonantly enhanced and of primary
interest.
A search for such a resonantly enhanced transition has
recently been initiated at SHIPTRAP. It is based on a de-
termination of the Q-values of the most promising tran-
sitions from direct high-precision Penning-trap measure-
ments of cyclotron-frequency ratios of the singly charged
ions of the parent and daughter nuclides. The ions were
created from oxide or metallic samples of the respective
element with a laser ablation ion source [2]. The puriﬁca-
tion trap was used to cool and center the ions of interest
and to remove unwanted ions. The cyclotron frequencies
2πνc = qB/M of the ions with the charge q = e and
mass M from each transition-pair were measured in the
measurement trap in a magnetic ﬁeld of strength B with
the Time-of-Flight Ion-Cyclotron Resonance (ToF-ICR)
technique. Two-pulse Ramsey rf ﬁeld patterns were ap-
plied to measure the frequency ratios [3, 4].
The transitions between nuclear ground states are fa-
vored: they are all of type 0+ → 0+, have large val-
ues of the nuclear matrix element and the 2ν mode is
substantially suppressed. This makes them superior to
all other types of 0ν-transitions. Based on these ar-
guments 152Gd, 164Er and 180W were identiﬁed as the
most promising candidates. If the resonant condition for
0ν in these nuclides is fulﬁlled, the de-excitation of the
excited atomic states of the daughters will be a signa-
ture in the search for neutrinoless double-electron cap-
ture. Our measurement of the Q-values has indeed dis-
covered such a resonant enhancement of double-electron
capture in 152Gd resulting in an estimated half-life of a
few 1026/|m|2 y, where the eﬀective Majorana neutrino
mass |m| is given in eV [5].
In contrast, neutrinoless double-electron-capture tran-
sitions to nuclear excited states are in general less proba-
ble. However, they possess a remarkable feature: several
characteristic γ-rays may be emitted via a de-excitation of
the nuclear excited state to the ground state of the daugh-
ter nucleus. These γ-rays provide a signature of the 0ν-
transition. Furthermore, if the initial state of the tran-
sition is degenerate in energy with several excited states
of the daughter atom, even a multiple resonant enhance-
ment of the 0ν-probability can take place. With SHIP-
TRAP we have measured the Q-values of the seven most
promising transitions: 96Ru, 162Er, 168Yb, 106Cd, 102Pd,
144Sm and 156Dy [6, 7, 8]. In 156Dy we have discovered
a unique phenomenon - a multiple resonant enhancement
of 0ν to four nuclear excited states resulting in an es-
timated half-life of 1028/|m|2 y. This phenomenon may
allow an assessment of the realization of diﬀerent mech-
anisms of neutrinoless double-electron capture. The ﬁve
Table 1: Five most probable 0ν-transitions which Q-
values have been measured worldwide by Penning traps.
Also given are their estimated half-lives normalized to the
neutrino mass of 1 eV.
Transformation Q/keV estimated
half-life/ y
152Gd→152Sm[5] 55.70(18) 1e26
180W →180Hf[9] 143.20(27) 5e27
156Dy →156Gd[8] 2005.95(10) 6e28
112Sn→112Cd[11] 1919.82(16) 6e29
164Er →164Dy[10] 25.07(12) 1e30
presently most probable transitions measured by Penning
traps are presented in Table 1. All of them but 112Sn have
been measured with SHIPTRAP [5, 6, 9, 10, 11].
As can been seen, by far the most and, probably, the only
suitable candidate for a search for neutrinoless double-
electron capture is 152Gd. There are four promising tran-
sitions remaining whose Q-values are not known with
suﬃcient precision. We are planning to measure their
Q-values in 2012.
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Experimentally, several methods have been applied in
the past to determine nuclear interaction times which are
in general strongly attached to different models. In partic-
ular, recent experiments using the mass-angle distributions
(MAD) [1] and the crystal blocking method [2] in the reac-
tions with 48Ti, 58Ni and 74Ge projectiles with W targets,
resulted in quite different values of the nuclear interaction
times: ≤10−20 s (MAD) and 10−18 s (crystal blocking).
The results of the crystal blocking method could not be in-
terpreted as a decay from a compound nucleus (CN), and a
very slow quasifission process was suggested to take place
in the reactions.
We used the properties of the velocity filter SHIP to mea-
sure the nuclear interaction times in deep inelastic transfer
reactions. SHIP allows the detection of the produced reac-
tion products within a 2◦ cone with respect to the beam di-
rection. Information on the reaction channel (fusion, trans-
fer, dissipated energy) can be obtained from the velocity
spectra of the reaction products [3]. In our experiment
we used a comparable heavy system, 64Ni + 207Pb. Fig.1
shows the velocity distributions of the isotopes 212mAt,
213Rn, 213Fr and 215Ra produced in deep inelastic trans-
fer reactions at a beam energy of 5.92× A MeV, with large
energy dissipation of∼ 70 MeV. The velocity distributions
show two peaks located symmetrically to the CN veloc-
ity (vCN ). The high-velocity component originates from
a central collision where the target-like transfer product is
emitted in forward direction. The low-velocity component
is a direct consequence of the rotation of the di-nuclear sys-
tem (DNS) by 180◦. In this case the target-like products are
emitted in backward direction in the center of mass system
resulting in a reduced velocity in forward direction in the
laboratory system (details in [3]). The nuclear interaction
times can be deduced from the intensities of the low and
high velocity components considering they originate from
the decays of a rotating DNS at two different angles (0◦
and 180◦).
Experimental values of the mean lifetime (τ ) of the DNS
are presented in the Table 1. They were deduced con-
sidering an average angular momentum of the DNS of
<L>=15.7h¯, estimated for an entrance channel quasifis-
sion barrier of Bqf=1 MeV. The values of τ increase with
increasing number of transferred protons. This result is in
accordance with the expected differences in the Coulomb
repulsion of the exit channels, which is higher for more
symmetric systems and leads to faster DNS decays com-
pared to the more asymmetric ones. Theoretical values
shown in the Table 1 were obtained considering the decay
of the DNS as a one-dimensional Kramers rate [4, 5] using
Figure 1: Velocity distributions of the reaction products
212mAt, 213Rn, 213Fr, 215Ra produced in the reaction 64Ni
+ 207Pb.
Produced Isotopes τexp×10−20 s τtheo×10−20 s
213Rn 1.2 1.5
213Fr 1.6 1.9
215Ra 1.9 2.3
Table 1: 64Ni + 207Pb. Experimental and theoretical mean
lifetimes of the isotopes: 213Rn, 213Fr and 215Ra.
parameters from [6].
The theoretical values (τtheo) are in agreement with the
experimental results. The time scales of the order of 10−20s
are comparable with those obtained using the MAD method
of ≤ 10−20s. The differences could be explained due to
different Coulomb repulsions in the exit channels result-
ing from transfers occurring from the projectile to the tar-
get (our experiment) and from the target to the projectile
(MAD) where more symmetric configurations produced re-
sult in a faster decaying DNS. The results are in contradic-
tion with the crystal blocking method and the extremely
slow quasifission picture used to explain the long times ob-
tained of 10−18s.
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Gas-phase chemical studies of transactinide elements 
were so far restricted to simple, thermally stable, inorgan-
ic compounds.  Metal-carbonyl complexes would provide 
a link to metal-organic chemistry. Binary, mononuclear, 
volatile carbonyl complexes are known for all lighter el-
ements of group 6 and 8 of the periodic table. Seaborgium 
hexacarbonyl has been predicted to be stable [1]. Its ex-
perimental study would be interesting, because relativistic 
effects are predicted to influence the metal-CO bond. 
We explored the method of rapid in-situ synthesis of 
transition-metal carbonyl complexes with short-lived iso-
topes. First tests were performed at the TRIGA Mainz 
reactor, using the 249Cf(n,f) reaction. Recoiling fission 
products were thermalized either in pure N2 or in a 
CO/N2- mixture. All volatile compounds were transported 
in a gas stream to an activated charcoal trap, which was 
monitored with a γ-ray detector. Figure 1 shows a typical 
spectrum from the CO/N2 measurements. 
 
Figure 1: γ-ray spectrum of fission products transported in 
a CO/N2 mixture collected for 2 min in a charcoal trap. 
Subsequently, the sample was measured for 2 min.  γ-
lines, which were also visible in spectra of pure N2 exper-
iments, are marked with *. 
Short-lived isotopes of Se, Mo, Tc, Ru and Rh were on-
ly observed in the spectra when CO was added. These 
elements form volatile compound with the CO. Transport 
with cluster (aerosol) material can be excluded. 
To test this method under experimental conditions rele-
vant for transactinides, α-decaying 163W, 164W, 170Os and 
171Os were produced in 144Sm(24Mg,4-5n) and  
152Gd(24Mg,4-5n) reactions at the gas-filled recoil separa-
tor TASCA. Evaporation residues were separated from the 
primary beam and from unwanted transfer products with-
in TASCA. They were thermalized in mixtures of He and 
CO in a Recoil Transfer Chamber (RTC) [2] at the TAS-
CA focal plane. Volatile carbonyl complexes –  most like-
ly Os(CO)5 and W(CO)6 – were formed in the RTC and  
were transported with the gas stream to the thermochro-
matography detector COMPACT [3]. The COMPACT 
detector array is a chromatography channel consisting of 
SiO2 covered PIN diodes, suitable to register α particles 
emitted from volatile species inside the channel. A nega-
tive temperature gradient was applied along the chroma-
tography column. Figure 2 shows thermochromatograms 
of  Os(CO)5 and W(CO)6. The measurements are com-
pared to Monte Carlo Simulations. From the deposition 
patterns of W and Os, adsorption enthalpies of W(CO)6 of  
(−46.5 ± 2.5) kJ/mol and )( ..53 5243 +−− kJ/mol for Os(CO)5  
were deduced. These values indicate physisorption of 
these carbonyl complexes on SiO2. 
 
Figure 2: Upper graph: combined thermochromatogram 
of 170Os(CO)5 and 171Os(CO)5. Lower graph: combined 
thermochromatogram of 163W(CO)6 and 164W(CO)6.  
Based on the results of our experiments, Sg(CO)6 and 
Hs(CO)5 are now within reach for transactinide chemistry. 
These compounds are suitable for chemical characteriza-
tion by thermochromatography and appear highly promis-
ing for nuclear spectroscopy under low background con-
ditions.  
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Background Reduction in TASCA 
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During the 244Pu(48Ca,3-4n)289-288114 experiment, high 
background rates in TASCA were observed and attributed 
to (i) transfer reaction products (TRPs) that have a mag-
netic rigidity (Bρ) only ~15-30% less than the evapora-
tion residues (EVRs) of interest and decay properties sim-
ilar to the EVRs and (ii) primary beam passing through 
pinholes in the target and entering TASCA without 
charge-exchange or scattering reactions [1]. Both TRPs 
and primary beam are separated from the evaporation 
residues (EVRs) of interest in the dipole, but a small frac-
tion are guided back to the focal plane detector by the 
horizontally focusing quadrupole. This is shown in Fig. 1 
for primary beam as compared to EVRs. 
 
Fig. 1: Primary beam and EVR trajectories in TASCA. 
 
Simulations [2] showed that separation between EVRs 
and background occurs at the center of the first quadru-
pole (Q1) and at the exit of TASCA. The use of strategic 
slits to reduce the acceptance of TASCA in these two 
areas was expected to result in significantly reduced 
background without large losses in EVR transmission 
efficiency as shown in the bottom of Fig. 1. Two solu-
tions (hereafter referred to as M1 and M2) for reducing 
background in TASCA are: 
M1. Introduction of a slit at the center of Q1 reaching 
from the low Bρ side of TASCA to 8 cm from center. 
This was expected to result in reductions of 4, 90 and 
98% for EVRs, TRPs and primary beam. 
M2. M1 plus a slit at the exit of TASCA reaching from 
the low Bρ side of TASCA to 3.5 cm from center. 
This was expected to result in reductions of 5, 97 and 
99% for EVRs, TRPs and primary beam. 
In April 2011, M1 and M2 were tested using the 
208Pb(40Ar,xn) reaction, chosen to represent ‘fast’ recoils 
were the Bρ of the EVRs is approximately 15-30% higher 
than the Bρ of the TRPs or primary beam. This is similar 
to what would be expected in reactions such as those cur-
rently being investigated to produce elements 119 and 
120: 249Bk(50Ti,xn) and 249Cf(50Ti,xn) and the TASISpec 
element 115 X-ray Fingerprinting experiment. 
The high and low energy spectra during the macropulse 
and the low energy spectra outside of the macropulse for 
unmodified TASCA, and TASCA with M1 and M2 are 
shown in Fig. 2. Background reductions of 77 and 84% 
for TRPs and primary beam, respectively, were observed 
with M1. For M2, reductions of 93 and 96 were observed 
for TRPs and primary beam, respectively, in fair agree-
ment with the simulations. Rates of all events in the 
macropulse were reduced 65 and 88% for M1 and M2, 
respectively, while the outside of macropulse event rate 
for M1 and M2 was reduced by 75 and 89%, respectively. 
The experimental change in EVR transmission efficiency 
could not be quantified due to the low 208Pb(40Ar,xn) 
cross section and interference from TRPs. 
Without modification, the rate of events in the focal 
plane detector during the 208Pb(40Ar,xn) reaction was 
2900 Hz during the macropulse and 40 Hz outside of the 
macropulse.  With the addition of either M1 or M2, these 
rates were reduced to <200 Hz inside and <3 Hz outside 
of the macropulse. 
 
Fig. 2: Total energy spectra for TASCA unmodified and 
after M1-M2, normalized to the beam integral. 
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Towards optical spectroscopy of nobelium∗
M. Laatiaoui1,2, H. Backe3, M. Block2, F.P. Heßberger2, P. Kunz4, F. Lautenschla¨ger1, W. Lauth3, and
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One of the most fascinating studies of the heaviest el-
ements concerns the influence of relativistic effects on
the valence electron configuration of atoms and its con-
sequence on their chemical behavior. Deviations from
the periodicity in the atomic shell structure, for in-
stance, may be caused by such relativistic effects. A
critical test of theoretically predicted relativistic effects
would be to compare first ionization potentials and the
atomic level schemes of the heaviest elements with mod-
ern Multi-Configuration-Dirac-Fock (MCDF) or Relativis-
tic Coupled-Cluster (RCC) calculations. However, the ex-
perimental methods have to be sensitive enough to explore
atomic properties of heavy elements artificially produced
at very low rates, having short half-lives, and for which in-
formation on atomic level schemes is completely missing.
In our experiments, we aim at the investigation of atomic
properties of trans-fermium elements (Z > 100) which can
be produced solely on-line at accelerator facilities. Our ex-
perimental method is based on the Radiation Detected Res-
onance Ionization Spectroscopy technique, which has been
recently developed [1] to probe predicted atomic levels of
the element nobelium (Z = 102). The latter can be pro-
duced at the UNILAC accelerator of the GSI with rates of
approx. 17/s via the reaction 208Pb(48Ca, 2n)254No. The
reaction products are separated from the primary beam by
the velocity filter SHIP and stopped inside a buffer gas cell
in argon at a pressure of ca. 60mbar, see figure 1. The ions
are guided continuously by electrical fields onto a tantalum
filament opposite to the entrance window. After an appro-
priate collection time and during the beam-off period the
accumulated ions are re-evaporated as neutral atoms by a
short heating pulse into the buffer gas, where they can be
resonantly ionized by laser beams of suitable wavelengths.
In case of resonant ionization, the created ions are subse-
quently transported by electrical fields onto a particle de-
tector (Passivated Implanted Planar Silicon semiconductor
detector, PIPS) with which the applied two-step photoion-
ization is unambiguously identified by the characteristic α-
decays of nuclides of interest.
In a first on-line experiment in 2007 the evaporation tem-
perature of nobelium has been determined to be (1200 ±
100) ◦C [2]. Nevertheless, no atomic transition has been
identified in a 54 h period where the frequency of the first
excitation step was scanned over the frequency range pre-
dicted by the MCDF and RCC calculations. A possible
reason may have been a drop in the efficiency due to buffer
gas impurities, which were not monitored during that ex-
∗Work supported by the BMBF (Grants 06 MZ 169I, 06 LM 236I) and
the Helmholtz-Institut Mainz.
Figure 1: Buffer gas cell for laser resonance ionization
spectroscopy on trans-fermium elements. The high vac-
uum of the velocity filter SHIP and the buffer gas volume
are separated by a thin Mylar entrance window.
periment. The setup has now been permanently installed at
the GSI to facilitate further tests and improvements. Con-
siderable efforts have been undertaken to optimize the elec-
trostatic fields inside the buffer gas cell. According to ion
optical simulations (SIMION), nearly 40% of stopped ions
do not reach the tip of the filament from where they can
be efficiently evaporated. A recently developed filament
mount promises to reduce such losses to less than 8%. Ad-
ditionally, a new entrance window with 10% higher geo-
metrical transmission will be used in the future. Moreover,
the buffer gas purity is permanently monitored via a resid-
ual gas analyzer and can be improved further using addi-
tional gas getters and liquid nitrogen traps in the gas line.
For safety reasons, the laser systems have been installed in-
side a dedicated container near the experimental setup and
are now ready for use. On-line test experiments on the α-
active 155Yb, the chemical homologue of nobelium, are be-
ing prepared. The continuation of the atomic level search
in 254No is envisaged for the end of next year.
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Digital signal processing for superheavy element studies
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1Univ. of Tennessee, Knoxville, USA; 2ORNL, Oak Ridge, USA; 3Univ. of Warsaw, Warsaw, Poland;
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7XIA LLC, Hayward, USA
Digital acquisition systems bring a host of benefits to nu-
clear physics experiments. Primarily, they provide a plat-
form that is highly flexible and compact with the capabil-
ity of extracting additional information from the details of
the pulse shape. For recent investigations at SHIP in the
first part of an experiment aimed at the detection of the su-
perheavy element Z = 120 [1], digital signal processing
techniques enabled detection of alpha decays as prompt as
∼100 ns after implantation.
During 33 days of beamtime in April-May 2011, we de-
ployed six Pixie-16 (Rev. D) modules [2] manufactured by
XIA LLC in a single 6U compact PCI crate capable of in-
strumenting all signals including solid-state detectors and
logic signals relevant for SHIP analysis with digital sam-
pling at 100 MHz. The digital acquisition system ran in
parallel with the traditional analogue setup reproducing all
essential spectra. Due to the relatively low rates of inter-
esting decay chains, cross-correlation of the two systems
was made using the internal 10 ns timestamp combined
with an occasional readout containing the internal clock of
the data acquisition computer to produce a human readable
time within several microseconds.
Due to the FIFO buffering of the latest revisions of the
Pixie-16, the system operates with effectively zero dead-
time allowing the detection of all incident events. Data
throughputs as high as 72 MB/s have been separately ob-
served in high rate experiments including overhead as-
sociated with online analysis. With its simple single-
crate/single-computer operation, the system also showed
exceptional stability and reliability with no operative issues
exhibited for the extent of the experiment.
The standard Pixie-16 firmware determines event-by-
event timing and energy onboard reducing the burden of
offline analysis. Several new features were also developed
in the firmware. For short decay times where the signal
from the radioactive decay falls on top of the tail of the
implantation signal, complete trace information is needed
to extract the contribution from the implantation and de-
cay components. The newly developed firmware records
traces only in the situation where such a pile-up is detected
(see Figure 1). For other events, solely the timing and en-
ergy information is recorded. For maximum sensitivity to
the predicted Z = 120 half-lives [3, 4], we recorded 9.5 µs
traces for each piled-up trace. The lower limit of resolution
for the pile-up inspector (∼ 100 ns) depends on the con-
volution of the Si strip detector drift time with the pream-
plifier response rise time and the analogue stage Nyquist
filter in the Pixie-16 modules. Recording energy and tim-
ing data for all events allows for the continuous monitoring
of detector charateristics associated with the implantation
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Figure 1: Trace capture selectively triggered from the
pileup inspector with two successive implants followed by
a low-energy alpha decay.
residues as well as remaining sensitive to longer half-lives.
The reduction of data greatly simplifies the offline process-
ing and storage. Over the month long run, a total of 397
GB of data (150 GB compressed) was recorded. If traces
were recorded for every event, this would become a much
more cumbersome 46 TB of raw data to analyse.
Several other features were also important for the anal-
ysis. Since traces were not captured for every event, it no
longer is possible to directly determine which signals ex-
ceeded the input range of the 12-bit ADC such as those
induced by fission events. These events were thus flagged
onboard as “saturated” events. For saturated events, length
of time out of ADC range provides an approximation of
spontaneous fission pulse height. Total time out of range
and several other important runtime statistics were also
recorded onboard and occasionally dumped to the data
stream. Initial tests were also done using the onboard QDC
capabilities of the Pixie-16 to selectively integrate up to
eight time intervals for each incoming signal. This al-
lows position reconstruction from the information recorded
for the position-sensitive silicon detector, though a detailed
calibration and parameter optimization are still needed.
This work is supported by HI Mainz.
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Implementation of a digital data readout system for double sided silicon strip  
detectors for ion and alpha particle spectroscopy*  
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   The synthesis of superheavy elements has reached a 
region of short-lived nuclei with expected lifetimes short-
er than 1 μs. As signal processing times for conventional 
analogue front-end electronics are typically larger than 10 
μs, new developments are mandatory. Deadtime-free, 
continuously sampling ADCs are presently being imple-
mented for various signal processing applications in parti-
cle and photon spectroscopy. 
   The classical VME-standard analogue front-end elec-
tronics was compared to the new flash-ADC based system 
developed at GSI. The in-house developed APFEL-chip 
(an ASIC preamplifier and shaper) and the 
FEBEX-module (a flash ADC circuit) [1] were character-
ized using α source irradiations and in heavy-ion induced 
fusion-evaporation reactions at GSI. Those components 
were used to build a fast deadtime-free data acquisition 
(DAQ) system. An example of recorded traces which 
originate from parts of a decay chain of 220Th is shown in 
Fig. 1. The maximum time resolution of the system is  
125 ns. 
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Figure 1: The curve shows an example of a trace with a length 
of 18.5 µs recorded on-line in the reaction  
48Ca + 176Yb. After about 3 µs (200 samples; 1 sample = 15.4 
ns) the evaporation residue (EVR) is implanted. 7.7 µs later, the 
first α-decay (220Th (T1/2 = 9.7 µs) appears, followed by a second 
one (216Ra, T1/2 = 0.18 µs) only 385 ns (25 samples) later [2]. 
 
This readout electronics is developed for a 60x60 mm2 
Double Sided Silicon Strip Detector (DSSD). The strip 
structure is implemented as metalized electrode areas on 
the surface, with 32 strips, a 1.6 mm pitch width, and per-
pendicular orientation front to back side. There is a gap of 
75 μm between the strips to separate them electrically 
from each other. If an event (particle or internal decay) 
occurs in this region, the electric charge is divided and 
collected by the neighbouring strips. The value of the 
deposited energy can be recovered as the sum of the 
charge collected in these strips (lower panel in Fig. 2). 
 
Figure 2: a) Three line α spectrum (239Pu, 241Am and 244Cm) of a 
single strip. b) α spectrum recovered for a gap area from 
summed charges collected in the neighbouring strips [2].  
 
In α source test irradiations we could show that summing 
the respective signals, yields the recovery of about 50% 
of the gap events at the correct energy level. The energy 
resolution is comparable to the single strip events. Apply-
ing this summing procedure, the sensitive area of the 
DSSD can be raised from 96 to 98 %. 
 
* Supported by HI Mainz 
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The Penning-trap setup SHIPTRAP is employed for
high-precision mass measurements of very heavy and su-
perheavy nuclei created in fusion-evaporation reactions.
Recently, the masses of the nuclides 252−254No [1] and
255,256Lr [2] were directly measured for the first time. To
extend such measurements to superheavy elements, it is
crucial to further increase the overall efficiency of the sys-
tem. Therefore, a second-generation gas-filled stopping
cell (’cryocell’) was designed [3].
In a gas stopping cell the reaction products ejected from the
velocity filter SHIP are slowed down in a metallic entrance
window (e.g. titanium foil of about 3µm thickness) and
ultra-pure helium buffer gas at a pressure of approximately
100 mbar from several MeV to few meV.
In comparison to the first-generation gas cell [4], the new
one is cooled down to cryogenic temperatures to reduce the
rest-gas contamination of the stopping gas. At 40 K almost
all impurities freeze out and accumulate on the walls of the
chamber, which leads to a significantly improved purity of
the buffer gas. As a result, ion losses due to charge ex-
change with contaminants are minimized. This also allows
for higher electrical fields inside the cryocell to extract the
radionuclides faster from the cell. In addition, ion losses
due to radial diffusion will be minimized due to lower dif-
fusion rates at cryogenic temperatures. Furthermore, bak-
ing of the system is not necessary anymore, therefore it
is possible to use non-UHV compatible materials, such as
printed circuit boards for voltage dividers, inside the vac-
uum chamber. Thus, the amount of required electrical vac-
uum feedthroughs was drastically reduced.
A further modification is the coaxial injection of the re-
action products into the cryocell. In combination with an
electrically insulated entrance window that serves as an
electrode the dead volume between the stopping region and
the entrance window disappears.
A sketch of the cryocell is shown in figure 1. The cry-
ocell consists of two chambers, the outer chamber with a
length of 650 mm and a diameter of 500 mm, and the in-
ner chamber with a length of 450 mm and a diameter of
400 mm. The outer chamber is pumped down to a pressure
of 10−6 mbar and contains a multilayer insulation foil. It
serves as a thermal insulator for the inner chamber. The
inner chamber is copper-plated on the outside with a thick-
ness of 2 mm to increase the heat conductivity. It is cooled
down with a single-stage cryo cooler (100 W at 77 K) to
∗We acknowledge the support of the German BMBF (Grants
06ML9148) and GSI (Grants LMTHIR1012 and GFMARX1012). Finan-
cial support by the Max-Planck Society is acknowledged.
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Figure 1: Sketch of the cryocell. 1. Outer Chamber 2.
Entrance Window 3. DC-Cage 4. RF-Funnel 5. Extraction
Nozzle
40 K. After the reaction products pass the first electrode
(the entrance window), the ions are guided with an elec-
trostatic electrode system consisting of 8 ring electrodes
with a diameter of 260 mm producing a DC gradient of
>10 V/cm to a radiofrequency funnel. The funnel consists
of 76 individual ring electrodes with an initial diameter of
266 mm and a final diameter of 5 mm. Between neighbour-
ing electrodes rf voltages with a phase shift of 180 ◦ in
addition to a superimposed DC voltage are applied. The
RF-DC mixing board is installed inside the inner chamber.
The resonance frequency of the circuit is 1.017 MHz with
Uout,pp=320 V at an input of Uin,pp=10 V. The ions are
ejected from the cryocell through a nozzle in a supersonic
gas jet. At room temperature a pressure of 10−8 mbar in the
inner chamber was reached. In an evacuated state a temper-
ature gradient of 20 K from the cryo cooler on the top to the
CF63 pumping port on the bottom was observed. However,
as soon as the chamber is filled with buffer gas the tem-
perature distribution equilibrates due to the increased heat
conductivity.
With the cryocell an increase of the efficiency of up to a
factor of five is envisaged. First offline experiments with a
223Ra-recoil ion source are scheduled for the beginning of
2012.
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IRiS -  Feasibility Calculations 
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The design for a new Inelastic Reactions Isotope Sepa-
rator (IRiS) [1] to be installed at the GSI Darmstadt has 
been developed in a joint effort of an international collab-
oration, headed by the University Mainz, the Helmholtz 
Institute Mainz, and the GSI. This separator will be dedi-
cated to the investigation of neutron-rich isotopes of 
heavy and superheavy elements, which can be produced 
exclusively in multi-nucleon transfer reactions. So far, 
experimental studies of transfer products with recoil sepa-
rators have focused on light isotopes not far from stability 
for a number of reasons. These include low efficiencies 
for multi-nucleon transfer reactions of recoil separators 
that are optimized for fusion-evaporation reactions. Here, 
we present developments toward a dedicated facility fea-
turing an extra-large angular acceptance separator IRiS, 
which will make the study of heavy neutron-rich transfer 
reaction products feasible. 
The task of IRiS is to separate reaction products of in-
terest from the primary beam and unwanted  byproducts. 
The separated products will be delivered either into a de-
tector setup or alternatively to auxiliary setups for identi-
fication and further investigation of the species of interest. 
For internal detection in a Si stop detector, maximum 
acceptable count rates are on the order of 1 kHz. For de-
tection in auxiliary systems like a gas stopping chamber 
for coupling to  external experimental setups, count rates 
up to 100 kHz appear acceptable. 
In our feasibility calculations, two particular nuclear re-
actions were studied in detail: the reaction 48Ca + 248Cm at 
a center-of-mass beam energy ECM = 209 MeV, and the 
reaction 238U + 248Cm at ECM = 750 MeV. Predictions for 
the multi-nucleon transfer channels from theoretical mod-
els of V. Zagrebaev [2] and G. Adamian and N. Antonen-
ko [3] were used for these studies. An ion-optical simula-
tion was developed in framework of  this study to test the 
performance of various potential IRiS setups for the two 
selected  reactions. Besides the heavy n-rich products of 
interest, other reaction byproducts were simulated as well 
as they will be the major source of background.  
Due to large differences in the properties (e.g., velocity, 
energy, angular emittance) of the studied heavy transfer 
products when produced in different reactions, the opti-
mal setup differs for either of the reactions. The most ver-
satile setup was found to be one based on a superconduct-
ing solenoid magnet as the main component, with a stored 
energy of E ∼ 10 MJ. In the simulations, a solenoid  
magnet with a maximum magnetic field  strength of 
Bmax=4.3 T and dimensions of 2 m length and 90 cm inner 
diameter was used. The target is located on axis at the 
entrance of the solenoid. A beam dump blocking central 
ions is placed axially at the exit of the solenoid and the 
detector is located further downstream from the solenoid, 
see Fig. 1. Ion-optical simulations of the identified opti-
mal setups resulted in efficiencies of roughly 20% for 
separation of the heaviest (Z ≥ 102) transfer products, 
while keeping the background rate well below 100 kHz. 
For the reaction 238U + 248Cm, the background is predicted 
to be below 1 kHz, when using a 500-µg/cm2 thick target. 
Using thicker targets resulted in increased background. 
For the reaction 48Ca + 248Cm two setups were investigat-
ed. The setup tuned for detection of the heaviest (Z ≥ 102) 
transfer products resulted in background below 1 kHz and 
the possibility to roughly identify A and  Z of the ions. 
When the setup was adjusted for the detection of Fm iso-
topes, the background increased to ∼ 10 kHz.  
Figure 1:   Schematic drawing of a solenoid-based IRiS 
design in an asymmetric mode. A thin actinide target is 
bombarded with a heavy-ion beam. A beam dump located 
on axis behind the solenoid stops both, beam ions, which 
pass  through the target without undergoing nuclear reac-
tions (red arrow) as  well as light products of transfer re-
action channels (violet). Heavy transfer reaction products 
(blue) are focused on a disk-like detector at the exit of the 
solenoid. In the separator mode, the detector is removed, 
and the products pass through a thin window into the gas-
filled stopping cell, where they are available for transport 
to ancillary setups. 
 
We conclude that the optimal identified setups perform 
better than expected for the reactions of choice. These 
setups will most probably not only allow for delivery of 
separated products into a gas stopping cell, which is the 
main design requirement, but also enable on-line  detec-
tion in internal Si detectors. The above described setups 
offer enough space for inserting of multiple gas-filled 
detectors for precise TOF measurement and ideally also 
for a rough Z identification.  
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    In the present work, we predict chemical properties 
and adsorption behaviour of element 119 that might be 
produced in the near future at the GSI, Darmstadt. The 
most promising nuclear reaction appears to be 50Ti + 
249Bk, giving the 295119 and 296119 isotopes in the 4n and 
3n evaporation channel, respectively. Expected lifetime, 
of the order of ms, is too short for study of chemical 
properties of this element using current gas-phase chro-
matography techniques. However, development of vacu-
um chromatography could open new prospects in this 
field. 
An analysis of atomic properties, calculated within the 
Dirac-Coulomb-Breit and other relativistic approaches 
[1,2] has shown that the relativistic stabilization and con-
traction of the valence ns AO in group 1 results in the 
inversion of trends beyond Cs, so that element 119 will be 
more electronegative than K.  
Chemical reactivity of element 119 in comparison with 
its lighter homologs K through Fr was studied for the M2 
and MAu dimers. Knowledge of properties of these com-
pounds is indispensable for estimating important quanti-
ties measured in the chromatography studies, i.e., subli-
mation, ΔHsub, and adsorption enthalpies, ΔHads, on gold.  
Molecular calculations were performed with the use of 
our fully relativistic, 4-component, Density Functional 
Theory method in the non-collinear spin-polarized ap-
proximation [3]. Results are given in Tables 1 and 2. 
 
Table 1. Spectroscopic properties of M2 (M = K through 
element 119): bond lengths, Re (in Å), dissociation ener-
gies, De (in eV) and vibrational frequencies, ωe (in cm-1)a
 
Mol. Re De ωe 
K2 3.942 
3.924 
0.515 
0.520 
91 
92 
Rb2 4.224 
4.180 
0.475 
0.485 
58 
58 
Cs2 4.673 
4.646 
0.428 
0.452 
41 
42 
Fr2 4.610 0.436 33 
(119)2 4.265 0.553 41 
a Values in italics are experiment.  
 
The data show that molecular properties have also a re-
versal of trends beyond Cs. Thus, (119)2 should be most 
strongly bound in the row of homologs, due to the 8s(119) 
AO contraction, while 119Au - most weakly, due to the 
8s(119) AO stabilization. ΔHsub of the 119 metal and 
ΔHads(119) on gold were obtained via a correlation with 
the binding energies of the corresponding dimes in the 
group. Accordingly, ΔHsub(119) should be larger than that 
of K, while -ΔHads(119) on Au (also on Pt and Ag) should 
be the smallest among the homologs. 
 
Table 2. Properties of MAu (M = K through element 
119): bond lengths, Re (in Å), dissociation energies, De (in 
eV) and vibrational frequencies, ωe (in cm-1)a
 
Mol. Re De ωe 
KAu 2.856 
- 
2.76 
2.75 
173 
- 
RbAu 2.967 
- 
2.74 
2.48 
122 
- 
CsAu 3.050 
-
2.91 
2.53 
100 
- 
FrAu 3.097 2.75 89 
119Au 3.074 2.44 92 
a Values in italics are experiment.  
 
Predicted trends in the adsorption of group-1 elements 
on noble metals are shown in Fig 1. The moderate values 
of ΔHads(119) are indicative of the feasibility of the chro-
matography chemical studies.  
0,2
0,6
1
1,4
1,8
2,2
2,6
3
3,4
0 50 100 150
Z
D
e, 
- Δ
H
ad
s,e
V
Cs
Rb
119
FrK
−ΔH ads(M)
/Pt
 /Ag
 /Au
D e(MAu)
    
Fig. 1. Calculated De(MAu) and -ΔHads(M), where M = K 
through element 119, on Au, Pt and Ag.  (The filled sym-
bols are calculations [4], while open ones – present data).  
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We performed relativistic benchmark calculations of po-
larizabilities, D, and ionization potentials, IP, of element 
120 and its lighter homologues, Ba and Ra. Besides being 
of fundamental importance in the context of atomic stud-
ies of heavy and superheavy elements, these properties 
are also important for the production and identification of 
element 120 attempted last year at GSI, Darmstadt [1].   
The first and second IPs were calculated using the Di-
rac-Coulomb-Breit (DCB) Hamiltonian, 
 
DCB ( ) (1/ ).D ij ij
i i j
H h i r B

  ¦ ¦  
Here, hD is the one electron Dirac Hamiltonian, 
2( ) ( ),D i i i nuch i c c V iE   Į p  
 
where Į and ȕ are the four dimensional Dirac matrices.  
The nuclear potential Vnuc takes into account the finite 
size of the nucleus, modelled by a uniformly charged 
sphere. The two-electron term includes the nonrelativistic 
electron repulsion and the frequency independent Breit 
operator, Bij, and is correct to the second order in the fine 
structure constant Į. 
 Correlation was taken into account by the Fock space 
coupled cluster method (FSCC), augmented by the inter-
mediate Hamiltonian approach [2] to facilitate conver-
gence. The universal basis set [3] was used for both ele-
ments. The intermediate Hamiltionian approach allowed 
us to increase the model space to contain 8s6p6d5f2g1h 
orbitals for Ra, and 8s6p5d4f3g2h orbitals for element 
120. In order to correct the IPs for higher order QED ef-
fects, we used Ref. [4] and added the self-energy, the 
vacuum polarization, and the frequency dependent Breit 
energy contributions obtained there on top of our calcu-
lated result. The composite effect of the three QED terms 
lowers the IP of Ra by 46.2 cm-1, and that of element 120 
by 101.7 cm-1. The final IPs are shown in Table I in com-
parison with experiment for Ra and with other calcula-
tions for both atoms. The results for Ra are in excellent 
agreement with the experiment, achieving meV accuracy 
for the first IP. Similar accuracy is expected for the IPs of 
element 120, which are higher than those of its lighter 
homologue due to the relativistic stabilization of the va-
lence ns orbital. 
DC calculations of D were performed using the DI-
RAC08 package [5], employing the finite field approach. 
Static D of Ra has not been experimentally measured. 
Thus, along with D of Ra and element 120, we calculated 
that of their lighter homologue, Ba, for which an experi-
mental value is known [6]. The uncontracted Faegri basis 
set [7] was used for both atoms and extended to conver-
gence with respect to the calculated polarizabilities. Elec-
tron correlation was taken into account at the relativistic 
CC level, including single, double, and perturbative triple 
excitations (CCSD(T)). The Ds are presented in Table I. 
To the best of our knowledge, this is the first calculation 
of D of element 120. The reliability of our prediction is 
confirmed by good agreement of the obtained D of Ba and 
Ra with previous calculations and, in case of Ba, with 
experiment. The decrease in D with increase in atomic 
number is due to the strong relativistic contraction of the 
ns orbital. 
  
Table 1. First and second ionization potentials, IP (in eV), 
and polarizabilities, D (in a.u.), of Ba, Ra, and element 
120  
Property Value Method Ref 
Ba 
D 272.8 DC+CCSD(T) this 
 273.5 DC+CI+MBPT [8] 
 268.2 DC+CCS [9] 
 268±22 exp. [6] 
Ra 
IP1 5.277 DCB+FSCC this 
 5.278 exp. [10] 
IP2 10.176 DCB+FSCC  
 10.147 exp. [10] 
D 242.8 DC+CCSD(T) this 
  248.6 DK+CCSD(T) [7] 
120 
IP1 5.834 DCB+FSCC this 
 5.863 DC+CI+MBPT [12] 
IP2 11.139 DCB+FSCC this 
 11.150 DC+CI+MBPT [13] 
D 167.4 DC+CCSD(T) this 
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Theoretical Studies on Formation and Adsorption of MBr5 and MOBr3  
(M = Nb, Ta, and Db) on KCl/KBr Surfaces  
J. Anton1 and V. Pershina2 
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Volatility of halides and oxyhalides of the group-5 ele-
ments Nb, Ta and Db was studied extensively in the past 
both experimentally [1-3] and theoretically [4]. The case 
of adsorption of pure halides revealed some surprises.  
Thus, theoretical predictions based on the relativistic DS-
DV calculations of the electronic density distribution in 
MBr5 indicated higher volatility of DbBr5 (as a vapour 
pressure over the solid) than their lighter homologs in the 
chemical groups [4], while experimentally, the following 
trend was observed: Nb ≈ Ta > Db [1-3]. New experi-
ments are under way at the IMP, Langzhou, to shed more 
light on this interesting case [5].  
In order to understand adsorption of bromides in these 
experiments, new theoretical studies were undertaken by 
us on the basis of the state of art fully relativistic Density 
Functional Theory (DFT) calculations of various halides, 
oxyhalides and complexes of the group-5 elements. Our 4 
component DFT spin-polarized non-collinear method [6] 
allows for very accurate calculations of geometrical con-
figurations and stabilities of the heavy-element species. 
With its use, formation enthalpies and their trend were 
predicted for the pure pentabromides and oxybromides 
according to the following reaction 
 
                    M → MOBr3 → MBr5. 
 
Table 1 contains calculated geometries of the group-5 
species of interest together with experimental data where 
available. Atomization energies are given in Table 2. 
 
Table 1. Bond lengths, Rax/Req (in Å) in MBr5, MOBr3, 
MBr6-, and MBr5Cl- and ∠O-M-Br (in degrees) in MOBr3 
Molec. Nb Ta Db 
MBr5  2.500/2.449 2.495/2.444 2.548/2.496 
 - 2.473/2.412a - 
MOBr3  1.704/2.442 1.716/2.440 1.788/2.484 
 1.694/2.429a - - 
 107.5(107.3a) 104.5 106.0 
MBr6- 2.554 2.547 2.598 
MBr5Cl- 2.550/2.380 2.548/2.360 2.600/2.420 
a Experimental values 
 
Table 2. Atomization energies of MOBr3 and MBr5 (eV) 
Molec. Nb Ta Db 
MOBr3  20.53 21.43 20.36 
MBr5  18.32 19.41 18.86 
 
It was shown that Db has no preference to bind oxygen, 
so that the trend in the MOBr3 formation is Db < Nb < Ta, 
in difference to the earlier work [4], while the trend in the 
MBr5 formation is Nb < Db < Ta. Thus, in the atmosphere 
of HBr/BBr3, pure pentabromides should be formed. 
Their volatility as adsorption on an inert surface should 
have the following trend Nb < Ta < Db, in agreement 
with the earlier conclusions [4]. This trend is, however, 
not the one observed in the "one-atom-at-a-time" experi-
ments [1-3,5], where the quartz surface is modified (e.g., 
with aerosol particles KCl, or KBr). Our calculations have 
shown that on the KBr/KCl surface, the MBr6- or MBr5Cl- 
complexes are formed, as is shown in Fig. 1.  
 
 
 
Fig. 1. Formation of MBr6 on the KBr surface. 
 
Their geometries are given in Table 1. Complex forma-
tion energies with respect to those of Nb, in comparison 
with the experimental ΔHads [2,3,5] are given in Table 3.  
 
Table 3. Energies of the MBr5 → MBr5L- (L = Br and Cl) 
reactions, ΔE, and of experimental ΔHads (in eV), with 
respect to those of Nb 
-ΔHads NbBr5 TaBr5 DbBr5 
ΔE(MBr5 → MBr6-)   0 -0.09 -0.21 
ΔE (MBr5 →MBr5Cl-) 0 -0.09 -0.25 
-ΔHads[SiO2/KCl] a 0 -0.08 -0.29 
-ΔHads[SiO2/KBr] b 0 -0.08 - 
a Refs. [2,3]; b Ref. [5]. 
 
The obtained ΔE (Table 3) are in excellent agreement 
with the experimental ΔHads [2,3,5]. Obviously, the com-
plex formation, indeed, takes place on the KCl/KBr sur-
face, so that the trend in the volatility should be Nb > Ta 
> Db.  
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Two-neutron correlations in microscopic wave functions of 6He and 8He ∗
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As the neutron-neutron interaction creates at low ener-
gies a localized resonance in the 1S0 channel, it is expected
that spatial correlations between loosely bound neutrons
are enhanced when compared to well bound nuclear many-
body systems where the neutrons are in close contact to
protons. Neutrons are also an example of the so called uni-
tary limit where the scattering length is much larger than
the extension of the many-body system.
Two-neutron densities obtained from microscopic wave
functions of 6He and 8He are investigated to reveal di-
neutron correlations. The correlated many-body states la-
beled by total spin and parity J π are the eigenstates of a
given nuclear Hamiltonian obtained by diagonalization in
a many-body Hilbert space spanned by AMD-states [?].
The two-body correlation densities are calculated for these
multi-configuration mixed eigenstates (MC).
The two-neutron density ρ(2)nn as function of c.m. posi-
tion R and relative distance r of the neutron pair with spin
S = 0, 1 are given by
ρ
(2)
nn,S(R, r) =
〈
ΦJ
π∣∣ A∑
i6=j
neutrons
ΠSijδ(R˜ij−R) δ(r˜ij−r)
∣∣ΦJπ〉 ,
where ΠSij projects on the spin S of the pair (i, j). In
the Figure we display ρ(2)nn,S(R, r) integrated over r. As
the many-body states have J π = 0+ the resulting two-
neutron distribution ρ¯(2)nn,S=0(R) depends only on the ab-
solute value of the c.m. position R = |R| of the pair.
For a quantitative discussion of di-neutron correlations
we compare with the corresponding densities of single
Slater determinants which maybe regarded as uncorrelated,
except for Pauli correlations. As reference states with little
correlations, we prepare AMD wave functions by minimiz-
ing the energy of a single Slater determinant without any
projection or constraint. After the variation this intrinsic
state is projected on Jπ = 0+. This procedure is denoted
by PAV (projection after variation).
In order to study the effects of the spin-orbit interac-
tion on the two-neutron correlations we also create sample
states with PAV calculations without the spin-orbit force,
By switching off the spin-orbit force (PAV-ls0) spin-zero
neutron pairs are favored.
In the Figure the S = 0 two-neutron c.m. density is
displayed for 6He and 8He. In the case of an uncorrelated
gas of neutrons one anticipates a narrow distribution for the
c.m. positions of pairs because particles on opposite sides
∗Work supported by Japan Society for the Promotion of Science
(JSPS), Japanese Ministry of Education, Culture, Sports, Science and
Technology (MEXT) and EMMI.
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Figure 1: S = 0 two-neutron c.m. density ρ¯(2)nn,S=0(R) of
the 6He(0+1 ) and 8He(0+1 ) multiconfiguration states (MC),
reference states (PAV) and sample states (PAV-ls0), as well
as that of the 8He(0+2 ) multiconfiguration state (MC).
of the nucleus contribute to c.m. positions R at the center.
If on the other hand due the interaction between them the
neutrons like to form S = 0 pairs that are preferentially
close in r the two-body c.m. distribution will not be as
narrow as in the uncorrelated case. This effect is nicely
visible in ρ¯(2)nn,S=0(R).
When compared with the reference states (PAV) and also
the sample states (PAV-ls0), the two-neutron c.m. densities
calculated with the MC wave functions for the 6He(0+1 ) and
8He(0+1 ) states are very large at the nuclear surface. In par-
ticular, 6He(0+1 ) shows a significant two-neutron c.m. den-
sity in the R > 3 fm region. This indicates more enhanced
nn correlations at the surface of 6He than of 8He. Even
in the 8He(0+1 ) ground state the two-neutron c.m. density
ρ¯
(2)
nn,S=0(R) of the MC state at R ∼ 4 fm is by a factor 100
larger than that of the uncorrelated reference state (PAV).
The excited 8He(0+2 ) state shows in the outer region re-
markably large probabilities for S = 0 neutron pairs.
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Breaking of the N=8 shell closure in 12Be
T. Neff
GSI, Darmstadt, Germany
The Beryllium isotopes are very rich in their structure. In
a naive shell model picture the last neutron in 11Be would
occupy a p1/2 orbit and the ground state would be 1/2−.
However this 1/2− state is the first excited state and the
real ground state has a spin of 1/2+. The neutron sepa-
ration energy Sn = 0.504MeV is very low and the s1/2
orbit comes down in energy. It is now an interesting ques-
tion how the situation looks like in 12Be. As indicated by
the two-neutron separation energy (S2n = 3.67MeV) the
valence neutrons are much better bound than in 11Be. Fur-
thermore (p1/2)2, (s1/2)2 and (d5/2)2 configurations can
all mix in the 0+ ground state. The situation is furthermore
complicated by the deformation of the 10Be “core” as we
have to deal with the possibility of core polarization where
10Be in the 2+ state is coupled with valence neutrons in
(d5/2)2 or (s1/2d5/2) configurations.
Motivated by a recent measurement of the charge radius
of 12Be [1] we investigated 12Be in the Fermionic Molecu-
lar Dynamics (FMD) approach [2]. FMD uses a Gaussian
wave-packet basis for the single-particle states that allows
to describe nuclei with clustering and halos in a consistent
picture. Good quantum numbers are obtained by projecting
the intrinsic many-body basis states on parity, angular and
total linear momentum. The parameters of the basis states
are obtained by variation after projection for the spins of
the low-lying states. In the present calculation additional
basis states were obtained by using the quadrupole moment
of the intrinsic states as a generator coordinate. The full
wave functions were obtained in a multiconfiguration mix-
ing calculation with about 40 basis states.
We used an effective interaction derived from the Ar-
gonne V18 potential using the Unitary Correlation Op-
erator Method with correlation functions obtained from
a Hamiltonian evolved in the Similarity Renormalization
Group [3]. As the effective spin-orbit splittings obtained
with realistic two-body interactions are too small we in-
troduced a phenomenological parameter η to change the
strength of the spin-orbit force in the S = 1, T = 1 chan-
nel. A factor η ≈ 2 works remarkably well for the Beryl-
lium isotopes. This modification of the spin-orbit force
leads to increased binding but it also changes the relative
position of p- and sd-orbits.
Table 1: Calculated and experimental electromagnetic tran-
sition strengths in 12Be.
Transition FMD Exp.
B(E2; 2+1 → 0+1 )[e2 fm4] 8.75 8.0(3.0)
B(E2; 0+2 → 2+1 )[e2 fm4] 7.45 7.0(6)
M(E0; 0+1 → 0+2 )[e fm2] 0.90 0.87(3)
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Figure 1: Cuts through the intrinsic densities of the 12Be
states that represent local minima in variation after projec-
tion calculation. On the left the valence neutrons are found
in a p2 configuration, on the right in a (sd)2 configuration.
The intrinsic states of the Beryllium isotopes show an
α-cluster structure. In the case of the 0+ states of 12Be
we found two different local minima that correspond es-
sentially to a p2 and an (sd)2 configuration as shown in
Fig. 1. Whereas the charge radius of the p2 configura-
tion with 2.33 fm is only slightly larger than in 10Be, the
(sd)2 configuration has a significantly larger charge radius
of 2.44 fm, which is caused by both an increased distance
of the α-clusters and a correlation with the neutrons which
leads to an α-8He like structure. The (sd)2 configuration
in 12Be is very different from the picture in 11Be where
the very small neutron separation energy favors the appear-
ance of an s-wave halo. In 12Be the two neutrons are much
better bound and the FMD single-particle orbits are linear
combinations of d- and s-orbits. This is also reflected in the
matter radius that is significantly smaller in the 12Be (sd)2
configuration than in 11Be. Also other observables, like
the monopole matrix element between the two 0+ states
and the quadrupole transition strengths of the two 0+ states
to the first 2+ state, depend very sensitively on the mixing.
We obtain a good agreement for all transitions as shown
in Table 1. The (sd)2 configuration contributes about 70%
to the ground state. This is reflected in the charge radius
which is larger than the calculated 11Be charge radius by
about 0.03 fm.
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Neutrino emissivities and mean free paths in hot strange quark matter∗
Andreas Lohs†1,2,3
1GSI, Darmstadt, Germany; 2Technische Universita¨t Darmstadt, Germany; 3Universita¨t Heidelberg, Germany
Neutrino emission by the quark URCA processes is con-
sidered to be the dominant cooling mechanism in a possible
quark phase in hot an dense matter as may be expected in
the core of neutron stars. Moreover, those processes are
important for neutrino transport in quark matter.
We present here a refined calculation of emissivities and
mean free paths of electron neutrinos from quark URCA
processes in strange quark matter assuming the following
thermodynamical conditions: T ≤ 100μe  μquark, with
μe denoting the electron chemical potential. The reactions
explicitly studied are (anti)neutrino absorption on (up)
down quark and emission of (anti)neutrinos from (positron)
electron capture or down quark decay. The quarks are
treated as quasi free particles, with the light quarks being
considered as massless. Neutrinos are assumed to leave the
system so their abundances are vanishing and there is no
neutrino blocking. Electrons and positrons are considered
as noninteracting Fermi gases. Strong interaction is ac-
counted for according to Landau-Fermi-Liquid theory [1].
We assume beta equilibrium between quarks and electrons.
The present calculation is an extension of earlier work of
Iwamoto [3] and Burrows [2]. The former included correc-
tions due to strong interaction but considered degenerate
electrons only, while Burrows considered as well condi-
tions for which electrons are non degenerate, yet treated the
quarks as non interacting. In our calculations, we include
corrections due to strong interaction and consider condi-
tions which electrons can have any possible degeneracie.
Furthermore, we have developed analytical approximations
to our numerical calculations that are valid for values of
T/μe roughly ten times bigger than the approximation pre-
sented in [3].
Additionally our calculations correctly treat momentum
conservation for all conditions considered. This leads to
significantly shorter mean free paths for values of T/μe
larger than a certain threshold, which depends on the neu-
trino energy (see figure 1).
Figure 2 compares our νe and ν¯e emissivities with those
computed by Iwamoto [3]. One can see that Iwamoto’s
approach significantly underestimates the emissivities for
high T/μe. Previous works [2, 3] neglected positron cap-
ture as a source for antineutrinos, however our calculations
show that at high temperatures positron capture is the dom-
inant reaction for producing antineutrinos.
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Operator representation for realistic nucleon-nucleon potentials
D. Weber1, H. Feldmeier1, and T. Neff 1
1GSI, Darmstadt, Germany
We present an operator representation for the Argonne
potential [1], correlated with the ’Unitary Correlation Op-
erator Method’ (UCOM) [2, 3]. The correlated potential
shows a more complicated operator structure than the ini-
tial Argonne interaction. However most of these additional
operators only become important at high angular momen-
tum L. In this case, due to the centrifugal barrier, the ki-
netic energy is dominant anyhow. Thus it is sufficient to
find a reduced set of operators which can nevertheless de-
scribe the the lowest angular momentum matrix elements
of the interaction with the same accuracy as the exact oper-
ator representation. We use the ansatz
V
(red.)
UCOM =
∑
ST
[VCST (r) + VL2ST (r)~L 2]ΠST
+
∑
T
VLS1T (r)(~L·~S)Π1T
+
∑
T
[VT1T (r)S12 + VTll1T (r)S12(~L, ~L)]Π1T
+
∑
ST
1
2
[
~q 2Vq2ST (r) + Vq2ST (r)~q 2
]
ΠST
+
∑
T
1
2
[
qrVTrq1T (r) + VTrq1T (r)qr
]×
S12(~r, ~qΩ)Π1T (1)
and fit it to the exact matrix elements of the UCOM corre-
lated Argonne potential [4]. Thereby we obtain the radial
functions V ···ST (r) in Eq. (1) which absorb the contributions
from the neglected operators of the exact UCOM potential
in the channels with low angular momentum.
Compared to the operator set of the initial Argonne in-
teraction, the reduced set in Eq. (1) is supplemented by
the momentum dependent operators ~q 2 and qrS12(~r, ~qΩ).
These terms replace the strong short range repulsion and
the short range tensor which are responsible for undesired
scattering to high momenta. Therefore it is necessary to
include these momentum dependent terms in the reduced
set of operators. An ansatz excluding the momentum de-
pendent operators in Eq. (1) cannot not even reproduce the
interaction matrix elements and phase shifts in the S-wave
(see Fig. 1). The full operator set in Eq. (1) however is
able to reproduce these phase shifts. Only for higher L,
e.g. in the F-wave, deviations appear due to the reduced set
of operators. The reduced set of operators also succeeds to
describe light nuclei with the same precision as the exact
interaction (Tab. 1).
In that sense, the presented choice contains the mini-
mal set of operators, which is necessary to provide an opti-
mal description of low angular momentum phase shifts and
light nuclei.
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Figure 1: Nucleon-nucleon phase shifts calculated with the
exact UCOM interaction (blue solid line), the reduced set
of operators from Eq. (1) (red dashed line) and a opera-
tor set just neglecting the momentum dependent operators
(green dot-dashed line). The dots indicate the results of the
1993 Nijmegen partial wave analysis [5].
3H 3He 4He
UCOM 8.38 7.67 28.53
reduced UCOM 8.37 7.67 28.51
Experiment 8.482 7.718 28.296
Table 1: Binding energies (in MeV) of some light nuclei
calculated in the ’No Core Shell Model’.
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Shell model Gamow–Teller strength distribution for 76Se * 
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Recent theoretical studies predicted that, due to 
nuclear correlations across the N = 40 shell gap, electron 
captures on nuclei with proton numbers Z<40 and neutron 
numbers N>40 would not be strongly suppressed due to 
Pauli blocking of Gamow–Teller (GT) transitions [1]. 
This prediction has recently been confirmed by the 
experimental determination of the single particle 
occupation numbers in 76Se [2]. The experiment reveals a 
summed strength of B(GT)=0.7±0.2 in the excitation 
energy interval Ex=0–5MeV mainly distributed over 6 
individual states. Further GT+ strength of B(GT)=0.3±0.2 
is tentatively assigned to the energy range 5–10 MeV. To 
explain the experiment, we present here shell model 
calculations for the GT+ strength distribution of 76Se.
The detailed theoretical calculation can be found in [3, 
4]. The NS interaction has a 48Ca core and considers the 
full pf  proton shell and the (p,f5/2,g9/2) neutron orbits. 
The RG and JUN45 interactions use a 56Ni core and 
consider the (p, f5/2, g9/2) orbits for both protons and 
neutrons.  Fig. 1 shows the normalized running sum of the 
GT distributions from experiment and shell model results. 
It is found that the RG and NS interactions yield quite 
similar energy dependencies. The JUN45 interaction 
predicts a relatively larger GT+ strength at low excitation 
energies than the other interactions. Fig. 2 compares the 
stellar capture rates derived from shell model and 
experiment. It is seen that the capture rates obtained from 
the experimental GT+ strength distribution are close to 
those obtained from theoretical calculations. 
Figure 1: Comparison of Normalized running sum of GT+ 
strength between experiment and shell model calculations. 
Figure 2: Comparison of stellar capture rates between 
theory and experiment. 
Figure 3: Stellar capture rates from shell model 
calculation with RG interaction as a function of truncation. 
 Fig. 3 shows the stellar captures rates from shell 
model calculation with RG interaction as a function of 
number of Particle-Hole excitations from pf shell to g9/2 
orbit. It is seen that, one needs at least 6p–6h excitations 
in shell model to get the experimental data.
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Fragmentation of spin-dipole strength in 90Zr and 208Pb
T. Marketin1,2, E. Litvinova3, D. Vretenar2, and P. Ring4
1IKP, TU Darmstadt; 2University of Zagreb, Croatia; 3EMMI, GSI, Darmstadt; 4TU Mu¨nchen, Garching
Spin-isospin excitations present a very active research
topic both in nuclear structure and nuclear astrophysics.
In addition to the Gamow-Teller resonance, the charge-
exchange spin-dipole response, made up of three compo-
nents with angular momentum and parity J π = 0−, 1−
and 2−, has been shown to significantly contribute to the
total reaction rates and even compete with the contribu-
tion of Gamow-Teller transitions [1]. Two recent (p, n)
and (n, p) measurements of the spin-dipole response of
90Zr and 208Pb [2] have prompted new theoretical studies,
in particular investigations based on the random phase ap-
proximation. Both measurements show a high-energy tail
in the spin-dipole strength distribution that cannot be de-
scribed by the simple one-particle – one-hole (1p1h) ran-
dom phase approximation (RPA). We introduce a charge-
exchange version of the particle-vibration coupling model
based on time-dependent covariant density functional the-
ory, and apply it to an analysis of spin-dipole strength dis-
tributions in 90Zr and 208Pb [3].
The phonon coupling terms augment the RPA spectrum
with additional p-h⊗phonon components that generally
lead to significant fragmentation of giant resonances [4].
In Fig. 1 we compare the spin-dipole strength distribution
in 90Zr calculated using the relativistic random phase ap-
proximation (RRPA), and the relativistic time-blocking ap-
proximation (RTBA).
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Figure 1: Spin-dipole strength distributions for the t− (up-
per panel) and the t+ (lower panel) channels in 90Zr. The
energy plotted on the horizontal axis is with respect to
the ground state of 90Zr. The solid curve represents the
sum of the strength distributions of the 0−, 1− and 2−
components, calculated in the RTBA that includes particle-
vibration coupling. The dashed curve denotes the corre-
sponding RRPA strength function. In both cases the imag-
inary part of the energy is set to Δ = 1 MeV. The experi-
mental results denoted by full circles are from Ref. [2].
The prominent RRPA peaks (dashed curves) disappear
when particle-vibration coupling is included in the RTBA
(solid curves). In the t− channel, for instance, only a
broad resonance remains with the peak at 23.5 MeV, in
very good agreement with the available data. The inclu-
sion of particle-vibration coupling leads to a shift of the
strength to higher excitation energies. A high-energy tail
is formed in the region above 30 MeV where the strength
decreases almost linearly with increasing energy, in close
agreement with experimental results. In contrast, the RRPA
strength decreases more rapidly above 30 MeV, and be-
comes 5 to 10 times smaller than the experimental strength
above 40 MeV. In the t+ channel the two dominant peaks
predicted by the RRPA merge into a single broad structure
that extends up to approximately 15 MeV excitation en-
ergy. The tail at higher energies decreases approximately
linearly with increasing energy. One might notice a very
good agreement with data, except in the low-energy region
below 5 MeV, where both the RRPA and the RTBA pre-
dict spin-dipole strength, originating predominantly from
the 2− component, that is considerably larger than the mea-
sured distribution.
The spin-dipole strength can also provide information
on basic properties of finite nuclei. In particular it is con-
nected to the neutron skin thickness, which has been shown
to constrain the neutron equation of state, and is also cor-
related with the nuclear symmetry energy, via the model-
independent non-energy-weighted sum rule.
Sλ− − Sλ+ =
2λ + 1
4π
(
N
〈
r2
〉
n
− Z 〈r2〉
p
)
, (1)
For 90Zr the calculated sum rule is 9% larger than
the measured value. This leads to a neutron rms radius√〈r2〉n = 4.308 fm, and neutron skin thickness δnp =
0.115 fm, both at the upper limit of the experimental error
bars.
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Quasiparticle-vibration coupling in relativistic framework: shell structure of
Z=120 isotopes
Elena Litvinova1
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Planckstraße 1, D-64291 Darmstadt, Germany
For the first time, the shell structure of open-shell nu-
clei is described in a fully self-consistent extension of the
covariant energy density functional theory. The approach
implies quasiparticle-vibration coupling (QVC) in the rela-
tivistic framework being an extension of the Ref. [1] for su-
perfluid systems [2]. Medium-mass and heavy nuclei rep-
resent Fermi-systems where single-particle and vibrational
degrees of freedom are strongly coupled. Collective vibra-
tions lead to shape oscillations of the mean nuclear poten-
tial and, therefore, modify the single-particle motion. To
take this effect into account, the Dyson equation is solved
with a one-body Hamiltonian that consists of a Relativistic
Hartree-Bogoliubov (RHB) part HRHB and an additional
energy-dependent self-energy Σ (e)(ε) [3]:(
ε−HRHB − Σ(e)(ε)
)
G(ε) = 1. (1)
The Σ(e)(ε) is the nucleonic self-energy of the
quasiparticle-phonon coupling [3]. It contains characteris-
tics of vibrational modes computed with the self-consistent
relativistic quasiparticle random phase approximation. So-
lutions of the Eq. (1) provide the quasiparticle energies
and the strength distributions (spectroscopic factors). The
Dyson equation is formulated in the doubled quasiparti-
cle space of Dirac spinors and solved numerically for nu-
cleonic propagators G(ε) in tin and nickel isotopes which
represent the reference case: the obtained energies of the
single-quasiparticle levels and their spectroscopic ampli-
tudes are in excellent agreement with data. As an exam-
ple, see Fig. 1. Selected results on the single-quasiparticle
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Figure 1: Single-quasiparticle spectrum of 120Sn: Rela-
tivistic mean field (RMF, left column), QVC (center) and
experimental data (right). In the ’QVC’ and ’EXP’ cases
only the dominant levels are shown.
strength distributions in the neutron and the proton subsys-
tems of the Z = 120 isotopic chain are displayed in Fig.
2. One can see the evolution of these distributions with an
increase of the neutron number from N = 172 to N = 184.
In the neutron subsystems both pairing and QVC mecha-
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Figure 2: Single-quasiparticle strength distribution for the
orbits around the Fermi surfaces in the neutron (left pan-
els) and proton (right panels) subsystems of the Z=120 iso-
topes calculated in the relativistic quasiparticle-vibration
coupling model. The dashed lines indicate the chemical
potentials.
nisms are active and show a very delicate interplay: pairing
correlations tend to increase the shell gap while the QVC
alone tends to decrease it and at the same time causes the
fragmentation of the states in the middle of the shell. As a
result, in the presence of both mechanisms the gap in the
neutron subsystem remains almost steady while the newly
occupied levels jump down across the gap when the neu-
trons are added. Thus, in contrast to the pure mean field
studies [4], no sharp neutron numbers appear as the can-
didates for the spherical shell closures. The shell gap in
the proton subsystems of the considered nuclei diminishes
only slightly when the neutron number increases, so that
the proton number Z = 120 remains a rather stable shell clo-
sure while the detailed structure of the proton levels shows
some rearrangements induced by the neutron addition.
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Integrated nucleosynthesis from supernova simulations
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The production of elements heavier than iron is mainly
associated with two different processes, namely the r- and
s-process (rapid and slow neutron capture processes). The
astrophysical site of the s-process is known, whereas the
corresponding site for the r-process is still a subject of de-
bate.
Observations of Metal-poor stars (MPS) give insight to
the solution of the problem, since these stars are expected
to have fingerprints of only few nucleosynthesis events. By
comparison of various MPS observations one could iden-
tify a universality of the r-process pattern in the region be-
tween the second and third r-process peak (56 ≤ Z ≤ 76),
which can be also observed in the solar r-process abun-
dance pattern. However this universality breaks down in
the region of 38 ≤ Z ≤ 48 and observations of differ-
ent MPS show different behaviour [4]. This implies that
the low-Z and high-Z r-process elements have to be cre-
ated in different astrophysical sites. One possible candidate
for the production of low-Z elements is the neutrino-driven
wind in core-collapse supernova. Here, a newly formed
proto-neutron star cools by emission of high neutrino and
antineutrino fluxes ejecting matter from the surface of the
proto-neutron star.
Figure 1: Isotopic abundance as a function of mass number
A for setected trajectories of each simulation.
Here we present integrated nucleosynthesis results from
core-colapse supernovae simulations, with different initial
progenitor masses (10.8 and 18.0 M) and for times of sev-
eral tens of seconds after the onset of explosion [2]. The
ejected matter is always proton rich and is subject to νp-
process nucleosynthesis [1]. Using an extended network,
including all the relevant nuclear and weak rates, we have
∗ l.huther@gsi.de
Figure 2: Integrated elemental abundances for low (cyan)
and high (red) velocity in comparison to the metal poor star
HD 122563
determined the integrated nucleosynthesis outcome and its
sensivity to the progenitor mass.
The results of our calculations lead to two conclusions.
The first conclusion is, that the nucleosynthesis results of
the heavier star lead to a stronger νp-process. This is due
to the presence of a more massive envelope that makes the
ejecta to move more slowly. This is clearly shown in figure
1, where for both progenitors the nucleosynthesis outcome
of two selected trajectories is compared.
Although the simulations have been carried on for sev-
eral seconds after the onset of explosion, the nucleosyn-
thesis results depend to a large extend on the long term
velocity of the ejecta. Assuming a high velocity for the
ejected material at the end of the simulation, hinders the
νp-process. However, if we assume a smaller velocity, the
material is kept for a longer time at the relevant νp-process
temperature range. In this case, we can reproduce the MPS
observations of ref. [3] for the light r-process elements up
to Z = 56.
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Massive star explosions: no help from collective neutrino flavor oscillations
Tobias Fischer1,2, Sovan Chakraborty3, Alessandro Mirizzi3, Ninetta Saviano3, and Ricard Toma´s3
1GSI, Helmholtzzentrum fu¨r Schwerionenforschung GmbH, Darmstadt; 2Institut fu¨r Kernphysik, Technische
Universita¨t Darmstadt; 3Institut fu¨r Theoretische Physik, Universita¨t Hamburg
Explosions of massive stars are related to the revival of
the stalled bounce shock. It forms when the collapsing
stellar core bounces back at nuclear matter densities. The
bounce shock initially propagates out of the stellar core
and thereby loses energy due to heavy-nuclei dissociation
and neutrino losses. It stalls and turns into an accretion
front. Among all shock-revival mechanisms discussed, the
neutrino-driven scenario seems the favored case. In the last
few years, it has been understood that the description of
neutrino flavor conversions in supernovae, based on only
the Mikheyev-Smirnov-Wolfenstein (MSW) effect, was in-
complete. Flavor changes deep inside the stellar core can
be dominated by neutrino-neutrino interactions, creating
a potential which causes large and rapid conversions be-
tween different neutrino flavors. The transitions occur col-
lectively, i.e. in a coherent fashion, over the entire energy
range. An interesting observational consequence of ν–ν in-
teractions is a swap of the νe and ν¯e spectra with the heavy-
lepton flavors νx and ν¯x (x ∈ (μ, τ)) in certain energy
ranges. Recently, it has been realized that the electron den-
sity cannot be arbitrarily large before it affects self-induced
neutrino oscillations. When the electron density signifi-
cantly exceeds the neutrino density, the large phase disper-
sion induced by the matter background suppresses collec-
tive phenomena. The outcome of such analysis depends on
matter density, electron fraction and neutrino spectra, all of
which are determined from the supernova simulation.
It has long been speculated whether, e.g., during the
mass-accretion period of massive star explosions, such col-
lective neutrino-flavor oscillations can have an impact, e.g.,
to increase the neutrino-heating efficiency. In order to in-
vestigate this question, we performed core-collapse super-
nova simulations of massive iron-core progenitors in the
mass range of 8.8–18 M, in spherical symmetry based on
three-flavor Boltzmann neutrino transport [1]. Note that
neutrino-driven explosions can only be obtained in spheri-
cal symmetry for low-mass stars, between about 8–10 M.
More massive stars have extended high-density silicon lay-
ers surrounding the central core which in turn leads to an
extended mass accretion period which can last for several
100 ms. In order to obtain explosions for such progenitor
stars, we enhance the neutrino-absorption rates artificially.
Fig. 1 shows a snapshot of the radial net electron and
neutrino density profiles during the accretion phase at
200 ms after core bounce. It can be seen that the electron
density largely exceeds the neutrino density1. Moreover,
because the standing accretion shock is oscillating in ra-
dius during the accretion phase driven by neutrino heating
and hence it is possible that ne ' nνe − nνx , we com-
1Note the relevant quantity for the oscillation analysis is nνe − nνx
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Figure 1: Radial profiles of the net electron and
(anti)neutrino densities at 200 ms after core bounce.
pute the νe survival probability Pee. The radial profiles are
shown in Fig. 2, evaluated at selected post-bounce times
(black lines) in comparison to a complete flavor swap (red
line) assuming zero electron density [2]. The suppression
ranges from partial to complete.
Figure 2: Radial profiles of the νe survival probability at
selected post-bounce times during the accretion phase.
In summary, collective neutrino flavor oscillations are
highly suppressed during the entire accretion phase of core-
collapse supernovae and hence their impact to neutrino
heating and the explosion dynamics is negligible. The re-
sults have been confirmed recently by other groups [3, 4].
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Calculation of neutrinoless double electron capture rates
Toma´s R. Rodrı´guez1,2 and Gabriel Martı´nez-Pinedo1,2
1GSI, Darmstadt, Germany; 2TUD, Darmstadt, Germany
Neutrinoless double electron capture (0νee) is a process
that can occur beyond the standard model assuming that the
neutrino is a Majorana particle. In this process two elec-
trons from the inner shells of an atom with (N,Z) are cap-
tured by the nucleus producing an atom with (N+2, Z−2)
in an excited state (both nuclear and atomic levels). The
capture rate of this rare process (λ0νee) can be written
as [1]:
λ0νee ∝ R|V0νee|2 (1)
where R is the resonance enhancement factor that depends
on: the Qee-value deﬁned as difference between the initial
and ﬁnal atomic masses; the energy and the width of the
double electron hole in the electronic shells of the daughter
atom; and the excitation energy and the width of the ex-
cited daughter nucleus. Furthermore, V0νee is the transition
amplitude between the initial and ﬁnal states and it is pro-
portional to the effective Majorana neutrino mass mββ and
the nuclear matrix element (NME) M0ν . Recent advances
in high precision measurements of Qee-values using Pen-
ning traps have allowed the experimental determination of
the resonance enhancement factor very accurately [1, 2].
According to these results, the most promising candidates
to detect this process having the initial and ﬁnal nuclei in
their ground states are 152Gd, 164Er and 180W atoms. How-
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Figure 1: (a) Collective wave functions for 152Sm (contin-
uous) and 152Gd (dashed) as a function of the quadrupole
deformation. (b) Intensity of the NME as a function of the
mother and granddaughter deformation for Gamow-Teller
contributions. Shaded area corresponds to the region ex-
plored by the collective wave functions shown in (a).
ever, the NMEs cannot be determined experimentally and
have to be calculated with a suitable method. In this work
we have used a state-of-the-art energy density functional
method (EDF) to compute M0ν for these 0νee candidates.
The same framework was already developed to compute
the NMEs for 0νββ decay [3] and includes particle number
and angular momentum symmetry restoration and shape
mixing along the axial quadrupole deformation β2, using
Gogny D1S as the underlying interaction [4]. More details
of the method are provided in Ref. [3]. As an example,
we show in Fig. 1(a) the ground states (0+) of the mother
152Gd and granddaughter 152Sm nuclei as a function of the
quadrupole deformation. We observe that both nuclei are
well prolate deformed. The distribution of 152Sm is wider
and peaks at larger deformation (β2 ∼ 0.35) than the one
of 152Gd (β2 ∼ 0.25). In addition, in Fig. 1(b) we dis-
play the intensity of the Gamow-Teller part of the NME
as a function of the mother and granddaughter deforma-
tion. Most of the intensity is located around the spherical
shape and along the diagonal βini2 = β
ﬁn
2 . A similar be-
havior is found for the Fermi part and also for the rest of
candidates studied here. However, in Fig. 1(b) we see that
the actual many-body wave functions explore only regions
that corresponds to quite small intensities- see the shaded
area. Therefore, the NMEs are strongly suppressed when-
ever deformation is taken into account. The ﬁnal results are
summarized in the Table . The resonance enhancement fac-
tors R are extracted from Ref. [5]. We obtain quite small
NMEs and, correspondingly, very long half-lives that make
the experimental ﬁnding of 0νee process rather uncertain.
Nucleus M0ν T1/2(y)
152Gd 1.07 4.2× 1029
164Er 0.64 1.3× 1034
180W 0.58 1.6× 1032
Table 1: NMEs and estimated half-lives for most probable
0νee captures.
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Phases of dilute nuclear matter and electroweak interactions ∗
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Institut fu¨r Theoretische Physik, J. W. Goethe-Universita¨t Frankfurt am Main, Germany
We study the phase structure, thermodynamics, and the
transition from the weak to strong coupling regime in su-
perfluid isospin asymmetrical nuclear matter [1, 2]. As
shown recently, the formation of such isospin-asymmetric
condensates is relevant to the astrophysical type-II super-
novae and dilute tails of the heavy neutron-rich nuclei.
Our model solves the Nozie`res–Schmitt-Rink equations for
asymmetrical nuclear matter with a phase-shift equivalent
(so-called realistic) interactions [2]. Currently, the theory
includes four phases of matter: (1) the unpaired phase,
(2) the homogeneous Cooper paired condensate, (3) an
inhomogeneous condensate at weak coupling, (4) Bose-
Einstein condensate (BEC) of deuterons at strong cou-
pling. The phase diagram has been obtained in the density-
temperature plane for fixed asymmetries between the neu-
trons and protons (i.e. at finite isospin chemical potential).
We find that the inhomogeneous phase is favored at low-
temperature and weak coupling (i. e. high densities). It
goes over to the Cooper paired state at higher temperatures,
and to the BEC of deuterons at lower densities.
Electroweak dynamics of baryons in dense matter has
been studied within a formalism based on the re-summation
of particle-hole ladders in bulk nuclear matter. The non-
zero temperature and density response of neutron mat-
ter has been studied with respect to four types of per-
turbations which are associated with the density, spin-
density, density-current and spin-density-current operators.
The spectral functions of the excitations in each of these
channels has been computed and their excitation spec-
trum has been determined [3]. At low-temperatures, the
pair-breaking contribution to the response functions was
evaluated in the limit of small three-momentum transfer
q, within an effective theory which exploits series expan-
sion in powers of small q/pF , where pF is the Fermi-
momentum. The perturbative results have been compared
to exact numerical results. It was shown that for typical
scales of electroweak processes in neutron stars the small-
q approximation is justified.
As an application, the pair-breaking neutrino
bremsstrahlung – an important process contributing
to the neutrino cooling of a compact star – was computed.
Within the Standard Model the neutrino emission occurs
via vector and axial-vector current interactions. The rate
of these processes was computed initially at one-loop and,
more recently, including vertex corrections. The one-loop
calculations suggest that the neutrino emission via neutral
vector-currents is large compared to the emission via
axial-vector currents. However, the vertex corrections
∗Work supported by the DFG and GSI-GU R&D project.
substantially suppress the emission via vector currents,
while they leave the axial vector emission unaffected. As
a result, the neutrino emission via vector currents turns
out to be subdominant compared to the same emission
mediated by the axial-vector current interactions.
Neutrino emission rate from baryonic matter in neutron
stars via weak neutral vector interaction was computed up
to order O(v6F ), where vF is the Fermi velocity in units of
speed of light. The neutrino emissivity is enhanced com-
pared to the result at O(v4F ) order up to 10% for values
vF ≤ 0.4 characteristic to baryons in compact stars (see
Fig. 1).
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Figure 1: Upper panel: The temperature dependence of the
(non-dimensional) neutrino emission rate, where τ is the
temperature in units of critical temperature. Lower panel:
The ratio of neutrino emissivity at order O(v 6F ) over that at
order O(v4F ). Dashed and dashed-dotted curves are results
at order O(v6F ) for vF = 0.2 and 0.4, solid lines the same
at order O(v4F ).
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Constraining the nuclear matter equation of state at low densities∗
M. D. Voskresenskaya1 and S. Typel1
1GSI, Darmstadt, Germany
The knowledge of the equation of state (EoS) is required
in a wide range of densities and temperatures for the de-
scription of astrophysical phenomena, like neutron stars
and core-collapse supernovae. Here we concentrate on
low densities much below nuclear saturation density, where
correlations play an essential role and have an impact on the
composition and thermodynamical properties of the matter.
There are several ways to describe nuclear matter that are
applicable in different regimes of the parameters.
One method is a model-independent approach, which
describes a system of interacting particles with the help of
virial corrections. Such a virial equation of state (VEoS)
[1] provides the correct finite-temperature EoS in the limit
of very low densities. It depends only on experimentally
determined data, i.e. binding energies of nuclei and scatter-
ing phase shifts.
Another approach is based on self-consistent mean-field
methods that can successfully be applied at densities near
nuclear saturation. Neutrons and protons are the fundamen-
tal constituents that are considered as quasiparticles with
self-energies containing the information on the interaction
which is usually modeled in an effective way and not taken
from a realistic nucleon-nucleon (NN) interaction. A re-
cent publication [2] considered a quantum statistical ap-
proach to nuclear matter and devised a generalized rela-
tivistic mean-field (gRMF) model, which is an extension
of the relativistic mean-field model with density dependent
couplings (DD-RMF). In the gRMF model light clusters
with A ≤ 4 are included and their dissolution is modeled
by a medium dependent shift of the binding energies origi-
nating mainly from the action of the Pauli principle. Even
though the model contains the same relevant particles at
low densities as the VEoS, it does not reproduce exactly
the thermodynamical properties of the VEoS.
In this work we aim at connecting the two above ap-
proaches with the correct low and high density limits. We
consider only two-body correlations and incorporate bound
and scattering states effectively in the thermodynamical po-
tential. These states are represented by quasiparticles with
medium-dependent energies and degeneracy factors, see
[3] for details. The low-density behavior of nuclear matter
at finite temperatures is obtained in the modified gRMF ap-
proach by means of a series expansion of the grand canon-
ical potential in powers of the nucleon fugacities. From the
comparison of the fugacity expansions of the gRMF and
VEoS models, consistency relations are derived that con-
∗This research was supported by the DFG cluster of excellence “Ori-
gin and Structure of the Universe”, CompStar, a Research Networking
Programme of the European Science Foundation, the Helmholtz Nuclear
Astrophysics Virtual Institute (NAVI), EMMI, HGS-HIRe and HIC for
FAIR.
nect quasiparticle properties with the nucleon-meson cou-
plings in vacuum and effective-range parameters of NN
scattering. For a successful application of the approach,
the original gRMF density dependence of the couplings is
kept and effective resonance energies are calculated with
NN scattering phase shifts. The effective degeneracy fac-
tors are assumed to be temperature dependent. They are
derived from the consistency relations.
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Figure 1: Ratio of pressure over total particle number den-
sity, p/n, of neutron matter as a function of the density n
for temperatures of T = 4 MeV (left) and T = 10 MeV
(right) in different models. See text for details.
Thermodynamical quantities, see e.g. pressure over den-
sity in Figure 1, are compared for the modified gRMF
model with the VEoS, the original DD-RMF and other
models used in astrophysical applications, in particular the
models of G. Shen et al. [4] (SHO), H. Shen et al. (STOS)
[5] and Lattimer/Swesty [6] (LS220). The gRMF model
with two-body bound and scattering correlations perfectly
reproduces the VEoS at very low densities. A further ex-
tension to include heavier nuclei with medium-dependent
binding energies and finite-temperature excitations is pos-
sible and corresponding work is in progress.
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A Calibration Experiment for the AGATA Pulse Shape Analysis∗
S. Klupp1, R. Gernha¨user1, R. Kru¨cken1,2, M. Schlarb1, D. Bazzacco3, D. Bortolato4, E. Farnea3, and
F. Recchia5
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The method of γ-ray tracking will play an important role
in γ-ray spectroscopy for the upcoming Prespec campaign
at GSI but also for different experiments at the future FAIR
facility. The most important input for reconstructing γ-ray
scattering paths are the γ-ray interaction points which are
determined by pulse shape analysis (PSA). The currently
most successful PSA used in AGATA is based on a compar-
ison of the experimental signal shapes to reference signals
of a simulated pulse shape basis with known interaction
points.
To study the performance of the PSA in terms of the po-
sition resolution online, directly at the experimental site, a
calibration experiment was developed. It is based on the
reconstruction of interaction points of γ-rays from positron
annihilation, detected in coincidence in two opposing Ge
crystals. The position resolution is extracted exploiting the
fact that these γ-rays are emitted nearly back to back. For
a quantitative determination of the resolution, the experi-
mental data are compared to the results of a Geant4 based
Monte Carlo simulation with adjustable position resolu-
tion. The simulation also takes into account that the cur-
rent PSA algorithm reconstructs only one interaction point
per segment, which corresponds to the energy weighted
barycenter of all interaction positions in the segment. For
mimicking a position resolution in the simulation the sim-
ulated barycenters are smeared with a Gaussian distribu-
tion. Its standard deviation σ defines the position resolu-
tion. Generally, the calibration experiment allows to study
different event types. As 511 keV γ-rays undergo typi-
cally two to three interactions in Ge, the resolution of the
barycenter can be determined by selecting events featuring
an energy deposition of 511 keV in a single segment. Ad-
ditionally, single interaction points can be studied by ana-
lyzing Compton scatterings from one segment into another
segment. Independent of the event selection, a position res-
olution is obtained with the figure of merit d which corre-
sponds to the distance between the source and the connec-
tion line between the barycenters in the opposing segments.
As shown in fig. 1, d is strongly dependent on the position
resolution. Thus, to extract the resolution the simulated
spectrum of d is fitted to the experimental one.
The concept of the calibration method was verified with
experimental data using the first installed crystals of the
AGATA Demonstrator (c.f. fig. 2). A point-like 22Na
source was positioned directly at the cryostat of the A006
detector. Thus, due to the asymmetric source position, the
resolution of A006 can be determined nearly independent
of the other crystals A002 or A003 which detect the sec-
ond γ-ray. To gain a deeper insight into different crys-
∗Work supported by BMBF, contract No. 06MT9156.
Figure 1: Influence of the position resolution on d.
Figure 2: Experimental setup.
tal regions, the measurement was conducted with various
source positions. In the analysis the pulse shape bases
JASS [1] and ADL [2] are compared leading to slightly
different results in different regions of the crystal. This
shows that there is still some room for improvement on
the quality of both databases. Generally, the resolution de-
teriorates with increasing segment size. In summary, all
obtained barycenter position resolutions are in the range
1.0 mm < σ < 2.6 mm. Moreover, the analysis of single
interactions showed that the position resolution for an en-
ergy deposit between 100 and 300 keV is approximately
inversely proportional to the square root of the energy.
It was demonstrated that the coincident detection of annihi-
lation γ-rays allows an easy and systematic investigation of
the position resolution. Thus, it is an appropriate and ver-
satile tool to optimize the simulated signal bases and prove
the detector performance online.
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Study of the characteristics of GEM for the FAIR experiment CBM
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Gas Electron multipliers (GEM) will be used in CBM
Muon Chamber (MUCH) located downstream of the Sili-
con Tracking System (STS) of the CBM experiment along
with other sophisticated detectors. In GSI detector labora-
tory an R&D effort is launched to study the characteristics
of GEM detectors for the CBM experiment. The primary
goals of this R&D program are: (a) to verify the stabil-
ity and integrity of the GEM detectors over a period of
time, during which a charge density of the order of several
Coulomb/cm2 is accumulated in the detector; (b) to estab-
lish the functioning of a triple GEM as a precise tracking
detector under the extreme condition of the CBM exper-
iment; (c) to study usual parameters e.g., efﬁciency, rate
capability, long term stability, spark probability by varying
conditions like temperature, gas composition or radiation
dose.
One triple double mask GEM detector obtained from
CERN with 3 mm drift gap, 2 mm transfer gap and 2 mm
induction gap has been studied systematically. The volt-
age to the drift plane and individual GEM plates has been
applied through a voltage divider chain. Although there is
a segmented readout pad the signal in this study was ob-
tained from all the pads summed by a add up board and a
single input is fed to a charge sensitive preampliﬁer. Af-
ter that a Lab-View based data acquisition system is used.
The variation of the effective gain, resolution of this de-
tector with variation of the applied high voltage has been
measured with Fe55 X-ray source for different gas mixtures
and with different gas ﬂow rates etc. The fraction of large
signal (probable spark) relative to average signal has also
been measured by setting different threshold values.
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Figure 1: Pulse height distribution for 5.9 keV Fe55 source
obtained with triple GEM detector.
The detector has been operated with Argon and CO2
with different ratios such as 70/30, 80/20 and also with
different ﬂow rates e.g. 50 ml/min, 100 ml/min and 200
ml/min. Figure. 1 gives an example of pulse height dis-
tribution for a Fe55 X-ray source with Argon and CO2 in
∗S.Biswas@gsi.de
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Figure 2: Effective gain curve of the triple GEM, operated
in argon/CO2 : 70/30 and energy resolution as a function
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Figure 3: Spark probability as a function of ΔVGEM .
70/30 ratio at ΔVGEM = 397V. The variation of effective
gain and energy resolution (FWHM) with that of ΔVGEM
are shown in Figure. 2. It is clear that the gain increases
exponentially and the energy resolution improves with the
increase of ΔVGEM [1].
Fabrication of new 10 cm × 10 cm GEM detector with
newly designed box and their characterisation is also done.
Testing of GEM without voltage divider chain and using
a seven channel high voltage module, dedicated for triple
GEM has also been performed. Both double mask and sin-
gle mask triple GEM detectors have been tested at high
rate at CERN SPS/H4. In this test the hadronic shower de-
tection by GEM, the spark probability due to ∼ 150 GeV
Pion beam has been measured. The spark probability for
a double mask triple GEM with Fe block as a function of
ΔVGEM is shown in Figure. 3. Building and testing of
large area single mask GEM is a future plan.
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Figure 1: MCU board prepared for beam test software.
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Radiation hardness test of the diamond Start-Veto system for the HADES.∗
J.Pietraszko1, W.Koenig2, and M.Tra¨ger 2 for HADES collaboration.
1Institut fu¨r Kernphysik, Goethe-Universita¨t Frankfurt, Germany; 2GSI Helmholtz Centre for Heavy Ion Research
GmbH, Darmstadt, Germany
For the heavy ion experiments with HADES it is nec-
essary to determine the reaction time (T0) with a preci-
sion better than 50 ps (sigma). The measured T0 is a part
of the Time of Flight measurement used for the particle
identification. The recently upgraded HADES spectrom-
eter, prepared for high multiplicity and high rate experi-
ments, shows significantly improved performance [1] and
is able to study reactions at Au-beam intensities of about
2-3×106 ions/s. Such beam intensities pose challenges on
a start detector mainly in terms of the rate capability and
the radiation hardness. Therefore for the heavy ion exper-
iments a diamond based detector has been used as a start
detector. The version proposed as a Start-Veto detection
system based on scCVD material for upcoming Au+Au
HADES run is described in [2]. As a part of this project
it was important to demonstrate that the proposed system
would operate satisfactorily at the required beam intensi-
ties. For this purpose a dedicated, five day long test ex-
periment has been performed in August 2011 when in to-
tal about 1.04 ×1011 Au ions /mm2 have been detected by
the Start detector. Scaling with the nuclear nuclear cross
section this corresponds to ∼×1012 p(n) /mm2. During
the whole experiment time resolution and efficiency have
been monitored. Already the very first visual surface in-
spection after detector dismounting indicated some deteri-
oration of the metallization of the Start detector. In Figure
1 the damage to the surface of the metallization is shown.
6
?
4.6 mm
Figure 1: Photographs of the front and back sides of the
Start detector after irradiation with Au beam.
As the scCVD material is well known for its excellent
energy and time resolution these properties can be easily
used to investigate the radiation damage to the material
as shown in Figure 2. The ADC spectra measured with a
mixed alpha source (239Pu/241Am/244Cm) with the detec-
tor before irradiation - left, and after -right are shown. Note
also that the right picture shows the result for the detector
which has been remetallized after the test experiment. As
clearly visible in the collected spectra, a strong reduction
∗ supported by BMBF (06 FY 9100 I), HIC for FAIR, EMMI and GSI
of the charge collection efficiency in the scCVD material
has been observed. As the Start detector in HADES is used
Figure 2: High resolution ADC spectra obtained with an
alpha source (239Pu/241Am/244Cm). Excellent energy res-
olution measured for one channel (left) compared to the
result obtained after heavy irradiation (right).
to determine the T0 of the reaction also the properties in
terms of time resolution have been investigated. After ap-
plying the radiation dose mentioned above the measured
time resolution got worse by a factor of more than 2, going
from about 40ps - before irradiation to about 100ps after
irradiation.
The determined efficiency of the Start detector as a func-
tion of the radiation dose depicted in Figure 3 shows a
continuous deterioration over the duration of the experi-
ment. The visible steps in the efficiency plot corresponds to
changes by a few tenths of millimeter in the beam position.
St
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Figure 3: Dependence of efficiency of the start detector on
the radiation dose for Au ions.
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Development of Heteroepitaxial Single-Crystal Diamond Sensors*  
E. Berdermann1*, M. Ciobanu1,2, M. S. Rahman1,3, M. Träger1, M. Fischer4, S. Gsell4, M. Schreck4, 
and C. Stehl4 
1GSI, Darmstadt, Germany; 2ISS, Bucharest, Romania; 3Technical University and OncoRay, Dresden, Germany; 
4University of Augsburg, Augsburg, Germany 
Recent CVD diamond (CVDD) samples grown by het-
eroepitaxy on 4-inch Ir/YSZ/Si001 substrates [1] showed 
for the first time a similar behaviour to that of homoepi-
taxial single-crystal diamond (SC) detectors. This im-
provement is attributed to the use of the upper part of a 
thick (~ 1mm) ‘quasi single-crystal’ Diamond-on-Iridium 
(DOI) plate for the detectors. We present the hole-drift 
characterization results obtained from a DOI sensor 
(DOI954, 290µm) grown in 2011 as well as the data of 
the best sample grown in 2010 (DOI886-2, 320μm). We 
compare the DOI characteristics to that of a commercial 
SC sensor (SC EBS-3, 393 μm) and to a polycrystalline 
(PC) sample (PC-PFX350, 350 μm).  
The DOI sensors have been metallized with sandwich 
quadrant electrodes. The individual sectors showed simi-
lar results confirming a good area-homogeneity of the 
films. By applying the transient-current technique (TCT) 
with short-range α-particles we tested the homogeneity of 
the crystal structure, which controls the effective internal 
field. Figure 1 shows the TCT signals obtained. The ap-
plied electric field is noticed in V/μm. The triangular PC 
signals (blue lines) illustrate impressively the incomplete 
charge collection in PC sensors. Moreover, the increasing 
signal widths at increasing bias measured in the range 0.3 
- 2.9 V/μm are in contradiction to the expected decreasing 
trend, as a consequence of the increase of the carrier drift 
velocity at higher fields. This behaviour is ideally demon-
strated by the SC reference sample (inset, red pulses). The 
trapezoidal signal shapes obtained for every value of the 
electric field illustrate complete carrier drift at constant 
velocity in the absence of charge trapping (flat-top). In 
spite of the high CCE > 97% measured for the DOI 886-2 
sensor [2], the width of the α-TCT signals was essentially 
independent of the electric field. We explain this behav-
iour by ‘capture and release’ of charge carriers by shallow 
traps. Their trapping time is supposed to be in the micro-
second range, i.e. too slow for the DBA but within the 
shaping time constant of the charge-sensitive amplifiers 
used to measure the CCE. In contrast, the development of 
the signals recorded with the recent DOI 954 detector 
(black traces) reveals convincingly both features, the in-
crease of the drift velocity and at E > 0.3 V/µm the arrival 
of the charge carriers to the opposite electrode. However, 
the slope of the ‘flat-top’ indicates significant charge 
trapping, which occurs most likely at residual crystal dis-
locations. A remaining puzzle is the observed improve-
ment of the charge-drift and collection in case of differ-
ently biased neighbouring sectors (Fig. 1, dotted signal: 
Q1@1.4V/μm; Q2Q3Q4@1.0V/μm). This may be due to 
a discharge of a previously accumulated charge reservoir 
in the diamond-contact interface.  
A rapid increase of the drift velocity at low fields (de-
creasing width of the TCT signals), causes a rapid in-
crease of the CCE to high levels - as it is demonstrated in 
Figure 2 by the SC sensor (red dots, 99%) and by the re-
cent DOI sample (black diamonds, 93%). The 2010 sam-
ple achieved even 97% but at higher fields, whereas the 
PC sensor (blue dots, - 20%) is simply worse and cannot 
be used for energy measurements. Interestingly, the en-
ergy resolution is improved for samples showing a ‘steep’ 
plateau but not the highest CCE. We measured (Fig. 3) 
0.1% for SC-EBS3 (red), 1.8% for DOI954 (black) and 
3.5% for DOI886-2 [2] (not shown here). 
  
Figure 1: Averaged TCT signals at increasing field: DOI 
954 (black); PC-PFX350 (blue); SC EBS-3 (red, inset).  
  
Figure 2: CCE at increasing electric field. (see text) 
 
Figure 3: Mixed nuclide α-spectra of a recent DOI (black 
line) and of a SC diamond sensor (red line) compared. 
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Growth of Heteroepitaxial CVD Diamond Films on Ir/YSZ/Si(001) 
for Detector Applications: Scale-Up and Crystal Quality Improvement* 
C. Stehl1, M. Fischer1, S. Gsell1, M. Schreck1,#, E. Berdermann2, M. S. Rahman2, and M. Träger2 
1Universität Augsburg, Germany; 2GSI, Darmstadt, Germany
In the framework of the “CARAT” collaboration, 
which executed work package 15 of the EU FP7 “Had-
ronPhysics2” project, the diamond group at the University 
of Augsburg was responsible for the development and 
growth of heteroepitaxial diamond films, which shall be 
used in particular for tracking and ToF measurements of 
heavy ions and minimum ionising particles. 
Motivation 
For future particle accelerator experiments, e.g. at 
FAIR, we aimed at developing novel, advanced diamond 
sensors grown by chemical vapour deposition (CVD), 
capable of replacing the commonly used silicon tracking 
devices and being furthermore an advantageous alterna-
tive to polycrystalline or single-crystal diamond sensors 
used so far in beam diagnostics and timing applications. 
During the reporting periods of 2010 and 2011, very 
promising α-particle and heavy ion tests were conducted 
at GSI, showing very high values of charge collection 
efficiency (> 95%) and excellent time resolution (< 20 ps) 
of our heteroepitaxial CVD diamond films grown on 
Ir/YSZ/Si(001). This encouraged the scale-up of the de-
tector crystals to lateral dimensions beyond the reach of 
homoepitaxial diamond single crystals. More effort was 
made in order to characterise the heteroepitaxial material 
with respect to structural crystal quality, investigating 
especially the role of dislocations. 
Scale-up 
The growth of heteroepitaxial diamond films on the 
Ir/YSZ/Si(001) multilayer system by microwave plasma 
enhanced CVD was established at the University of 
Augsburg in 2004 [1]. A layer of YSZ (yttria-stabilised 
zirconia) is deposited on a 4-inch Si wafer by pulsed laser 
deposition. In a second step a film of Ir is deposited on 
top of the YSZ layer by electron beam evaporation. 
 
 
Figure 1: 4 inch silicon wafers after application of YSZ 
and iridium films. 
The heteroepitaxial growth concept inherits the poten-
tial of being scaled up in order to synthesise wafer-size 
diamond films in the future [2]. At present, diamond nu-
cleation and growth on large areas with high quality (i.e. 
esp. free of impurities and cracks) is still a huge chal-
lenge. Nevertheless, at the end of the “CARAT” project 
we were able to synthesise two large diamond crystals of 
18 x 18 mm² lateral size (around four times the area of the 
largest available homoepitaxial diamond samples), one of 
which is shown in Fig. 2. The remaining dark spots on the 
sample originate from few non-epitaxial crystallites, 
which will be avoided in the future by further optimisa-
tion of the plasma growth parameters. 
 
 
Figure 2: Large transparent heteroepitaxial diamond 
sample. Scale is in cm. 
Crystal quality: the role of dislocations 
So-called threading dislocations are the predominant 
crystal lattice defect in our heteroepitaxial films. Their 
density is assumed to decrease with larger film thickness. 
Indeed, the very high α-particle CCE values could only be 
achieved by using the upper part of a 1 mm thick diamond 
film for the detector. The quantitative evaluation of the 
dislocation density and the investigation of its evolution 
with increasing film thickness are in the focus of current 
work. First results have been obtained. This topic will be 
one of the main issues in the upcoming “ADAMAS” pro-
ject, which is part of “HadronPhysics3” and will continue 
the collaboration between GSI and the University of 
Augsburg. 
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Tests for an active gas target∗
M. Freudenberger†1, C. Eckardt1, J. Enders1, A. Go¨o¨k1, J. Hehner2, P. von Neumann-Cosel1,
A. Oberstedt3,4, S. Oberstedt5, and H. Simon2
1Institut fu¨r Kernphysik, TU Darmstadt, Germany; 2GSI, Darmstadt, Germany; 3Akademin fo¨r Naturvetenskap och
Tekinik, ¨Orebro Universitet, Sweden; 4Fundamental Fysik, Chalmers Tekniska Ho¨gskola, Go¨teborg, Sweden;
5EC-JRC IRMM, Geel, Belgium
Introduction
Active targets provide access to new experimental inves-
tigations with applications ranging from nuclear reactions
of fast beams to decay spectroscopy. Among ohters, plans
exist to utilize active targets also at the R3B experiment at
FAIR.
To extend the possible applicability of active targets to fis-
sion reactions, we investigate the utilization of an active gas
target containing UF6. In order to test UF6 as an admixture
to standard counting gases (e.g. argon) and to study its
properties, an ionization chamber has been built at Tech-
nische Universita¨t Darmstadt.
Experimental Setup
A chamber for testing UF6 as a gas-admixture was de-
signed as a Frisch-grid ionization chamber with a distance
D = 4.2 cm between cathode and grid, and a distance of
1 cm between grid and anode. The electrons, created by the
energy loss of charged particles inside the active gas vol-
ume, produce a signal at the anode, which is proportional
to the deposited energy. For a typical charged particle in-
side the active volume, the center of gravity of its charge
distribution is denoted by X . With the distance D between
cathode and grid, one obtains the ratio X/D, which defines
the suppression of the signal induced at the cathode relative
to the anode signal, and consequentially one can deduce the
emission angle of the charged particle.
Results from the first tests
The functionality of the chamber at different tempera-
tures between 30 ◦C and 70 ◦C was demonstrated, with
special attention on the signal quality, which can be seen in
Fig. 1. Only low-energy alpha particles are completely
stopped inside the argon, due to the dimensions of the
chamber. The produced electrons induce a signal on the
cathode and drift along the field lines towards the anode.
Clearly separated signals are visible in the two-dimensional
plot, which indicates a high resolution due to the pure argon
atmosphere. In the next step different mixtures of argon gas
and small amounts of UF6 were investigated, starting from
one mass per cent of uranium up to two mass percent, in or-
der to study the behavior of the gas mixture with respect to
∗Work supported through the TU Darmstadt - GSI cooperation agree-
ment, by the state of hesse through the LOEWE center HIC for FAIR and
in part through SFB634.
† mfreudenberger@ikp.tu-darmstadt.de
Figure 1: Two-dimensional display of the cathode signal
(ordinate) vs. the anode pulse height (abscissa) in a loga-
rithmic scale for pure Ar gas and 1055 mln Ar, at 70 ◦C.
Signals originate from a mixed α source located at the cath-
ode.
signal quality and electron drift velocity. Figure 2 gives an
indication of the signal quality with an amount of two mass
per cent uranium in the system. Adding UF6 to the argon
gas obviously distorts the signals. We note that in this case
the mean free range of the alpha particles from the calibra-
tion source exceeds the dimensions of the chamber. The al-
pha particles are not completely stopped, and consequently
the signals are washed out. Two lines with lower intensity
can be seen at lower energies, as well. They originate form
the alpha decays of 238U and 234U, respectively, which take
place close to or on the surface of the electrodes.
Figure 2: Two-dimensional display of the cathode signal
(ordinate) vs. the anode pulse height (abscissa) in a log-
arithmic scale for 1055 mln Ar with 2 mass per cent ura-
nium, at 70 ◦C.
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Memory and Polarization Effects in Heteroepitaxial ‘quasi’ Single-Crystal  
Diamond Detectors*  
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and C. Stehl4  
1GSI, Darmstadt, Germany; 2Technical University of Dresden and OncoRay, Dresden, Germany; 3ISS, Bucharest, Ro-
mania; 4University of Augsburg, Augsburg, Germany
The trapping of drifting electrons and/or holes in the 
deep defect levels of defective diamond detector materials 
causes the build-up of an internal space charge. Subse-
quently created electron-hole pairs will experience an 
altered electric field inside the detector. A method, which 
is called priming or pumping, is used in order to stabilize 
diamonds before their usage as nuclear detectors. Priming 
is preferably carried out with penetrating radiation (90Sr 
electrons) which ionizes homogenously the bulk material. 
The ionized charge carriers passivate the defects along 
their drift path. Depending on the spatial distribution and 
the nature of the traps, these processes lead either to po-
larization and/or to memory effects [1], which conse-
quently enable detector signals at zero bias voltage. The 
‘memory signals’ are defined as detector signals of the 
same polarity as of the previously biased detector (Fig. 2, 
left). In case of polarization, the detected signal is of op-
posite polarity (Fig. 2, right). 
To investigate polarization and memory effects, the de-
tector was first operated for 30 minutes in electron or hole 
drift configuration (Fig. 1). Due to the short range of 
241Am α-particles in diamond (~13μm), only one charge 
carrier species contributes to the detector signal. The 
pulses were amplified with a non-inverting diamond 
broadband amplifier (DBA) and monitored with a 6 GHz 
DSO of 20 GS/s resolution. After this time of biased op-
eration, the high voltage was tuned as fast as possible to 
zero. The still appearing detector signals were continu-
ously recorded for a long period of time (Fig. 3). 
For single crystal CVD diamond (scCVDD) negligible 
polarization and no memory effects could be measured - 
in contrast to polycrystalline CVD diamond (pcCVDD) 
detectors, which are often influenced by both effects. In-
terestingly, the ‘quasi single crystal’ Diamond-on-Iridium 
(DoI) sensors showed only positive signals at zero bias, 
independent of the polarity of the previously applied bias 
( Fig. 2). That means, the memory effect in the tested DOI 
film exclusively appears after electron drift, whereas po-
larization after hole drift configuration, respectively.  
Concluding, the remaining internal electric field at zero 
bias is comparable to the effective field generated during 
electron drift configuration. Therefore the polarization 
and memory effects in the tested DoI sample are supposed 
to be dominated by only one type of traps - in contrast to 
the pcCVDD in these measurements. Electron traps are 
suspected to be responsible, because the charge collection 
efficiency (CCE) of DoI is for electron drift significantly 
worse than for hole drift [2]. 
The count rates of detected signals were recorded in in-
tervals of 5 min and the time constant (τ) of the rate decay 
of the polarization events was extracted by fitting an ex-
ponential to the experimental data (Fig. 3, right). Compar-
ing initial count rate (f0) and time constant, the strength of 
polarization in the DoI samples lies between that of 
pcCVDD and scCVDD,  (τPC < τDOI < τSC; f0PC > f0DOI > 
f0SC). Eventually, it was noticed that pcCVDD polarizes 
immediately after biasing, whereas scCVDD very slowly.  
 
 
 
Figure 1: Measurement setup in electron drift configura-
tion (left) and hole drift configuration (right). 
 
   
 
   
 
Figure 2: Illustration of memory (left) and polarization 
effect (right) in DoI 886-2. The DSO displays a 5 ns time 
window. The green traces are ‘most probable’ α- signals. 
 
 
Figure 3: Count rate of  memory and polarization signals 
versus time in different types of CVD diamond detectors. 
References 
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The APFEL - ASIC for the Silicon Strip Detector Readout at TASCA∗
P. Wieczorek1, H. Flemming1, J.Hoffmann1, N.Kurz1, S.Loechner1, and S.Minami1
1GSI, Darmstadt, Germany
Introduction
The experimental program at TASCA (TransActinide
Separator and Chemistry Apparatus) is focused in year
2012/13 on the search of superheavy elements - specially
on element 119 and 120. For the verification of these ele-
ments the decay products will be measured with a double
sided silicon strip detector. The generated charge in the de-
tector is read out with an ASIC named APFEL (ASIC for
PANDA Front-End ELectronics) developed at GSI for the
PANDA experiment.
For these experiments a readout system including hard-
and software was developed and produced in 2011. In this
paper the analogue readout of the used silicon strip detector
is described. The digitalisation, signal processing, DAQ
and data analysis is presented in [1][2] and [3].
Detector Readout Electronics
The double sided silicon strip detector used at TASCA
consists of 144 strips for the front readout and 48 strips on
the back side. The pitch of the strips is 1 mm. With this
detector and a readout system an energy resolution better
than 1% is required. While looking for a new dead time
less readout electronics the idea came up to use an inte-
grated charge sensitive preamplifier which currently was
developed by the GSI Experiment Electronics department
for the PANDA experiment.
Figure 1: Photograph of the APFEL - ASIC
The APFEL - ASIC shown in figure 1 has two equivalent
analogue channels each consisting of a charge sensitive am-
plifier, a shaper stage and differential output drivers. After
the first integrator stage the signal path is splitted into two
subpaths. One of these subpaths has an amplification of 32
in comparison to the other to get larger output signals in the
low energy range.
The characterisation of the latest ASIC iteration at
a temperature of T = +10◦ C and a detector capaci-
tance of 20 pF results in an equivalent noise charge of
∗Work supported by EU and HI Mainz
ENC=(3172±93)e− (or 0.51 fC) and a maximum input
charge of 6.3 pC. Therefore a dynamic range of over 10 000
follows. The peaking time of the shaped signal was mea-
sured to τp=(248±3) ns. The event rate independent power
consumption of one channel is P=(55.2±0.5)mW. A de-
tailed description of the ASIC can be found in [4].
First Measured Results
In August 2011 first measurements with the developed
setup and a detector prototype with a reduced number of
channels were successfully performed.
Figure 2: Measured energy resolution.
Figure 2 shows a spectrum of source with four α - lines
in an energy range from 3 MeV to 6 MeV. The obtained
energy resolution is 1.7 %. The measured time resolution
between two α - peaks in one trace was 2 ns.
Summary
In a short period of 10 months the GSI Experiment Elec-
tronics has developed, realised and tested a new setup for
the TASCA silicon strip detector. The full - scale system is
now ready for the beam time in spring 2012.
References
[1] J.Khuyagbaatar et al, GSI: “Search for short-lived uranium
isotopes around N=126”, GSI Scientific Report 2011
[2] J. Hoffmann et al, GSI: “New TASCA Data Acquisition
Hardware Development for the Search of Element 120”, GSI
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The MBS Data Acquisition System for the Search of Element 120 at TASCA 
N. Kurz, J. Hoffmann, S .Minami and W. Ott 
GSI, Darmstadt
The predicted half-life of element 120 produced in the 
reaction Ti-50 with Cf-249 is shorter than the dead-time 
of the VME based MBS (Multi Branch System) running 
at TASCA and which has been used, e.g., for the study of 
element 114 in 2009 [1]. To overcome this limitation an 
enhanced MBS system introducing new, so called “digi-
tal” electronics has been set up for the search of element 
120 in 2011 [2]. The new MBS for TASCA was com-
posed of two sub-systems: 
 
The first sub-system was set up in the same way as the 
complete system used for the 114 experiment. The 144 
channels of the front side of the double sided silicon strip 
detector, all channels from the side walls and the ancillary 
detector signals were connected to peak sensing ADC 
boards. The dead-time for the signal conversion and read-
out is in the range of 30-40 µs, depending also on the 
number of ADC channels above threshold. 
For the readout of the preamplifier signals of the 48 
backside channels of the stop detector, the second sub-
system equipped with digital electronics entirely devel-
oped in the EE department of GSI has been utilized. It is 
built up from the data concentrator board PEXOR, the 
MBS trigger board TRIXOR and 6 pipelining ADC 
boards FEBEX2. 
 
The PEXOR acts as a data concentrator and features 4 
fiber optical data input channels for the readout and con-
trol of the FEBEX2 and a 4 lane PCI Express interface as 
data path to the PC memory. 
 
In this setup, 6 FEBEX2 boards where connected in 3 
chains of 2 FEBEX each to 3 fiber optical inputs to the 
PEXOR. The FEBEX2 is an 8 input channel, 60 MHz, 12 
bit pipelining ADC device. It accepts external triggers and 
records traces in a trigger window of up to 200 µs. The 
trigger window can be setup to record traces up to 34 µs 
before the trigger signal, thus allowing for self triggering 
and compensating for the trigger decision delays. A dou-
ble data buffer on the FEBEX2 gives the possibility to 
release the dead-time already before data readout is per-
formed. In most cases the readout takes less time than the 
length of the selected trigger window time (see below), 
which allows a quasi dead-time free operation of this sub-
system. 
   
The TRIXOR trigger module has identical functionality 
as its VME counterpart TRIVA5. It accepts external trig-
gers and launches with PCI interrupts into the PC proces-
sor the readout of all FEBEX2 boards. In this setup the 
TRIXOR was set up as master trigger device, accepting 
triggers and producing total dead-time output signals for 
trigger suppression. The TRIXOR was connected via the 
trigger bus to the VME trigger module TRIVA5, which 
was setup in slave mode and starts the readout of the 
VME digitizers with interrupts after receiving a trigger 
request from the TRIXOR. The data from both sub-
systems is collected by a PC event-builder via TCP sock-
ets. In this way the data from both sub-systems is col-
lected fully synchronized and formatted into events com-
posed of two sub-events. The VME - and PC readout 
processor as well as the PC event-builder run the real-
time operating system LynxOS. 
 
A common 60 MHz clock is provided to all FEBEX2 
and 56 bit clock counters on each FEBEX2 allow signal 
time measurements with a granularity of 17 ns. 
   
A trigger window length of 50 µs (3000 samples) with 
a pre-trigger time of 8 µs (500 samples) has been chosen 
for several reasons: first of all the decay of element 120 is 
expected in this window. Second, the readout of the FE-
BEX2 takes less than 50 µs, which allows with the help of 
the double buffer for a dead-time free operation of the 
FEBEX2. Third, the dead-time of the VME sub-system is 
well below 50 µs. If a fast alpha decay occurs within ~30-
40 µs, the VME system will miss it, but it will be re-
corded by the FEBEX2 system. 
 
Since full traces have been stored for all signals above a 
local threshold inside the trigger window, the energy of 
the signal has to be derived by analysis software algo-
rithms, namely trapezoidal filters or Moving Window De-
convolution (MWD). These digital filters require summa-
tions well before the rise time of the preamplifier signals. 
This requirement is fulfilled with 8 µs pre-trigger time. 
 
It is planned to implement the extraction of energy and 
time already in the FPGA of the FEBEX2. This will dras-
tically reduce data sizes but require a thorough checking 
before going into production runs. For the search of ele-
ment 119 in 2012 and further TASCA experiments, the 
amount of “digital” channels will rise from 48 to 640, 
covering all detector signals. For most of these signals the 
APFEL chip, developed in the EE department will be 
used to amplify the detector signals before feeding them 
in the newly developed FEBEX3 boards with 16 input 
channels. This system is already running as full setup in 
the EE laboratory. 
 
[1] Ch.E. Düllmann et al., Phys.Rev.Lett. 104, 252701 
(2010). 
[2] Ch.E. Düllmann et al., this Scientific Report. 
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GSI, Darmstadt
For the search of element 119 and 120 at TASCA in 
year 2012 a completely new data acquisition system was 
developed in Experiment Electronics (EE) department of 
GSI. The main hardware component of the system is a 
FEBEX3A module (see Figure 1). 
FEBEX3A is a 16 channel ADC board containing the 
complete control and readout logic. The ADC resolution 
is 12-bit and the sampling rate is 60 MSPS respectively 
16.7ns per sample. The inputs of the ADCs are differen-
tial with a range of 2V (peak-peak). In front of the ADCs 
high performance and high rate drivers are implemented. 
They allow an adjusting of the gain and input impedance. 
The input connector of FEBEX3A allows connecting of 
different piggy-boards, equipped with 16 differential ana-
log inputs and 16 differential LVDS I/Os. For the TASCA 
experiment an APFEL ASIC [1] amplifier-shaper (devel-
oped in EE department) plug-in board will be used  
(FEBAPF). 
Up to 19 FEBEX3A boards can be connected to one 
backplane, mounted in a standard 3HE crate. The back-
plane is equipped with 20 PCI-express connectors allow-
ing a data transfer rate of 2 Gbps. An optical interface 
board is plugged into the first slot of the crate which  
allows the connection to the PCI-express interface 
PEXOR3. Four crates can be controlled and readout over 
optical cables by one PEXOR3 card, located in a standard 
PC. 
Trigger and control signals are distributed over the 
backplane of the crate to all FEBEX3A modules. 
Figure 1. Photograph of FEBEX3A module. 
 
An EXPLODER2A module serves as trigger distribu-
tion node. Up to 4 crates (1216 ADC channels) can be 
connected to one trigger distribution module. A multi-
point LVDS standard was chosen for a trigger bus. It al-
lows cable connection of several meters to/from up to 32 
modules per chain. The interface board is equipped with a 
trigger-bus cable connector and allows the distribution of 
the trigger signals over the backplane. The complete sys-
tem is in a test assembly in EE department laboratory 
since September 2011. One crate equipped with 
6 FEBEX3A boards (96 ADC channels) was successfully 
tested in TASCA environment. 
The logic for the FPGA chip has been programmed 
with Verilog HDL and VHDL. It uses GOSIP protocol 
with 2 modes of data transfer – address mode for read/ 
write access to control registers and block mode for fast 
Figure 2. Photograph of FEBEX3A system. 
 
read access to readout-buffers [2]. The 12-bit serial data 
from the ADCs are converted into a 12-bit parallel format 
and stored temporally in 16 ring-buffers with a depth of 
2048. This allows the recording of ADC data up to a 
maximum of 34µs before a trigger occurs. When trigger 
signals are accepted, the data are transferred from the 
ring-buffers to the readout-buffers – realized as double 
buffers to minimize the dead time. The buffers are 32-bit 
in width and 4096 in depth to store ADC trace of maxi-
mum 126µs. Two different methods for signal-finding in 
the ADC spectra are implemented to produce self-trigger 
signals and to perform a data reduction on-board. One 
method is to find 3 consecutive samples higher than the 
predecessor by specified threshold. The other requires 
that the average of 8 samples is higher than average of 16 
samples (equatable the baseline) by specified threshold 
with choice of 4 sampling frequency modes of 60, 30, 15 
and 7.5 MHz. 
[1] P. Wieczorek et al, "The APFEL-ASIC for the Sili-
con Strip Detector Readout at TASCA", GSI Scientific 
Report 2011 
[2] S. Minami et al, "Design and Implementation of a 
Data Transfer Protocol Via Optical Fiber", IEEE Trans. 
Nucl. Sci., vol. 58, no. 4, p. 1816, Aug. 2011. 
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A CPU Controlled SEU Hardened Readout Controller for the GET4 TDC
Readout
H. Flemming1 and J. Fru¨hauf1
1GSI, Darmstadt, Germany
Introduction
The current schema of the CBM-Time of Flight de-
tector readout foresees approximately 16000 GET4 TDC
ASICs[1]. Each of these ASICs has a point to point
connection to the data acquisition with a modest data rate
of approx. 15 MBit/s. This leads to a large number of
cables, connectors and required readout controller boards.
To avoid this the idea came up to combine data of sev-
eral GET4 ASICs and transmit it on a common serial link.
In spring 2011 a readout controller ASIC was taped out
which is able to buffer event data from the GET4, build
data frames and send this to a daisy chain serial readout.
The readout controller ASIC GPRC I
Memory Access Logic Memory Access Logic
Data MemoryInstruction Memory
DMA
DMA
Firmware
Upload
DMA
DMA TX
RX
TDC-
Interface
RxD
Data
TxD
RTxC
32-bit CPU
Figure 1: Block diagram of the GPRC readout controller
ASIC
Figure 1 shows a block diagram of the General Purpose
Read out Controller I. Data coming from the GET4 TDC
are written by DMA into a SEU protected 4 KByte data
memory. For building up a daisy chain or token ring
readout structure a serial receiver and a transmitter can
also access the data memory by DMA.
DMA transfers are invoked by a SEU hardened 32 bit
RISC CPU which was specially designed for this readout
controller. The CPU firmware is located in a one kilo
words instruction memory which is initially loaded via a
separate DMA upload channel.
The design is completely based on VHDL code that is
synthesised to a 180 nm CMOS standard cell target library.
The standard cell library and the SRAM IP cores are com-
mercial products that are offered by EUROPRACTICE for
educational and research use free of charge. Figure 2 shows
the layout view of the GPRC I after synthesis and place
and route. The SRAM IP cores for instruction and data
RAM are viewable as black boxes. On the lower right side
Figure 2: Layout of the GPRC I ASIC
some full custom designed DACs and comparators are to
see which are designed for the next GET4 iteration and im-
plemented on the GPRC I to be tested on this ASIC.
Figure 3: Die picture of the GPRC I ASIC
Tests and outlook
In summer 2011 the produced ASIC shown in figure 3
came back from the foundry. Only the bond pads and the
top metal power bars are visible as the top metal layer is
filled up with dummy structures which hide the structures
below.
First tests on a simple test pcb have been done and were
very promising. All tested sub devices are running as de-
signed. Currently a test pcb with two GET4 TDCs and two
GPRC ASIC is in preparation. First results with this test
environment are expected in spring 2012.
References
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GEM TPC Data Acquisition System Development 
J.Hoffmann, N.Kurz, S.Minami, W.Ott, I.Rusanov, P.Skott 
GSI, Darmstadt
The GEM TPC readout module GEMEX1 has been de-
veloped and tested in the Experiment Electronics Depart-
ment of GSI. Further tests are performed in the Detector 
Laboratory now. In this document the complete GEMEX1 
based readout system is described.  
GEMEX1 is a two nXYTER [1] based readout board. It 
contains 256 analog inputs, control, trigger and readout 
logic and gigabit data I/O. GEMEX1 can be easily cas-
caded over GEMCON connection module.  
Very high density of readout pixels (c.a. 16 pro cm2), 
cooling of the system, magnetic field influence and lim-
ited space were the main problems to be solved. Also the 
development time limit of one year was a challenge.  
 
 
Figure 1. Photo of GEMEX1 board with cables. 
 
Between 42 and 48 (10752 to 12288 channels) GE-
MEX1 boards shall be connected to the detector. Each 
GEMEX1 is equipped with a 300 pin connector handling 
256 input channels. The input signals are conducted to 
two nXYTER readout ASICs. 
 Digital outputs of nXYTER are connected directly to 
field programmable gate array (FPGA) while the analog 
output signals go through 12 bit multi-channel pipeline 
ADC. The complete control and readout logic of GE-
MEX1 is implemented in the FPGA. It contains two main 
blocks: GOSIP (Gigabit Optical Serial Interface Proto-
col) slave-engine [2] and the nXSPIP (nXyter Serial and 
Parallel Interface Protocol) master-engine for control and 
readout of two nXYTER ASICs.  
The GEMEX1 boards are designed to allow a creation 
of a triggered data acquisition system. Due to FPGA 
memory size the 96 us long trigger window is implement-
ed. The trigger window is divided to Pre- and Post- trig-
ger, both of them are programmable (12 bits, LSB = 31.25 
ns). The length of the nXYTER data packed depends on 
number of registered hits. The minimum length of the 
packed is five 32 bit words. After processing the data are 
moved in block transfer mode with a rate of 2 Gbits over 
copper connections (up to several centimetres) or over 
optical links (up to several hundreds meters). To reduce 
the amount of output cables the GEMEX1 boards can be 
grouped (up to 32 boards per group). The only outputs 
needed for one group are two gigabit links, (transmit and 
receive) and an 8 fold differential multipoint trig-
ger/control/clock bus. 
The supply voltage for the boards is provided by the de-
tector base or optionally, for test purposes or small sys-
tems, over ancillary power connector. Building the groups 
of GEMEX1 boards is provided through special connect-
ing cards GEMCON. Depending on amount of GEMEX1 
boards around the detector the GEMCON allows an angle 
of 360°/n (n=amount of GEMEX1 boards on detector).   
GEMCON-42SL1 is designed for 42 boards 8.57° angle. 
 
 
Figure 2. Photo of three GEMEX1 connected together. 
 
The GOSIP slave-engine implemented on GEMEX1 
includes also slow control functionality over the optical 
link. The master in the system is a PCI-express card 
PEXOR3 together with trigger module TRIXOR1 both 
plugged into standard PC running MBS [3].  
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The New HADES DAQ System∗
J. Michel1, J. Adamzcewski-Musch2, M. Palka3, A. Tarantola1, M. Traxler2, and S. Yurevich2
1Goethe-Universita¨t, Frankfurt; 2GSI, Darmstadt; 3Jagiellonian University, Krakow
During the past years, the HADES read-out and trigger
system was completely rebuilt. The main goal of the up-
grade was to prepare the detector system for heavy ion ex-
periments at SIS 18 and SIS 100. The old DAQ system
designed more than ten years ago had strong limitations on
the achievable data rates transported to the event builders as
it was built to be used with a strong reduction in event rates
by a LVL2 trigger. Now we run without a LVL2 trigger
to collect all events without pre-selection which is benifi-
cial for our hadron physics program. Most digital front-
ends were replaced by FPGA equipped platforms that are
capable of sending data on optical links. Besides higher
data rates, also the reduction of the electromagnetic noise
caused by data transport and increasing configuration and
monitoring capabilities were major aims of the upgrade.
A detailed description of the HADES DAQ system can be
found in [1].
This upgrade was finalized in 2011 by a four-day com-
missioning beam time taking place in August. During the
commissioning beam time in August, the upgraded DAQ
system was able to collect data from central Au+Au colli-
sions at rates of more than 10 kHz. Additionally, a small
percentage of minimum-bias events were recorded, result-
ing in a trigger rate of 13 kHz. The corresponding total
data rate was well above 200 MByte/s. Data was sent to
four servers (“Event Builders”) via Gigabit Ethernet links
and a central 10GbE network switch. On the servers, col-
lected data from all sub-systems was combined and written
to local disks and then forwarded to the Lustre file system
for fast access by the batch farm as well to the tape robot
for long-term storage. Performance tests showed that the
full system with 16 independent event-building processes
distributed to the servers is able to handle continuous data
rates of more than 800 MByte/s.
During this four-day experiment (60 hours beam-on-
target), a total of 0.84 × 109 events with a total size of
17 TB were recorded. The increase in the spectrometers
rate capability is clearly visible from comparison to previ-
ous beam times: A typical four-week light ion beam time
yielded in a few 109 recorded events and a data volume of
roughly 1 TB. The typical dead time of the system was kept
below 25%, leaving room for further improvements in the
event rate. Figure 1 shows a typical distribution of dead-
times in the HADES sub-systems and individual data-rates
of some front-ends.
The new and versatile slow control and monitoring fea-
tures turned out to be extremely helpful. The real-time
monitoring of count rates on individual channels of the
∗This work is supported by BMBF (06FY9100I), EU FP6, GSI, EMMI
and HIC for FAIR.
Figure 1: Left: dead-times of sub-systems. Right: data
rates from indiviudal front-ends.
Start-detector provides instant information for beam mon-
itoring and was used for fine tuning of the beam spot as
well as for differential beam intensity measurements. The
data is collected in the FPGA of the central trigger system
and read out after each spill of the accelerator. The gran-
ularity and position in time of the acquired data is config-
urable at run-time. An example of the display is given in
figure 2. The massive fluctuations visible in the intensity
on the 100 µs scale are clearly visible (accelerator limita-
tions), which results in a reduction of taken events by about
a factor 2 compared to a smooth beam profile.
Figure 2: The structure of the beam with 10 µs granularity.
The status of each of the 500 individual front-end con-
trollers is available to the operator. This includes reporting
of buffer fill-levels, current hit rates and error reporting.
Hence, even subtle and “hidden” problems are visible and
can be addressed in real-time guaranteeing the highest data
quality. As an example, figure 1 (right half) shows data-
rates from individual front-end modules for two of the 24
drift chambers of HADES.
With the experience gained in the test experiment, we are
looking forward to a full Au+Au production run in 2012.
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Performance of the Global Tracking Unit for the ALICE TRD∗
F. Rettig†1, S. Kirsch1,2, D. Hutter1, and V. Lindenstruth1
1Frankfurt Institute for Advanced Studies, Goethe University Frankfurt, Germany; 3CERN, Geneva, Switzerland
The ALICE Transition Radiation Detector (TRD) pro-
vides fast triggers based on the on-line reconstruction of
charged particle tracks within a few microseconds after the
collision. In total 1.2million analog channels are processed
by more than 65 500 custom multi-chip modules to find and
parametrize short track segments. Via 1 080 optical detec-
tor links the track segments are transferred to the Global
Tracking Unit (GTU, [1]).
The GTU consists of 109 FPGA-based dedicated pro-
cessing nodes arranged in a three-stage hierarchy. In the
lowest processing stage a full three-dimensional on-line re-
construction of charged particle tracks with transverse mo-
menta above approximately 2.3GeV is performed within
2µs. Trigger algorithms for various physics signatures are
then applied at the two higher stages.
The GTU also is a central element in the TRD read-out
chain, receiving and buffering the raw data from the front-
end and forming the data stream to the DAQ system.
Tracking Performance
On-line track reconstruction and several triggers were
provided during the whole data taking in 2011. Compre-
hensive GTU tracking and trigger data were recorded in
raw data for a detailed performance analysis. With the
essential operation for p-p collisions shown in the 2010
campaign, a detailed understanding and performance tun-
ing were on focus this year.
A typical correlation of track-level transverse momenta
from on-line tracking and offline reconstruction is shown
in Figure 1. With the initial tuning a transverse momentum
resolution around 20% and tracking efficiencies above 80%
were observed. Further tuning to improve resolution and
fake rejection is ongoing.
Since mid-2011 a jet trigger is provided. By requiring a
certain number of tracks above a given pt threshold within
one TRD stack, rejections above 104 maintaining good ef-
ficiencies could be demonstrated.
Additional triggers, e.g. a single high-energy electron
trigger, were provided, but still in the pilot phase.
In the heavy ion data taking end of 2011 proper tracking
operation could be established also for Pb-Pb collisions.
Multi-Event Buffering
Robust detector read-out for non-interlaced trigger se-
quences has been provided for the entire data taking since
2009. In 2011 multi-event buffering supporting interlaced
trigger sequences was introduced.
∗Work supported by BMBF (06FY9125D).
† {rettig,kirsch}@compeng.uni-frankfurt.de
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Figure 1: Correlation of transverse momenta for on-line
reconstructed tracks and matching offline reference tracks.
The data point is the mean and the error bars show the
RMS. A deviation of 20% is marked by the area.
This facilitates decoupling of TRD front-end data taking
and data shipping to the data acquisition system. Thus, a
significant reduction of detector dead time can be achieved
for large heavy ion events, especially. However, multi-
event buffering support imposes complex requirements on
the control system.
After extensive testing in stand-alone and p-p data taking
ensuring reliable operation, the multi-event buffering de-
sign was successfully employed during the entire heavy ion
campaign. A significant dead time reduction was observed.
Under typical operating conditions the average dead time
per event was reduced from 2 000µs to 150µs.
Also, in preparation for the 2012 campaign connectiv-
ity to three new TRD supermodules installed at the end of
2011 was established.
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Automatic Tests to ensure the Reliability of the ALICE DCS∗
R. Keidel1, M. Bittorf1, E.S. Conner1, and Th. Selig1
1ZTT, University of Applied Sciences, Germany
The Detector Control System (DCS) for the ALICE
detectors TPC and TRD are based on the software
components: InterCom Layer (ICL)[1], FeeServer with
State Engine, CommandCoder, DIM1 and PVSS2. This
system is performing reliable and stable during the last
two run periods. During this time three major software
updates have been shipped with far reaching changes
in the code base. This was necessary to achieve perfor-
mance improvements and fulfill feature requests.
Modern open-source cross-platform Enterprise Messag-
ing systems emerged in the last years. The frameworks
Qpid3, RabbitMQ4 and OpenAMQ5 had been tested for
the usage in DCS. The promising clarity of the interfaces
was contradicted by the lack of available data throughput.
So none of these tested frameworks can actually be recom-
mended.
Prominent examples of failing software systems due to
the lack of sufficient testing are the “Terminal 5 fiasco
of BA”[2] or the “NASA Mars Mission’s Metric Mix-
up”[3]. Design and testing paradigm have subsequently
revolutionized the computer sciences. Behind this back-
ground and lessons learned during the years of developing
the ALICE DCS several automatic test suits have been im-
plemented and used on a daily basis to achieve nearly bug
free and well performing DCS. The testing techniques are
Unit Tests and Functional Tests. Unit Tests assess the inter-
faces of compilation units and Functional Tests assess the
interfaces of the entire system or crucial parts thereof.
Examples of implemented Unit Tests are the assessment
of the big and little endian conversion utility classes in
the “DimUtilFramework” or the parsing of the informa-
tion source names to get knowledge of the x-, y- and z-
coordinates by means of regular expressions. Both utility
classes are frequently used in the ICL and implementation
flaws would lead to hard to track runtime errors.
The implemented Functional Tests have different goals.
Integration Tests combine several modules to assess func-
tional correctness, which is the data transport from the
front-end electronics (FEDs) to the PVSS as well as the ini-
tialization of the front-end electronics by PVSS commands
(see [1]). Load capacity tests have been implemented to
check performance issues. The ICL can throttle the data
throughput to protect the PVSS against crashes due to data
overflow. A wide range of throttling adjustments is tested
∗Work supported by GSI; Vorhaben: ALICE Softwareanwendung zur
Modellierung von Prozesssteuerungsschnittstellen / EPICS; WOKEI.
1http://dim.web.cern.ch/dim/
2http://lhcb-online.web.cern.ch/lhcb-online/ecs/PVSSIntro.htm
3http://qpid.apache.org/
4http://www.rabbitmq.com/
5http://www.openamq.org/
to expose potential concurrency issues. Contract tests have
been implemented to explore and verify the interface be-
havior of used software frameworks. Crucial limitations
in DIM could be found and appropriate counter measures
have been implemented[4]. The test code coverage varies
between 94% (DimUtilFramework) and 13% (jdim).
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Figure 1: Block diagram of the JAVA InterCom Layer (jicl)
with logger, data base access and various utility modules.
During the 2011 run-time emerged system failures of
FED initiated by Single Event Upsets due to increased
beam luminosity and intensity. The DCS framework will
take care of this issue by frequent reboots of the FED to re-
duce the risk of SEUs. Major software changes are manda-
tory which will be supported by a thorough extension of the
automatic testing framework.
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The GreenIT Cube –new Data-Centers at GSI 
H. Kreiser1,  V. Lindenstruth1,2 
1GSI, Darmstadt, Germany;2Goethe-University Frankfurt and FIAS Frankfurt, Germany
Concept 
A new data center architecture was developed which 
combines lowest cooling overhead with low construction 
cost [1]. It will host the FAIR Tier-0 data center. This 
center sets new standards in cooling efficiency, rendering 
a cooling overhead of less than 10% (PUE  1.1) and 
provides sufficient space for 800 19-inch racks. 
Important aspects in data-center are cooling efficiency, 
costs, high packing density for computers resulting in a 
high energy density and high data transfer rate. An im-
portant issue is the length limitation of cost-effective cop-
per cables for high performance networks. It has been 
demonstrated that it is possible to operate computers with 
up to 35kW per 19-inch rack. These racks cool the natural 
airflow of the computer equipment by passive heat ex-
changers in the rack’s back door. Therefore the computer 
racks can be mounted in any arrangement. 
The best architecture involving all aspects is a building 
in cube form. The data center implements a 3D steel 
structure, much like a high rack warehouse (figure 1). The 
choice of an open multi-story system allows for shorter 
interconnect length, which grows only with the third root 
of the system size as compared to the square root for 2D 
false floor architectures. The building costs are signifi-
cantly lower than for data center of comparable size.  
Figure 1: rack layout in 3D data center 
 
An additional important aspect is the use of indirect 
free cooling the entire year using counter flow, indirect 
draft, wet cooling towers, allowing a cooling efficiency of 
less than 10% of the computers heat load. In addition the 
cooling water can be used for heating of neighbouring 
buildings.  
Realization 
A design study was performed for the FAIR Tier-0 data 
center (figure 2), which is now the basis for the construc-
tion of the building. The building cross-section measures 
26x26m2 by 23m high. The building is divided in 3 verti-
cal (fire-)sections: 
- water section with all cooling equipment, heat ex-
changers, high pressure pipes 
- rack section with all the computing, networking 
and low pressure pipes 
- electrical section with power distribution and trans-
formers 
These sections are surrounded by F90 concrete walls 
and additional F90 isolated room for tape libraries. 
 
 
Figure 2: cross section of the new data center building. 
The infrastructure inside will be designed for a maxi-
mum power input of about 16 MVA, allowing an upgrade 
up to 24 MVA. It should be noted that this high power 
consumption is not expected for the FAIR Tier-0 data 
center but is foreseen for future upgrades. 
In the data cater core there is place for about 800 19-
inch 42U computer racks (70x120cm²) with the passive 
heat exchanger backdoors. The racks reside on steel T-
bars, which also carry the floor tiles in the isles between 
the racks. The steel bars also carry the cooling water dis-
tribution and also serve as support for the cable trays. 
In this architecture the room temperature is at least 7 °C 
higher than the wet bulb temperature and therefore can 
reach 30°C during the summer. The computers in the GSI 
Test cube are operating since more than 15 months at 28 
°C without problems. 
An important aspect of this plan is the risk of fire, par-
ticularly given a large open volume and the very high 
power density. The racks implement intelligent PDUs, 
which monitor the power and all relevant air temperatures 
inside the rack. Smoke sensors in every rack result in the 
racks PDU to disconnect the power. Since computers do 
not present a significant fire load, the power termination 
will stop a potential fire.  
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Timescale 
The new data center building for GSI and FAIR is fully 
financed by the Helmholtzgemeinschaft. The contract for 
the final planning is awarded, construction start will be 
end of 2012 and the commissioning of the new building 
will be beginning 2014. 
The GSI MiniCube 
To demonstrate this type of data center, a small version 
of this building is installed at GSI (figure 3). The rack 
space was urgently needed as the existing data center re-
sources were already over allocated. The two storey steel 
structure is designed for 2x48 racks (figure 4). The elec-
trical power supports up to 1.5 MW. The racks can be 
supplied with cooling water from above and below. 
Therefore only one cooling water supply pipe is required 
per rack row of both storeys. Figure 5 shows the arrange-
ment where the racks in the ground floor have not yet 
been installed. 
 
 
Figure 3: TeraFlop building 
 
Figure 4: Rack installation 2nd floor 
 
 
Figure 5: Cooling connection 
 
As a first step 48 racks including 200 CPU-server with 
10000 cores and 48 fileserver with 1.2 PB are installed. 
To interconnect these different systems InfiniBand is 
used.  
During the first tests the CPU-servers were running 
with about 30kW/rack at a room temperature of 20°C. 
Inside the rack behind the server chassis a temperature 
near 47°C was measured, which was cooled down to 
20°C through the heat exchanger by a water temperature 
of 17°C. 
 
 
 
 
 
 
 
 
Figure 6: Server installation 
 
A small cooling unit with 1.2 MW cooling power, up-
gradable to 1.8 MW is located nearby (figure 7). The en-
tire cooling infrastructure is located in a 4 ft. container. 
 
Figure 7: Cooling device 
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GSITemplate2007 
The GSI Test Cube - a first Step to a new Data-Center 
H. Kreiser1, V. Lindenstruth1,2andJ. de Cuveland2 
1GSI, Darmstadt, Germany;2Goethe-University Frankfurt and FIAS Frankfurt, Germany
Introduction 
A new type of a data-center [1] is tested at GSI. This 
center sets new standards in cooling efficiency (PUE<1.1) 
and supports very high energy densities of 20 kW/m². In 
order to evaluate several aspects of this new technology a 
small reference data center was built. The computers are 
mounted in specialized, closed 19-inch racks, which im-
plement a heat exchanger in the back door, which ab-
sorbes the entire heat of the computer equipment inside 
the rack. There are no fans required or the data center 
cooling as the heat exchanger is entirely passive. The air-
flow, generated by the fans inside every server is fully 
sufficient to push the hot air all the way through the heat 
exchanger, where it is cooled back to room temperature. 
The heat exchangers generate a very low air backpressure, 
which does not generate any measurable additional power 
load on the fans of the servers.  
To be very energy efficient, free-cooling is used during 
most of the year. This data center implements a chiller for 
the hottest temperatures. We operate this data center at 
temperatures of 27-30°C during the entire year.  
Under pressure water cooling 
To avoid water problems (water leaks in the pipes, hos-
es or valves) the water circuit is designed as an under-
pressure system. A vacuum pump connected to a big tank 
produces a vacuum (-200 mbar). The water flow produced 
by pumps is independent of the systems pressure . 
Test in an old container 
To test this arrangement, an old container was rebuild 
and equipped with 10 racks, water tank, complete water 
cooling system and the electrical power connection. The 
cooling control was designed and based on a mini com-
puter with embedded linux. A web-based control and 
monitoring system controls the plant (figure 1) 
 
 
 
 
 
 
 
 
Figure 1: control and monitoring system 
The primary cooling circuit, cooling the racks and te 
secondary cooling systems are connected by a big vaccum 
tank, which allows to remove any air which might come 
into the system due to potential leaks. Even an open half 
inch valve at the bottom of the system will not lead to any 
water leakage nor failure of the cooling system itself. On-
ly the vacuum pump will start working.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2: back side with the heat exchanger 
 
Figure 2 shows a picture of the data center implement-
ing 10 racks, filled with files ervers, where about 1 PB are 
installed since 12 months. The power consumption is 
about 28 kW for the file servers, and about 1.2 kW for 
cooling pumps. The free cooler is regulated and requires 
dependent on the outside temperatures between 0 and 4.2 
kW. The system also implements a chiller, in order to be 
able to generate low temperatures for experimental rea-
sons. This chiller requires 24 kW when in operation. 
The complete system is now running for 1.5 half years 
without any problems. While the temperature in the con-
tainer is about 27-28°C, the hot air before the heat ex-
changer is about 40-45°C.We see no increased failure for 
servers and discs. 
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Conﬁguration Management Evolution in the GSI HPC farm
C. Huhn, E. Duve, S. Haller, B. Neuburger, V. Penso, T. Roth, W. Scho¨n, and J. Trautmann
GSI, Darmstadt, Germany
Computing facilities are growing and their complexity is
increasing over time. The management of a compute clu-
ster must scale with: the number of computers – or rather
OS instances nowadays, the number of services they pro-
vide and the number of co-workers in the team of system
administrators.
For almost a decade the GSI HPC cluster has been main-
tained with the aid of the Conﬁguration Management Sy-
stem (CMS) Cfengine (version 2). During that period the
cluster size has grown by one order of magnitude while the
manpower dedicated for its maintenance stayed constant.
Unfortunately Cfengine has its limitations and it beca-
me increasingly questionable whether it will scale with the
prospective growth of the HPC installation and the HPC
group’s headcount.
Cfengine assets
Cfengine provides a declarative Domain Speciﬁc Lan-
guage (DSL) to describe the nominal state of the conﬁgu-
red system. Self-contained and autonomous agents on all
nodes pull these deﬁnitions from a central server and trig-
ger the appropriate actions to bring the system closer to the
desired state (convergence).
Nodes are categorised in Cfengine classes that can be de-
rived from other classes with algebraic set operations (uni-
ons, intersections and complements).
Cfengine is capable of phrasing minimal-invasive edit ope-
rations in conﬁguration ﬁles instead of only handling com-
plete ﬁles.
Cfengine drawbacks
Cfengine’s pull-based approach provides very limited
support for one-shot push operations that do not suit the
concept of convergence. The system is monolithic and does
not provide an API: interaction with Cfengine is limited to
the DSL, on the other hand the extensibility of this DSL
and therefore its expressiveness is limited. The deﬁcits of
the DSL steepen the learning curve – a lot of experience is
neccessary to implement complex operations in a satisfac-
tory fashion.
Cfengine is not per-se suited for multi-tenancy: Write
access to the conﬁguration on the Cfengine master is equi-
valent to root privileges on all managed nodes. Cfengine
does not provide a global view of the Cfengine classes that
are activated on the conﬁgured nodes. Conﬁguration ope-
rations for one service cannot utilise the CMS knowledge
about settings on other nodes (e.g. lists of nodes conﬁgured
in a certain manner).
Chef
We started to look at the Chef CMS as a complement or
even replacement for Cfengine. Chef is not only written in
Ruby but also implements its DSL as Ruby extenions (re-
sources). This implies that Chef operations (recipes) can be
extended with normal Ruby code wherever required. These
rule sets are combined to cookbooks.
Chef attributes control the behaviour of the cookbooks on
the nodes to be conﬁgured. Many attributes are automati-
cally collected by the Chef client’s component OHAI and
centrally stored on the Chef server. This information can be
used to conﬁgure arbitrary services.
This separation of recipes (code) and attributes (data) in
accordance with the Model View Controller paradigm ena-
bles the sharing of generic Chef cookbooks throughout the
community of Chef users.
The Chef server reveals its functionality via a REST API.
The command line utility knife provides access to this
API. knife also supports ad-hoc push operations on the
managed nodes.
Ongoing investigations
In some areas Chef does not bring improvements to
Cfengine: Admin access to the Chef server implies privi-
leged access throughout the complete cluster. Chef’s capa-
bilities of role and infrastructure modelling are not more
advanced than Cfengine’s. Chef cookbooks are versioned
on the server, nevertheless Chef does not provide a decent
rollback feature. And ﬁnally Chef completely lacks Cfen-
gine’s anomaly detection (cfenvd) features.
Considering Chef’s capabilities regarding its API and
Ruby foundations the implementation of these missing fea-
tures seems feasible.
Conclusion
Chef promises to be more powerful and versatile than
our current Cfengine setup. It is suitable for applying
Software Engineering techniques to conﬁguration manage-
ment, e.g. documentation generation, coverage checks and
quality assurance procedures like unit tests. These capabi-
lities will be crucial for our CMS to scale well with our
prospective growth in the next decade.
Nevertheless Chef’s increased expressiveness in compari-
son with Cfengine may also cause an excessive increase in
complexity that has to be kept in check by structuring and
coding conventions.
The GSI HPC department will therefore expand and fo-
ster its Chef implementation. The complete replacement of
the current Cfengine setup is a long-term effort though.
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Scalable software distribution system for the new GSI computing cluster
B. Neuburger1, V. Penso1, and F. Uhlig1
1GSI, Darmstadt, Germany
Abstract: Many problems of the current LFS based
computing cluster at GSI are due to deficiency of the
Network File System NFS. NFS is used to access user
software from all compute nodes of the cluster. The
two main deficiency are performance issues and insta-
bilities. The instabilities of NFS can bring a compute
node in a state that manual intervention of an operator
is needed to bring it back into productive mode. In this
paper we describe the new scheme to distribute experi-
ment specific software for the new computing cluster.
Requirements
The new software distribution scheme should overcome
the described problems of NFS, which excludes solutions
which mount external directories on each of the compute
nodes. Such a solution works for a small number of com-
pute nodes but have severe performance issues when han-
dling many file requests at the same time. The best solution
to solve the performance issues would be to install the soft-
ware locally on each compute node.
To allow also the different user groups to install their in-
dividual software one needs an automatic way to install and
distribute this user software to all compute nodes. Another
major obstacle is the scalability of the new system. The
system should scale with the number of compute nodes. It
should also scale with the number of different user groups,
which should not interfere with each other. To give some
numbers the compute cluster in BG2 consists of 102 nodes
with a total of 1632 CPU cores whereas the new cluster
in the testing hall will have approximately 500 nodes with
altogether 10000 CPU cores.
At the end of some evaluation we decided to use a
scheme based on the CERN Virtual Machine File System
(CVMFS) [1,2] to distribute the user software to the com-
pute nodes.
CVMFS
Even if the name implies it, CVMFS has nothing to do
with virtualization. CVMFS is a read-only client-server file
system which was originally developed to deliver software
distributions to (cernvm) virtual machines in a fast, scal-
able, and reliable way.
On the client side it is implemented as a filesystem in
user space (FUSE) module, which makes a specially pre-
pared directory tree stored on a web server look like a local
read-only file system. The file catalog meta-data is down-
loaded from the repository server and cached locally in a
SQLITE database. Only if a file operation really need file
access the corresponding file is fetched from the repository
server and cached locally. The entire communication be-
tween the client and the server is done using only HTTP.
Since CVMFS internally uses hash values to identify the
files this results in an deduplication of the files. Files with
the same content are stored only once, because they are
identified using the unique hash value.
Setup
To allow the different user groups to install their spe-
cific software we setup a dedicated build server where a
software coordinator can install the needed software. This
build server is used currently by all the different user
groups (IT, SiSt, Alice, Hades, FairRoot), whereas each of
the different user groups has their own CVMFS repository
server. After the installation on the build server the soft-
ware coordinator triggers an automatic synchronization of
the CVMFS repository server which also creates a new ver-
sion of the meta-data file catalog.
The clients will initially download the file catalog from
the CVMFS repository when mounting the repository for
the first time and fetch available updates after an adjustable
time. Most load on the CVMFS repository servers is ex-
pected after an upload of new software since the new files
are not already cached locally on the compute nodes.
Scaling and Reliability
Since CVMFS is based on HTTP, ways to scale HTTP
performance are available and thoroughly tested. If a
CVMFS server at one time can not handle HTTP traffic
to clients any more, one solution to reduce the impact on
a server is setting up a phalanx of caching proxy servers
and distribute the workload horizontally. In such a scenario
clients do not access the CVMFS server directly but con-
nect to the proxies. The proxies in turn keep a copy of the
repository and make sure that copy is kept updated.
To avoid unavailability of a CVMFS repository, one can
also choose to clone the CVMFS server hosting that repos-
itory and use cluster high availability frameworks to make
sure one of the cloned instances takes over for the primary
server in case that primary server is not working correctly
anymore.
Currently the load on the CVMFS repository servers is
low that none of these measures are implemented yet.
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Moving towards Scalable HPC Infrastructure at GSI
V. Penso, E. Duve, S. Haller, C. Huhn, B. Neuburger, T. Roth, W. Scho¨n, and J. Trautmann
GSI, Darmstadt, Germany
The growth in computing resources planned for the up-
coming years requires fundamental changes to the system
architecture [1]. To improve the scalability of the GSI HPC
clusters for future needs, new management concepts are
developed and tested in a prototype installation. This pa-
per outlines the software-stack used to operate a prototype
compute cluster designed with scalability as the primary
goal. Furthermore it summarizes our experiences in migra-
ting major applications to this new infrastructure.
Storage
All shared ﬁle systems for user home-directories and
application software have been eliminated. Furthermore
application software distribution is decoupled from data
access. Software repositories, under control of the user
groups, distribute applications libraries to the cluster using
a cached ﬁle system called CVMFS[2]. Through scalable
caching layers any compute node part of the cluster will
establish its local read-only copy of the application softwa-
re. Application generated output is written to Lustre, the
only writable ﬁle-system in the infrastructure. Since loa-
ding application code involves reading lots of very small
ﬁles, removing this duty from Lustre tremendously redu-
ces this interference from accessing big data ﬁles.
Resource-Management
Beside suitable delivery of application software, as well
as input and output data, potential limitations of the cluster
conﬁguration-, monitoring- and resource-management-
systems have been considered. Large scale automation
needs communication among these three systems, therefo-
re these components have been selected according to their
capability for integration. In the new cluster the resource-
management-system GridEngine[3] is tightly integrated
with the conﬁguration-management-system Chef[4]. Besi-
des Chef’s responsibility for the deployment and conﬁgura-
tion of the system software, it is used to collect static inven-
tory information on the software and hardware of all ma-
chines. This inventory is queried by the monitoring-system
and other components to automatically adjust to the infra-
structure state.
Monitoring
Collecting and storing of performance metrics, like
CPU load, memory utilization, or network IO, by the
monitoring-system lay the foundation for the analysis of
system failures and resource limitations. In connection with
the inventory of the conﬁguration-management-system it is
possible to correlate system failures to the corresponding
hardware and software environment. Since those systems
provide programmable-interfaces, tools can be developed
to query them to automatically react on problems. Thus
it is feasible to remove broken nodes from the resource-
management, reinstall them, and reintegrate them by a
completely automatic procedure. Since the number of com-
pute nodes is increasing dramatically such integration code
will be the only way to operate the infrastructure with limi-
ted manpower.
Adoption
During a period of ﬁve months a dozen users have be-
en working extensively with the prototype compute cluster.
Many different types of applications for experiment simu-
lation and data analysis have been executed. In total more
than two million jobs have accumulated a compute time of
210 000 CPU hours. More than 19 Petabytes of input and
output data have been moved between the Lustre storage
and the compute nodes.
Users need to adapt their applications to the new
resource-management-system and need to learn the new
methods for application software distribution. Due to the
missing shared home ﬁle systems users have to adjust to
different, but more scalable, procedures for data handling
and application development. Consequently users are much
better prepared to utilize more resources with their softwa-
re in the future.
Outlook
Since the new prototype cluster is in operation, the HPC
department has made signiﬁcant progress in automation of
common maintenance tasks. In the next year it is planned to
improve resilience and self-healing capabilities of the clu-
ster. Furthermore migration of users from the legacy com-
puting facility at GSI to the new cluster, built with all the
improvements described above, will be continued.
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Abstract: The GSI HPC cluster is used mainly
by international collaborations to analyse experiments
(GSI/LHC). The cluster will be extended to be prepa-
re for the needs of FAIR. New concepts are developed
to improve cluster scalability, being tested in prototype
installations.
Introduction
The FAIR project needs more powerful computing in
terms of FLOPs, I/O rates and online storage capacities.
For efﬁcient use of a cluster it is crucial to identify and
eliminate bottlenecks. With increasing complexity of such
a cluster, monitoring, anomaly detection and management
also become crucial. In addition, IT security becomes a mo-
re and more demanding problem - especially taking into
account the international usage of the cluster and the exi-
stence of broad bandwidth connections to remote sites.
Compute Power
In an environment typical for GSI, LHC or FAIR expe-
riments, pure compute power is the problem to solve most
easily. Due to the independence of the physics events, par-
allelization can be easy done by analyzing events simulta-
neously on a number of cores. No communication between
the cores is necessary. The simplest solution is to increase
the number of cores in the cluster to enhance the number
crunching power. However, more indirect limitations will
show up: I/O per node, management of a huge number of
cores and nodes, power density, cooling, all can become
critical.
I/O Capacity and Meta Data Perfomance
I/O is the crucial factor in analysing data of large expe-
riments (e.g. HADES or ALICE). If the I/O capacity is not
sufﬁcient, the jobs will be I/O bound (jobs will wait for I/O
instead of analysing data). In contrast, typical simulation
jobs or theory calculations are much less I/O demanding.
The I/O problem is solved by employing a parallel cluster
ﬁle system at GSI (Lustre [1]). This cluster aggregates the
capacity of single RAID groups to a ﬁle system with a glo-
bal view to the whole data space. The cluster is designed,
built and operated by the HPC department. With about 150
ﬁle servers and a multi-peta-byte storage capacity this clu-
ster is of competitive size among the large clusters world-
wide. GSI participates in the development and testing of
the Lustre (and is a founding member of the EOFS [2]).
There are limitations, however. Meta data performance is
a general bottleneck of Lustre. In particular, heavy load on
the meta data server can become a limiting factor of the
cluster’s performance. Especially massively parallel con-
current access of jobs to one and the same ﬁle can cause
problems. Irrespective from the question if such an access
pattern is good analysis design, it can slow down the en-
tire cluster and thus slow down the HPC farm. The HPC
department is currently developing a kind of a meta data
anomaly detection. This is necessary because user code is
often making very inefﬁcient use of Lustre, e.g. by writing
and reading huge numbers of small ﬁles instead of writing
one large ﬁle. Excessive meta data usage can also be point
to bad user code (e.g. nested inﬁnite loops querying meta
data). In practise, it is necessary to monitor and detect ab-
normal meta data operations to protect the whole system.
As a future plan, the global tree of metadata will be splitted
into a cluster of meta data servers serving single branches
while keeping the global view.
New Concepts Managing the GSI Cluster
A prototype cluster was built to test new concepts of dis-
tributing software, taking into account all lessons learned
from the management of the current cluster [3]. An import-
ant point of the new design is to avoid common shared re-
sources for user code and system code which are potential
single points of failure (stability) and to distribute the da-
ta in many instances (scalability). Access to this cluster for
users is possible only via the job scheduler, no direct access
is allowed. As job scheduler, an open source solution is em-
ployed, avoiding expensive commercial solutions. The new
cluster is connected to the Lustre cluster for fast access to
data. The new concepts are discussed in [4].
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GridEngine - A new scheduler for the GSI computing cluster 
C. Preuss, V. Penso, and B. Neuburger 
 
As our current scheduler LSF has started to become old 
and support will not be provided anymore on a long term 
basis. Therefore a discussion has been started about an 
update to a newer version of LSF or to look for an (free) 
alternative. 
 
As the SC department has experiences with different 
scheduling systems due to their grid activities, they were 
in charge to look for the future scheduler, supported by 
the HPC department providing a new computing cluster 
with a new infrastructure and management concept. 
 
First calculations and requests for offers on LSF 7 
brought us to the idea to move to a free alternative as the 
costs with regard to FAIR (computing) would be enor-
mous. 
 
First candidate was OpenPBS/Torque (which is the free 
version of PBSPro) which is in use at many research cen-
tres being known as a very uncomplicated scheduler. Very 
fast, though, it showed problems with reliability and 
scaleability. The master was unstable under certain cir-
cumstances and pending jobs were not scheduled and had 
to be killed and resubmitted. One major problem with 
regards to the scaleability was that the master was not 
able to handle more than 10.000 running jobs.  
Consequently the test phase ended soon and Torque was 
discarded from further evaluation. 
 
The Second scheduler to test was Condor, which is en-
tirely open source and has established a wide user com-
munity. As we were looking for a HighPerformanceCom-
puting scheduler, Condor was developed as an 
HighThroughputComputing scheduler, getting the most 
computing cycles out of a computer, subsequent to this it 
provides neither priorities nor preemption, two features 
required in our environment. 
 
(Sun)GridEngine (GE) was initially developed by Sun 
and is at GSI currently in a state between test and produc-
tive phase. As Sun was bought by Oracle in 2011 the fu-
ture of GE has become complex. At the moment there are 
several different development paths and support commu-
nities, part of them commercial, some are open source. 
 
We installed GE on a new computing cluster with a 
new configuration management system (Chef) and with-
out NFS (known for being the reason for many problems 
on the old cluster) and started with a minimalistic GE 
configuration. So far mainly Alice users are doing their so 
called Analysis Train on it. 
 
As the old queue based model in LSF had become more 
and more complicated and being reason for underutiliza-
tion GE will have no experiment specific queues any-
more, also (currently) no preemption. Job priorities are 
given by a FairShare model where users/departments will 
get an amount of shares which are the basis to provide 
priority to jobs. 
How these shares are distributed is still to be decided. 
 
The users don't have to look for queues anymore but 
can provide resource requests. GE will then schedule the 
jobs to queues which will fit best to the resource require-
ments. Queues are now for internal use only in order to 
manage the resources.   
 
This will also help to prevent jobs from running out of 
control as resource requests are used as resource limits, 
too. Jobs, which are exceeding these limits, will be killed. 
 
Very first experiences we got by using GE on top of 
LSF, to utilize unused computing resources on our old 
cluster. 
As we have shown GE is able to raise the cluster utili-
zation by 5-10% with a minimal administrative overhead. 
This was possible by moving from slot to resource based 
scheduling, where the scheduler provides not one job per 
core, but adjusts the number of jobs depending on the 
resource demands of each job. 
 
After buying new hardware running under GE only, we 
decided to keep this model. 
 
First experiences from ALICE and Theory are promis-
ing but also highlighted some aspects which need more 
investigations and in some cases software development. 
Therefore a mailing list was created to share and collect 
knowledge from all Helmholtz centres using GridEngine. 
 
 
Due to the uncertain future of GE and finding some 
problems (e.g. enforcing resident memory limits) the 
search is not over now. 
In order to complete the comparison there are currently 
efforts in progress to install and test Slurm, which is an 
open source scheduler being used on many super comput-
ers. 
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High Performance Experiment Data Archiving with gStore 
H.Göringer, M. Feyerabend, and S. Sedykh 
GSI, Darmstadt, Germany
Overview 
Experiment data archive and storage is provided with 
gStore, a client/server middleware developed at GSI. 
gStore is based  
1. on automatic tape libraries (ATL) for long term ar-
chiving and  
2. on data movers (DM) with large read and write disk 
caches.  
Tape libraries and data movers are connected via Storage 
Area Network (SAN). gStore hides tape operations as far 
as possible from the users and provides fast and highly 
parallel data access 24 hours a day and 7 days a week. 
The data movers use high speed connections to the GSI 
lustre file system deployed as online storage for data 
analysis.  
gStore is fully scalable in both, data capacity and I/O 
bandwidth and well prepared for the challenges of the 
future FAIR T0 centre. Design principles and functional-
ity of gStore are described in more detail in several GSI 
reports, talks, and in a paper [1]. 
 
Hardware Status 
Currently there are two tape libraries in operation. The 
first one is located in the computer centre (RZ) and di-
rectly accessible by gStore and user backup services. The 
second one is located in the remote BG2 building and 
contains copies of experiment (raw) and backup data. 
This concept prevents from loss of valuable data in case 
of media damage and enables disaster recovery.  
In 2011 four new data movers have been installed increas-
ing the overall disk cache capacity and I/O bandwidth. A 
summary of the current hardware resources can be found 
in table 1. 
 
resource used  max 
storage capacities: 
3584-L23 ATL RZ:  
3584-L23 ATL BG2:                     
overall data mover disk cache  
lustre file system [2] 
 
580 TB  
170 TB  
< 90% 
~80% 
 
2.2 PB  
1.3 PB 
0.2 PB 
2.2 PB 
overall gStore I/O bandwith: 
DM disk <-> tape (SAN)  
DM disk <-> clients (LAN) 
DAQ online clients ->DM disk  
   all files also copied to lustre 
   no copy to lustre 
  
1.2 GB/s 
5.0 GB/s 
 
0.5 GB/s 
1.0 GB/s 
Table 1: Hardware Status GSI Storage in December 2011 
gStore Enhancements  
1. Online data storage from running experiments. Data 
from running experiments can be transferred online to 
gStore write cache and optionally also to lustre, where 
data are immediately available for monitoring and online 
analysis. Both gStore processes have been decoupled 
completely in case of sequential copy mode. This assures 
that online storage to gStore is not affected by occasional 
lustre latencies and hang-ups. 
The I/O bandwidth for online data storage from running 
experiments has been enhanced by a factor of 2 in 2011 
(see table 1). 
2. Recursive file operations are possible now with all 
relevant gstore commands using the flag '-recursive'. Ad-
ditionally wildcard characters can be used in file and in 
(sub)directory names. In such cases the specified opera-
tions are performed for all matching files in all matching 
top directories and in all subdirectories. 
3. Automatic process parallelization has been imple-
mented for the gstore stage command. If a large set of 
files is staged, files located on different tape media are 
copied in parallel to read cache on different data movers. 
This not only considerably decreases the overall staging 
time, but also speeds up access to the distributed read 
cache files, which can be read with the overall I/O band-
width of all the data movers involved, e.g. in parallel from 
many batch farm nodes. 
If all files to be staged are located on a single tape, the 
files are divided into several groups and also staged to 
different data movers, one group of files after the other. 
Outlook 
The concept of automatic process parallelization will also 
be implemented for archive processes from lustre to 
gStore and for retrieve processes from gStore to lustre. 
Then with single gstore commands acting on large file 
sets overall transfer rates of up to 5 GB/s will be possible. 
   Now the next generation of tape drives is available on 
the market. The write density is a factor of 4 higher, and 
the media prices (per PByte) decrease to 40%. A tape 
drive upgrade in the RZ ATL would increase the storage 
capacity to 8.8 PByte and the I/O bandwidth to 2 GByte/s. 
With additional media boards, the capacity could be en-
hanced to 50 PByte, which approaches already the order 
of magnitude needed for FAIR. 
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Status of the FairRoot simulation and analysis framework
M. Al-Turany1, D. Bertini1, R. Karabowicz1, D. Kresan2, T. Stockmanns3, and F. Uhlig1
1GSI, Darmstadt, Germany; 2TU, Darmstadt, Germany; 3FZJ , Jeulich, Germany
The FairRoot framework is the standard simulation, re-
construction and data analysis framework for the FAIR ex-
periments [1]. It is based on ROOT [2] and the Virtual
Monte-Carlo (VMC) interface [3]. Only the general sta-
tus will be presented here, more details about FairRoot de-
velopments and usage in the different experiments can be
found elsewhere in this report.
Figure 1: FairRoot at different experiments
Different implementations of experiments code based on
FairRoot are shown in Figure 1. The base classes and gen-
eral packages are kept in FairRoot to make them available
for all experiments.The following three new implementa-
tions of FairRoot were introduced last year.
ASYEOSROOT
The international ASY-EOS collaboration, has recently
been formed to study the EOS of asymmetric nuclear mat-
ter [4]. The ASYEOSRoot branch contains the detector
simulation and reconstruction code of this experiment. On
request of this collaboration the MBS event API [5] has
been integrated into FairRoot. With the MBS API inte-
grated one can communicate with the DAQ and/or read the
list mode data ﬁles (lmd-ﬁles).
FOPIROOT
The branch FOPIRoot is mainly a TPC detector simula-
tion, reconstruction and analysis code. The code was orig-
inally designed and implemented for the PANDA experi-
ment. The prototype detector is tested at the FOPI experi-
ment.
EICROOT
The Electron-Ion Collider Collaboration (EICC). EICC
consists of more than 100 physicists from over 20 laborato-
ries and universities from around the world who are work-
ing to realize a new facility in the United States. This col-
laboration is evaluating the FairRoot framework for their
usage, some detectors are already implemented in the so
called EICRoot (Figure 2.) This evaluation was mainly mo-
tivated by the modular designed of FairRoot and its large
user base within the HEP community [6].
Figure 2: EIC detector implementation
Moreover the FairRoot [1] webpage has moved to a con-
tent management system (CMT ) based on Drupal [7]. The
new server allows more interaction with the users and of-
fer more tools that help maintaining and documenting our
project.
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FairRoot: Time-based simulation and reconstruction
M. Al-Turany1 and T. Stockmanns2
1GSI, Darmstadt, Germany; 2FZJ , Jeulich, Germany
The FairRoot framework [1] is the simulation, recon-
struction and data analysis framework for the FAIR exper-
iments. It includes core services for detector simulations
and ofﬂine analysis. The framework, is designed to opti-
mize the accessibility for beginners and developers, to be
ﬂexible (i.e. able to cope with future developments), and to
enhance synergy between the different physics experiments
within the FAIR project.
In the default mode of the software each event is treated
completely independent of each other and time between
events does not play a role. This is not always true in ex-
periments, there are many cases where the time between
successive events is of importance, i.e.:
• A particle hits a sensor element that is still blocked
from previous hit(s)
• The read out electronic is still busy
• Hits are too close in time and cannot be distinguished
For PANDA and CBM experiments, the situation gets
even more complicated as these experiments are planned
without hardware trigger, i.e. continuous beam with Pois-
son statistics. To simulate such situations and to be able
to study these cases new methods and concepts were intro-
duced to FairRoot.
Event time
The time between two successive events can be set either
during the simulation or during the reconstruction (digiti-
zation). During simulation, the time is set via the FairPri-
maryGenerator, options available are:
• Set the min and max limit for event time in ns, time
is set via uniform random number generator between
min and max.
• Set the mean time for the event in ns (Event time is an
exponential deviate)
• Set the time function for the event
The ﬁrst two methods can also be used from the Fair-
RunAna manager class during reconstruction (digitization)
to set or overwrite the event time.
Time based simulation
A special buffer to store detector digits between events
has been introduced (FairWriteoutBuffer). This is an ab-
stract base class where the user (detector developer) have
to inherit from and customize the behavior of his detector.
This buffer holds the data that had to be stored and the ab-
solute time of this data, if the same detector element is hit a
second time this data is modiﬁed. This results in a random-
ized data stream stored to a TClonesArray (this simulates
the input detector data as received by the DAQ in a real
experiment)
It is essential for the later extraction of the data that it is
sorted by its time stamp, hence a base class for the sorter
(FairRingSorter) and a base class for a sorter task (Fair-
RingSorterTask) are implemented in the software. To use
them each detector has to derive his own sorter classes from
them and overwrite necessary methods.
Figure 1: If a storage position is calculated which would
override old data, the old data is saved to disk and the stor-
age cell is freed
Reading back data is done via the FairRootManager,
where two different methods exists:
• GetData with one functor/parameter runs always for-
ward in time. (Data is only read once)
• GetData with two sets of functor/parameter is able to
get data within a time interval. (Data can be extracted
many times)
Different algorithms are available to extract data:
• All data up to a given time
• All data in a time window
• All data between time gaps of a certain size
• Other algorithms can be (easily) implemented
An example for implementing time simulation in Fair-
Root is available on PANDA wiki.[2]
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Database Interface for FairRoot
M. Al-Turany1, M. Babai2, and D. Bertini3
1GSI, Darmstadt, Germany; 2KVI/RuG, Groningen, The Netherlands; 3GSI, Darmstadt, Germany
Introduction
Since the setup of a typical nuclear experiment is vary-
ing depending on the physics case to study, the software
for simulation and analysis should be able to handle a large
amount of different parameters and their variation in time.
For that purpose, the FairRoot framework [1] implements
a database interface which provides a simple and uniform
concept regardless of the data being accessed. Further-
more the database interface, using internally the ROOT
TSQLServer services [2] , can access data from more than
one database instance using a dedicated database connec-
tivity implementation.
Design
The FairRoot framework already uses a parameter man-
agement system based on the original HADES runtime
database [3] . The runtime database supports input from
ASCII files and ROOT files. A database input will be added
using TSQLServer.
Figure 1: The Database interface in FairRoot.
Database Connectivity
The database connection is done via the ROOT
TSQLServer class. For accessing the data more than one
database connection can be used according to the user-
defined URLs list. At initialisation time, the list order re-
flects the access priority. The first database in the list is
used for searching the data, if it fails the next database in
the list is used until the complete set of data can be re-
trieved. This gives the user the flexibility to create its own
database from a subset of the official one and to put it ahead
in the list.
Figure 2: The ordered priority list of databases
Context sensitive version management
Ultimately, any of the data retrieved could depend on the
run or the event being processed. Detector relevant param-
eters, such as calibration constants, will change with time
and the interface has to retrieve the right ones for the cur-
rent run or event.
For this reason, all requests for data through the interface
must supply information about:
• The type of data: real or Monte Carlo
• The type of Detector.
• The date and time of the run or event (in UTC)
This information is called a Context. In the database all
information is tagged by a Context i.e by a validation range
which identifies the type of data and detector and the ranges
of date times for which it is valid.
Minimizing the I/O
Another important point is to minimise I/O. Some re-
quests, particularly for detector relevant parameters, can
pull in large amounts of data but users must not load it once
at the start of the job and then use it repeatedly since it may
not be valid for all the data they process. Also multiple
users may want access to the same data and it would be
inefficient for each to have their own copy. To deal with
both of the above problems, the interface uses the concept
of handle or proxy and implements different levels of ob-
jects caching.
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Implementation and Performance of Neutron Tracking Algorithm for
NEULAND ∗
D. Kresan1, M. Al-Turany2, D. Bertini2, R. Karabowicz2, P. Malzacher2, and F. Uhlig2
1TU, Darmstadt, Germany; 2GSI, Darmstadt, Germany
The NEULAND will be used in R3B at FAIR for the
detection of fast neutrons. The focus is the recognition of
multi-neutron events with precise determination of position
and time of first interactions in the detector volume, which
will allow momentum measurement by distance and time
of flight. For the details on the proposed NEULAND layout
see [1]. A fast and high performing (in terms of efficiency
and resolution) neutron tracking algorithm is required.
The development of the tracking algorithm was done within
R3BRoot software which is part of the FairRoot frame-
work [2] developed at GSI for FAIR experiments. The in-
put for the task is an array of objects of type R3BLandDigi,
which contains information about time and charge de-
posited in one scintillator bar and read-out by two photo-
multipliers on the right and left end-cap. The output of the
task is an array of objects of the type R3BNeutHit, which
contains information about position and time of first inter-
action of potential incident neutron, necessary for momen-
tum determination.
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Figure 1: Distribution of the number of clusters versus total
deposited energy in NEULAND. Solid lines show chosen
set of cuts to separate event classes.
In the first stage of the reconstruction algorithm a num-
ber of incident neutrons is determined by cutting on values
of the number of clusters and total deposited energy in the
detector. Clusters are created from digis by analyzing the
time and position pattern and represent tracks of charged
∗Supported by Helmholtz International Center for FAIR
particles. These 2-D cuts (see fig. 1) have to be calibrated
on ideal case of separated event classes. In the future we
will automatize the procedure of such calibration and in-
clude the values of cuts in the parameter file.
In the second stage the known number of first interactions
of incident neutrons is determined. In order to exclude the
secondary interactions after elastic scattering of neutrons
on hydrogen we implemented a recursive function which
is called for each possible pair of clusters in the loop and
removes those clusters which satisfy the criteria of ellastic
scattering. After such cleaning procedure, the remaining
clusters are sorted with respect to absolute deviation of the
velocity of potential neutron from the known beam veloc-
ity (smaller deviation has higher priority) and amount of
deposited energy (higher energy has higher priority). From
the list of sorted clusters the known number of first interac-
tions is chosen starting from the top of the list.
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Figure 2: Simulated spectrum of tetra-neutrons (four neu-
trons with narrow spacial and timing distribution) with in-
put Erel = 100 keV. The tail towards higher values is due to
misidentification of first interactions of incident neutrons.
Example of the algorithm performance is shown in fig. 2.
The total efficiency is ≈60% with Erel resolution of 43 ps.
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Implementation of unit tests for the FairRoot framework
M. Al-Turany1, D. Bertini1, R. Karabowicz1, D. Kresan1, and F. Uhlig1
1GSI, Darmstadt, Germany
Abstract: FairRoot comes with a powerful build and
test system which allows the easy setup of automatic
tests. To get a good test coverage of the code, we started
to implement unit tests. In this paper we will sum-
marize our evaluation of software frameworks for this
task.
FairRoot test environment
Since FairRoot is now used by many experiments as a
base for their own speciﬁc developments, the code has to
be tested as thoroughly as possible. Up to now only system
tests are implemented, which test a complete program at
once.
To run all deﬁned tests automatically we use the test
environment CTest which comes as integrated part of our
used build system CMake [1,2]. The functionality of CTest
is also used by the different experiments for there own set
of tests. CTest provides the functionality to run a complete
test scenario, including automatic updating, conﬁguring,
building, testing, performing memory checking, perform-
ing coverage analysis, and submitting results to a CDash
web server [3].
Using the results about the code coverage gathered on
our CDash [4] web page, one can see that the current set
of tests only cover 20-30% of the total code base, depend-
ing on the experiment. To implement more system tests to
cover also the untested parts of the code base is a nearly
unmanageable task. As a solution one has to use beside the
system testing also unit tests which tests the correctness of
speciﬁc code sections individually, usually at the function
level.
To simplify the process of unit testing, many unit testing
frameworks have been developed (see [5]).
Requirements
Since we have CTest to steer the testing procedure the
unit test framework itself has only to provide the tools to
setup tests in an easy to use way. It should be able to setup
the test environment automatically, implement the needed
assertions and generate a test report which can be sent to
our web server. Beside all this it should be as easy as pos-
sible to implement the unit tests.
Most of the unit testing frameworks listed at [5] have
been ruled out immediately. Either they are not developed
any longer, it was impossible to get them to work or they
couldn’t fulﬁll the requirements. From the remaining 5-6
candidates we choose the two most promising frameworks
(Boost Test [6] and Google Test [7]) for a thorough evalu-
ation.
Figure 1: Coverage information for a single ﬁle.
Results
For the evaluation we tried to write a complete set of tests
for the logging class of FairRoot. This set of tests should
cover the complete functionality of the class and check for
the correctness of the results. We choose the logging class
for the evaluation, because the class is neither to complex,
nor to trivial to be used as a test case.
Using our build and test environment to run the set of
tests, the resulting code coverage and the results of the set
of tests can be checked on our CDash web server imme-
diately after the execution of the tests. This includes also
the possibility to check which lines of the source code have
been tested and which are still untested (see ﬁgure 1). This
information was then used to improve the set of tests in an
iterative process.
As a ﬁnal result we choose to use the Google testing
framework to implement unit tests for FairRoot. In contrast
to the Boost unit testing framework it provides already all
the needed functionality. Moreover it is much simpler to
implement tests using the Google testing framework.
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PROOF on Demand 
A. Manafov, P. Malzacher 
GSI, Darmstadt, Germany
PROOF on Demand (PoD) [1][2] is a tool-set that 
automats and dramatically simplifies the process of creat-
ing private PROOF [3] clusters. 
PoD dynamically se

"s 
request on any resource management system (RMS). It 
provides a plug-in based system, in order to use different 
job submission front-ends. 
In 2011 the plug-in set has been extended and supports 
now gLite, LSF, PBS (PBSPro/OpenPBS/Torque), Grid 
Engine (OGE/SGE), Condor, LoadLeveler, and SSH 
plug-ins. PoD makes it possible just within a few seconds 
to get a private PROOF cluster on those systems. If there 
is no RMS, then the SSH plug-in can be used, which dy-
namically turns a bunch of machines to PROOF workers. 
 User community 
PoD is being very successfully used by German ALICE 
collaboration and has been chosen as a standard PROOF 
tool for FAIR computing [4]. 
The tool-set is official distributed to all Tier3 ATLAS 
sites via standard ATLAS software deployment machin-
ery [5]. 
 
 
Figure 1: ~700 downloads from 22 countries (since June, 
2010), with 180 downloads/year from unique IPs. 
A thin client concept 
Recently a new major step in PoD development has 
been made. It now supports not only local PoD servers, 
but also remote ones. 
A    -!   
possible for users to utilize a thin client concept. In order 
to create dynamic PROOF clusters, users are now able to 
select a remote computer, even behind a firewall, to con-
trol a PoD server on it and to submit PoD jobs. In this 
case a user interface (UI) machine is just a lightweight 
control center and could run on different OS types or mo-
bile devices. 
All communications are secured and provided via SSH 
channels. Additionally PoD automatically creates and 
maintains SSH tunnels for PROOF connections between 
the UI and a PROOF master. 
Dynamic PROOF masters 
Future versions of PoD are going to implement a dy-
namic PROOF masters feature, which is an extension of 
the   -!. This feature is go-
ing to enable PoD to automatically assign PROOF master 
processes to worker nodes (WN). Users would need only 
to run a lightweight PoD/PROOF UI to process their 
analysis, as the rest will be entirely running on WNs. 
 
 
Figure 2: Dynamic PROOF masters. 
Summary 
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PROOF integration in FairRoot
R. Karabowicz1, M. Al-Turany1, D. Bertini1, D. Kresan2, A. Manafov1, and F. Uhlig1
1GSI, Darmstadt, Germany; 2TU, Darmstadt, Germany
Abstract
Parallel ROOt Facility (PROOF[1]) is a ROOT[2] exten-
sion allowing analysis of large data sets in parallel on clus-
ters of machines with multiple CPUs. The usage of the
appliance requires the analysis to be dividable into inde-
pendent subsets (in our case we imply event independency)
and the code to follow a definite organization (TSelector-
derived class to manage task processing).
Goals
The goal of the presented work is to allow any
FairRoot[3] user to take advantage of the numerous many-
core machines to effortlessly execute his analysis faster in a
simple and transparent manner with few interventions into
code or macros.
Implementation
The local analysis in FairRoot is managed through us-
age of flexible steering macros, which are developed by
users. There users load libraries, set input files and param-
eter databases, create and set up various analysis tasks. The
FairRoot management classes created in the macro initial-
ize the analysis, loop over and analyzes available events
and write the output to user-defined file.
In the case of running on the PROOF cluster separate
processes are started on different CPUs (workers), also on
external machines. On these workers:
• necessary libraries are uploaded using PROOF
ARchive (PAR) files;
• a general FairAnaSelector class creates FairRoot anal-
ysis, connects parameter databases and triggers anal-
ysis of separate events, which are distributed by the
PROOF session that controls the input data;
• creates output which is consequently merged on the
master at the end of process.
One of the greatest challenges when adapting FairRoot
to PROOF is the copying of the analysis tasks to the work-
ers. As the copying of the tasks was not required in the
original FairRoot concept it means that most of them have
to be adapted to be compatible with PROOF.
Results and conclusions
The presented analysis has been tested on several GSI
machines and the analysis time improvement of up to 5
times was observed as compared to local analysis.
In the Figure 1 the speedup factor is presented as a func-
tion of the number of events when running on a 4 CPU
machine. For small number of events it is more efficient to
run locally due to additional time spent initializing PROOF.
For large number of events the factor saturates at about 2.5,
which is considerably less than expected scaling of 4. The
damping factor behind is the IO communication, which
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Figure 1: Speed up factor (ratio of local analysis time to
PROOF analysis time) as a function of number of analyzed
events on 4 (green) and 2 (blue) workers.
was tested by artificially slowing down the processing of
each event - in this case this ideal scaling was achieved.
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Figure 2: Speed up factor as a function of number of work-
ers.
Figure 2 shows the speedup factor as a function of the
number of workers. In this case a test PROOF cluster
was set up using PoD[4] consisting of 3 machines with
4+8+8=20 CPUs altogether.
The implementation of the FairAnaSelector opens up a
possibility of running FairRoot parallely on many-cores
PROOF clusters. The code is available for all users of
FairRoot, however further tests and developments are still
needed.
References
[1] PROOF: http://root.cern.ch/drupal/content/proof
[2] ROOT: http://root.cern.ch
[3] FAIRROOT: http://fairroot.gsi.de
[4] PoD: http://pod.gsi.de
GSI SCIENTIFIC REPORT 2011 PHN-IS-IT-16
275
E-Science Activities at GSI
K. Schwarz for the e-science group/Scientific Computing1
1GSI, Darmstadt, Germany
This article describes the work of the GSI e-science
Group with the aim to enlarge and operate an ALICE
tier2 centre within the global environment of the LHC
Computing Grid and to prototype a distributed com-
puting environment for FAIR.
ALICE tier2 centre at GSI and ALICE Grid
in Germany
The ALICE tier2 centre at GSI provides a computing
infrastructure for ALICE Grid and for the local usage of
the German ALICE groups. New data-sets are being trans-
ferred to GSI continuously and are processed on the local
batch farm via daily running analysis trains. Further tasks
are data calibration and quality assurance. Corresponding
papers are being published. The available disk space is dis-
tributed among an xroot cluster (300 TB) and Lustre ( 2.3
PB). The xroot cluster is configured as a Grid Storage ele-
ment and globally accessible, while Lustre is used for local
data storage. Throughout the year GSI participates in cen-
trally managed ALICE Grid productions and data analysis
activities. The overall job share of GSI and Forschungszen-
trum Karlsruhe (ALICE tier1 centre) has been 16% of all
ALICE jobs worldwide. Moreover the HHLR compute
cluster at Goethe University in Frankfurt has been inte-
grated into ALICE Grid.
Local farm management at GSI
The GSI e-science group contributes significantly to lo-
cal farm management with the GSI batch farm being an
integral part of the ALICE tier2 centre. One of the major
projects is the transition from the commercial LSF sched-
uler to the open source scheduler (Sun)GridEngine [1] in
close collaboration with the HPC group. The number of
CPUs has been increased up to 4700 cores distributed over
currently 2 clusters. The old cluster is operated via LSF
while the new cluster is accessible exclusively via Grid
Engine. Here the software is distributed via CVMFS and
shared HOME directories are not available anymore. Mon-
itoring is done by using MonaLisa.
Via KOSI (Kooperativer Studiengang Informatik) stu-
dents from Hochschule Darmstadt the projects Cluster Vir-
tualisation and Job Accounting are followed up. Via the
first project a production version of an IaaS environment is
implemented which is based on the experiences made be-
forehand with a prototype being able to provide 100 virtual
machines via OpenNebula, libvirt, and KVM on 16 phys-
ical boxes. The new infrastructure will take into account
the new network segmentation at GSI and will make use
of the recently introduced service hypervisors. The idea is
to be able to provide a complete Chef managed batch farm
including server and virtual worker nodes with fitting appli-
cations already on board as predefined by the experiments.
This can be used for software environments which are not
supported anymore on the official GSI infrastructure.
PROOF on Demand
The in the context of the D-Grid project developed
“PROOF on Demand (PoD) utilities” enjoy a high popular-
ity. PoD [2] is a set of software tools developed at GSI via
which each user can dynamically create individual PROOF
clusters. The development is going on and and new re-
leases are being published. Next to more supported plugins
(currently PoD environments can be started via gLite, LSF,
SGE, PBS, and ssh) also the user community is increasing.
In the ALICE context PoD starts to be established as stan-
dard, and ATLAS started to distributee PoD as official part
of their T2 software package.
Preparation for FAIR
PANDA-Grid has been extended to 18 sites, among these
3 universities from the Philippines and 1 university from
Thailand. The collaboration with these sites has been
strenghtened by several working visits of Asian scientists.
CBMGrid is up and running. First small productions have
been running successfully using the CBMGrid infrastruc-
ture. The largest CBMGrid site is Dubna, supported by the
JINR-BMBF grant. Moreover in order to be able to utilise
commercial computing resources for FAIR computing the
capability to be able to power up an AliEn Grid site in a
Cloud is being investigated. A current test case is being
set up at Frankfurt Cloud [3]. The collaboration between
ALICE and the FAIR experiments intensified significantly.
Synergy effects have been identified within the develop-
ment of the experiment frameworks AliRoot and FAIRRoot
as well as in the context of Grid computing [4]. In joint
workshops on regular basis (PandaGrid Workshop in con-
junction with AliEn Developers Week) as well as in fre-
quent telephone meetings the ongoing work is organised.
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ALICE tier2 at GSI
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This article describes the work of the GSI e-science
Group with the aim to enlarge and operate an ALICE
tier2 centre within the global environment of the LHC
Computing Grid.
ALICE tier2 centre at GSI
Together with the GSI/EMMI ALICE group [1] GSI-IT
is responsible for the operation of the ALICE tier2/3 com-
puting centre at GSI. From the IT side a majore part of
the work is done within the e-science group of the SC de-
partment [2]. The ALICE tier2/3 centre provides comput-
ing infrastructure for ALICE Grid and an analysis platform
to all ALICE members in Germany. The activities of the
GSI/EMMI ALICE group in 2011 has been focused on the
analysis of the first Pb-Pb data, taken at CERN in 2010 with
an energy of√sNN = 2.76 TeV as well as on preparation
and analysis of the second Pb-Pb run in 2011. Moreover the
analysis of the pp data from 2010 (
√
s = 7 TeV ) and 2011
(
√
s = 7 TeV and
√
s = 2.76 TeV ) has been continued.
For this new data-sets have been transferred to GSI al-
most continuously. In order to achieve the necessary data
rates GSI has been integrated with 10 Gb into the the
HEPPI net structure of the LHC tier2 centres in Germany.
The data have been processed on the local batch farm via
daily running analysis trains. A train is assembled from
a list of modules that are sequentially executed and is an
efficient way to process a large set of data.
At the core of the ALICE tier2/3 centre is a large com-
pute clustre (batch farm). The number of CPUs has been
increased up to 4700 cores distributed over currently 2 clus-
ters. One of the major projects is the transition from the
commercial LSF scheduler to the open source scheduler
(Sun)GridEngine [3]. The same compute resources are
shared by local and Grid jobs. Moreover parallel data pro-
cessing can be achieved by private PROOF clusters submit-
ted to the batch farm via PROOF on Demand (PoD) [4].
The available disk space is distributed among an xroot
cluster (300 TB) and a Lustre clustre ( 2.3 PB) which is
mounted by each worker node in the batch farm. The xroot
cluster is configured as a Grid Storage element and globally
accessible, while Lustre is used for local data storage.
ALICE Grid in Germany
The ALICE Grid resources in Germany are provided by
the tier1 centre at GridKa in Karlsruhe and the tier2 cen-
tre at GSI. Moreover the HHLR compute cluster at Goethe
University in Frankfurt has been integrated in 2011. For
this the interface between the ALICE Grid middleware
AliEn and the local scheduling system Slurm had to be re-
activated.
Throughout the year GSI and the other centres partic-
ipate in centrally managed ALICE Grid productions and
data analysis activities. In 2011 The overall job share of
the German ALICE Grid centres have been 22% of all AL-
ICE jobs running worldwide.
Figure 1: ALICE Grid jobs computed in Germany (GridKa,
GSI, HHLR (Loewe CSC)
preparation for FAIR
ALICE and LHC computing help to prepare for FAIR
computing. Synergy effects between ALICE and FAIR
have been identified within the development of the experi-
ment frameworks AliRoot and FAIRRoot as well as in the
context of Grid computing. Joint workshops on regular ba-
sis (PandaGrid Workshop in conjunction with AliEn De-
velopers Week) help to organise the ongoing work. More-
over in order to be able to utilise commercial computing
resources for FAIR computing the capability to be able to
power up an AliEn Grid site in a Cloud is being investi-
gated. A current test case is being set up at Frankfurt Cloud
[5].
References
[1] GSI ALICE group, “The second year of physics and data tak-
ing with the ALICE experiment at the LHC”, this report.
[2] K. Schwarz, “e-science activities at GSI”, this report.
[3] C. Preuss, V. Penso, B. Neuburger, “GridEngine - A new
scheduler for the GSI computing cluster”, this report.
[4] A. Manafov, P. Malzacher, “PROOF on Demand”, this report.
[5] M. Zynovyev, D. Klein, A. Manafov, V. Penso, “Utilization
of LOEWE-CSC within the Frankfurt Cloud”, this report
GSI SCIENTIFIC REPORT 2011 PHN-IS-IT-18
277
Software and Middleware at PandaGrid
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PANDA Grid is the computing tool of the PANDA ex-
periment, and during the last years it has evolved be-
yond passive computing infrastructure, into a complete
and transparent solution for physics simulation, recon-
struction and analysis, an integrated toolset right at the
fingertips of the physicist.
Grid Status
PANDA Grid [1] uses AliEn [?] middleware, devel-
oped by the ALICE experiment and used outside CERN by
FAIR experiments, like PANDA and CBM. The data anal-
ysis and simulation framework, distributed via the built-
in package management mechanism of AliEn, is centered
on PandaRoot. Grid monitoring and data supervision are
done via MonALISA [?]. While practically being the first
up-and-running PANDA experiment component, PANDA
Grid is continually evolving. It has grown to encom-
pass 17 sites from 13 institutes in 10 countries, including
EGEE/EGI sites integrated via VOBox tools. Mainz and
ASTI/Philippines are joining at the time of writing.
Figure 1: Panda Grid sites distributed in Europe and Asia
Software and Middleware Tools
PandaRoot is an extension of FairRoot, a framework
jointly developed by CBM and PANDA. The Grid infras-
tructure is used for software distribution via the package
manager service (PackMan) provided by the middleware
layer. PandaRoot and external software packages (boost,
gsl, clhep, pythia, root, geant) are distributed separately,
as interdependent source packages, compiled on sites. We
possess now a completely integrated and automatic sys-
tem for package installation, compilation and testing, su-
pervised directly by PandaRoot developers. The user has
only to customize a couple of scripts in order to pursue
his/her own physics.
Figure 2: From the Command Line Interface of AliEn the
user can see what software packages are installed on a
given site
The AliEn middlewarewe itself already provides ad-
vanced data production tools: various mechanisms for
job split and merging, catalogue tags and triggers, file
collections, automatic data replication, etc. But besides
these built-in mechanisms, the MonALISA layer provides
a range of tools that make PANDA Grid both easy to
administer and easy to use for large scale productions.
Close communication between the groups participating in
software development and Grid deployment is maintained
mainly via dedicated workshops, hosted in turn by partici-
pant institutes. Four PANDA Grid workshops [?] were held
2010-2011, in the UK, in Switzerland, , Austria and Ger-
many, with every second workshop being an AliEn devel-
opers workshop with the participation of the ALICE Of-
fline team. Our Data Challenges (DC), during which large
quantities of data are produced via a full chain of simula-
tion, digitization and reconstruction, are an excellent tool
for stresstesting the middleware, software, site data storage
and network capabilities. The jobs run are either theoreti-
cal calculations or data simulations used for the design and
prototyping of the PANDA detector. In general the Panda-
Grid infrastructure has been used intensively throughout
the year, mainly though before conferences and collabo-
ration meetings.
Figure 3: PandaGrid usage throughout the year.
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Helmholtz Institutional Repositories based on CERN Invenio Software
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Since 2010 a collaboration between Deutsches Elektro-
nensynchrotron (DESY), Forschungszentrum Ju¨lich, GSI
and Rheinisch-Westfa¨lische Technische Hochschule
(RWTH) Aachen is adapting the Digital Library System
Invenio [1] to set up Institutional Repositories suitable
especially for the needs of the scientists of the Helmholtz-
Gemeinschaft Deutscher Forschungszentren e.V. [2].
Invenio is originally developed at CERN for the CERN
Document Server CDS [3] and is now further developed
internationally and used for many installations worldwide,
most notably by the High-Energy Physics Literature
Database INSPIRE [4].
The aims of the Institutional Repositories are to host the
publication databases of the participating institutions and
provide interfaces for Open Access requirements. The in-
stitutions of the Helmholtz-Gemeinschaft need to provide
statistical and key data and lists of publications for their
annual reports. For this a correct identification of authors,
departments and projects is necessary. This is achieved in
Invenio with help of authority Marc records [5, 6] which
allow the mapping of the bibliographic records to the corre-
sponding authors and departments and which can also cope
with reorganizations of the institutions like renaming of de-
partments and the existence of virtual institutes. The result-
ing publication lists can also be used by the departments
and groups for e.g. dynamic generation of up-to-date pub-
lication lists for their own web pages.
In an ongoing effort comfortable submit masks are de-
signed which facilitate the submission of the publication
data by the scientists or departmental representatives and
include automatic completion of author names with help
of the authority data and enrichment from external sources
like arXiv.org. This will be followed by a dedicated work
flow to approve the submissions by departmental editors
and librarians. Invenio includes further a powerful search
engine to retrieve the content of up to several million
records, which is organized in regular and virtual collection
trees, social functionalities like commenting, tagging, user-
defined baskets, basket sharing between users and email
notifications. Figure 1 shows the start page of the GSI Insti-
tutional Repository, http://repository.gsi.de/ with
the search mask and and the navigable collection tree.
As the Helmholtz-Gemeinschaft is a signatory of the
Berlin Declaration on open access [7] the Repositories of
its institutions need to provide the corresponding inter-
faces. Furthermore it is necessary to provide a dedicated
source for open access for publications resulting from EU
projects (OpenAIRE [8]) based on the OAI-PMH standard
[9]. With the Invenio system this can be achieved without
Figure 1: Example: GSI Institutional Repository.
the need of a further database as Invenio includes an OAI-
PMH interface, can hold the full-texts for its bibliographic
records and is able to expose a subset of the publication
database for e.g. OpenAIRE. Easy export and import of
data is further facilitated by the widely-used Marc 21 stan-
dard [10] for its internal records.
For the future it is planned to cover the full publication
work flow from idea to final publication where the draft and
preprint versions of the papers are stored in private collec-
tions of the group. Furthermore in personal baskets general
lists of publications can be arranged e.g. for journal clubs
or for students. Hence in this respect the Invenio system
provides a true additional benefit for the scientists.
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Major Upgrade of central Oracle Database  
M.Dahlinger1 
1GSI, Darmstadt, Germany
In  2011 a major Hardware, Software and Security Up-
grade has been performed for GSI central Oracle database 
services [1] offering higher performance and an enhanced 
scheduled 24x7 availability. 
Hardware 
New hardware has been taken into service: 
• 2 8-core Linux Servers (SUSE SLES11) with 
24 GB memory each 
• Fibre Channel attached storage subsystem 
with 7 (max. 16) fast (15000rpm) SAS disks 
Redundancy is assured exploiting redundant hardware 
and data paths using multipath technology.  
Software 
Oracle 11g R2 database enterprise edition with parti-
tioning and RAC option and UTF-8 international charac-
ter set support has been installed. 
High availability and load balancing is performed using 
Oracle Real Application Cluster (RAC) technology. Stor-
age is controlled via Oracle Automatic Storage Manage-
ment (ASM) on a RAID6 array of fast disks with cur-
rently configured 1TB of disk space. 
Online Backup is executed on a daily base using ar-
chive log features, internal hard-drives and TSM storage. 
Applications can access Oracle database via transparent  
application failover (TAF), providing an uninterrupted 
database service even for most maintenance work 
(patches, service operations) and instance failures.  
TAF exploits 11g functionalities using several virtual 
IP-addresses and listener daemons running on active 
nodes, resp. 
The new database servers are located in an internal 
network, but are accessible from many GSI networks and 
external clients via the central firewall router. For further 
security enhancements access from outside will be di-
rected through a proxy server in the DMZ. 
Migration 
Migration from former 10g databases has been com-
pletely performed by database administrators. Necessary 
changes in database objects (DDL) have been performed, 
e.g. changing default character length semantics from 
BYTE to Characters for all tables affected, allowing stor-
age of the same amount of characters with Umlauts in a 
given VARCHAR2 cell, but using more bytes due to 2-
Byte UTF-8 character coding. 
Migration has been performed without interruption of 
read-access of running applications, achieved partly due 
to use of central LDAP-based naming resolution, switch-
ing database aliases used for applications to new database 
services running on new servers with new instance names. 
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Accelerator Operation Report 
W. Bayer, U. Scheeler*, P. Schuett 
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This report describes the operation statistics of the GSI 
accelerator facility in the year 2011. The presented infor-
mation is based on the data of the GSI electronic opera-
tion logbook OLOG [1] which allows for a detailed 
evaluation of operation statistics especially for the time-
sharing operation mode of the accelerators.  
General Overview 
In 2011 GSI reduced the operation time by about 25% 
as compared to last year. From March till October only 
two beam time blocks were scheduled. In total, the SIS 
has been operated for 4248 hours and the UNILAC for 
5032 hours. 216 hours are included for the commissioning 
of the accelerators after shutdown. 
The first longer shutdown period lasted from January 
the 1st till March the 20th. This shutdown was used for a 
careful and detailed maintenance of the first Alvarez sec-
tion, the repair of a few drift tubes in the poststripper sec-
tion, the substitution of the front plate of the IH1-cavity at 
the High Current Injector, a vacuum upgrade of the SIS 
injection section and the repair of the pion target in front 
of the HADES cave. Technical improvements were in-
stalled at the RFQ of the High Charge State Injector, to 
optimize the operation behaviour. The next long shutdown 
started on October the 30th. It was used to maintain the 
second Alvarez section, to repair vacuum leaks in the sin-
gle resonator section and in the ESR.  
Table 1: Overall beam time of the accelerator facility 
 2011 2010 
Integral target time for 
all experiments 
8809h 10438 h 
Time for retuning 96 h 76 h 
Time of interruption  3518 h 2704 h 
Total beam time 12432 h 13218 h 
In Table 1 the overall beam time of the whole facility is 
shown. In total, 8809 hours of beam-on-target-time were 
successfully delivered to the different physics experi-
ments, about 1629 hours less than in 2010. The category 
'retuning' includes the time necessary to improve the 
beam performance during the running experiment. The 
'time of interruption' covers the categories ‘accelerator 
setup’ (1456 h), ‘ion source service’ (369 h) and ‘un-
scheduled down time’ (1693 h). These are all events 
which lead to a break of the running beam for the corre-
sponding experiment. Altogether these times add up to the 
'total beam time'. Due to time sharing operation this 
amount is higher than the sum of the operation hours. 
Compared to 2010 the ratio between target time and total 
beam time (availability of the facility) dropped by 8 per-
centage points to 71%. At last, the complex operation 
with three isotopes in parallel and a lot of short term ex-
periments caused a lot of technical and administrative 
efforts.  
Experimental Operation 
Figure 1 gives an overview of target time for different 
experimental areas with the fraction of the 4 beam 
branches of the UNILAC on the right side, the ESR below 
and the different experimental caves behind the SIS on 
the left side. Details corresponding to the different ex-
perimental programs are given in [2]. 
Figure 1: Distribution of target time to the different ex-
perimental areas 
UNILAC Experiments 
Details of the beam time for UNILAC experiments are 
shown in Table 2. Over the year, 11 different experiments 
were performed at the UNILAC. In total, 4523 hours of 
target time for physics experiments have been achieved. 
Beam was used by SHIP (1291 hours) and TASCA (1166 
hours) as well as by Material Science (1410 hours). The 
fraction of target time decreased by 3% compared to last 
year. We observed an increase of times for ion source ser-
vice and for accelerator setup and a decrease of unsched-
uled down time. 
Table 2: Beam delivered to UNILAC experiments 
 Time Fraction 
Target time for experiments  4523 h 76,1% 
Time for retuning 33 h 0,6% 
Accelerator setup 689 h 11,6% 
Ion source service 279 h 4,7% 
Unscheduled down time 418 h 7,0% 
Total beam time 5941 h 100% 
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SIS/ESR Experiments 
The heavy ion synchrotron delivered beams to 29 fixed 
target experiments and to 9 experiments at the ESR. In 
total 4286 hours of target time have been achieved. A 
more detailed overview is given in Table 3. 
Table 3: Beam delivered to SIS/ESR experiments 
 Time Ratio 
Target time for experiments 4286 h 66,1% 
Time for retuning 63 h 1,0% 
Accelerator setup 1005 h 15,5% 
Ion source service 90 h 1,4% 
Unscheduled down time 1038 h 16,0% 
Total beam time 6482 h 100% 
In 2011 the target time for the ESR (direct beam and 
beam via FRS) decreased to 1241 hours, 171 hours for 
HITRAP commissioning are included in this amount. 
About 988 hours of beam time were delivered to HTC, 
which was thus the main user at the SIS. For about 705 
hours beam was used at local experiment of the FRS and 
298 hours were delivered for producing a pion beam to 
HTB. 
Accelerator Operation 
Over the year 22 different isotopes have been acceler-
ated. Figure 2 shows the total beam time for each isotope. 
The rare isotopes 48Ca and 54Cr were produced by the 
ECR ion source, which in total has been operated for 
3353 h. The Penning ion source was mainly operated with 
50Ti and 197Au (in total 4534 hours of operation). The 
high-current ion source was used for 3276 hours. Espe-
cially 36Ar, 40Ar and 14N beams were delivered from the 
MUCIS ion source, 238U was accelerated from the 
MEVVA ion source for 998 hours. 
Table 4: Statistics of all unscheduled down time events 
 Down 
time 
No. of 
events 
Power supplies 178 h 287 
Vacuum and structures 222 h 77 
Beam diagnostics 38 h 27 
Operation 23 h 16 
Safety-/ Interlock system  19 h 18 
Ion Sources 148 h 94 
RF system 469 h 479 
Controls 64 h 37 
Infrastructure 154 h 19 
Others / ambiguous 126 h 55 
Total of unscheduled 
down time 1442 h 1109 
In Table 4 all unscheduled down time events are shown 
in more detail. In April a technical problem at the ECR 
ion source caused a break of five days in 48Ca operation. 
In July a leak in the water supply pipeline disabled the 
operation for about two days. The amount of RF down 
time includes about 150 hours concerning problems with 
resonance excitation in UNILAC cavities as well as 135 
hours caused by a damage of the coaxial power line of 
IH2. Compared to 2010 the total amount of down time 
remained constant, which is a relative increase in com-
parison to the decreased operation time. 
Operation Time [h]
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Figure 2: Total beam time for different ion species 
For accelerator experiments at the UNILAC 168 hours, 
at SIS 253 hours, and at ESR 348 hours beam were deliv-
ered, which is for UNILAC a decrease by a factor of three 
compared to last year. 
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Ion source R&D Projects at the GSI Accelerator Facility 
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ECR Ion Sources 
Metal Ion Production 
The investigations on the development of a 50Ti beam 
for experiments of the Super Heavy Element (SHE) pro-
gramme were extended by exploring 3 alternative ap-
proaches. Besides thermal evaporation of titanium with 
the resistively heated standard oven (STO) used in the 
GSI CAPRICE type ECR ion source (ECRIS) another 
type of resistively heated oven was investigated. This type 
of oven had been developed for the thermal evaporation 
of materials at very high temperatures (HTO) [1]. Fur-
thermore the evaporation of chemical Ti-compounds at 
low temperatures was explored but did not lead to a use-
ful method. The normal version of the STO is equipped 
with alumina (Al2O3) ceramics as support for the heating 
wire and as container for optional crucibles. However, 
alumina is not resistant against molten Ti and its vapor 
which show very high chemical reactivity with almost 
any material. After exploring various oven configurations 
using different ceramics materials and refractory metals it 
turned out that only yttria (Y2O3) based ceramics can pro-
vide improved resistance. Commercially available yttria 
ceramics showed insufficient mechanical form stability at 
the required temperature. In collaboration with the Fraun-
hofer institute IKTS the company in charge with the ce-
ramics processing could optimize the ceramics sintering 
processes including ceramic stabilizers and could consid-
erably improve the durability. Thus the operating condi-
tions of the modified STO for Ti could be improved but 
did not show optimum reliability.  
Contrary to the STO the design of the HTO avoids any 
ceramics in the hot volume. Instead it utilizes a free heater 
helix supported only at its ends. This circumvents the 
specific problems arising from the use of ceramics and so 
the application of the high temperature oven turned out to 
be the most promising approach. In order to optimize the 
HTO for routine operation its modular construction was 
improved in mechanical dimensional accuracy for more 
precise and easier mounting  
Various experiments were performed with the HTO us-
ing natural Ti for most runs. For final confirmation, how-
ever, 50Ti sample material had to be used. In addition the 
evaporation of TiO2 was investigated, which avoids the 
problems related to the chemical reactivity of pure Ti at 
high temperatures. According to the required vapor pres-
sure for the evaporation of TiO2 the temperature limit of 
the high temperature oven could be successfully extended 
to 2300 °C corresponding to 560 W of electrical heating 
power. However, this high operating temperature reduces 
the lifetime of the oven. Therefore it appeared to be more 
favorable to use pure titanium as sample material at 
evaporation temperatures between 1750 °C and 1800 °C.  
Several successful runs could be performed with natu-
ral titanium material and with enriched material. It could 
be demonstrated that the material processed in the GSI 
target laboratory by chemical reduction of enriched 
50TiO2 material is suitable. The charge state distribution 
was optimized for Ti8+, which is necessary for injection 
into the RFQ-linac at the High Charge State Injector 
(HLI). The expected intensities of more than 50 µA could 
be easily achieved at the high level of beam stability spe-
cific for ion beams from an ECRIS. Figure 1 shows a 
typical spectrum for a 50Ti run. The lifetime of the oven is 
related to the applied heating power which is also of great 
influence on the average ion beam intensity. At a typical 
lower level of heating power of 250 W (corresponding to 
1750 °C) a lifetime of 6 days is obtained. This value is 
reduced, when the heating power is increased. The high 
temperature oven in its present development status is now 
prepared for routine operation at the accelerator.  
 
Figure 1: Typical mass/charge spectrum of 50Ti. 
The method of frequency tuning of the microwave in-
jected into the ECRIS using a travelling wave tube ampli-
fier (TWTA) can provide a considerable increase of the 
ion beam intensity at selected frequencies [2] and was 
also successfully applied during one of the Ti runs.  
Multipurpose superconducting ECR ion source 
An increased microwave frequency allows for en-
hanced plasma densities and ion currents in an ECRIS. A 
useful frequency of 28 GHz requires magnetic flux densi-
ties above 2.2 T implying the use of superconducting 
magnets. In cooperation with European institutions GSI 
initiated a project to build a prototype of a Multipurpose 
Superconducting ECR ion source (MS-ECRIS) to achieve 
a considerable improvement of the performances [3]. The 
first design of the superconducting magnet system re-
vealed a lack of mechanical performance due to the strong 
interaction of the magnetic field of the 3 solenoids with 
the sextupole field and with its magnetic collar. Compre-
hensive structural analyses, calculations of the magnetic 
field and of the forces were performed at Bruker Ad-
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vanced Supercon GmbH (BASC) being in charge of the 
fabrication of the magnet system.  They confirmed these 
strong interactions, especially of the iron collar with the 
solenoidal fields. As a consequence an improved clamp-
ing of the collar by mechanical modification has been 
developed and is presently being implemented [4]. 
High Current Ion Sources 
Bi and Au operation with VARIS ion source 
In the frame of the project of developing the new heavy 
elements for SIS operation further investigations with Bi 
and Au have been performed. As was confirmed previ-
ously [5,6], it is not possible to provide stable high cur-
rent operation of 197Au and 209Bi beams for SIS experi-
ments using the cathodes made of pure Au and Bi due to 
the physical properties of the materials (melting point, 
metal vapor pressure at certain temperature, etc.). High 
flux of the neutrals from the cathode surface during the 
discharge of vacuum arc dramatically reduces the average 
charge state of the ions in the plasma. This effect makes it 
impossible to generate four fold Bi and Au beams with 
required for SIS pulse duration of not less than 120 µs. 
Previously it was proved that this situation can be 
strongly improved by admixing a small amount of more 
refractory metal to desired elements and as the result by 
amending the physical properties of the cathode material. 
The first successful results were obtained with Bi cath-
odes by admixing Cu in ratio between 8 and 15% [6]. 
During the Bi-beamtime in August 2011 the composi-
tions of Bi-Cu cathode material containing 10% and 15% 
of Cu respectively had been tested. The observable differ-
ence in operation between 10% and 15% Cu-containing 
cathodes was not established. However, a huge difference 
in beam pulse behavior and in conditioning time was 
noted for all examined Bi-Cu cathodes generally (inde-
pendent on percentage of Cu content in the cathode mate-
rial). Some of the cathodes required half an hour condi-
tioning before they provided the stable beam the others 
required several hours. Some cathodes were good in op-
eration (stable, good pulse-to-pulse reproducibility) the 
others were bad (too noisy pulse, poor pulse-to-pulse re-
producibility). Also a notable difference in a structure of 
the cathode surface after operation was observed for cath-
odes from the same production process. 
In order to understand the nature of this difference the 
cathodes have been investigated using an optical micro-
scope and SEM (scanning electron microscope). Fig.2 
shows the working surface and the material structure of 
two Bi-Cu cathodes: the top one (Fig.2a) was in operation 
for many hours and provided stable high current beam of 
Bi4+; with the bottom one (Fig.2b) it was not possible to 
get Bi4+ beam at all. The photos of the working surface 
are shown on the right side on Fig.2. On the left side one 
can see the material structure of the cathodes close to the 
working surface. The images were captured with SEM 
with magnification of 420x. Light area on the images cor-
responds to Bi filler and randomly distributed dark spots 
correspond to fractions of pure Cu. 
 
Figure 2: The surface structure of Bi-Cu cathodes (right) 
and SEM images of the longitudinal section of the cath-
odes (left); a) suitable - b) not suitable for operation. 
The SEM investigations have shown that the distribu-
tion and the consistence of Cu-fractions in the examined 
Bi-Cu cathodes are nearly the same in the central area of 
the cathode (about 15% Wt. of Cu). However, close to the 
working surface the Cu percentage in the “good” cathodes 
reaches the value of up to 50% while in the case of the 
“bad” cathodes it was not changed. The accumulation of 
Cu on the cathode surface is the effect of cathode condi-
tioning during the operation. Therefore it could be con-
cluded that long conditioning time can be avoided by us-
ing higher Cu percentage in the cathode material (40% 
Wt. of Cu and more). 
In November the test experiments with Au were per-
formed on Injector North. Various cathode materials have 
been tested: Au-Pd (10% Wt.), Au-Cr (20% Wt.) and Au-
Ti (5% and 10% Wt.). From all tested materials only Au-
Cr alloy has shown stable operation with beam currents 
up to 6 mA of Au4+ (in front of the RFQ) and pulse length 
of 300 µs. However, from two cathodes (manufactured 
the same way) only one showed reliable operation. It is 
necessary to investigate the surface and the volume struc-
ture of both cathodes in order to understand the reason of 
such difference and then to find the proper composition 
and manufacturing process of the cathode material. 
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High Current Ion Sources 
In 2011 various ion beams have been generated from 
the high current ion sources from Terminal North 
(MUCIS, CHORDIS, VARIS, MEVVA), and Terminal 
South (PIG ion sources). The following Table 1 gives an 
overview of the ion species performed from these ion 
sources with the most relevant beam parameters. The 
given analyzed ion beam current was measured in front 
of the RFQ and is a good mean value. 
 
Table 1: Ion beams generated with high current ion 
sources in 2011. Filament driven volume type ion 
sources: MUCIS, MUCIS NEW and CHORDIS; Vacuum 
arc ion sources: VARIS and MEVVA; Penning type ion 
sources PIG 
Ion 
species 
Dura-
tion 
(days) 
Ion source  Beam for 
experiment 
Analyzed 
intensity 
(emA) 
14N2+ 20 CHORDIS SIS/ESR 4 
22Ne+ 20 MUCIS SIS/ESR 6-8 
22Ne+ 2 PIG SIS 0.1 
36Ar+ 5 MUCIS SIS 8 
40Ar+ 21 MUCIS SIS/UNILAC 15 
40Ar2+ 11 PIG UNILAC 0.2…0.4 
48Ti2+ 9 PIG UNILAC 0.05 
50Ti2+ 54 PIG UNILAC 0.04…0.07 
60Ni4+ 6 PIG UNILAC 0.06…0.08 
96Ru2+ 5 PIG SIS 0.03 
96Zr2+ 4 PIG SIS 0.02 
124Sn5+ 4 PIG SIS 0.03…0.1 
152Sm3+ 9 PIG SIS/ESR 0.04…0.07 
197Au4+ 15 PIG UNILAC 0.4…0.6 
197Au8+ 39 PIG UNILAC 0.06…0.1 
181Ta3+ 5 VARIS SIS 6-8 
181Ta4+ 5 VARIS SIS 6-8 
209Bi4+ 18 VARIS SIS/ESR 8-12 
238U4+ 28 VARIS SIS/ESR 8-12 
 
Most of the ions, generated with the high current ion 
sources belong to the so called standard elements, like 
nitrogen, neon, argon, nickel, gold, tantalum, and ura-
nium. These elements can be generated and operated eas-
ily. Other ions like ruthenium, zirconium, tin, and samar-
ium belong not to the standard elements while operation 
is also not difficult. The operation with bismuth gener-
ated from the VARIS and titanium from the PIG ion 
source was challenging. Up to now it was not possible to 
produce fourfold charged bismuth ions from the high 
current ion source VARIS. Due to the low melting tem-
perature for bismuth (271 °C) the density of neutrals in 
the plasma is very high. The neutrals reduce the mean 
charge state dramatically after a few microseconds of 
pulse duration [1,2]. It was decided to use a proper alloy 
or mixture the increase the melting temperature with a 
supplemental improvement of the thermal and electrical 
conductivity. Further on the added material should not 
have the same mass over charge ratio of 209Bi4+ 
(A/ζ=52.25). Otherwise it would be not possible so sepa-
rate the materials after extraction from the ion source. 
After some months of investigations we found the best 
experimental results with a mixture of bismuth and cop-
per (80 % Bi and 20 % Cu).  
 
 
Figure 1: Typical ion beam pulse shape of full beam 
(blue line, 5 mA/Div.) and analyzed beam (magenta line, 
2 mA/Div.), horizontal: 100 μs/Div. The injection win-
dow for the synchrotron is given by the red lines. 
With this mixture 47 % of 209Bi4+ compare to 0 % for 
pure bismuth has been reached [2]. Fig. 1 shows a typical 
ion beam pulse shape for full beam (blue) and analyzed 
beam (magenta). The ion beam current in front of the RF 
accelerator was about 12 emA of 209Bi4+. The relatively 
long rise time (150 μs to the 80 % level) is not critical, 
because for the injection into the SIS a max. pulse length 
of 100 μs was required (red lines).  
For the super heavy experimental program TASCA at 
the UNILAC, a titanium ion beam with sufficient beam 
intensity from the PIG ion source has been developed 
very quickly. This high duty factor ion beam was gener-
ated and optimized in spring 2011 very successfully. In 
consequence a first 50Ti2+ ion beam for TASCA was of-
fered for 54 days in the late summer for the search of the 
element 120. It was possible to offer an average current * corresponding authors 
SIS injection 
blue: full beam 
magenta: 209Bi4+ 
 
             5 mA/Div. 
 
 
 
 
              2 mA/Div. 
horiz.: 100 µs/Div. 
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at the experiment of 0.63 pµA with an uptime of 94 %. 
The ion beam current in front of the RF accelerator was 
about 40-60 eµA for 50Ti2+. In the framework of optimi-
sation of the beam conditions for the TASCA experi-
ment, recent improvements of ion source program have 
been carried out. For instance the automatic reset of the 
sputter electrode voltage in case of a short cut and the 
automatic turn-on procedure of the high voltage power 
supplies in case of a break down increase the reliability 
of the ion source sufficiently.  
High Charge State Injector HLI 
The operation of the CAPRICE ECR ion source 
(ECRIS) at the High Charge State Injector (HLI) in-
cluded the ion species listed in table 2. 
 
Table 2: Ion beams delivered from the HLI in 2011. 
Ion 
species 
Auxiliary 
gas 
Duration 
(days) 
Analyzed intensity
(eµA) 
12C2+ O2 55 100 
12C3+ - 10 100 
40Ar7+ He 4 90 
48Ca10+ He 18 70 
50Ti8+ He 6 70 
54Cr8+ He 42 60 
112Sn15+ He 6 22 
124Sn17+ He 7 20 
136Xe18+ O2 17 44 
 
In the beginning of the year a 40Ar7+-beam was exclu-
sively used for machine investigations of the RFQ struc-
ture at the HLI. Several beam time periods were dedi-
cated to biophysics experiments at the SIS under therapy 
conditions and to biophysics experiments at the UNILAC 
using 12C2+ in both cases. 
Upon request from a user experiment the production of 
a 12C3+-beam was investigated. Pure CH4 was used with-
out an auxiliary gas. Due to the experiment conditions the 
12C3+-beam should be used without passing through a 
stripper. In this case 12C3+ has to be extracted from the 
ECRIS and has to be accelerated and transported to the 
injection of the synchrotron (SIS). Hence there is only a 
mass-to-charge separation of the ion beam in the analyz-
ing dipole directly behind the ion source. Therefore dif-
ferent ion species of the same mass-to-charge ratio can-
not be separated. As this is the case for 12C3+ and 16O4+ 
both components may be present in the ion beam. An 
estimation of the amount of beam contamination with O4+ 
from the residual gas can be achieved from the intensities 
of O3+ and O5+ in the mass-to-charge spectrum. At the 
beginning of ion source operation an O4+ intensity of 
about 30 eµA can be estimated which decreases with 
time to a value of less than 10 eµA. This amount remains 
in the spectrum and must be considered as background. 
Regarding an intensity of 100 eµA measured for the 
mass-to-charge ratio of 4, this represents a particle con-
tamination of 8 % oxygen.  
Highly enriched isotopic materials were used for the 
other ion beams delivered from the ECRIS. Beams of Sn 
isotopes were provided for different user experiments at 
the SIS while 136Xe18+ was delivered to the local experi-
mental area for materials research at the HLI and also to 
the SIS. Long runs with 48Ca10+ and 54Cr8+ were provided 
for experiments of the Super Heavy Element (SHE) pro-
gramme at SHIP and at TASCA. For 54Cr8+ it was tested 
to increase the lifetime of one filling of the oven by in-
creasing the initial charge of 54Cr sample material. Six 
oven fillings were necessary to cover the whole experi-
ment run. It turned out that the lifetime increases with the 
charge to some extent, however, the material consump-
tion also increases. So it became evident that an optimum 
charge of sample material exists giving the best compro-
mise between oven lifetime and material consumption. 
The overall consumption of 54Cr sample material was 4 
mg/h on average with a range of fluctuation between 2 
mg/h and 6 mg/h for the particular charges. Figure 2 
shows a typical mass/charge spectrum of the extracted 
ion beam. Besides 54Cr and He (auxiliary gas) it shows a 
very low amount of contaminations and confirms the 
very high degree of enrichment of the 54Cr material. 
 
 
Figure 2: Typical mass/charge spectrum of 54Cr. 
Several days were dedicated to test the production of a 
50Ti8+-beam by evaporation of enriched 50Ti material with 
the modified high temperature oven of the ECRIS at the 
HLI. Prior to this test extensive development work had 
been performed at the ECR injector test setup (EIS) at 
GSI [3]. In addition several test runs were performed 
with 48Ti8+ generated from evaporation of natural tita-
nium material. Finally these runs could confirm the posi-
tive results obtained at the EIS test bench and could 
prove the availability of a Ti-beam from the HLI.   
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Electron Cyclotron Resonance Ion Sources (ECRIS)
have replaced older types of ion sources to feed particle ac-
celerators, mainly because of the reliable long term gener-
ation of highly charged ions. Experimentally found scaling
rules predict higher extractable ion currents with increas-
ing rf frequency[1]. Simultaneously to the change in fre-
quency the magnetic flux density within the plasma cham-
ber has to be increased to keep the resonance condition for
electrons. In addition to the mirror field a radial magnetic
component is provided, for example a hexapole, which has
to be increased accordingly. The influence of this increas-
ing magnetic flux density on the ion beam extraction and
on the beam properties is taken into account to determine
the beam quality.
Extraction Simulation
Stronger flux density serves for a better confinement,
but simultaneously it makes the extraction of ions from
the plasma more difficult. The gyration radius of ions
has become so small that not only the electrons but also
the ions are magnetically frozen. This implies that the
ions inside the plasma are guided mainly by the mag-
netic field. For that reason the magnetic field lines go-
ing through the extraction aperture are to be investigated.
Simulations with the program TOSCA[2] have been made
scanning the possible settings for all conductors of the MS-
ECRIS[3]. The magnetic field is then transferred to the pro-
gram KOBRA3[4] for further diagnostic, which is shown
in Fig. 1. The magnetic field lines going through the ex-
traction aperture on a radius of 5 mm are shown there. For
these simulations the confinement properties are neglected,
only the extraction conditions are investigated. Inside the
plasma the path of an ion is strongly bound to the field line.
Fig. 1 shows where ions to be extracted can come from for
different magnetic settings (for the design values, for the
75% reduced design values, and for a reversed mid coil of
the center solenoid). Depending on the point of origin, ions
will experience different values of
∫
~Bds, which is an im-
portant quantity to investigate the beam transport.
Viewing Target Experiment
The experimental result obtained with the CAPRICE ion
source by recording the beam profile on a viewing target,
ramping the first magnetic solenoid in the beam line[5] has
to be compared with simulation results. For that, the beam
profile on the target behind this beam line solenoid (Fig. 2,
∗Work supported by EU, FP7, Grant agreement no 262010 ENSAR
left) is used to calculate the initial transverse y, z coordi-
nates at the position of the extraction electrode. On each of
these spatial coordinates the momentum space is scanned
within reasonable limits, see Fig. 2, center.
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Fig. 1: Magnetic flux density on axis (left) and projection
of the 3D magnetic field lines (right). 1st row: Design
values. 2nd and 3rd row: coil currents scaled down to
75%. 3rd row: reversed polarity of the middle solenoid.
Only the particles having a displacement of less than the
aperture radius at the position of the extraction system are
selected from all backtracked particles (Fig. 2, right).
Because of the multiple sets of viewing target profiles
and settings of the magnetic solenoid a wide range of sim-
ulations are to be made, but at the end it should give a better
picture where the ions are coming from inside the source.
The goal is to find a fixed set of magnetic setting, compati-
ble with the experimental observed target measurements.
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Fig. 2: Left: profile on the viewing target, center: initial
phase space, right: reduced phase space.
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The frequency tuning is a promising technique for the 
improvement of the performances of Electron Cyclotron 
Resonance Ion Sources (ECRIS) concerning the produc-
tion of high charge state ion beams of higher intensity. 
This technique, based on the variation of the microwave 
frequency feeding the ECR plasma, has been experimen-
tally investigated at GSI with the CAPRICE-type [1,2] 
ECRIS installed in the ECR injector test setup (EIS) [3] in 
2008 [4], 2010 [5], and recently an experiment on the 
efficiency of frequency tuning for the production of 
highly charged ion beams was carried out [6]. The ex-
perimental set-up comprised a Travelling Wave Tube Am-
plifier (TWTA) driven by a signal generator and con-
nected to the ion source through a WR62 rectangular 
waveguide. The ECRIS parameters were set in order to 
maximize the production of the Ar11+ ion current. Then 
frequency sweeps in the 12.5-16.5 GHz frequency range 
(at a microwave power of 450 W) were performed while 
measuring the Ar11+ current. The result is shown in figure 
1. Some frequencies can be identified at which the Ar11+ 
current is considerably enhanced with respect to the stan-
dard operating frequency of 14.5 GHz. The charge state 
distributions were measured at different values of micro-
wave power varied between 250 W and 550 W in steps of 
50 W for two microwave frequencies: 14.500 GHz and 
13.221 GHz, where the maximum of the Ar11+-intensity 
appears, respectively. All other ion source parameters 
were kept constant. As result figure 2 shows the ratio of 
the ion currents corresponding to the two frequencies as 
function of the microwave power for the charge states 
Arq+ (q = 8, 9, 11, 12).  
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Figure 1: Ar11+ current measured as function of the 
microwave frequency 
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Figure 2: Current enhancement for different micro-
wave powers when the frequency is shifted from 
14.500 GHz to 13.221 GHz 
Evidently a clear enhancement of the ion currents of all 
these charge states is achieved when the microwave fre-
quency is set to an optimized condition. This condition 
could correspond to a certain electromagnetic field pattern 
(mode) which exists inside the ECRIS. Simulation results 
showing some possible modes for the CAPRICE ECRIS 
are reported in [5]. 
This effect is increasingly pronounced for the higher 
charge states. Over the complete power range the current 
enhancement factor remains constant for a given charge 
state of Arq+ (q = 8, 9, 11). For Ar12+, this enhancement 
factor even increases with rising power. This result may 
be important for the existing ECRIS and for the new gen-
eration ECRIS making use of high power microwave in-
put (several kW) opening a promising way for optimiza-
tion of high ion beam intensities.   
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Status of Operation
Commissioning in March with beams from HSI and HLI
was followed by high current 40Ar machine experiments.
Regular beam operation started in April with 12C from the
Electron Cyclotron Resonance Ion Source (ECRIS) for ex-
periments under therapy conditions and other biophysics
experiments. This was repeated in July and October. As
a major beamtime the ECRIS served in a six weeks block
with 54Cr for SHIP. The Cr beam was also used by bio-
physics experiments and for experiments in the target hall
(FRS, ESR, HITRAP). 48Ca was foreseen to be delivered to
TASCA, SHIPTRAP and plasma physics. After a one week
delay due to complications with the material, infrastructure
and vacuum failures, TASCA changed to 50Ti (see below).
Besides the HLI delivered 136Xe (material research, SIS
and HITRAP), 112Sn (FRS) and 124Sn (HTC). Two weeks
of regular beamtime were used for 50Ti development [1].
Operation from the Penning Ion Gauge (PIG) source
was dominated by 11 weeks of 50Ti for TASCA. Plasma
physics and SHIPTRAP used the same beam, predomi-
nantly as secondary users. The successful accomplishment
of this beamtime paved the way for further super heavy ele-
ment experiments in 2012. 197Au was accelerated for eight
weeks in total for material research, biophysics and SIS.
Moreover 40Ar, 60Ni, 84Kr, 96Ru, 96Zr, 124Sn and 152Sm
beams were generated. The PIG was in operation for ap-
prox. 90% of the beamtime, mostly with high duty factors.
The MUlti Cusp Ion Source (MUCIS) delivered 40Ar,
36Ar, 22Ne and 14N for three weeks each, and 1H3. The
MEtal Vapor Vacuum Arc (MEVVA) ion source provided
five weeks of 238U, three weeks of 209Bi, and 181Ta. All
high current beams were used by high energy experiments
behind SIS as well as machine experiments.
The UNILAC was in operation for nearly 200 days, more
than one third of the time with three beams [2].
High current operation was affected for six weeks by two
breakdowns of the rebuncher US4BB3: A blocking of cool-
ing channels had to be refurbished in the workshop, and af-
ter recommissioning its coupling loop had a vacuum leak.
A water leak occurred in one triplet coil in the HSI LEBT. It
was first converted to and later replaced by a doublet, which
hindered operation for the rest of the year. Operation of the
HSI was interrupted for one week by a failure of a high
power rf line for an IH cavity. Large parts of the facility
were affected due to several power failures (thunderstorms,
short circuit of an external transformer) and the break of the
main water line for GSI. Unlike the last years, there were
∗ p.gerhard@gsi.de
no major failures of the Alvarez accelerator thanks to the
progress of the tank revision.
Shutdown Activities
In spring the revision of the Alvarez tanks 1, 3 and 4 was
finished, five drift tubes had to be renewed. High power
tuning plates were installed into the HLI RFQ successfully.
The front end cap of the IH1 tank suffered from a water
leak, it was replaced by a new one. In summer the LEBT
triplet was replaced by a doublet, and tests at the HLI RFQ
concerning cw operation and thermal effects were accom-
plished. The revision of the last Alvarez tank 2 dominated
the winter shutdown 2011/12. A vacuum leak in a single
gap resonator necessitated opening of this section. Chemi-
cal rinsing of the cooling channels was extended to the HSI
rf structures.
Upgrade Measures & Machine Experiments
An upgraded emittance device was installed between
LEBT and HSI front end, and new BIF stations were com-
missioned, six are in operation now.
Main topic of the machine experiments was foil strip-
ping at HSI energy [3]. Thin carbon foils were exposed to
high and low intensity Ar, Sm and U beams. 238U beam
lifetimes in the SIS could be measured for various charge
states from 28+ to 41+ and from 27+ to 35+ generated by
foil and gas stripping respectively.
The overhaul of the Alvarez was reviewed by phase ad-
vance dependent emittance measurements. Investigations
of the high current performance were made by emittance
measurements at the HSI RFQ exit [4] with the doublet
removed to achieve maximum acceptance. Twiss param-
eters of a 1H1+3 beam were measured in the transfer chan-
nel in preparation of emittance exchange experiments. The
preparation of the cw-LINAC demonstrator and the design
study for a future UNILAC were continued [5, 6].
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Uranium Experiments 
The machine experiments at the UNILAC in 2011 were 
mainly dedicated to investigations for future accelerator 
operation at GSI: The uranium beam life time in the SIS 
was investigated for a wide range of charge states. Carbon 
foils were used for stripping at 1.4 MeV/u to provide me-
dium charged uranium ions for SIS 18 injection (U28+...41+ 
from carbon foils, U27+...35+ from the gas stripper). 
The preliminary life time measurements in the SIS 
showed that charge states U38/39+ provide the longest life 
times (varying with SIS energy), extrapolated from the 
measured time dependent particle losses (injected typi-
cally 3*108 particles per spill) [1].  
The durability of 22 carbon foils (20 µg/cm2) used for 
high current U4+ (up to 5.5 mA) beam stripping was in-
vestigated. All foils had been manufactured within a short 
time slot, all treated in the same way, from material of 
three different providers. 
The durability of the foils tested in 2011 seems to be  
lower compared to the foils tested in 2010 (2010 up to 
18 h duration without damage, 6.4 kWs/cm2; 2011 up to 
30 h operation, 13.1 kWs/cm2, but all foils damaged). The 
stripping efficiency decreased within 3 hours of operation 
to one third of start value. 
 
Figure 1: Carbon foils after uranium irradiation. 
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Figure 2: Deposited energy (green: foil not damaged; 
hatched: damaged, fine: later detected as damaged). 
The beam pulses (150 µs / 1 Hz) were longer than in 
2010 (50...100 µs / 1 Hz). The foils in 2010 had been 
tempered after production, those in 2011 not. Energy 
measurements in the stripper section showed no time de-
pendent decrease of energy loss from stripping 
(≈ 19 keV/u). A significant variation of the emittance 
during the beam operation was not observed.  
Furthermore, U41+ stripper spectra in the transfer chan-
nel at 3.07 MeV/u (a possible future post stripper input 
energy) showed main charge states at U50+ from a 
55 µg/cm2 carbon foil (U46+/47+ for 20 µg/cm2) [2]. 
Experiments with other Ion Species 
In a collaboration with the Materials Research Department 
carbon foils have been irradiated by a low current 152Sm22+ 
beam (3.6 MeV/u, 6 eµA/0.3 pµA, 3 Hz/1 ms,). Foil tem-
perature, carbon particle scattering rate and beam current 
have been observed during 24 hours of operation, for later 
offline analysis. None of the foils has been damaged (Wdepos ≈ 90 J). Tests with a gold beam had similar results. 
Argon beams were used for high current optimizations 
in the UNILAC and the transfer channel (TK): 11 emA 
Ar10+ behind the Alvarez, 9.8 emA at TK2 were reached. 
Investigations on the emittance growth in the Alvarez 
after maintenance confirmed previous results (7.1 mA 
Ar10+): minimum at 60°, smaller growth rates (25%) due 
to reduced space charge effect (larger initial emittance).  
With the mobile emittance measurement device directly 
behind the RFQ (to avoid beam losses in the dismounted 
quadrupole doublet), the output emittance of the full 
10 emA  Ar1+ beam was measured (εx,y ≈ 23 μmrad, 90% 
4*rms). High gradient settings for the HSI quadrupole 
quartet (from DYNAMION simulations based on low 
current Ar1+ LEBT emittance measurements) provided 
100% low current transmission through quartet and RFQ. 
Later high current U4+ measurements confirmed the feasi-
bility of these settings (65% RFQ transmission, like stan-
dard). 
 With a 1H31+ beam from the MUCIS preparatory emit-
tance measurements for transversal emittance exchange 
experiments have been made in the transfer channel.  
Radiation dose rates have been measured with a 
7.1 MeV/u 84Kr17+ beam at the TK entrance (faraday cup 
UT1DC2, av. neutron rate 12.9 mSv/h), and with a high 
current U39+ beam at the TK end (TK7DC3, 1.5 emA 
U39+, 11.4 MeV/u, 3.6*1010 p/sec., av. rate 90 µSv/h). 
The re-commissioning of the HLI RFQ (Ar7+ beam) af-
ter the high power upgrade showed no significant changes 
of the RF and beam dynamics properties, while the power 
handling capability was significantly increased.  
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A new superconducting (sc) continous wave (cw) 
LINAC at GSI is desired by a broad community of future 
users [1]. A conceptual layout of an sc cw-LINAC was 
worked out at the Institute for Applied Physics (IAP) at 
Frankfurt University [2]. Here the key component, an sc 
Crossbar-H (CH) cavity, was developed recently [3, 4]. 
The first section of the proposed cw-LINAC comprising a 
sc CH-cavity embedded by two sc solenoids is financed 
by HIM as a demonstrator [5]. One important milestone 
of the project is a full performance test with beam of the 
demonstrator starting in 2013 at the GSI High Charge 
Injector (HLI). 
cw-LINAC-Demonstrator 
The demonstrator is financed by HIM mainly. It is the 
realisation of the first section of the proposed cw-LINAC 
comprising a superconducting CH-cavity embedded by 
two superconducting solenoids (fig. 1). 
 
 
Figure 1: A scheme of the cw-LINAC Demonstrator 
shows the CH-cavity (yellow) in its centre embedded by 
two sc solenoids (red-orange). On the top space for a res-
ervoir of liquid helium as well as of liquid nitrogen is 
reserved. 
The sc CH-structure is the key component and offers a 
variety of research and development [6, 7]. The cavity 
designed for the cw-LINAC demonstrator is operated at 
217 MHz and provides gradients of 5.1 MV/m at a total 
length of 0.69 m. 
The solenoids provide maximum fields of 9.3 T at an 
effective length of 290 mm and a free beam aperture of 
30 mm. The fringe fields have to be reduced from the 
maximum field to 50 mT at the inner NbTi-surface of the 
neighbouring cavity. A coil configuration with one main 
coil and two bucking coils was worked out by the IAP to 
fit the requirements at best (fig. 2). 
 
 
Figure 2: The solenoid field of the chosen coil configura-
tion is calculated. Within the requirements the fringe field 
is shielded by the compensation coils 
Setup at GSI-HLI 
The location to setup the demonstrator is in straight-
forward direction of the HLI at GSI (fig. 3). Two existing 
experiments at the HLI have to move since the space is 
needed for the demonstrator test environment including a 
new radiation protection cave. The liquid helium (LHe) is 
provided by a 3000 ltr tank. The consumed helium is col-
lected in a 25 m3 recovery balloon and stored by a com-
pressor in gas bottles. In operation a consumption of 20 ltr 
LHe per hour is predicted. For beam matching from the 
HLI to the demonstrator an existing buncher can be used. 
For transverse focusing an additional quadrupole doublet 
is needed [8]. Moreover beam diagnostics like profile 
grids and an emittance meter has to be integrated in the 
beam line in front of and behind the demonstrator as well 
as phase probes for time of flight (TOF) measurements. 
Status 
The mechanical assembly of the demonstrator at GSI-
HLI is in preparation. Components like the 3000 ltr LHe-
tank, the 25 m3 recovery balloon and the compressor are 
in house. The order of the CH-cavity is placed to Re-
search Instruments (RI) in Bergisch Gladbach, Germany, 
recently. A 5 kW rf-amplifier was delivered in May 2010. 
Presently the tendering of the cryostat and the solenoids is 
in progress. 
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Figure 3: The existing HLI should be used as an injector for the cw-LINAC demonstrator. In longitudinal plane the ex-
isting buncher UN6BB, in transverse plane an additional quadrupole doublet should be used to match the beam to the 
demonstrator. 
 
Table 4: Time Schedule 
 cw-LINAC Demonstrator-Project 
2010 Tendering of the demonstrator compo-
nents 
2011 Delivery of the LHe-supply and the rf-
amplifier 
Ordering of the cavity, the solenoids, 
and the cryostat 
Preparation of the test environment at 
GSI 
2012-2013 Delivery of the cavity, the solenoids 
and the cryostat 
High power rf-tests (warm + cold) at 
IAP 
2013-14 Full performance test at GSI HLI 
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Abstract
Since in the future the existing UNILAC at GSI will be
used as ion injector for FAIR, beam time availability for
nuclear chemistry and especially for Super Heavy Element
(SHE) production will be very limited. For this reason a
new superconducting (sc) continuous wave (cw) linac (see
ﬁg. 1) at GSI is desired by a broad community of users. At
present, the ﬁrst cavity of the proposed cw LINAC is under
development. To demonstrate the cavity capabilities under
a realistic accelerator environment, a full performance test
by injecting, focussing and accelerating a beam from the
GSI High Charge Injector (HLI) is planned in 2013/14.
Figure 1: Schematic overview of the cw heavy ion linac.
The demonstrator corresponds to C1, S1 and S2.
The 217 MHz CH-Cavity
The demonstrator cavity (see ﬁg. 2) will provide a gra-
dient of 5.1 MV/m at an inner length of 687 mm [1].
Concerning the rf design optimization of the cavity sev-
eral simulations with CST MicroWave Studio and ANSYS
were performed. Table 1 shows the main parameters of
the 217 MHz cavity. The cavity will be supplied by all
necessary auxiliaries like a 10 kW cw power coupler, fre-
quency tuning system (including static and dynamic bellow
tuners), helium vessel and ﬂanges for cavity surface prepa-
ration. Figure 3 shows the design of a 6 cell bellow tuner.
In December 2011 a construction study of the cavity was
ﬁnished. Furthermore, the niobium for the cavity is ordered
already. It is expected that the production of the cavity will
start at the beginning of 2012 at Research Instruments (RI),
Bergisch Gladbach.
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Figure 2: Sideview of the 217 MHz cavity with helium ves-
sel, without tuners.
Figure 3: Bellow tuner design for the 217 MHz CH-Cavity.
Table 1: Parameters of the 217 MHz CH-Demonstrator.
Parameter Unit
Beta 0.059
Frequency MHz 216.816
Gap number 15
Inner length mm 687
Cavity diameter mm 409
Aperture mm 20
Accelerating gradient MV/m 5.1
Ep/Ea 6.4
Bp/Ea mT/(MV/m) 5.4
R/Q Ω 3320
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Abstract
The construction of the 325 MHz CH-Cavity has reached
the final phase at the end of 2011. All individual parts of
the resonator have been fabricated. First cryo-tests are de-
terminded for mid-2012. The final design of the bellow
tuners has been optimised with respect to a minimization
of multipacting. In order to achieve the exact frequency
of 325.224 MHz for beam tests at the GSI Unilac a pro-
duction concept has been elaborated. Furthermore an ap-
propiate power coupler design developed at Fermilab will
be modified to fulfill the needs of this cavity.
Status
Final simulations for the bellow tuners have been per-
formed to lower the risk of multipacting. A 3-gap design
showed promising performance in the simulations [1]. The
complete RF design of the cavity is illustrated in fig. 1.
Figure 1: RF design of the 325 MHz sc CH-cavity
The fabrication of the cavity progressed in 2011. All
main parts of the cavity are ready for assembly in early
2012 (see figs. 2 and 3).
Power Coupler
For beam tests at the GSI Unilac a dedicated power cou-
pler has to be fabricated and assembled. The required 60
kW pulsed power can be fed into the cavity applying a cou-
pler design similar to the Project-X coupler for Fermilab
(see fig. 4) which has a similar specification. Thus the rf
∗Work supported by BMBF 06FY9089 I
† busch@iap.uni-frankfurt.de
Figure 2: Welded girders (left), end caps of the cavity
(right)
Figure 3: Inclined stem (left), straight stem (right)
design can be adapted and the geometry has to be adjusted
to the cryo system properties. As a first step ceramic win-
dows will be ordered in january 2012.
Figure 4: Power coupler design according to Project-X
@Fermilab [2]
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Introduction 
As the UNILAC started operation in 1975, most sec-
tions of the existing post-stripper linac will be more than 
40 years old when the commissioning of FAIR will start. 
Due to an increased number of failures and problems at 
the Alvarez-type drift-tube linac (DTL), at the single-gap 
resonators, as well as at the corresponding rf systems dur-
ing the last years, different proposals to replace the post-
stripper linac are under discussion to allow for highly reli-
able operation of the future FAIR injector linac. Since the 
requirements of experiments with low-energy ion beams 
behind the UNILAC are contradictory to the requirements 
for the FAIR injector, two separate heavy-ion linacs are 
proposed (Fig. 1) [1]:  
A new superconducting cw heavy-ion linac [2, 3, 4] be-
hind the upgraded high charge state injector HLI should 
provide ion beams with high duty cycle in the MeV/u 
region for the GSI flagship experiments SHIP and 
TASCA, as well as for material research, biophysics, and 
plasma physics experiments.  
To deliver high-intensity heavy-ion beams for FAIR, 
the existing post-stripper linac should be replaced by a 
new high-energy (HE) linac with short beam pulses, low 
pulse repetition rate, and fixed linac end energy [5]. 
 
Figure 1: Proposed future GSI linac environment [1]. 
The proposed new high-energy linac 
The high cross sections for charge exchange processes 
of U28+ in the SIS18 generate significant beam losses re-
sulting also in an increasing vacuum pressure during syn-
chrotron operation [6]. To reduce these effects, the use of 
higher uranium charge states for injection into the SIS18 
was investigated [7, 8]. Higher charge states can be pro-
duced by increasing the ion beam energy at the stripper 
(Fig. 2). Hence, an extension of the existing high current 
injector HSI by four 108 MHz IH-DTL cavities is pro-
posed (Fig. 3, Table 1), leading to a new pre-stripper end 
energy of 3 MeV/u and to an uranium charge state around 
38+ behind the gas stripper. The existing gas-stripper and 
charge separation section must be dismounted and must 
be reassembled at the new location.  
Since injection of an U38+ beam into the SIS18 at the 
present injection energy of 11.4 MeV/u would cause a 
significant increase of space charge problems, the linac 
end energy has to be increased to about 22 MeV/u for 
compensation. Overall, the realization of the new high-
energy linac is proposed in two steps (Table 1): 
 
Figure 3: The proposed new high-energy (HE) linac at GSI. 
0
10
20
30
40
50
60
70
80
0 2 4 6 8 10 12
Beam Energy [MeV/u]
C
ha
rg
e 
St
at
e
Gas Stripper
Foil Stripper (meas.)
238U
 
Figure 2: Main uranium charge state after stripping at 
different stripper materials as function of beam energy. 
Table 1: Main design parameters of the proposed high-
energy linac (for 238U) 
HE Linac Stage 1 St. 2  
Operation freq. 108.4 325.2 MHz 
Linac length 53 29 m 
 pre- post-   
 stripper   
Design charge state 4+ 38+ 38+  
Beam energy, in 1.4 3.0 11.4 MeV/u 
Beam energy, out  3.0 11.4 22 MeV/u 
Magn. rigidity, out 14.8 3.1 4.25 Tm 
Max. mass / charge 59.5 6.26 6.26  
Design ion current 20 24 24 mA 
Tot. accel. voltage 95 53 67 MV 
No. of rf cavities 
   (Bu = buncher) 
1 Bu
4 IH 
1 Bu 
4 IH 
1 Bu 
6 CH 
 
No. of high-power 
rf amplifiers 
5 5 6+1  
 
HSI
SIS 18
EZR 1
EZR 2MUCIS, MeVVa
Penning
FAIR
EZR 3
U-
MeVVa
HE-LINAC1
(Prestripper)HSI
HE-LINAC2
(Poststripper)
cw (warm) cw (cold)
p-linac
SHE
Exp.
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1. Complete replacement of the exiting post-stripper  
linac by an 108 MHz IH-linac consisting of four new pre-
stripper IH tanks and four new post-stripper IH tanks.  
2. A 325 MHz linac using crossbar H-mode (CH) struc-
tures to boost the linac end energy up to 22 MeV/u within 
the exiting UNILAC tunnel. 
Beam Dynamics 
The beam dynamics of the entire HE linac is based on 
the KONUS focusing scheme, with an external magnetic 
quadrupole triplet lens behind each cavity. No magnets 
need to be installed inside the cavities – both for the 
108 MHz as well as for the 325 MHz sections. Particle 
tracking simulations were performed for the full 108 MHz 
linac using the LORASR code, starting at the HSI exit 
with a 20 mA U4+ beam (Fig. 4) [5]. Immediately behind 
the 36 MHz HSI structures a powerful six gaps 108 MHz 
buncher will compensate the phase jump and will match 
the beams longitudinally for the acceleration along the 
108 MHz IH linac. The relative rms emittance growth 
along the ∼22 m long new pre-stripper section is limited 
to around 16 % in each phase plane as shown in Fig. 5. 
 
Figure 4: Transverse beam envelopes along the new 
108 MHz pre-stripper section starting at the HSI exit. 
 
Figure 5: Relative rms emittance growth from HSI exit 
down to the stripper position for a 20 mA U4+ beam. 
Cavity Design 
The new linac is entirely based on highly efficient H-
mode cavities. Due to the low duty cycle, room-tempera-
ture structures are planned. Each of the eight 108 MHz IH 
cavities will have a length between ∼3 to ∼3.6 meters [5]. 
Preliminary Microwave Studio simulations indicate that 
the total rf power – including beam loading – will be less 
than 1.3 MW for each cavity. For example, Fig.7 shows a 
simulation model of the first IH cavity. 
RF Concepts 
To achieve a sufficient reliability of the existing 
108 MHz rf amplifiers for the coming decades, an exten-
sive, very costly, and man-power intensive overhauling 
would be necessary, including the replacement of many 
components. Hence, a complete substitution by new 
108 MHz, 1.7 MW amplifiers for low duty cycle opera-
tion with short pulse length is proposed. Prototype studies 
will start in 2012 for the power amplifiers as well as for 
new digital low-level rf systems.  
For stage 2 of the HE linac, the use of 325 MHz kly-
stron rf amplifiers similar to those at the FAIR proton 
linac is proposed. Since the existing UNILAC rf gallery 
would be needed completely for the new 108 MHz sys-
tems, an extension of the existing building would be nec-
essary for the 325 MHz klystron gallery. 
Outlook 
The high-energy linac concept presented here was pro-
posed to the GSI supervisory board in summer 2011, but 
no final decision has been taken. In addition, an alterna-
tive solution has been considered, consisting of a short 
108 MHz IH linac for U28+ as simple replacement of the 
existing post-stripper linac – but in contrary to the present 
machine only for short pulses, low duty cycle, and fixed 
linac end energy. Ion charge states and beam energy at 
injection into the SIS18 would not be increased in that 
case, the gas-stripper section would not have to be moved 
and no extension of the rf gallery would be necessary. 
After a decision will be made, design and construction of 
prototype cavities for a 108 MHz IH structure and possi-
bly also for a 325 MHz CH structure will be planned. 
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Figure 6: Simulation model of the first 108 MHz IH cav-
ity of the new HE linac. 
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FAIR Booster Operation 
A major step has been achieved in increasing the static 
beam life time of intermediate charge state heavy ions. 
From previous measuremnts it was know, that the biggest 
amount of ionization beam loss appears in the injection 
straight (section 12). This was observed from static resid-
ual gas pressure measurements and by means of current 
measurements on the charge catcher system one section 
downstream (in section 1). Thus, in order to reduce the 
local pressure enhanced region, a set  of NEG panels has 
been installed in the injection septum. Due to the high 
pumping speed, the pressure in the injection septum, 
which was always affected by its connection to the trans-
fer channel, has been reduced significantly. Furthermore, 
pressure bumps generated by high voltage break downs in 
the injection septum, are now removed much faster.  
As a result of the various SIS18 upgrade stages, the beam 
lifetime could be continuously increased. Figure 1 shows 
the measured lifetimes of intermediate charge state, heavy 
ions for different stages of the UHV system upgrade. 
Figure 1: Measured lifetimes of intermediate charge state, 
heavy ions after NEG coating of the dipole- and quadru-
pole chambers and after inserting NEG panels in the in-
jection septum. 
After the insertion of NEG panels in the electrostatic in-
jection septum, a perfect agreement of the single particle 
beam lifetime predicted by STRAHLSIM, with the meas-
ured life time as a function of energy has been achieved 
[1]. Before the pumping power in the injection septum 
has been increased, the local pressure in the injection sep-
tum has defined the overall average pressure of the ma-
chine. Thus, the beam lifetime was always restricted by 
this (short) enhanced pressure region. At high intensity 
operation, the beam halo, which is scraped of in the injec-
tion channel, has a high potential for causing high voltage 
break downs. High voltage break downs generate strong 
pressure bumps in the injection septum tank. The removal 
of the desorped gases by the conventional pumps attached 
to the septum tanke takes an unacceüptable long time. 
Even with the support of the new NEG panels, the recov-
ery of the beam lifetime after a high voltage break down 
takes 6 minutes. 
Figure 2: After the installation of NEG panels in the in-
jection septum, a perfect agreement has been achieved 
between the measured and expected beam lifetime and its 
energy dependence. 
By means of STRAHLSIM calculations, it has been 
shown that the intensity level reached, represents the ac-
tual machine performance defined by its technical status 
and the partial completion of the upgrade program. 
Figure 3: Dependence of the extracted versus the injected 
number of ions for various stages of the SIS18 upgrade 
program (measurements and simulations). Saturation (e.g. 
green curve) indicates that strong dynamic vacuum effects 
limit a further increase of extracted number of ions. The 
graph extracted intensity over injected intensity shows the 
limit of the machine performance determined by the tech-
nical development status of the machine.  
Figure 3 shows the measured data and a STRAHLSIM 
extrapolation for higher number of injected ions. A linear 
dependence indicates that the extracted intensity is not yet 
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defined by dynamic vacuum effects in the synchrotron 
and the extracted number of ions is still depending on the 
injected (UNILAC) beam current. Saturation by dynamic 
vacuum effects limited the maximum number of extracted 
ions in the year 2007 to 7x109 ions, while for the present 
situation the limit is expected at 5x1010 ions. 
High Current Operation 
In 2012, the highest average intensity ever reached in the 
SIS18 of light (N) ion beams could be accelerated. Over 
several weeks, a nitrogen beam with continously more 
than 1011 ions per cycle has been generated with an en-
ergy of 2 GeV/u. Due to fast ramping with 4 T/s, a short 
extraction time of 0.5 sec and a good extraction efficiency 
of more than 75 %, an average beam intensity of more 
than 3x1010 ions/sec has been extracted. 
Multi Turn Injection 
The reduction of the initial beam loss has an out-
standing importance for the dynamic vacuum and FAIR 
the booster operation. Initial beam loss originates initial 
pressure bumps, which dominate the whole dynamic vac-
uum situation and ionization beam loss in the machine 
cycle. Therefore, the reduction and control of the beam 
loss at multi turn injection is  a major issue of  the ma-
chine development program. Various experiments using 
the scraper system in the transfer channel to minimize the 
losses during the injection process have been performed 
succesfully. In addition, the dependence of the multi turn 
injection efficiency on various parameters has been stud-
ies.  Figure 4 show the multi turn efficiency as a function 
of the horizontal tune and the beam current [2]. 
Figure 4: Dependence of the multi turn efficiency on 
the horizontal tune and beam current. 
Bunch Merging and Fast Feed Back 
The new low level Rf system developed for the FAIR 
project, has been installed for testing and operation of the 
SIS18 ferrit cavities. The new low level RF systems al-
lows a perfect control of the Rf amplitude, phase and fre-
quency.  The new hardware was used to introduce a new 
scheme for the generation of single bunches after accel-
eration [3]. So far the single bunch has been generated by 
means of a debunching process at harmonic number four, 
followed by a coasting beam phase and a recapturing at 
harmonic number one. The new bunch merging scheme 
uses the subsequent change of the RF harmonics from 4-
2-1 to generate a single bunch (see figure 5). It is ex-
pected that this scheme provides better beam control at 
high current operation and thereby a lower emittance con-
servation. 
Figure 5: Rf voltage pattern of the two SIS18 acceleration 
cavities during the bunch merging process 
By means of a tomography of the obtained measurements 
the phase space distribution during and after the single 
bunch formation could be reconstructed (figure 6) [4].
Figure 6: Phase space tomography of a single bunch gen-
erated in a subsequent bunch merging process. 
Major effort devoted to the Rf systems has been taken 
with the focus on a reduction of the cavity impedance for 
high current operation. In three different machine experi-
ments, it could been shown, that by a simple feed back of 
the gap voltage a reduction of the cavity impedance by a 
factor of 2 can be reached. The feed back system could be 
operated very stable over the full frequency span and it is 
planned to apply it at routine operation [5].
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Simulation of the SIS18 multi-turn injection
S. Appel1 and O. Boine-Frankenheim1,2
1GSI, Darmstadt; 2TU Darmstadt
Introduction
The optimization of the Multi-Turn Injection (MTI) from
the UNILAC into the SIS18 is crucial in order to reach the
FAIR beam intensities required for heavy ions. In SIS18
the beam is stacked in the horizontal betatron phasespace
using a closed orbit bump to bring the stacked beam close
to the injection septum [1]. The orbit bump generated by
four steerer magnets is decresed gradually to zero. The
main beam loss is expected to occurs on the injection sep-
tum. The beam loss during the MTI in SIS18 must be min-
imized to avoid an intolerable increase of the dynamic vac-
uum pressure, which in turn leads to a reduced life-time of
intermediate charge state heavy-ions [1]. The aim of the
present study is the development of a detailed simulation
model for the MTI including the closed orbit bump and
errors, the parameters of the injected UNILAC beam, the
position of the septum and other aperture limiting compo-
nents, and finally the space charge force and other high-
intensity effects. The model can also be used to indicate
the required proton and heavy-ion beam emittances from
the UNILAC and from the projected p-linac. Before the
model can be applied to predict and optimize the MTI for
high currents a careful validation with MTI experiments is
necessary.
MTI simulation studies
The MTI efficiency depends on various machine and
beam parameters. Some important parameters, like the in-
jected beam parameters, are not precisely known from mea-
surements. Here we compare SIS18 measurements with
our simulations by using the fact that the MTI efficiency as
a function of the initial radial beam position as well as of
the injected beam slope exhibits maximum [2]. In the sim-
ulation the injected beam position and slope were selected
such that the maximum MTI efficiency for the machine ex-
periment settings were obtained. In Fig. 1 the depedence
of the MTI beam loss on the tune is shown for low currents.
In the simulation result the local beam loss maxima at frac-
tional tunes 0, 1/2, 1/3, 1/4, are clearly visible. In order
to compare the measured MTI result [3] with our simula-
tions a constant shift of the tune has to be applied, which
is consistent with the machine model. In the measurements
the resonant behavior with the tune is difficult to identify.
However,the overall agreement with the simulation is very
good. In Fig. 2 we show simulation results for the MTI
efficiency (the ratio of stored to injected number of parti-
cles of one beamlett) as a function of the bump ramp rate
(see also [4]) for two beam emittances with and without
space charge (sp). In the limit of very small emittances
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Figure 2: MTI efficiency as a function of the bump ramp.
our result follow a straight line. Our simulation show that
space charge can increase the MTI efficiency. Space charge
smears out the voids between the injected beamletts.
Conclusion and outlook
For low beam currents a good agreement between a
simulation model and MTI measurements in SIS18 is ob-
tained. Further well controlled measurements at low and
high beam currents are required in order to fully validate
the model. Our results indicatea beneficial effect of the
space charge force on the injection efficiency.
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In particle accelerators ultra-high vacuum conditions in-
side of the beam pipe are necessary for an interaction free 
propagation of the accelerated particles. The dipole and 
quadrupole chambers of the heavy ion synchrotron 
(SIS18) were coated with thin film getters of titanium, 
vanadium and zirconium (NEG-layer), transforming the 
outgassing stainless steel of the chamber into a pumping 
surface [1]. Due to the lack of space inside of the mag-
nets, it is not possible to measure a pressure profile along 
the magnet chambers of SIS18. 
Therefore we constructed, built and put into operation a 
test chamber of the identical gas flow conductance, to 
measure the pressure profile inside the coated dipole 
chambers using a similar chamber but with increased wall 
thickness in order to mount ports for vacuum gauges. The 
experimental setup consists of two pumping posts on both 
sides of the dipole test chamber. The pumping posts are 
equipped with a combination of a titanium sublimation 
pump (TSP), an ion sputter pump and an extractor type 
ionization gauge. Along the dipole test chamber three 
more vacuum gauges were mounted. With all five gauges 
a pressure profile along the complete setup could be 
measured in a SIS18 comparable vacuum environment for 
different configurations. It was shown that the pressure 
within the test chamber coated, with activated NEG, de-
creases to the 10-12 mbar region, whereas the pressure in 
the pumping posts kept at 10-11 mbar. In addition we 
could show that the Vaktrak code [2] agrees with the 
measurements (Fig. 1). Furthermore, it was shown that 
the pressure increase during sublimation of the titanium 
pumps was not saturating the NEG layer: As one can see 
in figure 2, even after 12 sublimation cycles the pressure 
was decreasing with time. During the sublimation also 
argon (Ar) was released from the filaments into the vacu-
um (Fig. 3). The used TSP filament was an evaluation 
part which should not be used in the SIS18, since high Z 
residual gas components trigger charge exchange with a 
large cross section. The argon came from the filaments 
because the manufacturer produced them under an argon 
protective atmosphere. 
 
 
Figure 1: Pressure profile along the dipole test chamber.  
 
Figure 2: Pressure profile along the dipole test chamber. 
The grey curve shows the pressure profile before the tita-
nium sublimation and the black curve shows the pressure 
profile after 12 sublimation cycles. 
 
 
Figure 3: Comparison of the masses during the titanium 
sublimation 
 
Outlook 
During the measurements it was shown that the pressure 
in the pumping posts is limited to ~ 2 x 10-11 mbar. It also 
turned out that the two ion sputter pumps of both sides of 
the dipole test chamber work with different performances. 
This might be similar in SIS18, where these pumps are 
partially running since 20 years. Therefore, performance 
test on the SIS18 ion sputter pumps should be carried out, 
followed by a replacement of aged pumps. Furthermore 
the installation of NEG cartridges in the pumping posts 
should be considered in order to decrease the pressure 
below 10-11 mbar in the whole ring. 
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Eigenmode Computation for Ferrite-Loaded Cavity Resonators∗
K. Klopfer† 1, W. Ackermann1, and T. Weiland1
1Technische Universita¨t Darmstadt, Institut fu¨r Theorie Elektromagnetischer Felder (TEMF), Schlossgartenstraße 8,
64289 Darmstadt, Germany
Introduction
For acceleration of charged particles at the heavy-ion
synchrotron SIS18 two ferrite-loaded cavity resonators (see
figure 1) are installed within the ring. During the acceler-
ation phase the resonance frequency of the cavities has to
be adjusted to the revolution frequency of the heavy-ions in
order to reflect their increasing velocity. Within the flexi-
ble resonator structures dedicated biased ferrite ring cores
are installed. In the elaborated setup a properly chosen bias
current is used to modify the differential permeability of
the installed ferrite material, which consequently enables
to adjust the eigenfrequency of the whole resonator sys-
tem. The goal of the current study is to numerically de-
termine the lowest eigensolutions of accelerating ferrite-
loaded cavities.
Figure 1: The SIS18 ferrite cavity at GSI.
Computational Model
The numerical modeling is based on the assumption that
the amplitude of the radio frequency (RF) electromagnetic
field is small compared to the bias magnetic field in the cav-
ity. Furthermore, hysteresis effects are neglected. Apply-
ing perfect electric boundary conditions, the eigenmodes of
the resonator are then determined by the fundamental rela-
tion
−1∇×
(
μ−1d ∇× ~E(~r, t)
)
= ω2 ~E(~r, t), ~r ∈ Ω, (1)
~n · ~E(t) = 0, ~r ∈ ∂Ω, (2)
∗Work supported by GSI Helmholtzzentrum fu¨r Schwerionenfor-
schung GmbH, Darmstadt, Germany.
† klopfer@temf.tu-darmstadt.de
wherein  is the permittivity, μ−1d the differential reluctiv-
ity, ω the eigenfrequency of the corresponding RF mode
and ~n a normal vector on the cavity boundary ∂Ω. If mag-
netic losses are included, the eigenvalues exhibit a non-
vanishing imaginary part. Since the eigenmodes depend
on μ−1d , the static magnetic field generated by the bias cur-
rent has to be computed in a first step. Note that μ−1d in
general is a non-diagonal tensor due to both the anisotropic
character of the non-linear material in the range of mag-
netic saturation [1] and the presence of the bias magnetic
field. In order to meet these requirements a new solver has
to be developed.
The current implementation is based on the Finite Inte-
gration Technique with a hexahedral staircase mesh. For
modeling the resonator structure, meshing and visualiza-
tion of the simulation results CST STUDIO SUITETM[2] is
used. In contrast, the magnetostatic field solution and the
resulting differential reluctivity are obtained with a ded-
icated magnetostatic solver, whereas the eigenvectors are
calculated with a realization of the Jacobi-Davidson algo-
rithm [3]. Because of the clear demand for precise calcu-
lations, particular emphasis is put on the implementation
to enable high performance computations based on dis-
tributed memory machines.
Current Status and Outlook
The realization of the algorithms for the computation
of the lowest eigensolutions of biased ferrite-loaded cavi-
ties has not been fully completed. Yet, the magnetostatic
solver for non-linear materials and the eigensolver have
successfully been verified independently through conver-
gence studies comparing the numerical results with ana-
lytical calculations. Future work will mainly focus on the
construction of the differential reluctivity matrix, which is
required as an input for the aspired eigensolver, and the
combination of the two algorithms.
References
[1] H. De Gersem, I. Munteanu and T. Weiland, ”Construction
of Differential Material Matrices for the Orthogonal Finite-
Integration Technique With Nonlinear Materials”, IEEE
Transactions on Magnetics, 44 (6), 710-713.
[2] CST STUDIO SUITETM, CST Computer Simulation Tech-
nology, Bad Nauheimer Straße 19, 64289 Darmstadt, Ger-
many.
[3] G. L. G. Sleijpen and H. A. van der Vorst, ”A Jacobi-
Davidson iteration method for linear eigenvalue problems”,
SIAM J. Matrix Anal. Appl., 17:401-425, 1996.
PHN-ACC-RD-16 GSI SCIENTIFIC REPORT 2011
302
High Intensity Effects on Betatron Tune at SIS-18∗
R. Singh1,2, P. Forck1, P. Kowina1, W. Kaufmann1, K. Lang1, and T. Weiland2
1GSI, Darmstadt, Germany; 2TEMF, TU Darmstadt, Germany
Introduction
Precise tune measurement during a full accelerating cy-
cle is required to achieve stable high current operation at
SIS-18. Recently a system has been commisioned at GSI
for position, orbit and tune measurements (TOPOS). It con-
sists of, An exciter which excites coherent betatron oscilla-
tions in the bunched beam, Fast ADCs to digitize the BPM
signals at 125 MSa/s and FPGAs to calculate postion from
the digitized BPM signals. Baseband tune is thus deter-
mined by Fourier transformation of the individual bunch
position data [1]. Several tune measurement campaigns
with high intensity beams using TOPOS were performed
to emphasize the high current effects on the tune spectra.
Experiments and Results
Experiments were conducted to understand the effects
of high beam intensity on tune at injection plateau of
11.4 MeV/u with Ar18+ ion beams upto 1.5 · 1010 parti-
cles while continously excitation with noise power of upto
1mW/Hz. Coherent tune shift in dependence of beam in-
tensity was observed as expected [2]. In addition, at high
intensities (1 · 1010 Ar18+ particles), with 1mW/Hz exci-
tation, several ”tune” peaks were observed in the tune spec-
trum as shown in Fig. 1. Further investigations in the raw
data mode of TOPOS were done, where the difference be-
tween the top and bottom BPM plate was plotted over sev-
eral consecutive turns for the same data. Figure 2 show two
such plots with an interval of 100 turns indicating the pres-
ence of several head tail modes [3]. The distinct frequency
peaks in Fig. 1 were thus understood to correspond to these
head tail modes. Due to the fast dynamics involved in exci-
tation of various modes, there is a trade-off between the fre-
quency resolution of the evaluated spectrum and its time lo-
calization. Numerical studies on the occurence and stabil-
ity of these head tail modes in view of FAIR synchrotrons
has been performed in a separate study [4].
Outlook
Further experiments are planned to understand the high
intensity tune spectra. Another independent base band tune
measurement system (BBQ) based on the principle of di-
rect diode detection [5] has been installed at SIS-18 and
the next step is the comparision of the sensitivity of BBQ
vs TOPOS.
∗This work is supported by DITANET (novel DIagnostic Techniques
for future particle Accelerators: A Marie Curie Initial Training NET-
work),Project Number ITN-2008-215080
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Figure 1: Vertical tune spectrum using 1024 position points
of an individual bunch showing several distinct peaks. The
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Figure 2: Difference of BPM data for the same bunch plot-
ted over 13 consecutive turns (top) and 100 turns later (bot-
tom). The top plot shows a predominatly second order
mode while the bottom one shows bigger contribution from
third order mode just after 100 turns (colours are randomly
chosen to enhance clarity).
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Magnetostatic contribution to the RF noise of the SIS-18 RF-KO exciter
Stefan Sorge, BPHY Department, GSI, Darmstadt, Germany
A recently developed method to measure the acceptance
of a circular accelerator was applied to determine the hor-
izontal acceptance of SIS-18. In the method transverse
noise is applied to drive particle diffusion which increases
the beam width. When the beam width exceeds the phys-
ical aperture the beam current decreases due to beam loss.
The acceptance is obtained via modelling the process by
means of particle tracking and comparing measured and
simulated time behaviour of the beam current.
In the experiment a Ta61+ beam of E = 100 MeV/u
was horizontally excited using the SIS-18 RF-KO ex-
citer, see Figure 1. The modified AC voltage U(t) =
Ua sin [2πfC + φ(t)] between the electrodes is charac-
terised by the amplitude Ua, the carrier frequency fC which
should match the betatron frequency to maximise the exci-
tation efficiency, and the phase φ(t) which is determined
by a pseudorandom bit sequence where φ = π during a bit
status 1 and φ = 0 otherwise [3]. The resulting momentum
kick Δx′(t) has the time behaviour of U(t).
In the simulations a realistic SIS-18 lattice was used and
the creation of a local closed orbit bump of−15 mm height
towards the electrostatic extraction septum was taken into
account. According to a common assumption, Δx ′(t) was
considered in the first step in evaluating the measured data
as purely electrostatic. Its amplitude is
Δx
′
a = Δx
′
el,a =
qUa
d
Δt
p
=
ZeUaL
Amuc2β2γd
, (1)
where p nd q are ion momentum and charge, Δt is the time
for an ion to pass through the exciter, and L = 0.75 m
and d = 0.2 m are the length of the electrodes and the
horizontal distance between them. The obtained simulated
beam current decreased much slower than the measured
one, compare black and red curves in Figure 2. Adding
a magnetostatic momentum kick strongly improved the
U(t)/2
electrode
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R
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+
_
ion beam
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Figure 1: Scheme of the RF-KO exciter according to [2].
The voltage between the electrodes is U(t). The voltage
provided by the amplifier is U(t)/2 because of the phase
rotation of the AC voltage by 180 deg.
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Figure 2: Beam current Ibeam(t) for Ua = 50 V.
agreement, see green curve in Figure 2. This kick is caused
by the horizontal Lorentz force FL,x = −qvBy due to the
currents I1(t), I2(t) = U(t)/(2Rout) flowing in opposite
directions through the electrodes, where Rout = 50 Ω and
real. Integrating FL,x,a along the orbit in the exciter yields
Δx
′
mgn,a = −
2Ze
Amucβγ
μ0Iad
π
{
2L
dwy
×
[
arcsin
(
(w2y/4− x20)(x20 + L2)− x20w2y/2
(x20 + L2)(w2y/4 + x20)
)
− arcsin
(
(w2y/4− x20)x20 − x20w2y/2
x20(w2y/4 + x
2
0)
)]
+
2
wy
⎡⎣ln
⎛⎝wy/2 +
√
w2y/4 + x20 + L2√
x20 + L2
⎞⎠
− ln
⎛⎝wy/2 +
√
w2y/4 + x20
x0
⎞⎠⎤⎦}, (2)
i.e. Δx′mgn,a ∝ βΔx
′
el,a, and Δx
′
mgn,a = 0.86 Δx
′
el,a
at E = 100 MeV/u. Because of the remaining discrep-
ancy the presented data are not proper to estimate the ac-
ceptance. However, Δx′mgn,a ≈ Δx
′
el,a implies an ex-
citation efficiency much larger than assumed. This result
suggests that efficient RF-KO extraction from SIS-100 can
be performed using an amplifier of reduced power.
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Electron cloud accumulation in long heavy-ion bunches
F. Petrov1, O. Boine-Frankenheim1, and Th. Weiland1
1TEMF, TU-Darmstadt, Darmstadt, Germany
Introduction
Electron clouds (EC) can accumulate in a circulating
coasting beam and reduce the slow extraction efficiency.
This is a concern for the SIS-18 and for the projected SIS-
100 synchrotrons. Above a threshold beam intensity the
two-stream instability and the resulting transverse coherent
beam oscillations limit the electron density [1]. A gap in-
troduced into the beam using rf barriers can significantly
reduce the EC build-up. This effect is studied based on the
solution of the Hill’s equation for the electrons trapped in
the space charge potential of the ion beam.
Results and Discussion
The basic methods to study the stability of electrons
trapped in a homogeneous beam profile with a line den-
sity λi are given in [2]. The electron equation of motion in
the linear case including the electron space charge force is
x′′ = K(t, z0) · x = −ω2e(t, z0) · x+ ω2+(t, z0) · x (1)
If the transverse position at z0 is of interest only once
per revolution period P then one can use the transfer ma-
trix Mtr,e [2] to describe the electron oscillations. If
|Tr(Mtr,e)| < 2 then an electron is trapped. In our
study we obtain Mtr,e for the realistic beam line densi-
ties λi(t, z0) by numerical integration. The obtained elec-
tron Twiss parameters have dimensions of seconds because
Eq. 1 is solved in time. Electrons will have different emit-
tances ǫe = γe(t0) · x20 depending on their time of produc-
tion. The maximum deviation of an electron from the beam
axis is Rmax =
√
ǫeβe,max. We assume that an electron is
lost if its Rmax is larger than the beam radius. To quantify
the reduction of the build-up rate at point z0 we introduce
the local survival ratio δz0 defined as the number of trapped
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Figure 1: Comparison of δz0 obtained from PIC simulation
and analytical results. Two cases: smooth cosine gap and
perfectly sharp gap profiles. The agreement is very good.
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electrons divided by the number of produced electrons. For
a homogeneous beam it is given by
δz0 =
P∫
0
δz0,t0
P
λi(t0, z0)
λ¯i
dt0 δz0,t0 =
1
βe,max · γe,0
(2)
Here δz0,t0 is the differential survival ratio of electrons
born at time t0. This value is averaged over one period.
Beam line density λi(t)/λ¯i is used because the production
of electrons depends on it. Square root dependence disap-
peared because the problem is solved for round beam in
2D. Fig. 1 compares δz0 obtained from the analytic model
with 2D electrostatic PIC simulations.
With increasing EC density the phase advance per one
turn shifts and ω+ in Eq. 1 increases. The upper limit for
the EC density can be estimated from the phase advance
shift needed to make the trace of Mtr,e equal to 2 [3]. The
threshold density is very small because νe = ωeP/2π un-
der FAIR conditions is in the range of 30-100. Fig. 2 shows
that for an U73+ beam the space charge reduction should
be less than by 1%. Simulations for U73+ in [1] show that
the instability can occur at a neutralization degree η = 2%.
Conclusion
In [3] it is shown that by taking into account the vary-
ing beam size across the circumference reduces electron
density even more. PIC simulations indicate that the EC
density saturation level is smaller than our analytical es-
timations. Finally the η predicted in this study for SIS18
and SIS100 is lower than the instability threshold for two-
stream instability [1]. We can therefore conclude, that rf
barrier gaps can sufficiently suppress EC effects.
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Investigation of Electron Cloud Effects in the GSI∗
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Introduction
The space charge interaction between the ion beam and
electron cloud may lead to wake fields, beam loss, trajec-
tory change or even instability in the heavy ion synchrotron
SIS18 at the GSI. In this context, the aim of our study is
the numerical computation of the wake field and energy
loss per unit length for an ion bunch penetrating an elec-
tron cloud residing in the beam pipe. We use two differ-
ent self-consistent Particle-In-Cell (PIC) codes: a standard
2D electrostatic PIC code and a higher order 3D PIC code
which is based on the full-wave approach for the Maxwell
equations in the time domain.
Method
The method of investigation consists exclusively in nu-
merical simulations. For this purpose, a self-consistent,
parallel PIC code was developed. The code uses a high
order and full-wave approach for the solution of 3D-
Maxwell’s equations in the time domain. This allows for
electron cloud modeling based on first principles includ-
ing, in particular, the nonlinear effects of the beam-electron
cloud interaction in the transverse as well as in the longitu-
dinal direction. For the verification of our code we compare
our results with the analytical models and 2D electrostatic
PIC code [3, 4].
Simulations for SIS 18
For the calculation of longitudinal wake potential, a re-
gion in the beam pipe is filled with electrons and the elec-
tron cloud density is assumed as 1012m−3. Then the ef-
Figure 1: Longitudinal Wake Potential (dotted line shows
the bunch)
fect of electrons to the U73+ beam is computed for a cer-
tain SIS18 beam parameters such that the population of
∗Work supported by GSI Helmholtzzentrum fu¨r Schwerionenfor-
schung GmbH, Darmstadt, Germany.
† yaman@temf.tu-darmstadt.de
ion bunch is N = 4 × 1010, β = 0.87, bunch length
σrms = 0.5 m and radius 1 cm. Afterwards, correspond-
ing impedance is simply obtained from the Fourier trans-
form of the wake potential, see Figure 2. Note that, the
impedance presented here is normalized to the length of
the electron filled region, [1, 2].
Figure 2: Longitudinal Impedance (solid line: absolute
value , dashed line: real part, dotted line: imaginary part)
Outlook and Conclusions
We obtained good agreement on wake field computa-
tions for transversally uniform short relativistic bunches
traveling in circular PEC beam pipes employing 3D elec-
tromagnetic and 2D electrostatic PIC codes for the param-
eter scope of CERN-SPS and LHC, [3, 4].
It is found that for sufficiently short bunches the energy
loss can be described very well by an analytic formula and
stopping power calculations due to electron cloud is al-
ready presented in [3]. For electron densities well above
the typical 1011 − 1012m−3 the ’shielding’-effect of space
charge field of the electrons reduces the energy loss ,[3, 4].
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Experimental Studies of Beam Loss during Bunching at 4 MeV/u for HITRAP
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1TEMF, TU-Darmstadt; 2GSI Darmstadt
The Heavy Ion Trap (HITRAP)[1] experiment at GSI
is supplied with electron-cooled ion beams decelerated to
4 MeV/u in the ESR. HITRAP accepts up to 1.5 µs of
beam. The revolution period of 4 MeV/u ions in the ESR
amounts to about 4 µs. HITRAP therefore requires re-
bunching in the ESR in order to capture the entire beam.
Before this work RF capture at 4 MeV/u in the ESR was
known to sometimes cause particle losses. Lattice errors
from remanence in the magnets are more pronounced at
low energy. Even a small space charge tune shift may
then lead to resonance crossing and particle losses even on
higher order resonances. Because of this, the space-charge
tune shift leading to resonance crossing was considered the
most likely loss reason. Intrabeam scattering (IBS) was
considered as the dominant heating process.
For the measurements ions coming from SIS at
30 MeV/u were decelerated to 4 MeV/u in ESR. Measure-
ments with Ar18+ and Cr23+ beams at 4 MeV/u were car-
ried out. The emittance was determined using a residual
gas ionization profile monitor. The momentum spread was
obtained from the longitudinal Schottky signals. The RF
capture process and the bunch dynamics were observed us-
ing a beam position monitor.
Bunching measurements Cr23+ and Ar18+ beams
were bunched at 4 MeV/u with different RF voltages and
the resulting bunch properties were observed. After the
switch-on of the RF a sudden increase of the horizontal
emittance was observed while the vertical emittance stayed
constant or shrank. For the Ar18+ beam maximum DC cur-
rents of up to 5 µA were available. Bunching voltages of
100 V led to losses of 40% of the particles. Both parti-
cle losses and emittance growth increased with RF voltage.
However even the lowest available RF voltages provided
much shorter bunches than needed for HITRAP.
For Cr23+ beams and currents around or below 1 µA, an
emittance increase but no particle losses were observed at
RF voltages up to 100 V.
IBS rates It was tested whether the transverse heating
rate after switching on the RF Voltage of 5 s-1 could be at-
tributed to IBS. To simulate IBS, the IBS rate formalism of
Bjorken and Mtingwa [2] was used. The IBS growth rates
corresponding to the beam properties at bunching were cal-
culated to be 1.3 s-1. They do not explain the growth rate
seen at RF capture.
Tune measurements It still remained to be shown that
the small space charge tune shift at 4 MeV/u is sufficient
to put the beam onto nearby resonances. For this rea-
son the machine behaviour around the standard working
point setting of (Qh, Qv) = (2.27, 2.32) was investigated
at 4 MeV/u. For variations of the focusing strength of
the ESR quadrupoles, sudden particle losses were observed
even during small changes in the tune of the order of 0.01.
This value is of the same order of magnitude as the space
charge tune shift computed from emittance and estimated
peak current according to [3]. The losses are therefore at-
tributed to resonance crossing.
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Figure 1: Resonance diagram showing color-coded life-
times at different tune settings around the 4 MeV/u stan-
dard tune in ESR (shown in pink at (2.27, 2.32)). Set and
corresponding measured tune values are shown connected
by an arrow. Data was insufficient to recover the relation
between actual and set tunes.
Conclusion The space-charge tune shift in the hori-
zontal direction after bunching is close to -0.01. A tune
change by this value was often followed by particle losses
in our measurements. We excluded IBS as the main source
of heating by comparing the calculated IBS rates to the ob-
served heating rates. We conclude that, very likely, the
space charge tune shift is the source of the particle losses.
During the measurements we found tunes more stable than
the standard working point. Using an optimized tune to-
gether with the lowest possible bunching voltage might al-
low for bunching of higher numbers of ions.
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Improved Monitoring of the HITRAP Double-Drift Buncher
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Introduction
We report on a substantial improvement of the HITRAP
double-drift buncher monitoring using capacitive pick-ups.
The time-of-flight measurement provided excellent energy
resolution. Shifts of the order of 5 ·10−4 were resolved that
were induced by RF phase offsets between the bunchers.
After optimisation longitudinal particle distributions were
observed that agreed with model calculations of the pick-
up response.
Experiment Setup
The double-drift buncher is expected to match 60–70%
of the 4 MeV/u DC beam from the experimental storage
ring to the IH-DTL decelerator acceptance by formation of
a ∼1 ns long, peaked distribution. Beam dynamics simu-
lations have shown that this distribution is sensitive to the
phase difference between the two bunchers, which is con-
trolled by the RF amplifier phase of Buncher 2.
During operation two capacitive pick-ups monitor the
longitudinal structure, one behind Buncher 2 and one in
front of the IH-DTL decelerator. The flight-time of a bunch
along the path yields the mean beam energy. High-quality
signal amplifiers on the pick-up outputs guarantee a good
signal-to-noise ratio before the signals are transmitted to
5 GSa/s digitizers in the electronics room.
Previously, the introduction of a new data analysis [1] had
suggested significant sub-structure in the longitudinal dis-
tribution (see Fig. 2 of [1]) when the bunchers were oper-
ated at what were believed to be optimum parameters. In
October 2011, a dedicated measurement scanned the RF
phase of the 216 MHz Buncher 2 in 10◦ steps over the
full range. For each phase setting three to five data sets
were recorded. The measurement provided a complete set
of data that enabled us to investigate the previous findings.
Results
The time-of-flight data were analysed as described in [2].
The calculated mean energies are presented in Figure 1 and
carry an uncertainty σ∼0.7 keV/u due to timing resolution.
The observed energy shift totals 25 keV/u as expected from
RF input power and cavity parameters; this implies that
Buncher 2 was working properly. The energy shift equals
a timing offset of only 400 ps or two digitizer sampling
intervals between the two pick-up signals. Therefore, the
smooth graph illustrates the excellent timing resolution of
the measurement system.
Although the phase was scanned starting at the suspected
optimum value, a large beam energy of 4055 keV/u was
detected. From the plateau the curve drops to the minimum
value of 4030 keV/u (Run 55) over a 90◦ range, before it
steadily rises over the next 180◦ (Run 125) towards a sec-
ond maximum region. The final quadrant records energies
between 4050–4060 keV/u.
90◦ →← 180◦ −→←− 90◦→←
⇓
Optimum
phase
Figure 1: Measured beam energy as function of Buncher 2
phase defined by the Run Number
Clearly, the working region of Buncher 2 lies in the cen-
tral 180◦ range. The optimum phase is found at Run 90, the
centre of the working region, where Buncher 2 does not af-
fect the primary beam energy of 4040 keV/u. With respect
to the previous value, the new optimum is shifted by al-
most 180◦. Around this position the pick-ups show signal
shapes that one expects from model calculations, while am-
plitude and shape deteriorate outside the optimum region.
There, complex distributions are formed, similar to those
in [1], with significant components outside the IH-DTL ac-
ceptance at the expense of reduced performance.
Conclusions
The new monitoring approach has demonstrated its capa-
bility of optimising the HITRAP double-drift buncher. Fur-
ther, it delivers an absolute phase reference for Buncher 2,
the most critical setup parameter. So far, this value had to
be treated as free input parameter in beam dynamics simu-
lations; without this degree of freedom, a direct comparison
with measurements should be possible.
Extending the monitoring approach to capacitive pick-ups
behind the IH-DTL, we hope to gain more insight into the
longitudinal structure of the decelerated beam.
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Bead-pull Measurement on the Resonator Pick-up at IMP, Lanzhou
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A new resonant pickup was built and commissioned for
the CSRe storage ring at Institute of Modern Physics (IMP)
in Lanzhou, China in 2011. A detailed report on the IMP
resonator has appeared in [1] where a geometrical factor
Rs/Q = 71.1 Ω and a shunt impedance Rs = 76.2 kΩ
were measured for the IMP resonator. In this work we re-
port the results of an improved measurement.
The IMP resonator is a modified pillbox with beam pipes
based on a design similar to the GSI resonator [2]. Fig-
ure 1 shows the IMP resonator before installation into the
CSRe storage ring. We repeated the resonant measurement
based on RF cavity perturbation also known as the bead
pull method. The theory relies on the work of Mu¨ller [3]
and later by Slater [4]1.
Figure 1: The IMP resonant pickup before installation.
The measurement was performed in fundamental mode
with a measured frequency of 242.4 MHz and an unloaded
Q value of 1003. A small cylindrical copper needle of
14mm length and 4mm outer diameter was moved on the
axis of the structure with a step size of 1 cm and a total of
150 points. The needle was assumed to be an equivalent el-
lipsoid of revolution with the same outer diameter and vol-
ume. The presence of the needle causes a shift of the res-
onant frequency of the structure at each position. This fre-
quency shift can be related to the geometrical factorR s/Q,
using the definition of shunt impedance Rs = U2/PL,
1Detailed explanation also by Peschke in [5].
Figure 2: Measured data points and fit.
where U =
∫ L
0
E0 ds is the voltage, PL is the dissipated
power, L is the effective length and E0 is the amplitude of
the electric field on axis in the fundamental mode. We have
Rs
Q
=
⎛⎝∫ L
0
√
M(f20 − f2)
f2
ds
⎞⎠2 (1)
whereM is a constant that depends on the geometrical fac-
tors of the needle. The integrand in equation 1 shows the
normalized electric field strength at each position and is
plotted in figure 2. Data were corrected for drift and were
cut to obtain L at points where the frequency shift was al-
most zero. This measurement does not account for parti-
cles’ transit time factor. The resulting Rs/Q = 42.2 Ω
leads to Rs = 42.3 kΩ. MSS thanks F. Bosch, Yu. A.
Litvinov, N. Winckler and D. Shubina for fruitful discus-
sions and support of HIC-for-FAIR through HGS-HIRe.
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Introduction 
The FAIR proton linac [1] has to provide the primary 
proton beam for the production of antiprotons. It will 
deliver a 70 MeV beam to the SIS18 with a repetition 
rate of 4 Hz. The room temperature linac will be located 
north of the existing UNILAC complex. Its conceptual 
layout is shown in Fig. 1 and its main beam parameters 
are listed in Tab. 1. 
Tab. 1: Main parameters of the proton linac for FAIR. 
Final energy 70 MeV 
Pulse current  70 mA  
Protons per pulse 71012 
Repetition rate 4 Hz 
Trans. beam emittance 4.2 μm (tot. norm.) 
Rf-frequency 325.224 MHz 
 
In-Kind Contracts 
A contract concerning the in-kind contributions from 
CEA/Saclay has been signed. It covers the delivery of 
the source & LEBT, external quadrupoles, the dipoles, 
and of the BPM mechanics. The design of the source & 
LEBT has started and the production of the LEBT sole-
noids will be completed in February. Another contract 
with CNRS is to be signed very soon on the delivery of 
the cavities, klystrons, and their converters. Finally, an 
agreement with GANIL on provision of magnet power 
converters is under preparation and should be fixed in 
2012. 
 
External Magnets 
The production of the magnets is almost finished. Cur-
rently field maps of the quadrupoles and dipoles are rec-
orded. Delivery of the magnets is expected before sum-
mer. 
 
Civil Construction 
Extensive radiation shielding simulations have been 
performed at GSI and CERN resulting in a re-design of 
the building. The compact design of the linac together 
with its reduced intrinsic shielding w.r.t. conventional 
DTLs required to include the source terminal into the 
linac tunnel. The plans for the building will be frozen in 
March. All rooms have been specified and cable lists 
have been provided. 
 
Cavities 
The prototype cavity (Fig. 2) [2] has been delivered to 
the Frankfurt University in December. Currently, it is rf-
tuned. Cu-plating is planned for summer followed by 
high power-rf testing at the dedicated cavity test stand 
currently under construction on-site. 
 
Figure 2: Prototype CCH-cavity (2.7 m) of the FAIR 
proton linac. 
 
The klystron for the test stand is already on-site, the 
power converter will be delivered in a few months. 
Some equipment for test stand has been delivered 
through CNRS, i.e., wave guide elements, racks, analyz-
ers, and scopes. The missing material as load, circulator, 
and infrastructure will be delivered this year such that 
the  test stand should be operational in December. 
 
BPM / Phase Probes 
The suppression of signals from primary rf that sneeks 
to the BPMs has progressed significantly. Rf- and beam 
dynamics simulations indicated that beam aperture re-
duction close to the BPMs can provide the required sup-
pression. However, the impact of this reduction to the 
loss scenario will be tested. 
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Figure 1: Conceptual layout of the FAIR proton linac. 
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Status of the CH-Prototype for the FAIR Proton Linac
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For the 70MeV, 35mA proton injector for FAIR a
beam dynamics design based on a CH-DTL was devel-
oped successfully during the last years. This report will
focus on the prototype construction of the second cou-
pled cavity for the proton injector for FAIR. It will out-
line the main fabrication and assembling steps towards
that novel type of proton DTL.
Introduction
The linac is mechanically grouped in two tanks, having
lengths of about 9m and 10m respectively. In between there
will be a 3m long diagnostics section affording two lenses
and one rebuncher to get a safe beam transport.
The coupled prototype cavity
The low energy section consists of 13 gaps, followed by
the coupling cell and by the 14 gap high energy section.
The whole cavity has an inner length of about 2.8m.
Figure 1: 3D-View of the coupled prototype cavity
Assembling Techniques
During the design period of the prototype cavity, several
investigations on the welding process have been performed,
to proof not only the reliability but also to mark the fron-
tiers of conventional inert gas welding.
A special stem and tank geometry was developed, that
makes it possible to insert full length stems longitudinally
into the tanks and put it into an upright posture at the fi-
nal position. This assembling method makes it possible to
weld the stems directly to the inner tank surface in a way,
that is acceptable for the following galvanic copper plating.
History of Cavity Construction
The Construction process of the prototype cavity started
in the beginning of 2009. At this time only minor produc-
tion steps, like drilling longitudinal cooling channels into
the outer tanks, have been made.
In 2010 many optimisations and improvements have been
made. Also, due to technical standardisation, that has to be
complied by the manufacturing process, a short delay came
up, which stalled the start of the manufacturing till the be-
ginning of 2011.
Within 2011 all the major parts of the cavity have been
manufactured and delivered to IAP.
Figure 2: 3D-View of the coupled prototype cavity
Status an Outlook
At present, all major parts of the prototype have been as-
sembled at IAP and are ready for measurements. Figure 2
shows the Cavity at the bead perturbation test stand at IAP.
Some preliminary frequency measurements have been done
in the end of 2011. These measurements have shown very
promising results. The accelerating mode was within a 5‰
range of the simulated frequency and it was well separated
from the neighbouring higher order mode.
During 2012 the RF tuning will be completed and the struc-
ture will be mechanically finished. Also the galvanic cop-
per plating will take place in 2012, so that the high power
test at GSI with the 2.5MW Klystron can be performed.
References
[1] R. Brodhage et al. ”First Coupled CH Power Cavity for the
FAIR Proton Injector”, Proceedings of IPAC 2011, San Se-
bastian, Spain
GSI SCIENTIFIC REPORT 2011 PHN-ACC-RD-25
311
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Introduction
The acceleration of charged particles is mainly per-
formed with the help of radio frequency (RF) electromag-
netic fields. The carefully designed resonators are tightly fit
together to keep the total accelerator length as short as pos-
sible. The limited space between the individual resonators
is used to install additional quadrupole magnets which are
essential to properly control the beam optics. The position
of each quadrupole magnet has to be adjusted to the current
position of the beam to enable the desired optical proper-
ties.
cavity
pickup
tube
spoke
drifttube
Figure 1: Longitudinal component of the accelerating RF
field within the resonator near to the BPM pickup system.
Near to the magnets the transverse position of the beam
is determined with the help of four pickup antennas which
couple to the electromagnetic fields excited by the moving
charged particles. Unfortunately, the accelerating cavities
are quite near to the pickup system and the imposed large
field components can unintentionally couple to the beam
position monitor (BPM) if the separation is not clearly pro-
nounced. In the current work the coupling of the RF ac-
celerating field to the BPM pickup antennas is investigated
for the proposed design parameters by means of numerical
analysis.
Numerical Model
A very precise but computationally expensive numeri-
cal model is based on the solution of the full MAXWELL’s
equations where perfect electric boundary conditions are
applied on the one hand to model the metallic surfaces of
the resonator while proper port boundary conditions are
used on the other hand to enable the extraction of the elec-
tromagnetic fields within the BPM structure.
The spatial discretization is based on curved tetrahedral
finite elements (FEM) which finally results in a quadratic
eigenvalue formulation due to the external coupling mech-
anism. To resolve the fine geometrical details of the pickup
∗ ackermann@temf.tu-darmstadt.de
cavity
pickup
tube
Figure 2: Discretization of the computational domain with
3.205.628 second order curvilinear tetrahedral elements us-
ing local grid refinement to resolve the fine BPM structure.
antennas and the coaxial line a proper grid resolution in
the BPM region is mandatory. The meshing is performed
with CST STUDIO SUITETM [1] while the solution of the
large-scale eigenvalue problem is obtained with a parallel
implementation of the Jacobi-Davidson algorithm [2].
line
pickup
tube
Figure 3: Special focus has to be put on a proper grid reso-
lution to precisely model the extraction of the EM fields.
Conclusion
Following the proposed layout the unintended coupling
of the high accelerating field to the BPM pickup antennas
results in a peak voltage of 1.03V which can be extracted at
the coaxial line of the pickup system when the electric field
strength is scaled to Ez,peak = 21.2 MV/m in the first ac-
celeration gap. Because the maximum signal intensity due
to the particle beam is expected in the same voltage range
a modification of the current pickup system is mandatory.
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SIS100
With starting the procurement of major technical compo-
nents, the SIS100 project has approached the realization 
phase. The main aim of the last year was to complete all 
systematic design studies and to fix the operation parame-
ters for all devices. To a large extend, the device parame-
ters are well defined and the establishment of the corre-
sponding detailed specifications can be or are completed.
In the frame of setting up an integrated project schedule,
the long lead items were identified. For these items the
explicit goal of initiating the tendering processes within
2012 is being followed with highest priority.
Pre-Series Dipole Magnet and Dipole Series 
As an outstanding milestone for the FAIR project, and as
the first major procurement process, the SIS100 dipole
series has been tendered. The contract will comprise the
production of a pre-series dipole magnet with the modi-
fied single layer high current coil and the production of
the whole series. Additionally, a number spare moduls
and spare parts have been requested. In the frame of pre-
paring the dipole procurement, a procurement strategy
and a project plan has been developed. According to the
procurement strategy, GSI will subcontract the thin wall 
dipole chamber and the superconducting (s.c.) wire for
the dipole series in separate tendering processes. Both
will be supplied by GSI to the main contractor for the
dipole series. Among the two technical solutions for the
active cooling of the dipole chambers, a decision has been
taken in favour of the cooling by means of four cooling
pipes which are mounted electrically insulated on the
chamber surface. The gap between the cooling pipes and
the chamber surface will be closed by a ceramic filler.
The positions of the cooling pipes have been again opti-
mized with respect to their contribution to the field distor-
tion at fast ramping. The pre-series magnet chamber will 
be cold tested in a test cryostat at GSI before the series 
production will be set free.
Sextupole Arrangement and Slow Extraction 
As a result of a new beam dynamics campaign using 
the simulation approach developed for SIS300, a change
in the position of the s.c. chromaticity sextupole magnets
in the lattice cells has been suggested. The new sextupole
arrangement and setting provides a larger dynamic aper-
ture during slow extraction with Hardt condition and re-
moves undesired phase space islands near the separatrix.
As a further result, the number of warm resonance sextu-
pole magnets could be reduced from 11 to 5 magnets.
Saving the resonance sextupoles in all of the first warm
sections in the straight has also provided the mssing space
for the positioning of other major components. Simula-
tions aiming for an optimized setting for slow extraction
are being continued, including all nonlinear magnet im-
perfections.
Cryomodules
The design of the special, large cryomoduls for injec-
tion and extraction, containing four quadrupole magnets,
has been further detailed. One major goal was to find a 
solution which enables the implementation of all BPMs at
the ends of the arc cryostats. The injection beam line had
to be further displaced in the injection module to resolve a 
collision with the BPM at the end of the cryostat. The
special s.c. quadrupoles of the injection and extraction
beam lines, which are part of the cryomodules had to be
shortened and moved closer to each other. Thereby, a flat 
front face of each cryomodule could be generated which
has resolves the so far existing collision with neighbour-
ing dipole modules. Furthermore, the displacements of the
injection and extraction beam lines are now sufficient to
bypass the large cryostat connection bellows.
Major results have been achieved in the frame of the 
set-up and testing of a prototype cryo catcher system. The
cryo catcher system is needed to stabilize the dynamic
pressure in SIS100. By means of beam tests with various
heavy ions at the SIS18 synchrotron, the necessary low
effective desorption yield could be demonstrated [2].
Injection and Extraction Systems 
The set-up of the prototype pulse power generator for
the bipolar extraction kicker system has been continued
[1]. The main aim of the set-up is to investigate the cross 
talk betweeen the two main thyratrons in the power stage
needed to change the direction of the discharge current.
The first tests have shown that an undesired switching of
the second Thyratron can not be prevented at switching of 
the first. Thus, an alternative circuit layout which antici-
pates the cross between the Thyratrons talk had to be de-
veloped. All major components for a full size test of this
circuit are now under procurement, aiming for a com-
pletetion of the tests and a final decision on the pulse
power circuit in 2012. In parallel, simulations are per-
formed on the effect of the impedance of the magnetic
kickers on the beam dynamics.
The bipolar extraction kicker system will enable beam 
dumping on an internal beam dump in the synchrotron
GSITemplate2007
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tunnel. The performance of the very short internal ma-
chine beam dump could be improved with respect to the 
total absorbed beam energy. The new design uses a coni-
cal geometry and multi layer structure of verious materi-
als and provides higher stability at high energy density. 
Rf Systems 
The SIS18 acceleration cavity provides all features 
needed for an application in SIS100. Therefore, it has 
been decided to use the existing, well proven cavity de-
sign, slightly modified, for the tendering process of the 
SIS100 series. The SIS18 cavity design has been taken 
over as a 3D CATIA model. Slight mechanical modifica-
tions are presently implemented to optimize the cavity in 
various details. It is planned to complete the design activi-
ties early in 2012 and to proceed as fast as possible with 
the tendering process. 
Beam Instrumentation 
As an important milestone, a full size prototype of the 
cold SIS100 BPM has been manufactured. The full size 
prototype covers all major technical solutions, e.g. the 
ceramically insulated pick-up system, which will be ap-
plied in the series. Cold tests are foreseen in for the be-
ginning of 2012.  
Furthermore, all beam instrumentation devices and 
dedicated diagnostics chambers have been placed at ade-
quate positions in the warm straight sections.  
Local Cryogenics System 
The local cryogenics system has been presented as a Pol-
ish inkind proposal in the inkind review board. The Polish 
inkind proposal covers most of the technical subsystems 
and components which were summarized as 'local cryo-
genics system' in the cost book. Following the inkind pro-
posal, the predesign of the bypass lines developed at GSI 
has been undisclosed to our partners for further detailing 
towards production of a prototype for the planned string 
test.
HEBT System 
Ion Optical Layout 
The last official transfer of the ion optical layout (IOL) to 
the building planners took place in March 2011. This lat-
tice already included the p-Linac with its link to the trans-
fer channel (TK) in GSI-NN coordinates and new layouts 
for section TSN1 (part of the beam line from SIS18 to 
NESR) as well as THS1 (from RESR to HESR), where 
the vertical transfer sections were repositioned such that 
the average height of the beam line tunnels could be re-
duced. Since then, several minor corrections of the beam 
lines had to be performed. An update of the HESR lattice, 
so far not represented in the IOL, was included. As the 
design of the Y-Cryostats proceeded, several adjustments 
were carried out in the positioning of the injection and 
extraction beam lines to and from SIS100. The focusing 
systems for the atomic physics and the CBM/HADES 
experiments had to be repositioned and updated following 
requests for more space around the respective targets by 
the experimentalists. No one of the modifications had an 
impact on the current building layout. 
Test of FODO Optics 
In order to confirm that the beam transport in a F0D0 
structure, which is foreseen for the FAIR beam lines, is as 
predictable as a doublet structure, a machine experiment 
was performed. The beam line from SIS18 to HTP was 
operated in F0D0 mode, using only one quadrupole in 
every doublet or triplet. The measured beam envelopes 
behaved as expected and the envelopes calculated with 
MIRKO could be realized. 
Systems Design 
In order to fix the tolerable magnet errors, the influence 
of higher order multipole components in the beam line 
magnets was exemplarily investigated for the beam line 
from SIS100 to the APPA-Target. This beam line includes 
44 quadrupoles and 29 dipoles. It turned out that an inte-
grated field error of ¨BL/BL=±4·10-3 for dipoles and 
¨GL/GL=±5·10-3 for quadrupoles has no major impact on 
the beam transverse distribution on the target. 
The device parameters of almost all dipole types 
needed in module 0-3 are meanwhile well defined. For a 
major fraction (65/76), the detailed specifications will be 
available at the beginning of 2012. The specification con-
tains the delivery of the corresponding supports and vac-
uum chambers by one main contractor. 
The 3D (CATIA) modelling of the HEBT system was 
further improved and updated in close collaboration be-
tween the central department for engineering and an ex-
ternal engineering company. Drawings with all relevant 
geometrical information have been used in the detailed 
specifications of the magnets, vacuum chambers and sup-
ports. 
For the first beam line sections, support structures for 
steerers and diagnostic chambers were added and the 
modelling of the beam tube vacuum system finished. 
Major effort was taken for the completion of the DMU 
and to provide more detailed input for the building plan-
ning. E.g. a dedicated room for the current lead box had 
to be allocated causing a major rearrangement of the 
HEBT supply areas in the northern main supply building. 
A 3D model of the superconducting link, connecting the 
current lead box with the HEBT300 bypass line in the 
transfer building was developed and provided to FAIR 
S&B.   
Cable lists, including cable types, numbers and start 
and end points have been established. Detailed requests 
for the supply room conditions were specified and infor-
mation for component properties were handed over to the 
building planners. 
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SIS100 Dynamic Vacuum Simulations∗
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Introduction
Intermediate charge state heavy ions like U28+, which is
the reference ion of the FAIR project [1], are subject to a
high probability of charge exchange reactions due to colli-
sions with residual gas particles. The charge changed ions
are deflected differently with respect to the reference ion in
magnetic fields and hit the vacuum chamber after disper-
sive elements, where an energy-dependent strong gas des-
orption takes place. This gas desorption increases the pres-
sure and therefore the rate of charge exchange reactions.
This is called dynamic vacuum [2].
SIS100 has been optimized for the operation with U28+.
The cryogenic vacuum chambers will provide a high pump-
ing power for residual gases, which ensures a low static
pressure and the fast removal of desorbed gas particles
from the beam vacuum. Furthermore, a low desorption ion
catcher system will be installed in the cryogenic arcs of
SIS100, which catches the lost charge changed ions in a
controlled way. The prototype of the so called cryocatcher
was designed and tested successfully at GSI [3].
The StrahlSim code was developed and used to simulate
the charge exchange beam loss and the dynamic vacuum
over a synchrotron cycle by applying space and time re-
solved pressure profiles [4].
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Figure 1: Number of particles and the pressure evolution
over a SIS100 cycle with slow extraction.
Dynamic Vacuum in SIS100
Dynamic vacuum simulations performed with the
StrahlSim code for SIS100 show, that a pumping speed for
the desorbed hydrogen particles at the loss positions of the
∗This work is supported by HIC for FAIR.
charge changed ions is necessary and sufficient to stabilize
the dynamic pressure rise [5]. The cryocatcher module will
be actively cooled with liquid helium and will provide the
corresponding pumping power. Thereby, the catcher itself
is connected to the thermal shield of the cryostat and is,
therefore, thermally decoupled from the chamber to avoid
the transfer of beam power into the cryogenic system [3].
SIS100 will provide fast and slow extracted beams. The
extraction takes place in the second warm straight in sector
5. For slow extraction the beam ions are driven into the
electrostatic septum by means of a third order sextupole
resonance. Approximately 10 % of the beam ions hit the
septum wires and will be fully stripped to U92+. The next
quadrupole doublet deflects the U92+ ions directly onto
the chamber wall, where a pressure rise is generated [1].
The increased pressure at this position causes a higher rate
of charge exchange reactions. These charge changed ions
mainly hit the second ion catcher in the following cold arc
in sector 5. Therefore, during slow extraction the ion cur-
rents on the catchers in sector 5 are higher than the currents
in the other sectors of SIS100.
Table 1: Predicted average beam energy deposition on the
ion catchers within each sector of SIS100 for a cycle with
fast (FX) and slow extraction (SX). The differing numbers
for sector 5 during slow extraction are given in brackets.
Ion Catcher Load (FX) [W] Load (SX) [W]
1 0.5 1.5 (3.1)
2 1.4 3.8 (16.7)
3 1.1 1.9 (3.7)
4 0.6 1.2 (1.4)
5 – 10 0.6 1.2
The simulated number of particles for a cycle with slow
extraction over 10 s and the mean pressure are shown in fig-
ure 1. The simulated average beam power on the individual
ion catchers during slow and fast extraction are listed in ta-
ble 1. The total average load onto the ion catcher system
is about 110 W for the operation with slow extraction and
about 43 W for fast extraction.
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Measurements with the SIS100 Cryocatcher Prototype ∗
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Introduction
SIS100, the main accelerator of the FAIR-facility will
provide high intensity intermediate charge state heavy ion
beams. In order to assure a reliable operation, a special
cryogenic ion catcher system is under development. In to-
tal, 60 cryocatcher will be installed to minimize the pres-
sure rise in the cold arcs. These ion catchers provide spe-
cial low desorption yield surfaces. Thereby, the amount of
ionization loss due to charge exchange in collisions with
residual gas molecules is stabilized during operation.
The design of the cryocatcher [1] and its construction
[2] have been presented in former scientific reports. Now
the results from measurements with heavy ion beams from
SIS18 will be presented.
Cryocatcher prototype test setup
The cryocatcher is a 30 cm gold coated copper block,
which assure a low desorption yield. It is mounted in-
side a copper coated vacuum chamber. The copper coat-
ing is explosively plated before the chamber is manufac-
tured. It ensures a homogeneous low temperature distri-
bution around the surfaces. The chamber is connected via
flexible copper bands to a liquid helium supply line, to pro-
vide cold pumping surfaces. The support structure of the
cryocatcher allows to keep it at a higher temperature than
the chamber. This avoids adsorption of gases on the cryo-
catcher’s surfaces, reducing the amount of desorbed gases
under ion bombardement. The vacuum chamber is located
inside a cryostat vacuum chamber, containing a liquid ni-
trogen cooled thermal shield. The test setup was mounted
at the beam line of HHT behind the SIS18. The connec-
tion of the cold test-chamber to the warm vacuum- and
beam-diagnostics in front of the cryostat is realized by a
cold-warm-transition. The warm section consists of se-
veral pumps, total and partial pressure gauges, a differential
pumping stage, beam screens and a beam transformer.
The pressure inside the cold chamber is measured with
a cold cathode gauge. A fast and beam triggered pressure
measurement has been realized for a thermally shielded hot
extractor gauge, located close to the cryocatcher. Several
temperature sensores were mounted onto the components,
to control the cooling and to verify temperature models.
Measurements at the cryocatcher prototype
The cryocatcher prototype has been tested with Gold,
Tantalum and Bismuth-beams from the SIS18 in several
beamtimes. The heavy ion induced pressure rise inside the
∗Work supported by EU (FP7 project COLMAT) and FIAS
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Figure 1: Energy dependent desorption yields measured
at the cryocatcher. Red points represent measurements at
room temperature, the black line shows the expected be-
haviour. All other points were measured at cryogenic tem-
peratures.
chamber has been investigated as a function of beam en-
ergy and target temperature.
The chamber has been cooled with liquid helium down
to 12 K. Residual gas pressures in the low 10−12 mbar-
regime were reached. The transition temperature of 18 K,
underneath where a serious pumping speed for hydrogen
emerges, could be verified several times.
Results
For each beam impact a maximum and a relaxation pres-
sure were determined out of the total pressure evolution.
A desorption yield was calculated using the total pressure
rise, the number of hitting ions, the chamber volume, and
the gas temperature. The obtained energy dependent de-
sorption yields are shown in figure 1. For cryogenic tem-
peratures, the desorption yield rises with the beam energy.
Since this behaviour is contrary to the dependence known
from room temperature, a room temperature measurement
has been conducted in order to verify the measurement
setup. Out of these measurements the known scaling with
the electronic energy loss could be reproduced.
Simulations with StrahlSim using the measured energy
scaling of the desorption yields predict a stable operation
of the SIS100.
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Prototype Development of SIS100 Beam Position Monitors
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Towards the SIS100 BPM Prototype
Beam Position Monitors (BPMs) of the supercon-
ducting SIS100 synchrotron are an integral part of the
quadrupole doublet module. These modules consist of
two quadrupoles, a BPM, a collimator, an orbit correc-
tor (steerer) and multipole corrector magnets and all con-
stituents will be encapsulated in a common cryostat [1].
Recent developments concerning BPM design were fo-
cused on i) optimization of the mechanical design and inte-
gration inside the quadrupole module and ii) validation of
the signal path within the cryostat. As discussed in [2] the
BPM design based on a metal coated ceramic cylinder was
chosen since it maintains the tight requirements of mechan-
ical stability and reproducibility even during cold/warm
cycles, i.e. temperature changes between room tempera-
ture and liquid helium temperature. The BPM geometry
was optimized in extensive FEM simulations as described
in [2, 3]. The SIS100 BPM prototype, shown in Fig. 1,
consists of a metalized Al2O3-ceramic pipe with an inner
diameter of 135 mm (Fig. 1, right) that slides on CuBe con-
tact ribbons on the inner surface of the BPM chassis (Fig. 1,
left). The ceramic pipe is fixed only on one side to the ad-
jacent quadrupole joke via the rigid plate shown in the mid-
dle part of Fig. 1. As vacuum signal feed-throughs N-type
50 Ω-feeds welded to CF-16 flanges are considered. For
further details concerning the design and feasibility of the
ceramic pipe manufacturing process refer to [4]. Cryogenic
tests of the integral SIS100 BPM prototype, including the
ceramic pipe, connectors, metal housing and cabling, cov-
ering also validation of the signal feed-throughs, will be
performed in spring 2012.
Cryogenic Tests of Matching Transformers
A second branch of the development of the SIS 100
BPMs was focused on the signal path between BPM elec-
trodes and low noise amplifiers installed outside the cryo-
Figure 1: Prototype of the SIS100 BPM.
Figure 2: Matching transformers non-encapsulated (left
top) and encapsulated in epoxy (others). For description
see text.
stat. As discussed in [5] Matching Transformers (MT)
meet well the requirements of reflection-free signal transfer
through the relatively long cables (2.1 m) that connect BPM
electrodes with the amplifiers installed outside the cryostat.
Transformers based on toroidal cores made from nanocrys-
talline Vitroperm-500F were tested. The structure of the
windings and circuit geometry were optimized to improve
linearity and allow for resonance-free transmission over the
required frequency range from 0.1 to 40 MHz [6]. Due to
the mechanical stress and strain during thermal cycling the
transformer windings have to be mechanically stabilized
using e.g. epoxy resin. The linear thermal expansion of
the epoxy has to be matched to the expansion of the MT
toroid material. Five different epoxy types (Fig. 2) were
tested in a bath cryostat at liquid nitrogen temperature. For
each epoxy type four samples were prepared and tested in
30 thermal cycles. Whereas the epoxy resins Stycast 2850
FT, Araldite CW 299-3 and Stycast 1266 A/B (Fig. 2, from
right bottom to left top) were affected by many cracks in
the structure, Stycast 2850 KT and Stycast 2850 GT, on the
contrary, showed to be suitable for MT operation in cryo-
genic temperatures. In addition, the suitability of the epoxy
resin for the insulation vacuum of the cryostat was proven
by measurements of their outgasing rates. The results of
these investigations are summarized in [6].
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A ferrite insert for passive space charge compensation 
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Introduction 
Longitudinal space charge (sc) effects, like the reduc-
tion in the rf voltage and the loss of Landau damping [1] 
require countermeasures in the synchrotrons SIS-18 and 
SIS-100. For passively compensating the sc impedance in 
SIS-100, as it has been done at the PSR in Los Alamos [2] 
and in the proton synchrotron at KEK [3] only Finemet 
FT3-M [4] can be used because of its high permeability. 
From measured material values an insert for SIS-100 at 
the 10th harmonic (partially compensating the sc imped-
ance at the 20th harmonic) has been designed as described 
below. 
The design of the insert 
The scattering parameter S11 has been measured at a 
ring core sample of Finemet FT3-M. Through this meas-
urement the complex permeability for isotropic media [6] 
μ(Ȧ) = μ’(Ȧ) – jμ’’(Ȧ) was determined to design the insert 
for SIS-100 with a sc impedance of 
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the geometry factor [5], Z0 the vacuum impedance, ȕ and 
Ȗ the relativistic velocity and the Lorentz factor respec-
tively, p and q the half axis of the elliptical beam pipe and 
a as well as b the half axis of the elliptical beam. The sc 
impedance is negative and can therefore be seen as a ca-
pacitance that can be compensated by an inductive im-
pedance. Using the series equivalent circuit of an induc-
tivity where the capacitive impedance XC is much lower 
than the inductive impedance XL the longitudinal imped-
ance seen by the beam 
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can be used to get the dimensions of the insert for the 10th 
harmonic from 
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The left part of the sum of Z|| in equation 3 is the real im-
pedance R set by the imaginary part of the complex per-
meability μ’’ and the right part the imaginary impedance 
XL which has to be equal to XSC is set by the real part of 
the complex permeability μ’. The vacuum inductivity L0 
in equation 4 contains the geometry of the insert (DA: 
outer diameter, Di: inner diameter, l: length and μ0: vac-
uum permeability) and Ȧ is the frequency. With a given 
l = 2 m and Di = 130 mm of the insert determined by the 
horizontal inner beam pipe diameter p, DA = 390 mm. The 
result for the designed sc compensating insert at n = 10 
for SIS-100 is shown in Figure 1. The frequency range of 
interest is below 6 MHz. 
Designing an insert for the 20th harmonic increases the 
outer diameter and doubles the impedances compared to 
the ones shown in Figure 1 and overcompensates the 10th 
harmonic. 
Tests of the insert design modelled by the measured 
data through using equation 3 with a model from 
Tsutsui [7] confirms the results of Figure 1 below 
f = 1 MHz. 
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Figure 1: Imaginary and real part impedance of the de-
signed Finemet insert. XL = 5.8 kȍ and R = 13.0 kȍ for 
the 10th harmonic (frf = 1.57 MHz) indicated by the blue 
solid lines. 
Conclusion 
With the magnetic alloy Finemet FT3-M an insert can 
be designed for passively compensating the sc impedance 
of SIS-18 and SIS-100. The effects of the high resistive 
impedance of such an insert on the beam have to be inves-
tigated. Further it has to be shown under which conditions 
equation 3 is conform to the longitudinal impedance for-
mula of the Tsutsui model. 
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Calculation of coupling impedance and ferrite heating
for the SIS-100 kicker system∗
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Introduction
Coupling impedances are the source of coherent insta-
bilities and corresponding beam intensity limits for the
operation of high current accelerators such as the SIS-
100 synchrotron for the GSI FAIR project. The coupling
impedances are defined as follows:
Z||(ω) =
1
q2
∫
d3xE · Jbeam, (1)
Zx,y(ω) =
i
q2Δ
∫
d3xρx,y · (Ex,y ∓ vBy,x), (2)
where E is the electric field and Ex,y and By,x are the
transverse electric and magnetic fields excited by the beam.
Coupling impedances can be determined through bench
measurement [1], analytically [2] or numerically by solv-
ing a discretized form of Maxwell’s equations [3]. This
work is focused on finding suitable methods for the nu-
merical calculation of coupling impedances for the relevant
beamline components.
Impedance contribution of ferrite-based
kicker magnets
The field of the beam is dominated by a monopole and a
dipole pattern whereby the dipolar field depends linearly on
the displacement from the symmetry axis to first order ap-
proximation. The kicker consists of a coil surrounded by a
block of ferrite which represents a significant modification
of the beam environment and contributes to the coupling
impedance in multiple ways: the beam-driven magnetiza-
tion of the ferrite material produces heat which is related to
<{Z||}.
(a) Single kicker unit
Lsec
CT,1 CT,2
LT Rload
Zline
ZG
(b) Effective circuit in standby
Figure 1: The figure shows a single SIS-100 ferrite kicker
of which up to five may be located in one tank and the
effective circuit consisting of pulse transformer, matching
T network and a load resistor.
∗Work supported by GSI and BMBF under contract 06DA9050
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Figure 2: The left figure shows the real part of the lon-
gitudinal coupling impedance for a ferrite yoke without
(solid line) and with gap (dotted line) which is used to
reduce the beam-driven heat load by breaking the mag-
netic circuit. The right figure shows an example of the
spectral beam current density for a series of 8 parabolic
bunches which is used to calculate the absorbed power:
P = 2
∑∞
n=1 |In|2<{Z||}
The coil remains partly connected to a pulse forming
network also during standby operation. Thus, the coil is
loaded with the effective impedance ZG which couples to
the dipolar field and therefore contributes to the transverse
coupling impedance.
Summary and Outlook
The coupling impedances have been calculated for dif-
ferent geometries using time and frequency domain simu-
lation methods and comparing them with analytical formu-
lations. It can be shown that the beam-induced heat is re-
duced from 500kW to less than 1W for the modified kicker
with a gap. In the last steps the connection between the ex-
ternal network and the transverse impedance will be further
investigated.
References
[1] F. Caspers, “Bench methods for beam-coupling impedance
measurement.”, Lecture Notes in Physics, 1992, Geneva.
[2] A. M. Al-Khateeb, O. Boine-Frankenheim and R.W. Hasse
“Comparison of the longitudinal impedance from different
source terms.”, Nucl. Instruments and Meth. in Physics Res.
A, 2008.
[3] B. Doliwa, H. DeGersem and T. Weiland, “Numerical cal-
culation of coupling impedances for kicker modules.”, FAIR
report, 2006, Darmstadt.
[4] L. Ha¨nichen, O. Boine-Frankenheim, W.F.O. Mu¨ller and T.
Weiland “Coupling impedance contribution of ferrite devices:
theory and simulation.”, Proceedings of the IPAC, 2010.
GSI SCIENTIFIC REPORT 2011 PHN-ACC-RD-32
319
Impedance calculations for the SIS100 beam pipe
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Introduction
Complex valued Coupling Impedances (CI) lead to co-
herent beam instabilities. In particular, the real (resistive)
part of the dipolar transverse CI can act as the driving term
for transverse beam instabilities. For the SIS18 as well
as for the projected SIS100 the resistive part of the trans-
verse CI is dominated by the beam pipe at low frequencies.
The lowest coherent betatron sideband that is susceptible to
impedance driven instabilities is centered at (1−Qf )f0, Qf
being the fractional part of the betatron tune and f0 being
the revolution frequency [3]. This sideband is in the range
of ≈ 150 kHz for SIS18 and ≈ 90 kHz for SIS100 [3]. In
this frequency range simulations in the time domain cannot
be applied since an acceptable resolution would require a
very long excitation bunch length and simulation duration.
Therefore an approach in the frequency domain is pursued.
The beam is modeled as a disc of surface charge density σ
traveling with the velocity v. The beam’s displacement dx
off axis (i.e. a coherent dipole oscillation) can be approxi-
mated to first order by
σ(%, ϕ) ≈ q
πa2
(Θ(a− %) + δ(a− %)dx cosϕ). (1)
The transverse CI represents the force acting back on the
beam from the environment and is defined as
Z⊥,x(ω) = −
v
(qdx)2ω
∫
beam
~E · ~J∗⊥dV, (2)
where the dipolar current density is obtained from the
Fourier transform of the dipolar part of ~J = σδ(z − vt)~v,
i.e. ~J⊥ = σ⊥ exp(−iωz/v)~ez. In order to determine the
CI, the counteracting electric field ~E in Eq. 2 has to be de-
termined. This is usually done via the Helmholtz equation
[2](
4⊥ − iωμκ− ω
2
β2γ2c2
)
Ez = −
iωμσ
β2γ2
e−iωz/v. (3)
Numerical model and results
For the numerical calculation of the CI of the SIS100
beam pipe shown in Fig. 1, Eq. 3 has been simplified to a
2D model (4⊥ − iωμκ+ ω2με)Ez = iωμσ. (4)
In this equation the beam is modeled as a current filament
which is independent of the longitudinal coordinate, i.e.
∂z = 0. Such a setup can be modeled within CST EM-
Studio R©[4]. The resistive CI can be determined via the
∗u.niedermayer@gsi.de
total power loss δP in a short (δz  c/f ) model pipe [1]
Re {Z⊥,x(ω)}
l
=
c
ωd2x
1
I2
δP
δz
(5)
where the the excitation has been applied by a dipolar al-
ternating current, I , i.e. two current paths of distance dx
and 180◦ phase shift. The obtained horizontal CI of the
proposed SIS100 pipe with cooling tubes is shown Fig.1.
Figure 1: Horizontal CI of the SIS100 beam pipe of unit
length. The poor conducting box around the pipe repre-
sents a worst case approximation for the surrounding struc-
tures.
Conclusion and outlook
The transverse CI of the SIS100 pipe has been deter-
mined numerically. The implication of the curves in Fig.1
is that the impact of outside structures is only important at
extremely low frequencies, i.e. below (1 − Qf )f0. The
characteristic frequency for the shielding of the pipe is the
maximum of the curve which represents the onset of wall
current [2]. Above this frequency an impedance reduction
can only be achieved by changing the pipe itself (material
or thickness). In the future, the development of a numerical
code that solves Eq. 3 for arbitrary structures and complex
materials is foreseen.
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New investigations on vacuum conditions in the  
SIS100 dipole vacuum chamber during magnet ramping  
St. Wilfert, C. Schröder, F. Walter 
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Abstract 
 
More than 45% of the beam line in the arches of the fu-
ture SIS100 will be formed by superconducting dipole 
magnets operating at cryogenic temperatures. As usual in 
such accelerator machines, the inner surface of all cold 
beam line chambers, also including the dipole chambers, 
will be used as an effective cryopump to generate UHV 
pressures inside the beam pipes. However, since the di-
pole magnets have to be rapidly ramped at high repetition 
frequencies, eddy current-induced heating of the cham-
bers is considered as a serious problem with regard to 
their pumping behaviour. With exceeding a critical wall 
temperature, previously cryopumped gas desorb from the 
walls and cause a pressure rise during ramping. The arti-
cle presents new experimental results on further vacuum 
measurements carried out on the prototype dipole manu-
factured by BNIP (Novosibirsk) during magnet operation. 
 
Experiments and results 
The measurements were carried out at the Russian 
BINP (Budker Institute of Nuclear Physics) prototype 
magnet [1]. The used dipole chamber [2] is shown sche-
matically in Figure 1. Note the chamber is equipped with 
four cooling tubes arranged at the corners of the stabiliz-
ing ribs. The cooling tubes were electrically isolated from 
the ribs in order to exclude power load due to eddy cur-
rent through ‘tubes – ribs’ electrical loops. The tempera-
tures TV01, TV02, … were measured at selected chamber 
positions. A quadrupole mass spectrometer installed out-
side the magnet was used at RT for residual gas analysis.  
 
 
Figure 1: Cross section of the dipole chamber installed 
inside the BINP sc dipole magnet 
 
The tests were carried out under real operating conditions 
using all relevant magnet ramping cycles for future 
SIS100 operation. Detailed parameters of the cycles can 
be found in [2]. Each cycle was driven for 20 minutes, 
interrupted by a short break (one minute) between each 
cycle. Finally, the triangular cycle (/\) was tried, but in 
this operation mode the magnet quenched as expected. 
The results of the measurements are depicted in Figure 2. 
They show clearly that the chamber responds immediately 
to magnet ramping with an increase in temperature. The 
highest temperature rise was observed during ramp cycle 
2c. Here, the dipole chamber walls heat up from 5…7 K 
to maximum temperatures of max. ~ 11.5 K. As expected, 
at these temperatures, only He and H2 are released from 
the chamber walls. All other gases remained stuck to the 
cold walls. Helium desorbs completely from the walls, 
indicating that He can not be removed by wall-pumping 
during machine operation. In contrast, H2 desorbs signifi-
cantly less than He. This indicates that hydrogen is 
pumped by the cold walls even under ramping conditions 
as long as the overall wall temperature is lower than 10K. 
Less critical were the vacuum and temperature conditions 
during the cycle 2a, 3a, 3c, and 4 = 5. However, in all 
tested cycles, helium desorbs immediately after ramping 
start with the same intensity. 
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Figure 2: Chamber temperatures and partial pressure con-
ditions during magnet ramping 
 
Conclusions 
 
The design concept of the tested Russian dipole cham-
ber with supplementary LHe cooling tubes located at the 
rib corners has been proved to be suitable for SIS100 ma-
chine. The maximum temperature rise during 2c ramp 
cycle does not exceed 12 K, this is cold enough for effec-
tive cryopumping.  
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Introduction 
FAIR, now a project moving into its realisation phase, 
is gaining momentum. Its superconducting and conven-
tional magnets together with the infrastructure for suppli-
ying the cryofluids is a major part of the total investment. 
The related projects, which GSI is contributing as German 
in-kind to FAIR, are discussed and their status is outlined. 
 Superconducting Magnets 
Rapidly-Cycling Magnets for SIS100 
The SIS100 superconducting cryomagnetic modules, 
consisting of the magnet, beam pipe, the helium headers, 
thermal shield and cryostat are one of the largest series 
required for SIS100. 
Dipoles  The SIS100 dipole design has been finalised 
[1,2] last year so this year was dedicated to create the 
appropriate specification set and start the call for tender 
which was finished end of the year so that the series order 
will be placed beginning of 2012. This marks the begin-
ning of the FAIR project realisation. The lamination is 
depicted in Fig. 1 and a 3D model in Fig.2. Further theo-
retical investigations required for analysing the magnetic 
field are ongoing [3,4,5]. 
 
Figure 1: A quarter of the cross-section of the SIS100 
dipole. 
Quadrupole modules  Different cable designs were 
foreseen for the dipole and the quadrupole resulting in not 
only that the bus bar of the dipole within the quadrupole 
module had to be made of the dipole cable but also differ-
ent HTS current leads and voltage breakers were required.  
 
Figure 2: 3D model of the SIS100 magnet 
 
Figure 3: Lamination of the SIS100 3turn quadruple 
A quadrupole was designed with 3 instead of 6 turns per 
poles using the high current dipole cable (see Fig 3) [2]. 
This simplifies not only the layout of the doublet but 
also: 
1. uses he same cable for dipoles and quadru-
poles, 
2. reduces the types of HTS current leads to only 
one, 
3. the types of superconducting joints to one,  
4. requires only one type of bus bars in the di-
poles, quadrupoles, bypass lines, feed in lines, 
superconducting links and current lead box. 
This solution simplifies significantly the design of the 
SIS100 machine, reduces the total production costs of the 
main magnet and was thus supported by the machine ad-
visory committee. The decision was taken that the quad-
rupole together with the correctors  will be assembled into 
the doublet. Further the doublet will house the beam posi-
tion monitor and the cryocollimator. All these elements 
will be mounted on a common girder (see Fig 4). 
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Magnets for the Super-FRS 
Superferric dipole  Several meetings took place with 
FAIR collaboration partners. It has been decided that 
based on the successful tests of the prototype only small 
modifications are necessary for the series production of 
the 24 superferric dipoles.  
 
Figure 4: The SIS100 doublet. Q1… quadrupole 1, 
Q2…quadrupole 2, C1….corrector 1 , C2 …corrector 2, 
BPM .. beam position monitor 
Superconducting Multiplets  The superferric 
multiplets will be a contribution In-Kind from GSI to the 
FAIR-Project (see Fig. 5). A modularized concept has 
been developed which allows the assembling of the 
different types Multiplets with few standarised 
components. Functional specifications based on this 
concept are under preparations. A call for tenders for the 
Multiplet series production is planned for spring 2012. 
 
Figure 5: Concept of the most complex Multiplet with 3 
quadrupoles, 3 sextupoles 2 octupoles and one steering 
dipole 
Planning for Testing 
The magnets need not only be built but also tested to 
prove that they will function in the machine as expected. 
GSI committed to the testing of all superconducting mag-
nets by an in-kind proposal.  
Prototype Test Facility Activities 
The prototype test facility and the tests conducted there, 
actively contribute to qualify superconducting magnets 
and associated equipment for the FAIR project. For ex-
ample A model of a curved SIS100 dipole was tested to-
gether with the vacuum chamber and the losses of the 
total system measured. The results show that the given 
vacuum chamber design can be recooled and the inner 
chamber temperature accepted [1]. 
Series Test Facility Activities 
The superconducting magnets for SIS100 add up to 
roughly 480 magnets while all magnets for SuperFRS add 
up to roughly 180 magnets. Superconducting magnets of 
this size have only been tested at operating conditions at 
research centres up to now. Different options were evalu-
ated even taking Public Private Partnerships, where a pri-
vate company provides the infrastructure and is responsi-
ble for conducting and supervising craftsmen work, and 
GSI conducts the measurement and its associated analy-
sis. Further different labs were contacted and different 
collaborations investigated. 
These investigations currently concluded in that SIS100 
dipoles will be tested in a yet to be built facility at GSI 
and the SuperFRS magnets within a collaboration. 
Cryogenic Supply 
The main focus was on the site and building planning 
for FAIR. The installation space for the components of the 
common cryogenic system has been fixed. The installa-
tion and operation scheme for the cryogenic system was 
segmented, to adapt to the planning for the buildings. The 
main building for the cryogenic supply of FAIR, housing 
the main compressor station and one of the refrigerators, 
was re-designed and the concept for installation and the 
media supply for the building revised. The list of experi-
ments, which will be supplied by liquid helium (either 
continuously or by dewars), is rechecked, and the re-
quested input for the further planning of the building pro-
vided.  The interest of collaboration for the cryo control 
system with CERN is assured on both sides. 
Again the question of radiation protection at the feed in 
of the helium transfer lines into experimental areas was 
raised and is still under investigation. 
Furthermore for the synchrotrons, the SuperFRS and 
the HEBT the planning of the buildings went through an 
optimisation process. For the SuperFRS the planning of 
the niches is still under progress.  
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Large-Scale Finite-Element Simulations of the curved full-size SIS100 dipole
magnet featuring a single-layer coil∗
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Curved Single-Layer Dipole Magnet
The actual design of the dipole magnets for the SIS100
synchrotron features single-layer superconducting coils.
This allows for a larger aperture compared to previous lay-
outs. The total lenght of ` = 3.002m requires a curved
design, as shown in Fig. 1(a), in order to consider the de-
flection of the particles inside the magnet. Measurements
of the field quality at an already available prototype are in
progress [1]. In this report, numerical simulations are used
to study the impact of the curved design on the field dis-
tribution inside the dipole magnet. On the one hand, the
(a)
(b) (c)
coils
yoke
symmetry
endplate
`/2
Figure 1: (a) Top view of the CAD model of the curved
dipole magnet considering the longitudinal symmetry; (b)
end region including the single-layer coils; (c) front view
of the magnet featuring end plates.
shape of the coil heads shown in Fig. 1(b) influences the
field distribution significantly as the transversal coil parts
are rather close to the upper end of the aperture region. On
the other hand, the end plate itself, see Fig. 1(c), is again
axis-aligned as opposed to the bended shape in the inside.
This breaks the transversal symmetry with respect to the
curved ideal beam orbit. As a consequence, the field qual-
ity in the aperture will be affected. In order to quantify
these effects, e.g., multipole coefficients suitable for this
type of geometry [2] can be used.
∗Work supported by GSI Helmholtzzentrum fu¨r Schwerionenfor-
schung GmbH, Darmstadt, Germany.
§ koch@temf.tu-darmstadt.de
Table 1: Relative integral multipole coefficients for the
straight as well as the curved design based on the center
field integrated along w (quasi2d) and on the 3D field solu-
tion (3d) in static operation at Bmax = 1.75T.
straight curved
rref = 32mm symmetry symmetry
1/8 1/4 1/8 1/4
Bint2
Bint1
/ 10−4
quasi2d – −0.21 – −2.77
3d – 0.02 – −2.92
Bint3
Bint1
/ 10−4
quasi2d −3.61 −3.43 – −3.07
3d 2.01 2.09 – 0.77
Bint4
Bint1
/ 10−4
quasi2d – −0.15 – 0.25
3d – 0.03 – 0.32
Bint5
Bint1
/ 10−4
quasi2d −1.50 −1.49 – −0.95
3d −0.63 −0.39 – −1.07
Integral Multipole Coefficients
In order to express the 3D fields in terms of 2D circular
multipole expansions, the magnetic field in the aperture is
integrated along the magnet axis according to
Bint(x, y) =
∫ +wmax
−wmax
B(u, v, w)dw . (1)
For a straight layout u, v and w correspond to the cartesian
coordinates while for the bended case w is the curved ideal
beam orbit with u and v forming a transversal orthogonal
2D coordinate system. Thanks to the longitudinal symme-
try, the longitudinal field component Bw cancels out and as
a consequence Bint is divergence-free. Therefore a multi-
pole expansion can be carried out. The results for the coef-
ficients of lower order are listed in Table 1 for the straight
as well as for the curved design. While the straight layout
allows for an additional symmetry which rules out the even
multipole orders, the latter are present in the curved design.
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     During the last year optimisations and studies on criti-
cal issues of the CR lattice have been continued. The ion- 
optical calculations and technical studies according to the 
ring requirements have been refreshed.  
Antiproton ion-optical mode 
     Tracking studies for the CR operated as an antiproton 
collector have been performed considering the real distri-
bution of the magnetic field of the wide aperture quadru-
pole magnet. In the antiprotons mode the momentum 
spread of 6% and the beam emittance of 240 mm mrad 
must be accepted by the ring. Before stochastic cooling 
starts bunch rotation takes place. Quantitative studies of 
the amplitude-dependent tune spreads during bunch rota-
tion have been performed. Using analytic expressions and 
the Monte-Carlo numerical method the amplitude-
dependent tune shifts driven by sextupole magnets, the 
fringe field of quadrupole magnets, field errors of all 
magnets and kinematics effects have been calculated. As 
the result of these simulations two sextupole settings can 
be applied in order to reduce the beam loss to 4 - 7% [1]. 
The new betatron tunes Qh/Qv=4.418/4.845 for antiproton 
optics are defined. This allows to avoid crossing structural 
resonances during bunch rotation. The phase advances 
between SC pick-ups and kicker magnets are set exactly 
to 900.  
Isochronous mode operation 
      In the CR the optics mode which is called “isochro-
nous mode” gives the possibility to perform mass meas-
urements of short-lived (T1/2>20 μs) secondary rare iso-
tope beams coming from the Super-FRS. In order to ex-
pand the accessible mass region to very exotic neutron-
rich nuclei three ion-optical settings with different 
γtr=1.43, 1.67, 1.84 have been calculated. The transverse 
motion strongly affects the time resolution. Operating 
with the emittance of 100 mm mrad one can reach a mass 
resolving power of 105. However, the influence of trans-
verse emittance can be significantly reduced applying 
sextupole corrections with two families. Dedicated 
Monte-Carlo simulations have been performed and results 
are given in ref. [2]. They show that a time resolution of 
ΔT/T=2x10-6 over the full acceptance of the ring can be 
achieved. Further improvements up to ΔT/T=3x10-7 can 
be reached using additional octupole correction.  
Power converters stability 
    Mainly due to the fact that high mass resolving power 
is required in the isochronous mode of the CR there are 
strong demands on the stability of power converters. Con-
sidering different factors causing beam orbit instability 
one has to provide the stability requirements for power 
supplies in the frequency region from one Hz to tens of 
kHz. As it is shown in ref. [3] the stabilization system 
should suppress the relative current ripple to the order of 
ΔI/I=10-6. It is also important to avoid slow drifts of the 
magnet field.  
Injection septum magnet 
   The optics of the injection scheme requires that the sep-
tum magnet deflects the incoming antiproton beam by 
125 mrad onto the injection orbit.  Initially, a dc septum 
magnet was considered but quickly abandoned for the 
present pulsed magnet design. This decision was taken 
because of both the cooling problem anticipated with a 
calculated 800 kW power dissipation and the high run-
ning costs.  An extremely low leakage fielding on the 
stored beam is another key requirement for this magnet. 
The ion-optical simulations show that the stray field re-
duces the injection efficiency by 1% in the case of a dc 
septum magnet. The pulsed septum magnet has a average 
low power dissipation (up to 30 kW). But, on the other 
hand, the magnetic field created by the eddy currents can 
reduce the injection efficiency. The further design of the 
coil and the pulsed power supply requires more attention 
and care.  
Closed orbit dipole correctors  
    14 wide aperture vertical corrector magnets, which 
must be placed in the arcs, are required. Last year a pre-
liminary design of the horizontal corrector coil, which can 
be integrated in the main CR dipole, has been done. This 
coil produces the horizontal magnet field. Because of lack 
of space the correctors in the straight sections must be 
designed as combined function magnets able to produce 
both horizontal and vertical dipole kicks.  
Beam Position Monitors (BPM)  
   A preliminary design of the BPM, which must be inte-
grated in quadrupole magnets, has been done. Electronic 
devices should be installed directly on the BPM chamber. 
The detailed particle tracking in the ring in a combination 
with the FLUKA simulations show that the maximal ra-
diation load for BPM electronics will be less then 5 
Gy/day.   
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Overview
The Collector Ring (CR) of the FAIR project serves the
fast cooling of the hot secondary beams, antiprotons at
3 GeV or RIBs at 740 MeV/u. After injection, bunch ro-
tation and adiabatic debunching, the reduced momentum
spread of the initialy injected bunch of secondary beams fits
into the acceptance of the stochastic cooling system, so that
all the particles can be cooled. For maximum antiproton
production rate, stochastic cooling must reduce the trans-
verse rms emittances from 45 down to 1.25 mm mrad and
the rms momentum spread from 0.35 % down to 0.05 %,
within 10 s, with the future option of 5 s (for the RIBs see
[1]). The system uses the bandwidth 1-2 GHz, the foreseen
installed microwave power of 4.8 kW could be upgraded.
Antiproton cooling is limited by the poor ratio of Schot-
tky signal to thermal noise, that is why it is foreseen: (i) to
keep the pickup electrodes and preamplifiers at cryogenic
temperatures, (ii) to strive for large sensitivity by moving
(plunging) the pickup electrodes as the beam shrinks, (iii)
to choose the notch filter technique for momentum cooling,
which advantageously filters out the thermal noise. The op-
timum choice of the ring slip factor η=-0.011 (γ t= 3.85)
guarantees sufficient momentum acceptance for the notch
filter cooling, but the transverse cooling suffers from the
resulting high mixing between kicker and pickup.
Simulation Results
Momentum (longitudinal) cooling can be described by
the Fokker-Planck (FP) equation for the energy distribution
of the particles Ψ(E, t) ≡ ∂N/∂E (formalism explained
in [2], an example of the cooling force is shown in Fig. 1):
∂Ψ
∂t =
∂
∂E
[
−FΨ +
(
DsΨ + Dn
)
∂Ψ
∂E
]
.
Δ
Δ
Figure 1: Coherent effect F per revolution versus Δp/p and
deviation ΔE from the nominal kinetic energy of 3 GeV.
The CERN program and also the new GSI FOPLEQ
code [3] numerically solve the FP equation and calculate
the rms energy (momentum) spread as the 2nd moment of
Ψ. An example for the CR parameters is given in Fig. 2.
Δ
Ψ
σ
Figure 2: Evolution of Ψ during cooling of 10 8 antiprotons
at 3 GeV with gain=150 dB. Plots at t=0, 2.5, 5, 7.5 and
10 s. Cooling down of the rms beam momentum spread for
different gains and corresponding maximum cw power at
the kickers (up to 20% Schottky, 80% thermal noise).
The required performance can be met with the notch
filter momentum cooling with a gain of about 150 dB
even with the conservative assumption of no plunging of
the pickups. The performance of the betatron (transverse)
cooling, which has to proceed simultaneously with the mo-
mentum cooling, was calculated separately with an ana-
lytical model. First results [1] indicate that, for optimum
momentum cooling, the betatron cooling is slow because
of the high desired mixing. This calls in the near future for
detailed investigations of the interplay between momentum
and betatron cooling aiming at a simultaneous optimization
of both processes (including also the pickup-plunging) by
distributing the available installed power accordingly.
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For the stochastic cooling system at the collector ring CR
of the FAIR project a number of technical developments
were achieved. Here we present the linear motor drive and
the optical notch filter system.
The plunging system of the CR pick-up electrodes is
driven by linear motors. The most severe requirement on
the motor drive is to return the electrodes within T =
200 ms from the final position after stochastic cooling to
the position where a fresh beam can be injected. The path
length S is 60 mm, and the inertial mass of the system is
6.6 kg. The atmospheric pressure acting on the vacuum
bellows is counteracted by mechanical springs, which are
accurately adjusted to minimize the applied load on the mo-
tor. The position of the motor is read out periodically by an
optical system with a precision of 3 μm. This value is com-
pared to the set points which are calculated from a model
yielding a jerk free movement with minimum acceleration,
both in the time and frequency domains. The set position
is
s(t) = S
[
1
2
+
1
2
τ +
1∑
n=0
bn sin ((2n+ 1)πτ)
]
where τ = 2t/T − 1, −1 ≤ τ ≤ 1. The parameters b0 and
b1 are chosen by requirements on minimum accceleration
[1]. The controller output is the current feeding the linear
motor, given by digital sequences calculated from a PIDT1
controller model at a repetition rate of 1 kHz. The PIDT1
model parameters were optimized experimentally. A set
of control parameters was found yielding a movement pro-
file, which is sufficiently close to the requirements. The
measured accelerations with the optimized profile fulfill
our expectations. The measured movement profile is still
reasonably stable even if the inertial mass is intentionally
enlarged by 11.7 kg. The experience with the first proto-
type drive was used for the mechanical design of a less ex-
pensive, but more reliable drive which will be installed in
the final pick-up tanks. The drive is protected against un-
expected emergency cases, including a complete communi-
cation breakdown or intolerably high accelerations, which
are continuously monitored by a separate device.
Longitudinal stochastic cooling at the CR makes use of
the notch filter method for antiproton cooling and for the fi-
nal cooling of rare isotope beams. Ideal notch filters exhibit
zero transmission at all harmonics mf0 of the equilibrium
beam revolution frequency f0. Inside the cooling band-
width one reaches in practice only a finite, low transmis-
sion (notch depth) and there is a small deviation fm−mf0
from linearity (dispersion) of the frequencies fm where the
minima occur. These effects increase the equilibrium beam
momentum width. A prototype of an optical notch filter
[2] was installed for test purposes into the cooling system
at GSI’s ESR storage ring (fm = 1.96 MHz). A block dia-
gram is shown in Fig. 1. In order to make the filter as sym-
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Figure 1: Block diagram of optical notch filter.
metric as possible, the signal is split into two parts only af-
ter laser modulation. The long optical delay line is temper-
ature stabilized to about 0.1 K. The notches were measured
to be deeper than -36 dB inside the 0.9-1.7 GHz band of
the ESR cooling system. The measured frequency disper-
sion is smaller than 15 kHz almost everywhere inside the
cooling band (see Fig. 2). It can be explained completely
by the nonlinear phase behaviour of the signal subtraction
in the 180◦ hybrid. Detailed cooling experiments with this
system are planned for 2012.
Figure 2: Dispersion of optical notch filter.
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Introduction
This report summarizes the ongoing development of a
sensitive longitudinal and transversal Schottky-Sensor for
the Collector Ring CR of FAIR. A maximum sensitivity
as well as operation in all modes of the CR is required.
Numerical simulations with CST Microwave Studio have
been carried out and the performance has been estimated
with an equivalent circuit.
Basic Design of the Schottky-System
To achieve a maximum sensitivity for low beam intensi-
ties the decision was made to study a resonant cavity de-
sign. Good experiences have been made with the existing
Schottky cavity for longitudinal measurements at the ESR
[1]. To allow also transversal Schottky measurements, the
TM110, or dipole mode, will be used. This mode shows al-
most linear dependency between the offset of a passing par-
ticle to the center and the output signal but is excited much
weaker than the monopole mode (TM100). Therefore, both
modes will be coupled out independently and, to suppress
the monopole mode for the extraction of the transversal sig-
nal, rectangular waveguide resonators are foreseen. The
basic design of the system is shown in Fig. 1.
Figure 1: Basic design of the proposed sensor cavity with
the beampipe (1), the pillbox-like cavity with a radius of
53 cm (2), and the rectangular waveguide ﬁlters (3).
Signal Characteristics and Optimizations
Higher measurement frequencies, and therefore higher
resonance frequencies, allow shorter measurement times
at a given frequency resolution as well as smaller dimen-
sions. However, for reasonable measurements one has to
stay below the Schottky band overlap of around 209MHz.
A higher quality factor of the sensor will improve the sensi-
tivity but the demanded bandwidth limits the quality factor.
∗Work supported by BMBF: 06DA90351
Figure 2: Absolute value of Ez of the monopole mode at
198MHz in the cross section of the proposed sensor cavity.
Figure 3: Absolute value of Ez of the dipole mode at
315MHz in the cross section of the proposed sensor cavity.
To estimate the overall sensitivity of the given geometry
the simulation results are used for calculating the signal-
to-noise ratio by means of an equivalent circuit model [2].
Consequential, the optimization goal is to maximize the
R/Q-value, and thus the sensitivity, for small beam offsets.
Parameters for the optimization are the geometrical dimen-
sions of the pillbox, the coupling slot between the pillbox
and the rectangular resonators and the dimensions of the
latter. A complete sequence of sophisticated FEM simu-
lation runs is being elaborated because of the strong inter-
dependence of the relevant parameters.
Summary and Outlook
The parameter ranges for the Schottky measurements at
the CR have been determined, heading towards a resonant
cavity design. First estimations on the performance using
an equivalent circuit model are very promising [2]. Opti-
mizations of the sensor geometry are ongoing.
References
[1] F. Nolden et al., “A Fast and Sensitive Resonant Schottky
Pick-up for Heavy Ion Storage Rings”, Nuclear Instruments
and Methods in Physics Research Section A, 2011.
[2] M. Hansli et al., “Investigations on High Sensitive Sensor
Cavity for Longitudinal and Transversal Schottky for the CR
at FAIR”, IPAC 2011
GSI SCIENTIFIC REPORT 2011 PHN-ACC-RD-41
329
BPM Developments for the FAIR Collector Ring
F. Becker1, D. Liakin2, M. Schwickert1
1GSI, D-64291 Darmstadt, Germany; 2ITEP, 117218 Moscow, Russia
Introduction & Focus of Development
The closed orbit measurement system for the FAIR Col-
lector Ring (CR) will employ 18 electrostatic pickups as
Beam Position Monitors (BPMs). A dense synchrotron lat-
tice calls for an integration of the BPMs into the quadrupole
magnets. Since the CR is designed for various operational
scenarios, the BPM-system has to cover a wide range of
different beam parameters. As a first turn diagnostic, the
system will be exposed to a radioactive pion beam of 1010
particles. After two turns and 1,52 μs nearly all π-mesons
will be decayed and 108 remaining anti-protons (p¯) have to
be detected. For Rare Isotope Beams (RIBs) with a design
charge of q = 50+ the expected intensities range between
≤ 105 and 109 particles. In order to cover the measurable
intensity range, a low-noise amplifier chain with ∼100 dB
dynamic range has to be foreseen, see also [1]. During in-
jection, all secondary p¯ and RI-beams will exploit the full
machine aperture, with beam envelopes up to 360 x 150
mm. After cooling, the 2σ beam envelope shrinks down to
about 10 mm. Therefore a linear BPM response is manda-
tory [2, 3].
Actual Project Status & Outlook
Starting from the given boundary conditions, an inte-
grated mechanical design was proposed, see Fig. 2. The
BPM clearance was maximized within the magnet pole
shoe spacing. To reduce the antenna capacitance to 54 pF, a
star-like chamber cross section was suggested. COMSOL
simulations predict 300 mVpeak voltage on the electrodes
for 1010 π-mesons in the first turn scenario and 3 mVpeak
in the nominal 108 particles p¯-case respectively.
An absolute position accuracy of 4 mm in the first turn
application and 0.8 mm for closed orbit measurement is
required. Since the amplifier layout determines the SNR
and therefore the BPM resolution, this will be a major task.
Figure 1: Photograph of the prototyped 4-channel modular
amplifier unit, integrated in a full metal housing. The low-
noise JFET-based preamplifier PCBs (on top) are realized
in a radiation and magnetic field tolerant design.
Figure 2: CAD-model of the suggested BPM assembly, in-
tegrated in the quadrupole magnet. The CF (ø = 500 mm)
vacuum chamber of 1200 mm length is fitted in the spac-
ings between the magnet pole shoes. The BPM antenna is
realized as linear cut type in spiral arrangement, with 400
x 180 mm clearance and 700 mm length.
Best signal performance is achieved with the short-
est high impedance path to avoid additional capacitance.
Thus the impedance matching unit will either be inside the
quadrupole or inside the fringe field 20 mT ≤ B ≤ 200
mT. A preamplifier with a dedicated magnetic field toler-
ant design, based on parallel JFETs was proposed, see also
[1]. Benefit is a SNR of about 300:1, that is ten times the
SNR of a matching transformer. Technical drawback is its
necessity to withstand a beam induced radiation dose of up
to 250 Gy/yr. Fig. 1 shows a prototype of the analog sig-
nal chain, realized as matched high-impedance preampli-
fier with ≤ 3 μVrms noise at 10 MHz BW and additional
20 dB amplification, followed by a modular amplifier unit
with variable gain and 50 Ω line drivers. Furthermore, cali-
bration signals can be fed to the BPM electrodes to allow
online compensation of electrical drifts along the analog
chain due to temperature, radiation or aging effects.
Next steps will be an extensive benchmarking of the ana-
log components for realistic input signals. A detailed me-
chanical construction of the pickup and chamber will be
started as well, to test the entire BPM system on a wire test
bench and during dedicated beam times as soon as possible.
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LASSIE for FAIR 
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At all particle accelerators analogue signals are derived 
from detectors, rf cavities, function generators, transform-
ers and other sources. A common way to observe these 
signals in order to understand, trim and operate the accel-
erator is the readout and signal presentation by oscillo-
scopes. With an increasing amount of signals at large fa-
cilities like GSI or FAIR, this solution gets expensive. 
Furthermore, it can not be easily integrated into a com-
mon accelerator control system, which must provide safe 
remote operation including data recording, storage and 
time-correlated presentation. 
Long term experience with the cost-efficient ABLASS 
[1] system has already been obtained at GSI and the re-
duced performance in terms of resolution compared with 
oscilloscopes is acceptable for most of the signals.  The 
principle of ABLASS is based on the conversion of ana-
logue signals into frequencies, which are then counted in 
a modular VME system. To provide time-correlated sig-
nals acquired over the complete FAIR complex for the 
future digital control room, the concept of ABLASS will 
not only be ported to the new control system environ-
ment. In contrast to ABLASS the new DAQ system, 
which is called LASSIE (‘Large Analogue Signal and 
Scaling Information Environment’) is designed from the 
start as a distributed system. As such, LASSIE will be 
used at all FAIR accelerators, which are part of the modu-
larized FAIR start version: SIS100, HESR, CR, S-FRS, 
HEBT and pLinac. 
General Concept 
The technical realisation is described in [2]. LASSIE is 
based on the Front-End Software Architecture (FESA) 
[3]. The use of the FESA framework results in a clear 
separation between the data acquisition part and the 
graphical user interface. LASSIE includes both these 
parts: the data acquisition using FESA and Java-based 
analysis and display tools.  In addition, the FESA part, 
which is called LASA (Large Scaler Array), will strictly 
implement the currently emerging guidelines for FESA 
development at GSI. This will allow the seamless integra-
tion of the LASSIE system into the new FAIR control 
system by the beam diagnostics department. 
JAVA Tools 
The LASSIE system consists of several expert GUI 
tools, which are written in Java and are based heavily on 
CERN libraries for communication with the FESA classes 
and graphical display. This tool-set contains a general 
control and monitor tool for the LASA classes running on 
different distributed front-end computers, a spill structure 
analysis tool [Fig. 1], a counter display tool, a dose level 
tool and others [2]. Using the object-oriented approach of 
Java, the major part of the core functionality, like obtain-
ing data from the FESA classes, storing and analyzing the 
obtained data and many GUI widgets, could be put into 
packages common to all tools. This makes the GUI part of 
the LASSIE system more like a framework and gives it a 
great flexibility with respect to developing new and dedi-
cated tools. To synchronize the DAQ in a distributed set-
up a timing system is required. Currently the virtual ac-
celerator number and the UTC timestamp of the GSI ma-
chine timing transmitted once per cycle are used to assure 
the correlation of the data received and to detect timing 
errors. In the FAIR control system the machine timing 
will be handled via the White Rabbit timing system. It is 
based on Synchronous Ethernet, the Precision Time Pro-
tocol (PTP), new developed hardware and a field-bus like 
topology [4]. It provides deterministic data with sub-ns 
accuracy. As every event will be tagged with a time 
stamp, precise data correlation between the distant crates 
is assured. In the future this precise tagging may also al-
low data correlation throughout different timing domains 
of the accelerator complex.  
The possibility to extend LASSIE with other FESA 
classes acquiring time-dependent data e.g. DAC driven 
magnet power supplies, transforms it into a powerful tool. 
It will provide oscilloscope-like features fully integrated 
into the control system, making most of the expensive 
cables and hardware scopes in the control room obsolete. 
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Figure 1: The Lassie spill structure tool for analysis of 
synchrotron signals (from top to bottom: current trans-
former, quadrupole ramp and beam loss monitors). 
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MISSION
Presently, the accelerator’s operation software at GSI
runs on a cluster of DEC-Alpha machines. The comput-
ers’ OS is OpenVMS. The user interface is realized by X-
Window and Motif based clients. The software modules
for operation of the linear accelerator (LINAC), the trans-
fer lines, and common services are mainly written in For-
tran77. The central software components for operation of
the synchroton (SIS) and the storage ring (ESR) are written
in Pascal. All programming languages use specific DEC
extensions and a lot of OpenVMS specific system calls. We
aim to get rid of OpenVMS but to reuse the main parts of
the GSI operational software’s source code base by porting
the software to Linux. Addtionally, the migration shall en-
able interoperability with current or future developments,
e. g. in Java on Linux.
ISLANDS and BRIDGES
Fortunately, software components for operation of the
SIS and ESR on one hand, and the LINAC and transfer
lines on the other hand, are only minimally coupled. The
SIS and ESR operation software will remain unchanged
on OpenVMS and will be excluded from migration in step
one. In a second step those components will completely be
replaced by the LSA framework [2] with new Java applica-
tions.
New operation applications for the LINAC and transfer
lines are developed in Java on Linux and can be bridged
with the island of ported Fortran software. By the in-house
developed uv-architecture which is described in more detail
in [1] an observer pattern is realized to connect Java appli-
cations to Fortran applications for data exchange. Fortran
applications serve as publisher, Java applications subcribe
to uv-data-structures. Requests, replies, and notifications
are serialized over XML-streams.
On OpenVMS, the coupling between SIS/ESR operation
software and the LINAC software is realized by a service
which sends binary messages from one application to an-
other. In order to connect from VMS to the peer TCP/IP
communication on Linux a proxyservice was developed on
Linux [3].
STATUS and MIGRATION PATH
In 2011, the main operation applications for the LINAC
and transfer lines have been ported to Linux using the
in-house developed VMS system emulation libraries [1].
Some system oriented services have been reimplemented
in C/C++/Java on Linux. A framework to build the com-
Figure 1: Groups of operation software components in step
one of migration.
plete software stack from a tagged subversion repository
was developed. The above mentioned services and APIs to
bridge to remaining VMS software and to new Java appli-
cations are implemented and tested. Still missing are full
integration tests of all operation software components, a
production run time environment on Linux, deployment to
the production system, performance tests under production
conditions, and control room tests without and with beam.
Currently, a test console is set up which will serve as a
test site for integration tests and run time environment. In
order to switch the operation software to Linux it will be
neccesary to perform several temporary integration tests in
the main control room, first without beam, later with beam.
Now, the feasibilty studies and most of the implementation,
porting, and unit testing has been completed. However, in-
tegration and launching in production environment demand
further efforts and are scheduled for 2012.
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The FAIR timing system has the task of triggering and 
synchronizing equipment actions as required by the paral-
lel execution of different beam production chains. It must 
handle machine cycles from 20 ms up to several hours for 
storage rings. Although a precision of 1 µs is sufficient in 
most cases, some equipment like kickers needs timing 
with nanosecond precision. For synchronization of radio-
frequency components, the timing system is comple-
mented and linked to the Bunch phase Timing System 
BuTiS [1], but this is out of the scope of this document. 
White Rabbit 
The advent of the FAIR facility requires inevitable 
changes for the accelerator timing system due to larger 
distances and the need for higher precision. Furthermore, 
open technology shall be applied that is used by other 
major research facilities as well. A new timing system for 
FAIR will be based on a White Rabbit (WR) network 
[2,3]. WR is a protocol being developed further by 
CERN, GSI and other partners for synchronizing nodes in 
a packet-based network. It combines Gigabit-Ethernet, 
IEEE1588-2008 (PTP), precise knowledge of the link 
delay and Synchronous Ethernet: Time synchronization is 
achieved by adjusting the clock phase (125 MHz carrier) 
and offset (Coordinated Universal Time - UTC, or Inter-
national Atomic Time - TAI) of all network nodes to that 
of a common grandmaster clock. It has been demon-
strated, that sub-nanosecond synchronization with a jitter 
in the picoseconds range is achieved over distances of a 
few kilometers and across dedicated WR network 
switches.  
Equipment action will no longer be directly triggered 
upon receiving signals from a central timing unit. Instead, 
timing systems using WR networks are based on the no-
tion of absolute time. Like alarm clocks, timing receivers 
(TR) in a WR network are pre-programmed for autono-
mous execution of actions at a given date and time. Thus, 
distribution of information through the network and 
timely execution of actions are decoupled. 
Complementary Building Blocks 
Network. TRs are programmed to execute actions at a 
given time via so-called timing-events, which are 
broadcasted from a central master using UDP or raw 
Ethernet with high priority. The network must be 
deterministic with known upper bound latency, such that 
timing events are not received too late. Since packets are 
transmitted without handshake and may be lost, Forward 
Error Correction techniques such as Reed-Solomon 
encoding are required. Redundant links will be used at the 
critical parts of the timing network [4]. 
Etherbone (EB) is a network protocol layer meant for 
fast, low level communication. It connects two distant 
Wishbone System-on-Chip buses and provides direct 
memory access to network devices [5].  EB shall be de-
ployed at WR nodes at FAIR and CERN and its use in-
cludes transmission of timing events.  
Soft-CPU. WR firmware includes a small “Soft-CPU” 
for reusing existing open source software. This approach 
saves development time and FPGA area. At GSI, the 
LM32 from Lattice is now used in several designs for 
low-priority tasks, but also serves for debugging attached 
Wishbone devices [5].  
Status and Outlook 
In 2011, White Rabbit has been established as the basis 
for the FAIR timing system and significant progress was 
made on essential building blocks. This allowed detailed 
specification of form factors for FAIR Timing Receivers, 
PSP code 2.14.10.3.3. Further work included porting WR 
firmware from Xilinx to Altera FPGAs, the latter being 
used by TRs developed at GSI. The distribution of time 
stamps with WR has been successfully shown. The focus 
in the near future is on the integration of different build-
ing blocks. This is required for broadcasting timing events 
and demonstrating the capability of triggering synchro-
nized actions. The authors would like to thank the “White 
Rabbits” at CERN for support and collaboration. 
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The GSI control system is outlined as a decentralized 
distributed system in which front-end VME computers to 
interface the equipment are cross-linked with operation 
layer computers. As a specific, the front-end is split into 
two sub layers: Equipment controllers (EC), interacting in 
precise real-time with the equipment via MIL field-bus, 
and device presentation controllers, commonly called 
group micro processors (GµP), serving as the access point 
for commands from the operation computers (see fig. 1). 
 
Figure 1: Control system outline. 
The GµP establishes GSI's equipment modeling as de-
vices (denoted by nomenclatures, like TK1MU1) with 
properties (like STATUS, CURRENTS, RESET). A li-
brary (Userface) on the operation layers nodes handles 
remote access to the front-end devices. 
Close matching of the GµP's core software to the hard-
ware, the highly proprietary networking protocol, and 
strong interdependence between all communication com-
ponents impeded modifications. As result, the system was 
limited to OpenVMS and a specific type of 68020 VME 
boards running pSOS operating system. 
Being in use for more than 20 years now, the GµPs ur-
gently had to be replaced. To also overcome the limita-
tions by the network communication, a renovation project 
was started: In a Gordian knot approach, network com-
munication and core software on the GµP were rebuilt 
from scratch. 
The project was narrowed to the communication layers: 
Manpower was not sufficient to adapt operation level 
applications, or to re-implement the bulk of the GµP's 
software, the user service routines (USRs) which imple-
ment the equipment specific properties.  
 The new communication layer software implements 
the control system devices as objects, to which property-
objects are attached. These properties integrate the exist-
ing USR implementation as execution method (see fig. 2). 
Re-using the USR code easily ensures correct intercon-
nection with the unmodified EC's software which is by 
common shared memory. However, the complex struc-
tures used for data exchange require the same byte order 
in the GµP as the big endian ECs: PowerPC is favored. 
The new network communication internally uses 
CORBA middleware, encapsulated completely in client 
side interfaces which are provided for Java, C++ and Py-
thon. A wrapper additionally offers the former Userface 
for seamless integration into the existing operation's ap-
plications (see fig. 2). 
 
Figure 2: Replacement of communication elements. 
The renovated software could be run on different oper-
ating systems and different processor architectures. De-
veloped for Linux, it was easily ported to Windows too, 
both on client and server side. While first x86 based front-
end controllers are already installed in the accelerator 
control system, e.g. for stepper motor control, focus is to 
replace the old GµP boards by state-of-the art PowerPC 
boards, running Linux. 
Former functionality is fully provided, including access 
via Userface. Old and renovated front-end nodes can co-
exist in the control system, permitting step-by-step migra-
tion of the front-ends. After a long period, in which in 
each shutdown period several nodes were brought to the 
new system, all front-end nodes in the accelerator now 
run the renovated front-end system. 
After a long period of restriction, the renovated soft-
ware now opens the control system to modern environ-
ments and offers options for the future. Front-end layer 
supports multiple platforms: PowerPC and x86, Linux 
and also Windows. Labview can be used as client. Python 
is as future scripting language and for interactive access 
replaces the former Nodal interpreter. Limitations in data 
size as well as restrictions in the length of nomenclatures 
and property names are overcome.  
The front-end renovation is a prerequisite to transfer 
operation's applications to the Linux platform and to inte-
grate the existing accelerator into the new FAIR control 
systems. Access to existing front-ends was integrated into 
JAPC, to be used by future Java applications, and a gate-
way framework on FESA front-ends provide access from 
existing applications to future FAIR front-ends. 
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Kicker goes digital –  
Upgrade of Kicker Electronics for ESR and SIS 
M. Thieme, A. Bauer, W. Panschow 
GSI Darmstadt Germany 
INTRODUCTION 
For the rapid deflection of an ion beam (extraction, in-
jection) kicker magnets are used. The kicker magnets are 
operated in pulsed mode at high voltage. Thyratrons are 
used as high-voltage switches. Up to nine modules are 
used simultaneously for the beam deflection.  
Therefore, all thyratrons must switch at the same time 
with minimum deviation. The effective pulse width is 
determined by the switching of two thyratrons (main and 
dump switch). Sequence control, switch synchronisation, 
pulse generation, switch monitoring and data logging are 
done by software controlled electronics. 
The hardware components of the kicker control elec-
tronics from the SIS and ESR were developed about 25 
years ago and have been in use even since. 
Modern electronic components today open new possi-
bilities to achieve functionality. Besides a significant 
higher power density and performance of today's elec-
tronic components, especially miniaturization enables the 
construction of compact modules. Technical advances in 
digital electronics and signal processing facilitate the im-
plementation of measurement and control applications in 
all-digital solutions. 
By using highly integrated components such as FPGAs, 
electronics are programmable and scalable. 
PREVIOUS SOLUTION 
The control electronics (timing, synchronization and 
pulse monitoring, see Figure 1) are built-in components in 
several cassettes. It consists of modules with ECL logic 
and mixed-signal components. Because of differing logic 
levels, the use of level converters is necessary. 
The ignition point of each thyratron is determined by an 
ECL counter. The 15-bit counter is running at 50 MHz. 
The counter is preloaded by software and starts with a 
hardware start signal. 
 
Figure 1: Previous Solution. 
To ensure that all main and dump thyratrons switch 
synchronously, the ignition signal is passed through delay 
lines. 
Matching of channel-dependent delay times is carried 
out manually by changing the hardware of the delay ele-
ments. These changes are required during the operating 
time of the Kicker several times and at least once before 
starting a new beam time. 
Monitoring of the actual pulse width is done via com-
parators. The switching threshold must be adjusted manu-
ally. 
UPGRADE ELECTRONICS 
The complete control electronics (timing, synchroniza-
tion and pulse monitoring, see Figure 2) is integrated in a 
19" rack unit. With one rack unit, up to four Kicker chan-
nels can be controlled. 
The signal processing is done fully digital in FPGAs. 
The ignition signal is generated by a 23-bit counter in the 
FPGA. The counter is clocked at 280 MHz. 
Necessary delay times for synchronization are gener-
ated in the FPGA. They can be adjusted via software. The 
monitoring of the actual pulse width is done via software 
controlled comparators.  
The trigger thresholds are continuously dynamically 
adaptable. 
Continuous pulse monitoring with high resolution al-
lows adjusting the delay time before each kicker cycle. 
 
Figure 2: Upgrade. 
Parameter Previous Upgrade 
Pulse generation   
Resolution 15 Bit 23 Bit 
Frequency 50 MHz 280 MHz 
Minimum Pulse Width 20 ns 3.6 ns 
Pulse delay generation   
Method analog digital 
Resolution 50 ns 3.6 ns 
Minimum Step 50 ns 3.6 ns 
Maximum Delay 680 µs 107 ms 
Pulse Monitoring   
Resolution 8 Bit 23 Bit 
Minimum Pulse Width 625 ns 7 ns 
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Pilot Studies on Optical Transition Radiation at UNILAC  
B. Walasek-Höhne1, C. Andre1, F. Becker1, R. Fisher1, P. Forck1, H. Graf1, A. Lumpkin2, A. Reiter1, 
M. Schwickert1  
1GSI, Darmstadt, Germany; 2Fermi National Accelerator Laboratory, U.S.A. 
Introduction  
The characterization of transverse ion beam profiles is 
an ongoing research field at GSI. Nowadays, beam pro-
files are often measured with secondary electron emission 
grids, scintillating screens, beam scrapers or beam in-
duced fluorescence monitors [1].  
As an alternative, the feasibility of optical transition ra-
diation (OTR) has been evaluated in this pilot study with 
an 11.4 MeV/u (β=0.16) U28+ beam at the UNILAC. The 
present experiment was prompted by successful meas-
urements at the CLIC Test Facility 3 with 80 keV elec-
trons (β=0.5) and the feasibility study [2] for UNILAC 
and HEBT energies at GSI.  
OTR is a classical electro-dynamic process: A particle 
of charge Q and velocity β generates optical photons 
when it crosses the boundary between two media of dif-
ferent dielectric constants. For the number of emitted pho-
tons N, theory predicts the proportionality N ~ Q2·β2. 
Because OTR is a surface phenomenon, the use of very 
thin foils, e. g. aluminized Kapton (e.g. 0.1 μm Al on 6 
μm Kapton), is standard for electrons and minimum-
ionizing protons. The pilot study aimed to find a ther-
mally stable OTR target for highly-ionizing heavy-ions 
and to detect useful transverse profiles for the first time, 
taking advantage of their large Q value. 
Experimental Setup and First Results 
The series of experiments using the non-relativistic 
U28+ beam have been performed at the X2 area. Figure 1 
shows a scheme of the experimental setup consisting of 
an OTR target ladder and image-intensified CCD camera 
system (ICCD). 
 
Figure 1: Scheme (left) and photo (right) of OTR experi-
ment at the X2 beam line area.  
The ICCD gating feature (down to 10 μs) was used to 
select preferentially the prompt OTR signal versus any 
background sources in the scene with a longer emission 
time constant like e.g. blackbody radiation from the 
screen. To test the Q-dependence of the light yield meas-
ured by the ICCD, a moveable 570 μg/cm2 carbon strip-
ping foil upstream of the target increased the mean charge 
to Q~73. During initial tests, a thick 500 μm stainless 
steel target proved superior thermal behaviour compared 
to the thin aluminized Kapton target which was damaged 
during irradiation.  
For U73+ reasonable beam distributions were acquired 
above ~2·107 ppp. Figure 2 compares raw data of beam 
distributions for both charge states, but same ion number 
of ~7·108. The ratio of the integral ICCD intensities sup-
ports the predicted Q2 dependence: 3.3/0.49 ~ 732/282.  
Detailed comparison with profile grid data and the 
analysis of spectroscopic measurements are currently 
evaluated.  
 
Figure 2: OTR beam spot recorded without (left) and with 
(right) stripping foil for constant beam parameters. 
Summary 
First OTR measurements with non-relativistic heavy 
ions at the UNILAC delivered promising data. The beam 
spot was clearly detectable and the Q2 dependence was 
observed. The next step is to install an OTR monitor into 
the high energy beam transport lines to provide necessary 
data required for more intense high-energy ion beams as 
planned for the Facility for Antiproton and Ion Research 
FAIR.  
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Low Current Profile Measurements using a Current-to-Frequency-Converter (QFW) 
M. Witthaus, J. Adamczewski-Musch, H. Flemming, J. Frühauf, S. Löchner, H. Reeg and P. Skott  
GSI, Darmstadt, Germany
Overview 
The development of a prototype system with 8 Current-
to-Frequency Converter (QFW) ASICs [1] is a collabora-
tion between the Beam Diagnostics and the Experiment 
Electronics departments at GSI since 2010 [2]. This elec-
tronic device will provide an economic alternative readout 
for Secondary Electron Monitor (SEM)-profile grids or 
similar beam diagnostic devices like Multi-Wire Propor-
tional Chambers (MWPC) or Ionization Chambers. Trans-
verse beam profiles with a time resolution down to the 
microsecond range have been recorded successfully dur-
ing different test campaigns at GSI beam lines. 
Hard- and Software 
The developed and used hard- and software is described 
in [2]. The software (FPGA control unit and GO4) was 
improved to measure up to 100 time slices. As a result, 
the time resolution during the beam pulse measurement is 
significantly increased. Additionally, the prototype was 
extended to 2*32-input channels recently, whereby the 
control unit operates with two existing prototype mother-
boards. 
Measurement Results 
Further measurements were performed with a 2*32-
wire MWPC in the HEBT beam line at GSI. 
 
 
Fig. 1: Time-dependent profile of a MWPC, 300 MeV/u 
40Ar18+ beam 
Fig. 1 shows the vertical time-dependent beam profile from 
the first half of the MWPC x-plane (16 out of 32 wires). 
The beam duration is about 1.5 s and each time slice repre-
sents 20 ms. The profile data is analysed with GSI Object- 
Oriented Online Offline system (GO4). 
Next Development Step 
After promising and successful beam campaigns with 
different ion species it was decided to develop a revised 
prototype motherboard, now with 64 input channels. 
 
Fig. 2: Block diagram of the prospected readout system 
The next development step of the readout system is 
shown in Fig. 2. This new board contains 16 QFW-II 
ASICs for 64 channel inputs in total and a FPGA Control 
Unit called EXPLODER [3] providing also the network 
communication electronics. The board sends the meas-
ured data to a PEXOR card [3] and in turn receives all the 
QFW parameters. The QFW parameters are set via EPICS 
(Experimental Physics and Industrial Control System). 
The measured data of the profile grids are transferred to 
the MBS (Multi Branch System) DAQ system by the 
PEXOR card. The LEVCON [3] and TRIXOR [3] mod-
ules are necessary for the MBS trigger operation. The last 
one is installed in a PC which is controlled by Remote 
Desktop Protocol. For now, the beam profiles are ana-
lyzed and displayed by GO4 software. 
In this stage the VME-crate with various VME-boards 
is no longer necessary. The new compact design is ready 
for Front-end Software Architecture (FESA), and presents 
an economic solution for future applications at GSI and 
FAIR. The use of MBS will be continued for testing pur-
poses or in case of experiments with beam, until it is re-
placed by FESA. 
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Quantitative Scintillation Screen Studies at UNILAC Energies
and related Model Calculations
E. Gu¨tlich1, R. Haseitl2, A. Reiter2, B. Walasek-Ho¨hne2, K. Gu¨tlich2, P. Forck2, and O. Kester1,2
1Goethe University Frankfurt am Main, Frankfurt, Germany; 2GSI Helmholtzzentrum fu¨r Schwerionenforschung,
Darmstadt, Germany
Scintillating screens are commonly used at accelerator
facilities [1], however their imaging qualities are not well
understood, especially for high current ion beam opera-
tion [2]. Due to the impact by ions, the dose rate dur-
ing beam delivery is more than 10 orders of magnitude
higher than for other application of scintillators in typical
nuclear physics experiments. Several types of radiation-
hard inorganic-materials were investigated for various ion
species and energies of 4.8 and 11.4 MeV/u. To validate the
imaging quality of the scintillators a scraper scan method
was established. The scraper scan method gives a beam
profile with higher spatial resolution than profile grids (grid
spacing= 1.5 mm, scraper step size = 0.02 mm).
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Figure 1: Comparison of reference methods with profiles
obtained by Al2O3 screen (1st and 1000th macro pulse).
Beam parameters:48Ca10+ @ 4.8 MeV/u, 4.3 ∗ 1010 ppp,
13.5 µA, 5 ms, 1 Hz, Ppeak= 317 W, Paver= 1.59 W.
Ceramic Al2O3 showed the best agreement with ref-
erence methods (see Fig. 1) compared to other ceramics
like ZrO2 : Y or quartz glass Herasil 102. For Al2O3
irradiated with a Ca beam of 4.8 and 11.4 MeV/u and
a constant beam flux, these methods are compared. For
4.8 MeV/u the results are in good agreement (see Fig. 1),
while for 11.4 MeV/u the screen image does not reflect the
beam distribution which can not be attributed to material
degradation.
Models for the response of scintillators to single particles
have a long history, see e.g. [3]. A model for the response
of a scintillator to an ion beam has been developed.
It is based on the radial dose distribution of the ions,
estimations concerning the behavior in the overlapping
regions and a maximal energy dose which can be converted
inside the material, as proposed by [3]. This model was
applied to Al2O3, can describe the observed saturation
effect observed at 11.4 MeV/u and is able to reconstruct
saturated images. Detailed measurements are planed in the
near future to validate the model for different ion energies
and species.
Detailed spectroscopic investigations were performed,
to determine the influence of the ion beam intensity
on the luminescence spectra emitted by the materials.
No significant dependence of the spectrum to the beam
intensity was found for most of the scintillators [2].
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Figure 2: Wavelength-resolved beam profiles from the
spectroscopic data, Beam parameters: 48Ca10+ @ 4.8
MeV/u, 5.4 ∗ 1010 ppp, 31 µA, 3.3 ms, 1 Hz, Ppeak= 604
W, Paver= 1.99 W.
In Fig. 2 the wavelength-resolved beam profiles are
shown for different wavelength which can be obtained
from the spectroscopic data. In the top plot the profiles
of the first macro pulse are shown for F+, F 0 and Cr3+.
Different profiles are recorded for each wavelength. The
second plot shows the profiles of the 100th macro pulse.
The third row compares the profiles for 330 nm of the
first and the 100th macro pulse. Only small changes can
be observed for the 330 nm emission. This shows that
imaging property of the F+-emission (330 nm) is more
stable over time, therefore profile measurements around
330 nm can lead to better results than in the optical region
of the spectrum.
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Scintillation Screen Investigations for 300 MeV/u Ion Beams* 
K. Renuka1,2, C. Andre1,  F. Becker1, W. Ensinger2, P. Forck1, R. Haseitl1, and B. Walasek-Höhne1 
1GSI, Darmstadt, Germany; 2 Technical University of Darmstadt, Germany 
Scintillation screens are a prominent tool for beam 
alignment in accelerator facilities due to their ability of 
producing high- resolution two dimensional beam images 
at reasonable cost [1, 2]. The main aim of this work is to 
search for a suitable scintillating material for beam profile 
measurements in the high-energy beam transport section 
of FAIR. Different scintillation screens such as single 
crystals, powder screens, ceramics and glass materials 
were irradiated with ion beams delivered from SIS18. The 
experiments were performed in HTP beam line in front of 
the beam dump (Fig. 1). The experimental setup and 
measurement details are presented in detail in [3]. 
 
 
Figure 1: The target ladder with ten different scintillation 
screens. The scintillation light was recorded with a stand-
ard CCD camera. 
   Except Mg-and Y-doped ZrO2, all of the scintillating 
screens showed a linear light yield for three orders of 
magnitude of particle intensity for carbon and uranium 
ion beam [3]. Apart from the ZrO2 screens, the other scin-
tillation screens were investigated using neon and tanta-
lum ions with particle intensities ranging from 104 to 109 
particles per pulse. Linear light yield of five orders of 
magnitude of particle intensity was observed from the 
screens (Fig. 2). The highest light yield was measured for 
YAG:Ce (1 mm), whereas Al2O3 resulted in low light 
yield. The light yield of Al2O3 was 1 order of magnitude 
lower than Al2O3:Cr. P46 powder screen gives more light 
yield than YAG:Ce (0.25 mm) although they are prepared 
from the same source materials. All the samples repro-
duce the beam width within the deviation of ± 4 % (Fig. 
3), except YAG:Ce (1 mm) which produces a significantly 
broader beam width. The light yield normalised to the 
single particles energy loss shows a dependency on the 
ion species as determined for carbon, neon, argon, tanta-
lum, and uranium. This investigation reveals that the light 
yield of the samples is higher for lighter ions than heavier  
 
*This work was supported in part by the German Ministry 
of Science (BMBF) under contract No. 06DA9026 
ions showing a non-proportional behaviour on energy 
deposition [4]. The future work will be focused on radia-
tion induced damage of scintillation materials. 
 
Figure 2: Light yield of scintillation screens irradiated 
with 275 MeV/u tantalum ions, 300 ms pulse length. 
                                    
   
Figure 3: Imaged beam width obtained from different 
screens. The beam parameters are same as Fig.2. 
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Frequency-variable digital filters for beam phase control ∗
P. Surapong1, C. Spies†1, M. Glesner1, and H. Klingbeil‡1,2
1Technische Universita¨t Darmstadt, Darmstadt, Germany; 2GSI, Darmstadt, Germany
Abstract: We present a design and FPGA implemen-
tation for frequency-variable band pass filters for lon-
gitudinal beam phase control. These filters can be used
to detect longitudinal bunch oscillations.
Introduction
Closed-loop beam phase control is applied for damp-
ing undesired longitudinal bunch oscillations [1].
Computation-intensive tasks, such as phase detection
[2] and filtering, are handled by field-programmable logic
devices (FPGAs) in order to improve the system’s perfor-
mance. The present paper discusses a frequency-variable
digital band pass filter.
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Figure 1: Signal processing block diagram for closed-loop
beam phase control; future extensions are dashed.
Architecture
Our filter architecture supports a sparse coefficient vec-
tor with a maximum length of 16384 and at most 64
nonzero coefficients. A feedback factor a enables FIR
(a = 0) or IIR (a 6= 0) filters. The values of up to 64 co-
efficients, their position in the sparse vector, the feedback
factor and a scaling factor are stored in registers accessi-
ble to the DSP and can be updated at run-time. Changes
become effective when the next sample arrives.
Presently, only three constant coefficients are used (c0 =
c2 = − 14 , c1 = 12 ); they constitute a band-pass filter. The
center frequency is modified by changing the position i of
these coefficients in the coefficient vector: i0 = 0, i1 =
k, i2 = 2k, where 0 corresponds to the most recent sample.
k depends on the desired pass-band center frequency fC
and the sampling interval TS: k = (2 · fC · TS)−1
By tuning fC to the synchrotron frequency fS, dipole
oscillations can be detected and damped [1].
∗Work supported by GSI, contract DA/GLE1, and by BMBF, grant
no. 06DA9028I
† christopher.spies@mes.tu-darmstadt.de
‡ h.klingbeil@gsi.de
Operation
Fig. 2 shows the input and output signals of the phase
detector and the bandpass filter, obtained from simulations
assuming TS = 3.224µs. The first two diagrams show
the gap voltage and the beam position signal. In the third
and fourth diagram, the phase difference between the two
signals and the synchrotron frequency are shown. The last
diagram shows the filtered phase difference.
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Figure 2: Hardware simulation results
Future Work
Not all features of the architecture are presently utilized.
We will therefore investigate more complex filters to im-
prove the frequency response. The filter coefficients them-
selves could be adapted on-line by another hardware mod-
ule. Furthermore, we will optimize our filter design in or-
der to minimize its FPGA area consumption.
Additional filters will be added (as shown in fig. 1) to
process amplitude information as well. This enables de-
tecting higher-order oscillations [3].
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Faster Parameter Sweep of the phase velocity of the wave in a Pickup-design
Joel A. Tsemo Kamga, Wolfgang F.O. Mu¨ller, Kynthia K. Stavrakakis, and Thomas Weiland
Technische Universita¨t Darmstadt, Institut fu¨r Theorie Elektromagnetischer Felder (TEMF), Schlossgartenstrasse 8,
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Introduction
The simulation of the Pickup design developed in [1]
with CST Particle Studio [2], where the phase velocity of
the wave is to be matched to the beam velocity using a fer-
roelectric material (see figure 1 in [1]), takes much time. In
order to reduce the simulation time, a Parametric Model
Order Reduction (MOR) based on the Finite Integration
Technique will be studied in this work. In particular one
is interested in a fast evaluation of the frequency response
while taking also material variations into account.
Parametric Model Order Reduction
The particle beam velocities in the beam pipe can be
modeled by respective permittivities εi. Different reso-
nance curves result for each εi. With an appropriate εtune
for the tunable material, the resonance frequency can be
again shifted to f = 3 GHz. The appropriate ε3GHztune can
be characterized by performing a parameter sweep in CST
MWS over a relatively wide range of εtune in order to re-
strict the search range. The exact ε3GHztune is found by doing
an optimization in MWS over this small range. The time
consuming parameter sweep in MWS can be replaced by
multivariate MOR techniques.
This method uses the Maxwell Grid Equations (MGE)
which describe the device and which have been obtained
by using the Finite Integration Technique [3]
CFIT_e = − ddtMμ
_
h, SFITMμ
_
h = 0,
C˜FIT
_
h = ddtM
_e +
_
j s, S˜FITM
_e = 0.
(1)
The matrices CFIT, C˜FIT and SFIT, S˜FIT are discrete
topology matrices representing the curl and divergence op-
erators, respectively. The Mε,Mμ are diagonal matrices
which contain the mesh geometry and the material prop-
erties. The MGE are used to define a system with input
i, output u, a state vector x and system matrices A,B,C.
This can be achieved by substituting _h in (1), resulting in
(Mεs2 + C˜FITM−1μ CFIT)︸ ︷︷ ︸
A(s,εtune)
_e = −s_j s (2)
in the frequency domain. The input at the ports are defined
in terms of a matrix B and the generalized current i, i.e.
−_j s = Bi. In addition, _e represents the state vector, thus
x = _e. Analogously, the output is defined in terms of the
vector x and a matrixC. The resulting system is
A(s, εtune)x = sBi, u = Cx, (3)
with transfer function Z(s, εtune) = CA−1(s, εtune)B.
MOR aims to reduce this typically very large n dimen-
sional system (3) to an mn dimensional system.
For this, the solution vector x of (3) is restricted on
a space spanned by orthonormal trial vectors v1 . . .vm.
With V = [v1 . . .vm] we substitute x = Vxˆ.
Aˆxˆ = sBˆi, u = Cˆxˆ (4)
with Aˆ =W∗AV , Bˆ =W∗B, Cˆ = CV∗B and transfer
function Zˆ(s, εtune) = CˆAˆ−1(s, εtune)Bˆ. The matricesV
and W are chosen such that the moments of the original
and the reduced order transfer functions are matched with
respect to both s and εtune. The procedure is described
briefly in [4] and in more detail in [5].
Once the projection matrices are set up, which is the
most time consuming part in MOR, the s-parameter curves,
resulting from the respective Zˆ for each εtune are calculated
within seconds, and are thus faster compared to the MWS
parameter sweep. For example, for a fixed ε i = 2.37 the
parameter sweep of εtune between 34 . . .41 using MWS
2011 takes tMWS ≈ 1h. On the same machine, the mul-
tivariate MOR, which is implemented in MATLAB, takes
tMOR ≈ 25min to calculateV and to do the sweep.
Summary
A fast frequency response evaluation under considera-
tion of material variations has been achieved in this work.
Thus, the parameter sweep required for an estimation of the
tunable material range, before its optimization, can be re-
placed by a faster parameter sweep with the help of MOR.
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K. Fricke-Neuderth, V. Wolff, M. Weß und M. Weber 
University of Applied Sciences Fulda, Germany
Introduction 
This project is related to the replacement of analog RF 
components for heavy ion synchrotrons by digital compo-
nents.  The advantages of digital electronics are: better 
stability and reproducibility and the possibility of the ap-
plication of advanced control algorithms. 
 
In this project a FPGA based (FPGA = field program-
mable gate array) system has been developed which con-
trols the RF signals for the acceleration cavities in the 
FAIR project. The RF signals are generated by Direct 
Digital Synthesis (DDS) modules. Since the cavities are 
separated by distances of a few hundred meters, a syn-
chronization mechanism has to be introduced in order to 
compensate for the delay times. In order to control the 
phase of the RF signal within a few degrees a precise re-
synchronization concept has to be investigated. 
Synchronization of DDS 
To accomplish the synchronization of the DDS-modules 
of the cavities in the remote control rooms the BuTiS ref-
erence clock [2] is used. Two synchronization clocks of 
200MHz and 100 kHz are provided by this system. A data 
telegram containing frequency and phase information for 
each cavity is generated in the central control room and is 
subsequently transmitted to the control rooms of the ac-
celeration cavities. The synchronization of the frequency 
data and trigger telegrams takes place in these control 
rooms using the delay-compensated BuTiS clocks.  The 
setup of the system is shown in Figure 1.  
 
 
Figure 1: Implementation of the resynchronization mech-
anism of different DDS-units 
As shown in figure 1 the Master-DDS-unit receives the 
frequency data from a PC by communication via a Mil-
Bus. The frequency words will be sent via the optical link 
to the Slave-DDS-Unit. The Master-DDS-unit resynchro-
nizes the signal relative to the BuTiS-clock. Thus the time 
caused by the transfer via the MIL bus is compensated. 
Similarly the Slave-DDS-units receive the data telegrams 
and synchronize the frequency words relative to the Bu-
TiS-reference. Actually there will be 10 frequency words 
stored in a delay-buffer, according to a period of the 100 
kHz clock cycle in all DDS-units.  
Each DDS-unit takes the correct frequency word of the 
delay-buffer, based on the known signal propagation de-
lay, and activates this frequency word synchronized with 
the rising edge of the 100 kHz clock cycle. 
Realization 
A Field Programmable Gate Array (FPGA) on a FIB2-
Board (FPGA Interface Board) controls the DDS modules 
in the DDS-units. In the developed control system the 
FPGA of the Master-DDS-unit processes the incoming 
data telegram from the PC.  
The FPGA printed circuit board enables the communi-
cation between the control room and the DDS modules. 
The main function of the FPGA on the FIB2-Board is to 
control the DDS-module and to configure the internal 
DDS registers for the required sine wave frequency out-
put and phase. The FPGA is clocked by an external 
50MHz quartz oscillator. In order to receive a quick re-
sponse, the internal PLL of the FPGA increases the exter-
nal 50MHz clock to the internal operation frequency of 
200MHz. For the frequency generation the AD9854 DDS 
of Analog Device is used. The AD9854 is connected by 
an 8 bit bus on the FPGA and is able to generate a 
100MHz sine wave output. 
Discussion, Future Work 
A modular FPGA-based system has been developed 
which is able to resynchronize the RF-system of a heavy 
ion beam accelerator to an absolute timescale. The system 
has been simulated using Modelsim.  
The synchronization mechanism will be optimized and 
extended for other configuration-telegrams used in the RF 
components.  
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Development of a modular Bake-Out-Controller
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GSI, Darmstadt, Germany
Abstract
For the generation of ultra-high vacuum pressures, the
bake-out of the vacuum chamber is a well proven method.
In general, the bake-out process of vacuum systems is
rather expensive, due to the high hardware costs for the
needed controller. The idea was to develop a new bake-out
controller which is modularly built up, much cheaper and
more ﬂexible than the typical controllers. The developed
prototype consists of three slave modules which are imple-
menting a closed loop control for respectively 8 channels.
The master module is the head of the system. It controls the
whole system and provides the possibility to communicate
via TCP/IP with the bake-out controller. The actual datas
are rendered to a small built-in lcd screen. The whole in-
ternal communication is transacted via a RS485 bus system
with a tiny ASCII protocol. The external communication
with the controller is realized via a classical telnet connec-
tion or with a graphical user interface (GUI) which is also
capable of logging and displaying the data of the bake-out
process. The GUI is a multi-platform software providing
support for Linux, Windows and MacOS X.
The Controller
Topology
The whole prototype controller consists of a master and
three slave modules, connected via a RS485 bus. In case
of the used bus, new slave modules can be added by sim-
ply plugging in a cable and update the master module that a
new module is available. The closed-loop control of a slave
module is completly independent from all other processes
done on the module, like communication or calculation. It
is also possible for the module to operate further if the mas-
ter module is not responding anymore, so that a bake-out
process can be ﬁnished regularly.
Master
The master is the core of the whole system. It controls
the communication between an external user or application
with the whole system. All parameters are parsed, buffered
and checked for consistency on the master module, before
they are sent to the corresponding slave module.
Slave
Each slave module is implementing a closed-loop con-
trol for 8 heating channels. It is also possible to use a
two-point closed-loop control or a procedural integral and
differential (PID) closed-loop control. The output is also
fully conﬁgureable. It is feasible to change the low- or
high-active behaviour for special high power output sys-
tems. The ouput pins are operated at TTL-Level. The slave
module is also implementing important security functions
like checking the temperature for possibility or especially
checking if a thermocouple is working properly. If a failure
is detected the affected channel is deactivated while the rest
of the system can continue to work without being affected.
A direct communication to a slave module is also possible
for changing deep system settings without the need for a
full reﬂash of the slave module, e.g. changing the module
identiﬁer or direct writing to the slave module EEPROM.
Graphical User Interface
The communication with the system can be realized via
a classical telnet connection. For a more comfortable way
of communication a graphical user interface (GUI) is avail-
able, which can change and visualize graphically all the
parameters of the controller. The application also stores all
the received data to a ﬁle for a later analyze. At the bottom
of the GUI a plot of the present bake-out temperature vs.
time is rendered (see Figure[1]). The application is avail-
able for Linux, MacOS X 10.6/7 and Windows.
Figure 1: The realtime module view
Summary
The designed prototype has been intensively tested and
the controller is working properly. It is modularly built up
and ﬂexible. The temperature control is working with an
accuracy of 1-2%. The security systems capable to sense if
a thermocouple is broken or not. The graphical user inter-
face is a comfortable solution for changing and controlling
all the important parameters of the bake-out controller.
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Acceptance Tests and Thin Film Coatings carried out by the Vacuum Laborato-
ry 
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no 
GSI, Darmstadt, Germany
 
    In the context of the technical developments for the 
construction of the Facility for Antiproton and Ion Re-
search (FAIR) a large number of measurements, per-
formed also for other groups, to define the quality of 
components to be mounted into the SIS 18 and in the ex-
perimental areas were carried out by the vacuum laborato-
ry of GSI.  Additionally, NEG coating of stainless steel 
pipes – dipole and quadrupole magnet chambers and 
straight pipes- were performed by means of three differ-
ent magnetron sputtering systems. The experience ac-
quired in this field during the last years allowed the vacu-
um laboratory to carry out also coating of NEG and Ti 
thin films for different universities and industries. The 
different works performed by the vacuum laboratory of 
GSI will be presented and discussed. 
Acceptance Tests 
Surface outgassing and presence of leaks are the main 
obstacles to achieving extreme vacuum. For that reason in 
the GSI vacuum laboratory two experimental set-ups have 
been built to analyse the leak rate and the released gases 
after heating of components, which have to be mounted in 
the accelerator.  
Leaks may appear because of various defects of the ma-
terial (presence of pores and air cracks due to mechanical 
or thermal stress or virtual leaks, where gas evaporates 
from inner excavations) and/or of the connecting areas 
carried our by brazing or by welding, especially between 
different materials (ex. ceramics-metal). The leak detec-
tion is generally performed by means of a commercial He 
leak detector and of a residual gas analyser optimised for 
the detection of the mass 4. 
 The outgassing study is realised performing a heating 
cycle up to a maximum temperature of 300°C (depending 
on the material) for about 48 hours and recording the 
pressure values and the spectra before and after heating. 
As an example of the measurements carried out in the last 
years, in Figure 1 is shown the spectra recorded for the 
inflector chamber of the SIS 18 before and after heating 
at 250°C for 48 hrs. After the heating cycle there was no 
evidence of gases with high masses or fluorine, poisoning 
for NEG, the final pressure recorded was ≈ 4x10-11 mbar, 
and the leak rate<1x10-10 mbar l/s: because of these re-
sults the chamber was accepted to be mounted in the ac-
celerator. 
Thin films coating 
Three different cylindrical magnetron sputtering systems 
 
  
Figure 1: Spectra recorded before and after the heating 
cycle at 250°C for 48 hours. 
 
were designed and commissioned at GSI starting from 
2005. Essentially they consist of vacuum pumping units, 
equipped with a gas injection line, gauges, residual gas 
analysers, a manifold, and solenoids. The surface chemi-
cal composition and the good activation behaviour of the 
produced thin films (≈ 1 μm thick) were proved analysing 
small samples coated together with each vacuum pipe by 
means of XPS performed initially at CERN and then at 
the Magdeburg University. Two additional techniques for 
the NEG quality assurance were improved at GSI: RBS 
and ERDA.   
During the SIS18 upgrade shutdowns from 2006 to 2009 
24 dipole magnet chambers, 11 long and 5 short quadru-
pole chambers, and 13 straight vacuum pipes were re-
placed by NEG coated chambers- which corresponds to 
app. 65% of the SIS18 circumference. The experience 
acquired in this field during the last years allowed the 
vacuum laboratory to carry out also coating of NEG and 
Ti thin films for different universities and industries. In 
Table1 are shown the collaboration of the last two years. 
 
INSTITUTE N° coating 
MPI Heidelberg, Germany 4 
Triumf, Canada 1 
FMB Feinwerk und Messtechnik, GmbH, Berlin, 
Germany 
1 
Forschungszentrum Jülich, Germany 3 
Ludwig Karls Uni München, Germany 1 
MIT Boston, USA 2 
Table 1: Institutes and Industrial Company, which re-
quired the vacuum laboratory to deposit thin films on dif-
ferent vacuum pipes. 
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Determination of phase position for an active Rectifier circuit with sinusoidal 
mains current 
A.Wiest, M.Dudhat, A.Döring, GSI Darmstadt, Germany
I. Introduction 
In a particle accelerator magnets are used for the de-
flection or focusing of a particle beam. When a magnet is 
powered, energy is stored in its magnetic field. This ener-
gy can  be fed back into the voltage intermediate link of 
the power converter when the current is driven to zero. 
When using a power converter with classic passive feed 
(three phase full wave bridge rectifier, Fig. 1) the required 
capacity C1 of the voltage intermediate link depends on 
the amount of stored magnetic energy and on an accepta-
ble voltage level. Large capacitors and high voltage levels 
increase cost and size of the power converter. 
 
Fig. 1. Passive power supply feed 
This drawback can be solved with an "Active Rectifier 
Circuit" (ARC), as shown in Fig.2, with a pulse width 
modulation strategy based on space vector analysis. With 
ARC the energy of the intermediate link can be fed back 
into the mains. Therefore the intermediate link capacity 
C1 can be small. 
 
Fig. 2. Active power supply feed. 
The main advantage of ARC is the sinusoidal form of the 
mains currents and therefore non active power is reduced. 
II. Experimental implementation and results 
Compared to a passive rectifier circuit, ARC requires 
much more hard- and software development efforts. Sam-
ples of mains currents and voltages (uN1,uN2,uN3) have to 
be taken for the PWM (pulse width modulation) process 
in which the driving pattern for the transistors T1 to T6 is 
generated (Fig. 2).  
An important part of the PWM process is the determi-
nation of the mains phase position θ, in terms of space 
vector notation. This is done by a complex VHDL algo-
rithm. For this purpose a printed circuit board (PCB) with 
various ADCs and a FPGA- module [2] with several in-
terfaces was developed. The VHDL implementation for 
calculating the mains phase angle position θ is based on a 
phased locked loop (PLL) as shown in Fig.3 [1]. 
 
 
Fig. 3. PLL schematic 
It includes other sub-blocks such as Clarke-trans-
formation (αβγ), Parks-transformation (dq0), a PI control-
ler GR(s) with anti-windup feature [3] and an integrator 
GI(s). The calculated phase angle θ is routed to the adap-
tive control unit (ACU) [4] via universal serial interface 
(USI) [4] on the PCB. 
In operation the ADCs creates noise of about one LSB. 
This causes an error of the phase angle θ less than 6.7x10-3 
degrees. This fulfils the running project requirements.  
III. Conclusion 
The algorithm for the active rectifier circuit is a chal-
lenge for hardware and software development. However, 
complex mathematical algorithms, such as the mentioned 
sine and cosine calculations for the PWM and other mod-
ules, can be realized using FPGA technology.  
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Introduction 
High energies and new challenging demands on the de-
termination of relevant beam parameters require a revalu-
ation of beam diagnostic methods. Beam tomography in 
combination with beam induced fluorescence measure-
ments supports a broad spectrum of beam parameters for 
accelerator monitoring as well as for detailed investiga-
tions on beam dynamics in a non-invasive beam diagnos-
tic. A new diagnostic device for beam tomography has 
been developed and several algorithms have been investi-
gated for the Frankfurt Neutron Source (FRANZ) at the 
IAP. 
Measurement Device 
A rotatable vacuum chamber (Figure 1) has been de-
veloped to provide a high number of projections around 
the beam [1]. It has a length of 351.2 mm along the beam 
line and is integrated into the beam line by two CF150 
flanges. Four orthogonal adapter flanges CF100 can be 
assembled with different measurement devices. For the 
measurement of beam induced fluorescence signals a 
CCD-Camera with a resolution of 1200 x 1600 pixel, a  
 
 
Figure 1: rotatable vacuum chamber. Left: chamber with 
assembled CCD-camera. Right: technical construction. 
shutter speed of  5μs – 60s and a wavelength sensibility of 
320nm – 1000nm has been used. The chamber is able to 
rotate around 270° partitioned in more than 5000 angle 
steps. Featuring two threefold viton seals with ball bear-
ing, the chamber is leak-proof during rotation for vacuum 
pressures down to 10-7mbar. 
Results of Tomography 
Tomography has been preferentially performed with fil-
tered back projection, since this allows a high scalability 
of reconstruction accuracy using a high number of pro-
files that can be delivered by the new rotatable vacuum 
chamber [1]. In preliminary inquiries the correlation be-
tween, vacuum pressure, residual gas and shutter speed 
has been explored [2]. First measurements have been ac-
complished with nitrogen at a vacuum pressure of  
10-6 mbar and a shutter speed of 5000 ms. Projections 
have been taken from 180 angles around the beam (Figure 
2, left), covering a length of about 70 mm of the beam in 
longitudinal direction. The transverse beam profile has 
been reconstructed with 1600 slices (Figure 2, middle) 
and the momentum space has been reconstructed from 
180 directions around the beam (Figure 2, right).  
 
 
Figure 2: Left: Measured projection. Middle: back pro-
jected transversal position space. Right: back projected 
transversal momentum space.  
Additionally, several beams have been simulated and 
reconstructed by the program Lintra to investigate and 
develop algorithms for the evaluation of the beam. 
Beam Evaluation 
From the reconstructed position space parameters like 
beam shape, beam diameter, centroid and position of the 
main beam axis have been identified by the investigated 
algorithms. The emittance of the beam has been deter-
mined from the reconstructed phase space image as RMS-
emittance and from the measured projections by a gradi-
ent method as effective emittance. One major feature of 
the tomography approach is the beam diameter and the 
beam emittance determineation from several directions 
around the beam. Assumptions of nearly radial symmet-
ric, Gaussian beams are not necessary when using tomog-
raphy. 
Outlook 
In the future the determination of the longitudinal emit-
tance will be applied for the pulsed mode of FRANZ. To 
use the tomography approach for beam monitoring at 
FRANZ the measurement and determination speed has to 
be improved.  
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Analysis of the solenoid magnetic field at the PHELIX experiment
P. Schmidt1,2, O. Boine-Frankenheim1,2, V. Kornilov1, and P. Spaedtke1
1GSI, Darmstadt, Germany; 2TU Darmstadt, Darmstadt, Germany
Within the LIGHT-project [1], a high pulse power
solenoid [2] is used for focusing of laser accelerated pro-
tons. A 3D model (see Fig. 1) of solenoid assembly was
designed and simulated, using the CST Studio software [3],
in order to analyse its magnetical properties. All results in
this work were produced with CST [3] simulations.
Figure 1: 3D model of the solenoid “Luftspule Darmstadt”,
designed with CST Studio.
First a statical simulation of the model with an operat-
ing current of I = 9.5 kA was done and the magnetic
field from the simulation was compared to analytical cal-
culations, where a very good agreement could be observed.
Next, the simulations with a half-sine pulsed current were
performed, with a maximum current Imax = 9.5 kA and
with a frequency f ≈ 730.2 Hz, in agreement with the ex-
perimental parameters. In the case of time-varying fields
additional effects appear in the metal parts: The skin ef-
fect, eddy currents. Due to the induced eddy currents in the
beam pipe the magnetic field strength is decreased and the
field evolution is shifted in time. Figure 2 shows the time
dependence of the current pulse and the magnetic field at
the solenoid center from a simulation. From Fig. 2 we can
see that due to the eddy currents the field reaches its maxi-
mum Δt ≈ 40 μs later then the undisturbed current pulse.
The losses due to the eddy currents appearing in the whole
assembly are shown in Fig. 3. At its maximum, the losses
are ≈ 8.6 % of the maximum operating power. Further-
more we see, that the point of minimum losses corresponds
to maximum field. For the mentioned frequency the skin
depth is δ ≈ 16 mm. The beam pipe has a wall thick-
ness of d = 2mm, which means, that the skin-effect can be
neglected here. On the other hand, the flanges have a thick-
ness of about≈ 20mm. Hence, the solenoid magnetic field
is shielded due to the skin effect in the flanges (see Fig. 1)
and thus vanishes almost completely behind them. For this
reason, the only field appearing right behind the flanges is
due to the supply wires. The supply wire field on the sym-
metry axes has a negative y-component with the strength of
≈ 0.34% of the solenoid maximum field.
Figure 2: Time dependence of the current pulse (dashed
line) and the magnetic field (full line).
Figure 3: Simulated losses due to eddy currents in the
whole assembly.
As next the emission model by [4] will be implemented
into a 3D PIC simulation with CST [3] to analyse the ef-
fects of space charge.
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Simulation study of TNSA from a double-layer target
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For intensities of the PHELIX laser [1] the Target Nor-
mal Sheath Acceleration (TNSA) is the relevant accelera-
tion mechanism. The ion beams accelerated in this way
should be collimated and transported by a solenoid to other
accelerator components. Our task is to develop a model,
which describes the phase-space distribution of the gener-
ated ions and electrons at μm length scale behind the target.
The output of this work should be used as an input for the
transport simulations. For this we use the VORPAL PIC
code [2]. Here only 1D results are presented.
When a high power laser pulse (≈ 100 TW) interacts
with an overdense plasma a part of the electrons is heated
to a relativistic temperature which leads to a very strong
charge separation on the target surface with a high peak
electric field (of several TV/m). The target consists of
heavy ions and a very thin hydrogen-rich contamination
layer on the surface. Depending on the thickness of the
contamination layer the TNSA can have three regimes:
quasi-static acceleration ( mono-layer) [3], isothermal ex-
pansion (thick layer) [4] and an intermediate regime.
In the following we present results from two-temperature
plasma expansion simulations. The hot electrons are dis-
tributed in the plasma with an exponential energy spec-
tra, which is observed in the laser-plasma interactions:
fe(E) ∼ exp(−E/Th), where Th is the mean kinetic en-
ergy of hot electrons, defined as the temperature. The pa-
rameters of these simulations are: np = n0, np/nh = 10
and λD/λDc = 80, where n0 is the heavy-ion density, np
is the hydrogen layer density, nh is the hot electron den-
sity and λD is the hot electron Debye length. For these
numbers the cold-to-hot pressure ratio of electrons is small
(ncTc/nhTh  1). From [3] it follows that the penetration
depth (δE) of the electric field into the target is on the order
of the cold electron Debye-length (λDc) and it is slightly
increasing with decreasing the pressure ratio.
The relevant parameter for the expansion of a double-
layer target is: D = dλD
np
nh
, where d is the hydrogen
layer thickness. For D  1 we find that d  δE which
means the quasi-static acceleration regime, when the pro-
tons fly through the constant electric field as test particles.
The heavy ions can be considered immobile on this time
scale. From the spatial profile of the field [3] we can predict
the maximum velocity of the quasi mono-energetic proton
bunch:
vmax = 2Cs
√
ln(1 + x/(λD
√
2)) (1)
where Cs =
√
Th/mp is the proton acoustic speed. The
spatial extend of the electric field is about 30-40 λD , for
which we get: vmax ≈ 3.5Cs. This value is shown by the
dashed horizontal lines in Fig. 1. The red points show the
maximum proton velocity from the simulation at the mo-
ment of detachment, tdet, and the green points correspond
to the end of the acceleration.













0 5 10 15 20
0
2
4
6
D
v

c s
  




0.05 0.10 0.50 1.00 5.00
3.0
3.5
4.0
4.5
5.0
D
v

c s
Figure 1: Theoretical prediction of maximum velocities as
a function of the normalized layer thickness compared to
the simulation results. The dashed lines are from Eq. (1)
and the full line is given by Eq. (2)
In the other extreme case, when d  δE , or D  1,
the acceleration can be described as an isothermal plasma
expansion. This model holds until tdet, which can be calcu-
lated from the conservation of number of protons by using
the results from [4]. For the proton front velocity at t det we
can obtain the following expression:
vf = 2Cs ln(
√
2eD) (2)
where e = 2.718. This theoretical curve is compared to
the simulations in Fig. 1, left. As we can see for small
and large D values the simulation result is close to the an-
alytical solutions. The acceleration between these regimes
requires more study.
Present simulations show that for large D values the
electrons are co-moving with the protons after the accel-
eration [4], with a rapid cool-down of the electrons. In the
case of the quasi-static acceleration the small proton bunch
is not neutralized. The neutralization and electron cooling
between these two regimes is currently under investigation.
The next step is to describe the phase-space distribution
of protons and electrons beyond the 1D longitudinal accel-
eration, especially the energy-dependent divergence of pro-
tons is important. For this we will use the 2D simulations
with the VORPAL code and the physical models discussed
here.
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Sensitivity Measurement of the LHC Beam Loss Monitor BLMS
A. Reiter
GSI, Darmstadt, Germany
Introduction
This short note summarises results of measurements
with a LHC beam loss monitor BLMS. The tests were car-
ried out with slowly extracted ion beams from SIS18 at the
end of the HTP beam line. The BLMS detector has been
developed as part of the LHC machine protection system
for high-radiation environments and, therefore, is an inter-
esting candidate for beam loss applications at FAIR, e. g.
the antiproton target or selected areas of SIS100.
The response of the BLMS was compared with those of the
GSI diagnostic devices in the HTP beam line. Good agree-
ment between the measured spill structures was observed,
and an estimate of the BLMS sensitivity was derived for
each ion species.
Experiment Setup
Parallel to scintillating screen investigations, BLMS data
were collected in two separate shifts at the beam diagnos-
tics test area HTP using slowly extracted ion beams from
the SIS18 synchrotron. The spill length was varied between
0.3 and 1.5 s. The first shift was dedicated to Uranium
beams of energies between 300 and 800 MeV/u, the sec-
ond to Argon and Carbon beams of 300 MeV/u. Particle
numbers Nion between 104–109 per spill were recorded.
Dump
BLMS
L = 225 mm
Ø = 90 mm Targetladder
Figure 1: Setup of BLMS detector between the HTP beam
dump (at left) and scintillator target ladder behind the last
vacuum chamber (at right).
The BLMS detector was mounted on a pneumatic drive
shown in Figure 1. The sealed stainless-steel cylinder has
5 mm thick end caps. It houses two high-voltage elec-
trodes and a central signal electrode (60 mm diameter)
from which electrons are ejected during charged particle
impact. This prompt emission process remains linear up to
highest count rates and provides a fast current signal.
The BLMS response was compared with those of HTP
beam line devices, a secondary-electron monitor and an
ionisation chamber, as well as with that of a LHC-type ion-
isation chamber BLMI. The latter was placed about 40 cm
underneath the beam dump to monitor the particle shower.
All detectors were connected to current-to-frequency con-
verters and their output signals registered in scaler modules
of the Ablass system [3]. The readout rate was set to 100
or 200 Hz.
Data Analysis and Results
For all four detectors good agreement between the mea-
sured spill structures was obtained. The BLMS sensitivity
was estimated according to the Sternglass model [1] that
predicts a linear correlation between electron yield Ne−
and stopping power dE/dX (X = ρ · x) of the incident
particle, calculated in units of MeV/(mg/cm2):
Ne− = Y · dEdX ·Nion = S · Nion
The factor Y depends on the foil material and was derived
from the measured sensitivity S. The number N ion was de-
rived from HTP devices. Energy losses along the beam
trajectory up to the signal electrode were taken into ac-
count before stopping power values were calculated. The
results are shown in table 1. Only the statistical uncertainty
is stated, systematic effects might be as large as 50%.
Table 1: Comparison of sensitivities for Uranium, Argon,
Carbon (this work), and protons (reference [2])
Ion Energy S dE/dX Yield Y
MeV/u e−/prim. MeV/(mg/cm2)
U 800 321±3 17.9 17.9±0.2
650 354±15 21.1 16.8±0.7
500 575±4 36.7 15.7±0.1
Ar 300 8.8±0.4 1.08 8.1±0.4
C 300 0.9±0.1 0.097 9.0±0.9
p 63 0.25 0.014 17.9
The Uranium yield agrees with the result of [2], but a
drop by a factor 2 was observed after the SIS18 energy
had been reset to a previous value, probably due to beam
misalignment. The smaller yields for Ar and C ions might
be affected by a similar factor. Despite the inconsistency,
this pilot study together with simulated responses to ele-
mentary particles [2] allows sufficiently accurate signal es-
timates for investigations of BLMS applications at FAIR.
The author is indebt to B. Dehning (CERN-BI) who gen-
erously made the BLMS available for the tests.
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Annual neutron doses in the UNILAC experimental hall 
C. Pöppe1, P. Kewes1 
1GSI, Darmstadt, Germany
Introduction 
   GSI has the obligation to verify that the accelerator op-
eration is in compliance with the radiation protection or-
dinance and that the conditions given in the permissions 
of the authority (HMUELV) are fulfilled. For this pur-
pose, dose measurements must be performed. From these 
dose measurements the annual dose values are derived for 
various radiological areas at the UNILAC and the exper-
imental hall. The assumed definition of the different kind 
of radiological areas (controlled, area, survey area and 
free accessible areas) must be checked or – if necessary – 
changed. 
Method of measurement 
   The overall dose values outside the shielding of the ac-
celerators and experimental areas consist in most cases of 
neutron and photon radiation. 
The GSI's Safety and Radiation Protection division pro-
vided thermoluminescence detectors (TLD, type 6776) for 
the dose measurements. The TLD cards consists of two 
6LiF (sensitive for n- and γ -radiation) and two 7LiF (sen-
sitive for γ-radiation but not for n-radiation) elements and 
were mounted in moderator spheres (thermal energies) 
made from polyethylene (PE). The TLDs are sensitive to 
neutrons with energies from the thermal range up to the 
highest energies. One advantage of this system is that the 
dose reading is independent on the spill structure of the 
beam, i.e. there are no dead time effects etc. in contrary to 
the active systems. 
 
 
Figure 1: Measurement positions of the neutron doses in 
the UNILAC experimental hall outside the shielding. 
Annual doses in 2010 and 2011 
  Figure 1 shows the downstream part of the UNILAC, 
a part of the TK and the experimental areas with the posi-
tions of the neutron detectors. The detectors are placed on 
the roof of the caves.  
It can be seen (Tab. 1) that the dose values 2010 and 2011 
are in the range of 0.05 mSv/a up to 8.07 mSv/a. The 
largest dose values in 2010 and 2011 were measured at 
Y7. 
The dose values are generally comparable and are within 
the limits set by the radiation protection ordinance. The 
exception is Y7 where the annual dose exceeds the limit 
of 6 mSv/a. An experiment with a Cm-target has been the 
reason for the increase of the accumulated dose. Addi-
tional shielding has been placed on the roof of the cave in 
the beginning of 2011 which has reduced the annual dose 
at position 14. New measurements in 2011 (position 13) 
showed that it is sometimes necessary that the area around 
the cave must be declared as a temporarily controlled area 
because the dose rates are higher than 3 µSv/h (threshold 
dose rate value for the definition of controlled areas).  
At the area X8 experiments are carried out with titanium 
beams in search of element 120. This  3 month beam time 
explains the increase of the annual dose between 2010 
and 2011. 
In addition to the routine measurements, an experiment 
was performed, to measure the dose rate in the SIS18 tun-
nel while a beam is stopped in TK7. Even with a uranium 
beam (worst case) it is possible to stay safely in the SIS 
tunnel. 
 
Table 1: Measured Neutron doses in the UNILAC ex-
perimental hall outside the shielding, the positions are 
shown in Fig. 1 
    
Neutron - Dose 
H*(10) [mSv] 
Position Area 2010 2011 
1 end of UNILAC 0,09 0,08 
2 end of UNILAC 0,14 0,12 
3 end of UNILAC 0,12 0,11 
4 TK 0,13 0,09 
5 TK 0,19 0,09 
6 TK 0,08 0,05 
7 X 1 0,08 0,05 
8 X 2,3 0,09 0,06 
9 X 4 0,15 0,14 
10 X 6 0,13 0,17 
11 X 8 0,16 0,83 
12 X 0 0,33 0,11 
13 Y 7 target  - 8,07 
14 Y 7 Ship 1,07 0,12 
15 M 1 0,09 0,07 
16 M 3 0,09 0,07 
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Annual Dose Report for SIS18 and affiliated Experimental Areas 
T. Radon1, K. Beverung1, G. Fehrenbacher1, P. Kewes1, C. Pöppe1, and J. Sauer1 
1GSI, Darmstadt, Germany
High Current Beamtime  
The beam times in 2011 were dominated by a high in-
tensity experiment performed in June. A 2GeV/u N-14 
beam was extracted with 6E+10 particles per second and 
guided to the pion production target. This is the maximum 
intensity which is allowed according to the SIS operation 
licence for this specific beam. The losses at the extraction 
were estimated to be in the order of 30%. In addition larg-
er parts of the beam were lost on the following high cur-
rent transfer beam line which led to very noticeable acti-
vations at several positions. This is shown in figure 1.  
 
 
Figure 1: Residual dose rates taken 1 hour after a beam 
interruption at several positions along the high current 
transfer beam line from SIS 18 to the pion production 
target.  
The maximum of the residual dose rates was found at 
the dipole TH3MU3. It was nearly 1 mSv/h. Three days 
after the end of this beam time block a maximum residual 
dose rate value of 7.5 mSv/h was measured at the magnet-
ic extraction septum. Still up to date the activation scenar-
io at SIS18 is influenced by this incident. 
Dose Comparisons with previous years 
Due to the large beam losses in the above mentioned 
beam time which lasted for three weeks, also the prompt 
dose rate outside the shielding exceeded the limits for 
monitored areas from the SIS extraction along the high 
current transfer beam line to the pion production target. 
This is also reflected in the annual doses for 2011, see 
figure 1. Annual doses in the order of 10 mSv were also 
measured above the SIS18 extraction area in previous 
years [1]. However in 2011 these values were even out-
reached and above the accelerator area NE5 and especial-
ly in shafts of these regions the annual doses are consid-
erably higher compared to previous years.   
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Figure 2: Map of the SIS and adjacent experimental areas. 
Several dose measurement positions are shown whose 
values were taken by active dosimeters [2] (larger squares 
with frame) and passive detectors [2] (smaller squares). 
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Dose rate calculations for the PLINAC 
V. Ivanova1, G. Clemente1, G. Fehrenbacher1, G. Freml1, L. Groening1, I. Pysmenetska1, T. Radon1, 
and W. Vinzenz1 
1GSI, Darmstadt, Germany.
Introduction 
The PLINAC (Proton Linear Accelerator) will accelerate 
protons up to the energy of 70 MeV for the injection into 
the synchrotron SIS 18 and the subsequent transfer to 
SIS100 for the production of anti-protons. The PLINAC  
will be situated on the 1st floor in building 20 of FAIR. 
The total length of the PLINAC is about of 28 m. The 
proton beam is generated in the source at the energy of 95 
keV. Bunching and acceleration up to 3 MeV will be done 
in the RFQ part. Acceleration to the maximum energy of 
70 MeV will be done along the two main tank groups. 
Approach to the calculations 
During the acceleration, beam losses along the PLI-
NAC are expected, which will then lead to radiation fields 
(mainly neutron radiation) around the accelerator, the 
RFQ and inside the ion source region. The total beam loss 
in the PLINAC is about 4.3·1012 particles/s.  
34 discrete beam loss points were chosen to reproduce 
the calculated quasi-continuous loss scenario along the 
PLINAC quite exactly. The intensities and the energies of 
these beam losses are presented in the inserted table in 
Figure 1. The cave walls are considered as concrete with a 
density of 2.35 g/cm3. The tank along the full beam line is 
made of stainless steel (type 1.4301). It has a cylindrical 
shape with inner and outer diameters equal to 39 cm and 
48 cm, respectively. Inside the tank, the beam is sur-
rounded by drift tubes with inner and outer diameters 
equal to 2 cm and 2.8 cm, respectively.  Each drift tube is 
kept by two stems, consisting of stainless steel tubes with 
an axis perpendicular to the beam axis. The length of the-
se stems is 16 cm. The stems have an inner diameter of 3 
cm and an outer diameter of 3.4 cm. 
For the Monte-Carlo calculations with the code 
FLUKA [1] an approximation of this tank structure was 
used. The drift tubes were presented in the form of a con-
tinuous tube with smaller inner and outer diameters for 
the conservation of the total volume of steel of all drift 
tubes. For the stems parallelepipeds were created in four 
perpendicular directions. The dimensions of these paral-
lelepipeds were calculated according to the total steel 
volume of all stems. There are 11 quadrupole triplets in-
cluded in the PLINAC with cylindrical shape having an 
inner diameter of 6 cm, an outer diameter of 18 cm and a 
length of 32 cm. 
Figure 1 shows the result of the FLUKA calculations 
for the PLINAC. The dose rate is below 0.5 μSv/h at the 
entire outside of the shielding including the entrance 
maze which has been the goal of the calculations. 
References 
 [1]  www.fluka.org. 
 
Figure 1: Total dose rate 4.3·1012 part/s proton beam 
(cross section along the beam line Y = 0 m). In the table 
the intensities and the energies for the 34 loss points, used 
in calculations are represented. 
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SIS 100 extraction area 
A. Sokolov1, G. Fehrenbacher1, N. Pyka1, I. Pysmenetska1, T. Radon1, K. Vogt1 
1GSI, Darmstadt, Germany 
The construction of the future FAIR facility [1] requires 
an elaborated radiation protection scheme for the future 
accelerator complex to prevent considerable radiation 
penetration to the public and working areas. Shielding, 
labyrinths and ducts are approved from the radiation 
safety point of view using FLUKA code [2]. Besides the 
dose rate calculations around the beam loss points, the 
estimation of activation of different components of the 
accelerator complex during the operation is important to 
evaluate the way of their disposal afterwards. 
A crucial part of the facility in terms of radiation is 
SIS100, which is used to accelerate ions like U28+ up to 
2.7 GeV/u or protons up to 30 GeV and extract these par-
ticles into the high energy beam transport system for the 
use in storage rings and experiments. The beam loss of 
SIS100 is concentrated in the extraction straight section. 
In the case of slow extraction the area of beam loss is 
mainly situated inside the radiation resistant, water-cooled 
quadrupole doublet, see fig. 1. Hence, special care has 
been taken to elaborate adequate shielding measures to a 
beam loss of typically 10 % of the beam intensity. [3].  
 
 
Figure 1: Section of the extraction area where the main 
beam loss occurs inside the quadrupole doublet in front of 
the Lambertson septum.    
 
Since the design of the beam line is known, using simu-
lations, one can estimate the activity of the optical ele-
ments, beam tube, cables, concrete, air and cooling water. 
Corresponding values one can find in [4]. Based on the 
calculations, the cooling water concept has already been 
planned [5].  
The shielding of the maintenance tunnel adjacent to 
SIS100 is designed for the worst case of 238U beam at 
maximum loss rate: 3E10 particles/s and maximum en-
ergy: 2.7 GeV/u. The equivalent dose rate in this case is 
below the limit of 0.5 µSv/h, see fig.2, and thus the main-
tenance building can be an accessible area during the syn-
chrotron operation.  
The proposed local shielding of the mentioned loss 
point with concrete blocks allows to remove the initially 
planned 1 meter of concrete along the 60 m tunnel in-
creasing space, decreasing costs, shielding the devices 
placed along the tunnel’s wall and localizing the highest 
remaining radiation during the shutdowns.   
  
 
Figure 2: Equivalent dose rate in the SIS 100 tunnel 
and maintenance building around the loss point which is 
situated in between the 2 quadrupoles.  
  
The key aspects of the extraction area are checked from 
the radiation safety point of view and the results are 
summarized in [4]. The extraction area as well as other 
synchrotron sections fulfils the radiation safety require-
ments and SIS100 plans are ready to be realized in the 
near future. 
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FLUKA calculations with respect to radiation safety in the CBM cave. 
A. Senger1, G. Fehrenbacher1, T. Radon 1 
1GSI, Darmstadt, Germany
FLUKA [1, 2] calculations were carried out for the 
construction permission of the building G014 (CBM 
Cave). One of the important components of the building 
G014 concerning human safety is the emergency exit.    
The FLUKA dose calculations were performed out for 
a 35 A GeV gold beam with the intensity of 109 ions/s. A 
beam loss of 1% close to the emergency exit was as-
sumed. The optimised geometry of the emergency exit 
and the FLUKA results are shown in figure 1. The dose 
rate level in the room behind the emergency exit is less 
than 0.1µSv/h. 
 
Figure 1. Dose rate (µSv/h) calculated  for a gold beam of 
35 A GeV with an intensity of 109 ions/s, and a 1% beam 
loss close to the exit: top – tunnel level, bottom – first 
floor.  
 
The optimised geometry of the emergency exit fulfills 
the requirements of the radiation protection for control 
rooms (maximum dose rate 3 µSv/h), and can be used as a 
layout for the building.  
A diffuser will be installed in building G004 which is 
connected with the CBM cave by a beam line tunnel. The 
diffuser is a mobile beam dump which will be used to 
stop the primary beam in case of an emergency.  
The FLUKA dose calculations were performed for a 35 
A GeV gold beam with an intensity of 5×1011 ions/bunch. 
One bunch corresponds to 1.5 s. The results of the calcu-
lations together with the geometry of the caves and the 
tunnel are shown in figure 2. 
In order to shield the radiation from the diffuser two 
labyrinths were implemented in the FLUKA calculation: 
the first one in the tunnel and a second one at the entrance 
of the CBM cave. The two labyrinths are made of con-
crete with a total thickness of 4 m and 3 m, respectively. 
The vertical beam position at the diffuser in building 
G004 is 1.4 m below the beam line towards the CBM 
Cave.  The maximum dose rate in the tunnel is less than 
10 µSv/bunch, and below 5 µSv/bunch in the CBM cave. 
These values are well below the maximum permitted dose 
of 50 mSv/bunch for accidental radiation exposure. In 
conclusion, the shielding effect of the two labyrinths is 
sufficient to protect people in the tunnel and in the CBM 
cave in case of  an emergency situation in G004.   
 
Figure 2. Dose rate (µSv/bunch) in the cave of building 
G004 (top of the picture), in the tunnel and in the CBM 
cave (bottom of the picture)  
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Shielding for the Super-FRS Tunnel 103 
E. Kozlova1, G. Freml1, G. Fehrenbacher1,  T. Radon1 and H. Weick1 
1GSI, Darmstadt, Germany
Introduction 
In the last years the shielding for the areas of the Super-
FRS, where the rare isotopes are produced, was calcu-
lated. There is a pre-separator target area and a main sepa-
rator [1, 2]. After production and separation, the rare-
isotopes can be directed to one of the three experimental 
areas: the high-energy branch, the low-energy branch and 
the ring branch. In this report the shielding design for this 
branching part of the Super-FRS is presented. All three 
are situated in Tunnel 103. Like in all previous calcula-
tions the Monte Carlo code FLUKA [3] was used for the 
shielding assessment. 
Prompt dose calculations 
In the branches several beam losses appear: at the de-
grader, at the slits and dipoles.  For the shielding optimi-
zation all of these possible losses were taken into account. 
Here only some cases are presented. Fig. 1 shows the in-
teraction of the selected isotope 131Sb with the aluminium 
degrader at FMF2 (Super-FRS Mid Focus 2). The calcula-
tions were done without magnetic field. In reality the se-
lected ions will be deflected into one of the branches.  The 
exact location of losses varies a lot with the fragment set-
ting, instead of one scenario beam losses and targets were 
considered independently at many positions. For this the 
beam transport after the first triplet was stopped as 
marked in the Fig. 1.  
The design goal is to limit the dose rates outside the 
shielding to 0.5 µSv/h.  The calculations show that the 
shielding is sufficient to reach this goal. 
 
Fig.1: Horizontal view of the prompt dose rate distribu-
tions in the branch area of Tunnel 103. The antimony 
beam (1GeV/u, 8E9/s) interacts with the aluminium de-
grader (10 g/cm2). Q – quadrupole triplet and sextupole 
magnets, D -  dipole magnets (triplet), S – slits. 
The next case is presented in Fig. 2. The interaction of 
the uranium beam with the slits takes place at the high-
energy branch (FHF1). After the shielding, which is situ-
ated above the slits, the dose rates are below the chosen 
limit.  
 
 
Fig. 2: Side view of the prompt dose rate distributions at 
the high-energy branch. 50% of the uranium beam 
(1GeV/u, 1E9/s) is stopped at the slits.   
 
Fig. 3 demonstrates another important case: losses of a 
fragment beam represented by 131Sb in the ring branch on 
the slits at (FRF3). In this case the dose rates in the R3B 
cave should be below 0.5 µSv/h.  From Fig. 3 it is seen 
that the structure of the labyrinth and the walls thick-
nesses of the cave are sufficient. 
 
 
Fig. 3: Horizontal view of the prompt dose rate distribu-
tions at the ring branch. 50% of the antimony beam (740 
MeV/u, 4E9/s) is stopped at the exit slit.   
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Building 50 and Tunnel 113 dosimetry calculations 
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Introduction 
The APPA hall (building 50), as well as tunnel T113, is 
a  part of FAIR project and will be used for experiments 
with high intensity heavy ion beams by the biophysics, 
material sciences, plasma and atomic physics groups. The 
beam interaction with matter results in radiation produc-
tion in the cave. In order to meet the radiation safety stan-
dards, a series of calculations was performed with the 
Monte-Carlo code FLUKA [1]. 
FLUKA Calculations 
The simulation geometry and the building design were 
fixed in a process of successive adjustment. The shielding 
of the experimental and beam transfer areas consists of 
concrete and soil layers with several meter thickness at 
each side. In addition, iron beam dumps with concrete 
cover are located in the walls at the end of each beam 
line. Entrance to the cave is organised as a “maze” to pro-
tect the uncontrolled area from radiation. Several “weak” 
points were identified and shielding solutions were found 
to keep all areas within the appropriate dose levels. The 
results of the calculations are shown as two dimensional 
dose rate plots with 0.5 meter spatial binning. 
 
Figure 1: APPA hall dose level map example. 
Bld. 50 - APPA Hall 
Several scenarios with different beam types, beam di-
rections and BD (Beam Dump) locations were simulated 
for the first step of the realisation of APPA: 
• BD 1 – Uranium (U) 0.5GeV 1.4e9p/s with half 
energy losses in target. 
• BD 1 - U 0.5GeV 1.4e9p/s with no losses in target  
• BD 2 – Proton (p) 10GeV 5e10p/s with no losses 
in target 
• BD 2 - U 10GeV 1e8p/s with no losses in target 
• BD 3 - U 1GeV 1e8p/s with no losses in target 
• BD 4 - p 4.5GeV 2.77e10p/s - no losses in target 
In addition, activation calculations for soil, steel and 
concrete were performed for the “worst case scenario”. 
The results indicate the remaining activity of different 
isotopes for each material after 30 years of beam line op-
eration and 10 years of cool down (decommissioning sce-
nario). 
Tunnel T113 
During machine operation and beam transport losses of 
beam particles have to be taken into account.  These loss 
positions become significant radiation sources. The fol-
lowing beam loss scenarios were calculated for several 
locations in the tunnel 113, close to building 50, with dif-
ferent beam parameters: 
• LP 1 - U 0.5GeV 1e10p/s with 3% losses   
• LP 2 - U 0.5GeV 1e10p/s with 3% losses   
• LP 3 - p 29GeV 5e12p/s with 2% losses   
• LP 4 - p 29GeV 5e12p/s with 2% losses   
• LP 5 - p 29GeV 5e12p/s with 2% losses   
 
 
Figure 2: T113 dose level map example.  
Conclusions 
Due to calculations, described above, it was possible to 
develop architect plans for the buildings with a proper 
shielding design, which meets the radiation safety stan-
dards. 
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First Laser Spectroscopic Observation of the Hyperﬁne Splitting in 209Bi80+ ∗
M. Lochmann1,2, Z. Andjelkovic1,2, B. Botermann1,2, M. Bussmann6, A. Dax5, N. Fro¨mmgen2,
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R. Sa´nchez1,2, Th. Sto¨hlker1,3, R. Thompson8, A. Volotka9, C. Weinheimer4, W. Wen7, E. Will2,
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Laser spectroscopic measurements of the ground state
hyperﬁne splitting (HFS) in hydrogen-like heavy ions are
of great interest because they can be used to test QED
effects in extremely strong electric and magnetic ﬁelds.
However, the interpretation of the experimental values is
difﬁcult since the uncertainty of the contribution of the
nuclear magnetization distribution (Bohr-Weisskopf effect)
conceals the size of the QED contributions. It has been sug-
gested to overcome this limitation by measuring the HFS in
both hydrogen-like and lithium-like heavy ions of the same
species [1]. Thus, tests of the QED effects on the level of a
few percent become feasible [2].
Bismuth is the only stable isotope where the ground state
hyperﬁne transitions of both hydrogen-like and lithium-
like ions are in a range accessible to laser spectroscopy.
The HFS-transition wavelength for hydrogen-like bismuth
( 209Bi82+) has already been measured with a relative ac-
curacy of 1.6×10−4 by Klaft et al.[3], but the direct search
for the transition in lithium-like Bi at the ESR was so far
unsuccesful.
Finally, in the beamtime in August this year, we have
observed the transition for the ﬁrst time. Several 108
ions of 209Bi80+ were stored in the ESR at a ﬁxed en-
ergy of ≈ 400 MeV/u (β ≈ 0, 7) and bunched at the
second harmonic of the revolution frequency using an
RF of ≈ 4 MHz. Due to the relativistic Doppler shift,
the HFS-transition could be excited with the laser wave-
length scanning at λ ≈ 640 nm in collinear geometry,
instead of λ0 ≈ 1555 nm in the rest frame of the ion.
We used a Sirah ”Cobra Stretch” dye laser, pumped by a
pulsed, frequency-doubled Spectra-Physics ”Quanta Ray”
Nd:YAG-laser. The laser pulses were spatially and tempo-
rally overlapped in the electron cooler section with one of
the two ion bunches. This bunch was used as signal bunch,
whereas the other one served as a reference to correct for
ion-beam-induced background. The detection took place
on the oppsite side of the ESR, near the gas target section.
The moveable mirror, especially designed and built for
this experiment [4, 5] turned out to be a key improve-
ment compared to the previous beamtimes. It consists of
a parabolical copper plate, centered in the beam line. The
ion beam passes through a slit of ∅30 mm in the mirror.
∗This work was supported by the Helmholtz Association under con-
tract No. VH-NG-148 and by the BMBF under contract No. 06MZ9179I.
The Work in Mu¨nster was supported by the BMBF under contract No.
06MS9152I.
The mirror was retracted from the beam line before ion in-
jection to the ESR, and moved in again after ≈ 15 s of
electron cooling. The ﬂuorescence photons emitted by the
ion bunch were directed by the mirror to a photomultiplier
tube. This setup proved to be signiﬁcantly more efﬁcient
than the old segmented mirror section.
Data acquisition was based on a VUPROM [6] (a ﬁeld
programmable gate array, FPGA), designed and pro-
grammed at the experimental electronics department at
GSI. A time stamp was assigned to each registered photon,
synchronized to the bunching RF with a resolution of 300
MHz. In the analysis, the photon counts belonging to the
reference bunch were subtracted from the signal counts. A
plot of the observed resonance is shown in ﬁg. 1. Analysis
is still ongoing.
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Figure 1: Background corrected signal of the HFS of
209Bi80+ accumulated during ≈ 1 h of beamtime at the
ESR. The squares are data, the line is the result of a Gaus-
sian ﬁt and the triangles are the ﬁt residuals.
References
[1] V. M. Shabaev et al., Phys. Rev. Lett. 86, (2001) 3959.
[2] W. No¨rtersha¨user, Hyperﬁne Interact. 199, (2011) 131.
[3] I. Klaft et al., Phys. Rev. Lett. 73, (1994) 2425.
[4] D. Anielski, Diplomarbeit, Universita¨t Mu¨nster, 2010.
[5] R. Sa´nchez et al., GSI Scientiﬁc Report 2010, PNI-AP-10.
[6] http://www.gsi.de/informationen/wti/ee/
elekt entwicklung/vuprom3.html
GSI SCIENTIFIC REPORT 2011 PNI-AP-01
359
The g Factor of Hydrogenlike Silicon∗
A. Wagner† 1, S. Sturm1,3, F. Ko¨hler2, W. Quint2, B. Schabinger1,3, G. Werth3, J. Zatorski1,
Z. Harman1,4, C. H. Keitel1, and K. Blaum1
1MPI fu¨r Kernphysik, D-69117 Heidelberg; 2GSI, D-64291 Darmstadt; 3Institut fu¨r Physik, Johannes
Gutenberg-Universita¨t, D-55099 Mainz; 4ExtreMe Matter Institute EMMI, D-64291 Darmstadt
The high-precision measurements of the gyromagnetic
factor (g factor) of the electron bound in highly charged
ions provides a very stringent test of bound-state quan-
tum electrodynamics (BS-QED) calculations [1]. There-
fore, the g factor of hydrogenlike silicon has been measured
last year. Not only the nuclear charge was increased com-
pared to the former g factor measurements of carbon [2]
and oxygen [3], but also the experimental precision could
be improved significantly. The determination of the g fac-
tor with a relative uncertainty of 5 · 10−10 constitutes the
most stringent test of BS-QED in strong fields [4].
The g factor measurement
To perform a g factor measurement, the Larmor fre-
quency νL and the free cyclotron frequency νc of the ion
stored in a Penning trap have to be determined. The mea-
surement starts in the analysis trap, where the spin state
of the electron can be detected with the continuous Stern-
Gerlach effect. Knowing the spin state, the ion is trans-
ported to the precision trap, where the measurement of
the eigenfrequencies is performed. Simultaneously to the
measurement of the reduced cyclotron frequency, the Zee-
man transition at the Larmor frequency is probed with mi-
crowaves. Afterwards the ion is transported back to the pre-
cision trap where again the spin state is detected. A com-
parison between the spin state before and after the transport
to the precision trap reveals if a spin flip has been induced
in the precision trap.
Repeating this cycle several hundred times and count-
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Figure 1: g-factor resonance of a single 28Si13+-ion [4].
ing the number of spin flips for each frequency ratio
Γ = νL/νc results in a g factor resonance as shown in
Fig. 1.
∗Work supported by Helmholtz Alliance HA216/EMMI and Max
Planck Society.
† ankewag@uni-mainz.de
We have recorded six resonances (see Fig. 2) with differ-
ent microwave powers and different axial energies to check
for related systematic shifts. From the weighted average
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Figure 2: Experimental g factor values from six recorded
resonances. The grey area indicates the experimental error,
the hatched area the theoretical error. The dashed line is
the weighted average of the six resonances.
of these resonances together with the charge-to-mass ra-
tio of electron and ion, the g factor can be determined to
g = 1.995 348 958 7(5)(3)(8) [4]. The first number in
brackets represents the statistical, the second one the sys-
tematic error and the third one the uncertainty of the elec-
tron mass.
A new measurement technique
Since the width of the g factor resonance is dominated by
magnetic field fluctuations a new measurement technique
has been developed [5], which allows for a coherent, phase-
sensitive detection of the reduced cyclotron frequency. It
has already been shown that the measurement noise could
be reduced by one order of magnitude.
Outlook
After completing the g factor measurement of hydrogen-
like silicon it is now planned to measure the g factor of
lithiumlike silicon 28Si11+ to rigorously test the QED the-
ory of the electron-electron interaction.
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Since a few years we have been performing an experi-
mental test of Lorentz Invariance at the ESR. As reported
previously [1, 2] time dilation was tested as an explicit
aspect of Lorentz Invariance at the ESR using laser spec-
troscopy on 7Li+ ions at a velocity β = 0.34 c0. The rest
frame excitation frequency ν0 of an electronic transition in
the moving ion appears Doppler-shifted according to
ν = ν0 · γ · (1 − β cosϑ) , (1)
when observed under an angle ϑ relative to the laser di-
rection in the laboratory frame. γ is the time dilation fac-
tor. For a setup with parallel and antiparallel aligned laser
beams this equation simplifies to νa,p = ν0 · γ · (1 ± β),
respectively, and for the case Lorentz Invariance holds, the
three frequencies ν0, νa and νp fulfill the relation
νa · νp
ν20
= 1 , (2)
which is independent of the angle ϑ and the velocity β.
Figure 1: Results from several measurements with the
Ti:Sa laser stabilized on 127I2. The vertical axis shows the
deviation from the assigned transition of the frequency sta-
bilization. The red line is the mean value and the shaded
area is the 1-σ uncertainty.
Since we are searching for deviations from equation (2),
precise knowledge of the frequencies of the excitation
∗This work was supported by the Helmholtz Association under Con-
tract No. VH-NG-148, by the BMBF under Contract No. 06MZ9179I and
by the Helmholtz Institute Mainz (HIM).
lasers is necessary. To provide a reliable estimation for
these uncertainties the stabilized frequencies of both lasers
were investigated with a frequency comb referenced to a
GPS disciplined Rb clock.
For this purpose, the breadboards with the laser systems
that were used during our beam times at GSI were shipped
to the institute for nuclear chemistry at the University of
Mainz. The systems consist of a diode laser for the anti par-
allel light with frequency νa and a titanium-sapphire laser
(Ti:Sa) followed by a second harmonic generation cavity
which produces the light for parallel excitation with fre-
quency νp. The diode laser frequency was stabilized to the
2S1/2 →2P3/2 transition in atomic 87Rb and the frequency
of the Ti:Sa laser was stabilized to the P(42)1-14 transi-
tion in molecular 127I2. For the diode laser as well as for
the Ti:Sa an am/fm saturation spectroscopy [3] scheme was
used as stabilization setup.
In both cases the heterodyne frequency between laser
and the nearest comb mode was recorded. From several
time series of the heterodyne frequency under varying ex-
perimental conditions, the average value of the absolute
frequency and its uncertainty were extracted. For the diode
laser we found
νDL = (384 228 116.18± 0.64)MHz (3)
and for the Ti:Sa
νTi:Sa = (388 605 083.66± 0.06)MHz (4)
which are in excellent agreement with the literature values
of 384 228 116.12 MHz [4] and 388 605 083.71 MHz [5],
respectively. The uncertainties of these values will be used
in the evaluation of the SRT test experiment.
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Electron-atom bremsstrahlung is one of the most im-
portant x-ray production processes. Of particular inter-
est is the investigation of how the photon polarization
is affected if the incident electrons are themselves spin-
polarized. The analysis of such a polarization transfer may
reveal unique knowledge on the relativistic photon-matter
interaction. While the underlying polarization correlations
were already theoretical studied in the 70s [1] and have re-
cently been revisited [2], an experimental study of the po-
larization transfer from incident polarized electrons to the
emitted x-rays was for a long time hampered by the lack of
appropriate sources for the production of polarized elec-
trons in combination with efﬁcient hard x-ray polarime-
ters. Hence the inﬂuence of longitudinal electron polar-
ization on the orientation of the linear polarization axis
of the bremsstrahlung photons has been measured only re-
cently [3].
In a follow-up study, we applied a dedicated Si(Li)
Compton polarimeter [4] in order to determine for the ﬁrst
time the complete linear polarization properties, i.e. the
degree of the linear polarization and the orientation of the
polarization axis, for different bremsstrahlung photon en-
ergies arising from transversely polarized electrons. The
experiment has been performed at the test stand of the po-
larized electron source SPIN at the TU Darmstadt [5]. The
source provides electrons with a kinetic energy of 100 keV
and a high degree of electron polarization (in our case
76± 5%). In addition to the measurement using trans-
versely polarized electrons a reference measurement using
unpolarized electrons has been performed. Figure 1 shows
the azimuthal distributions of Compton-scattered photons
inside the polarimeter for both settings of the electron spin
orientation. Here, a thin gold foil target was used and the
detector was located at an observation angle of 130◦. As
seen, the distribution recorded for transversely polarized
electrons (squares) is shifted on the ϕ axis in comparison
to the reference data (circles) which has been recorded for
an unpolarized electron beam. This shift is equivalent to
a rotation of the polarization axis which is a clear indica-
tion for the inﬂuence of a spin polarization of the incident
electrons. At the same time the distribution measured us-
ing the transversely polarized electrons exhibits a stronger
anisotropy which can be attributed to a higher degree of lin-
ear polarization of the emitted x-rays in comparison to the
∗Work supported by DFG through SFB 634, by the state of Hesse
through the LOEWE center HIC for FAIR, by the Helmholtz Gemein-
schaft (Nachwuchsgruppe VH-NG-421), by GSI F+E, and by HI Jena
Figure 1: Projection of Compton scattering distribution on
the azimuthal angle ϕ for the bremsstrahlung energy of
86.5±3 keV. The circles show the experimental results for
an unpolarized electron beam and the dashed line indicates
a ﬁt of the Klein-Nishina equation. The squares represent
the data for transversely polarized electrons. The solid line
shows the respective result of the ﬁt.
unpolarized electron case. To obtain quantitative results for
the bremsstrahlung linear polarization a modiﬁed version
of the Klein-Nishina formula [6] was adjusted to the Comp-
ton scattering distribution (cf. solid and dashed line in Fig-
ure 1). According to this procedure, the degree of the linear
polarization PL of the bremsstrahlung photons is increased
from 28% to 31% while the axis of the polarization is ro-
tated by an angle of Δϕ = 8◦. It should be noted that for
a reliable comparison to theoretical predictions further cor-
retions and effects, such as multiple scattering of the elec-
trons in the target foil, has to be taken into account. Never-
theless, even the uncorrected experimental ﬁndings clearly
indicate the inﬂuence of the incident electron spin polariza-
tion and deliver two separate experimental probes to study
the polarization transfer in electron-atom collisions.
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A number of precision experiments measured the g-
factor of the proton with various methods, but up to now
the g-factor has never been measured directly. The most
precise value for the g-factor results from measurements
by Winkler et al. [1]. In this experiment the magnetic mo-
ment of the proton bound in atomic hydrogen has been de-
termined with a relative precision of 10−8 by spectroscopy
of the Zeeman effect on the hyperﬁne splitting. The free
proton g-factor has been deduced from this measurement
by subtracting theoretical bound state contributions. Our
experiment, in contrast, aims for the ﬁrst direct measure-
ment of the g-factor of a single isolated proton stored in a
Penning trap at a relative precision of 10−9 or better. The
g-factor can be determined by the measurement of two fre-
quencies of the proton in the trap. These frequencies are
the Larmor frequency ωL and the free cyclotron frequency
ωc, the g-factor is given by g = 2ωL/ωc.
The free cyclotron frequency is not a true eigenfre-
quency of the proton in trap. For the determination of ωc
all three eigenfrequencies have to be measured. A novel
measurement scheme has been developed, which allows
a direct measurement of the free cyclotron frequency [2].
The so called double-dressing-technique couples both ra-
dial modes to the axial mode resulting in a quintuple-dip
in the axial detector. This enables the extraction of all fre-
quency information simultaneously at the same particle po-
sition, and in thermal equilibrium with the cryogenic axial
detector, see Fig. 1.
In order to measure the Larmor frequency one has to de-
tect the orientation of spin. To this end a magnetic ﬁeld in-
homogeneity is superimposed, which couples the magnetic
momentum to the axial mode. Hence a spin ﬂip causes a
change in the axial frequency, which is proportional to the
magnetic moment and the size of the ﬁeld inhomogeneity.
The experimental principle has been used to compare the
magnetic moments of the electron and the positron. Previ-
ous experiments thus dealt with magnetic moments on the
level of a Bohr-magneton. Here the magnetic moment of
the proton is on the scale of a nuclear magneton, which is
about three orders of magnitude smaller. A large inhomo-
geneity of 3 · 105 T·m−2 is needed to cause a frequency
jump of 190mHz at an axial frequency of 600 kHz. The
angular momenta of the two radial modes couple to the ax-
ial eigenmotion, too. A large magnetic ﬁeld inhomogeneity
thus makes the axial mode very sensitive to energy ﬂuctu-
∗Supported by EMMI, GSI F+E
Figure 1: Quintuple-dip measurement, which carries all in-
formation on the eigenfrequencies of the trapped proton.
This can be used to determine the free cyclotron frequency
directly.
ations in the radial modes. After continuous efforts in sta-
bilizing the radial modes of the ion, we achieved a stability
of the axial frequency of a RMS value of 150mHz. This
enabled the ﬁrst observation of spin ﬂips with a single pro-
ton in a Penning trap [3]. The spin ﬂip resonance curve of
a single proton is presented in Fig. 2.
Taking advantage of the double Penning-trap setup, a nar-
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Figure 2: Proton g-factor resonance in the analysis trap,
still broadened by the inhomogeneous magnetic ﬁeld used
for spin detection.
row spin ﬂip resonance is expected, which allows allows
for a high precision measurement of the g-factor.
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Lifetime measurement of the 2 3P0 state in He-like uranium 
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Up to now, the predictions of quantum electrodynamics 
(QED) have been found to be in excellent agreement with 
experimental data. In recent years, considerable progress 
in the evaluation of higher order corrections has been 
achieved on the theoretical side - not only for hydrogen- 
but also for helium-like systems - up to very heavy nuclei. 
He-like systems are of particular interest since they pro-
vide the simplest multi-electron configuration.  
For the energy of the ground-state and the 2 3P2- state 
in He-like uranium experimental results have been pub-
lished [1,2] . Now we are aiming at a more precise deter-
mination of the metastable 2 3P0 state. Its energy can be 
determined indirectly via its lifetime which has a calcu-
lated value of 57.3 ps [3,4]. The 3P0 state is the longest 
living among all n = 2 excited states and  decays via i) an 
E1M1 transition to the 1 1S0 state (~30%; 6*109/s) and 
more important via ii) an E1 transition to the 2 3S1 state (~ 
70%; 1.2*1010/s). This 2 3S1 state decays promptly to the 
ground state under emission of a 96 keV photon. By 
counting the number of 96 keV photons emitted by the 
swift projectile as a function of the distance from the tar-
get-foil, one obtains an exponential decay curve. This 
curve can directly be attributed to the decay of the 2 3P0 
state if we assume this level to be the only feeding mech-
anism of the 2 3S1 state after a given time.  
Previous experiments on this meta-stable state have 
been conducted at the BEVALAC [5] and at GSI [6]; the 
former providing a value of 54.4 ± 3.4 ps. With a new 
experimental set-up an improvement of this value to a 
precision of 1 ps is envisaged. The new energy-, time- 
and position-sensitive 2D germanium detectors permit a 
considerable gain in counting statistics. These detectors 
consist of 128 single strips with a width of 250 µm each. 
In order to obtain well defined data-points a Soller-slit 
like collimator of 1 mm thick tantalum sheets with a slit 
width of 1 mm is placed in front of the detector. Given a 
crystal width of 32 mm we should be able to measure 15 
positions of the decay-curve simultaneously.    
In October 2011 we have performed a test experiment 
with our set-up at the beamline in Cave A. A beam of 
U79+-ions from the SIS was passed through an Al-stripper 
at 300 MeV/u producing U91+-ions at an energy of 290 
MeV/u. Afterwards the ions passed through a 1.5 mg/cm2 
nickel foil in our interaction chamber. About 5% of the 
initially H-like ions undergo electron capture in the Ni-
foil, thus forming He-like uranium. Only a very small 
fraction of the electrons is directly captured into the 3P0 
state, but this level is fed by cascade transitions from 
higher n-levels. Subsequent to the 2 3P0  2 3S1 transition, 
the ground-state transition 2 3S1  1 1S0 occurs, whose 
intensity is recorded as a function of the distance from the 
target-foil (see figure). 
Figure 1: Decay curve measured during the beam-time 
with a 2D Germanium detector. Strip #125 is closest to 
the target (~ 5 mm), strip #1 furthest away.    
 
The decay curve covers a span of a little more than two 
decay-lengths. The spectrum was obtained by applying 
several conditions on the data. Most important is a coin-
cidence between the recorded x-ray and the down-charged 
(i.e. He-like) ion. This requires a clear separation of the 
charge-states behind the dipole magnet. Energy condi-
tions were applied to select the proper transition. The lim-
ited beam time did not permit at this time to accumulate 
sufficient statistics for a precise value, but a preliminary 
analysis yields a lifetime of 57.4 ± 9.6 ps. The applicabil-
ity of our method to derive lifetimes with high precision 
was demonstrated and the set-up is ready for a production 
run.  
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Long-lived atomic or nuclear states are fascinating can-
didates for investigation and improving our understand-
ing of transition dynamics. The hindered decay modes of
metastable species are often accompanied by exotic decay
pathways and/or higher order or multi-photon transitions.
As a consequence of long lifetimes and extraordinary decay
properties, nuclear isomers as well as atomic metastable
ions play an important role in astrophysics, for precision
spectroscopy, for the study of fundamental symmetries, for
energy storage or —based on their small natural widths—
for applications as clocks.
Storage rings provide a very clean environment with well-
controlled experimental conditions for the investigation of
long-lived species. Our approach for studying metastable
states exploits the unique properties of the resonant process
of dielectronic recombination (DR) as a spectroscopic tool.
DR resonance spectra feature unique signatures associated
with the long-lived excited states. Atomic metastable states
show up in the DR pattern as new resonance series that
originate from the initially metastable configurations. Nu-
clear isomeric states exhibit resonance fingerprints in the
DR spectra mainly due to the distinctively different hyper-
fine interaction and nuclear size shifts of nuclear ground
and isomeric states. In the last two years, our collaboration
at the ESR storage ring has achieved substantial progress
in the investigation of both, atomic and nuclear metastable
states applying the DR resonance technique:
(1) Measurements with beryllium-like 136Xe50+ ions were
carried out that revealed resonances that could be clearly
attributed to initially metastable Xe50+(2s2p 3P0) ions. In
Be-like ions, in the absence of nuclear spin the 3P0-state
can only decay via a E1M1 double-photon or even higher
order multi-photon transitions [1]. By monitoring the in-
tensity of resonance configurations associated with the 3P0
state at time intervals 50 s apart from each other the ex-
istence of a decaying beam admixture, i.e. the metastable
component was directly proven [2]. At present, the influ-
ence of unwanted effects on the decay time such as quench-
ing of the level in the residual gas or in the magnetic fields
of the ring magnets is being evaluated. As the next step, a
dedicated lifetime measurement of this sought-after transi-
tion is envisaged.
(2) A pilot experiment that leveraged the DR technique for
the study of nuclear isomers was successfully performed
with Li-like 234mPa88+. Its isomeric state (Iπ = 0−) pos-
sesses no hyperfine splitting and decays within 1.17 min
predominantly (99.84 %) due to β−-emission [3]. The
Iπ = 4+ ground state features hyperfine splitting and de-
cays substantially slower (τ = 6.7 h). The fast β−-decay
provides an independent way to monitor the intensity of the
isomer. In our DR experiment we measured an initial reso-
nance spectrum of 234(m)Pa88+ about 30 s after beam injec-
tion, i.e., with a mixture of ground and isomeric state ions.
A second data set was taken after 5 min of waiting when
the isomers are expected to have completely decayed, thus
resulting in a ground-state-only spectrum. Consequently,
by comparison of the two data sets the DR spectrum of a
nucleus in its isomeric state can be deduced.
(3) 235mU is a particularly interesting nuclear isomeric
state with an excitation energy as low as 76.8 eV [3]. In
a preparation experiment in October 2011 we managed to
produce a pure isomeric beam of Li-like 235mU89+ ions by
accumulation of β-decay daughters of 235Pa parent ions in
the storage ring. With roughly 200 ions produced every 20
mins we could perform meaningful DR experiments. The
measurement highlights the sensitivity and the versatility
of the combination of storage ring and the DR method. It is
worth emphasizing that in contrast to Schottky techniques
the DR approach is also possible for low excitation ener-
gies and thus provides access to such intriguing candidates
as 235mU or the famous “nuclear clock” isotope 229Th [3].
These initial results on DR experiments that explore atomic
and nuclear metastable states are very promising for future
extensions of this method. In particular, in combination
with stochastic cooling storage times of hours up to days
can be achieved. This enables studies with very long-lived
candidates using the DR pattern as an intensity signature.
Support is acknowledged by BMBF under contract number
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First experiments on mass measurements of short-
lived nuclei employing the isochronous mass spectrome-
try (IMS) at the experimental cooler-storage ring CSRe in
Lanzhou, China have proven their very high potential by
measuring masses of four A = 2Z − 1 nuclides including
the astrophysically relevant 65As [1]. A schematic illustra-
tion of the HIRFL-CSR facility in Lanzhou can be found in
Refs. [2, 3].
Our large international collaboration continued the re-
search program by conducting two new experiments in
2011. The data analysis of the ﬁrst experiment has been
already completed and the corresponding publication is in
preparation. The masses of six short-lived A = 2Z − 2
nuclides produced in fragmentation of 58Ni primary beams
have been measured for the ﬁrst time. These nuclides are
43V (T1/2 = 36.2(4) ms), 46Mn (T1/2 = 37(3) ms),
47Mn (T1/2 = 100(50) ms), 49Fe (T1/2 = 64.7(3) ms),
53Ni (T1/2 = 45(15) ms), and 55Cu (T1/2 = 40# ms),
where “#” denotes estimated T1/2 values. Furthermore,
masse values of 41Ti (T1/2 = 81(1) ms) and 45Cr (T1/2 =
50(6) ms), measured previously with IMS technique at
GSI [4], were determined with a signiﬁcantly higher ac-
curacy. It is interesting to note that the new mass values for
41Ti and 45Cr are by 1.68σ and 1.04σ, respectively, more
bound then the data from Ref. [4].
The second experiment has been performed in the last
days of 2011, in which the neutron-rich 86Kr fragments
were addressed. The data analysis is presently ongoing.
The stability of the magnetic ﬁelds of the CSRe was a
major factor which was limiting the mass resolving power
in our ﬁrst experiments (see Figure 1(a)). Therefore, a new
data analysis method has been developed which allowed us
to largely remove the effects due to these instabilities. The
resolving power of about 170’000 has been achieved (see
Figure 1(b)). The method is described in detail in Ref. [6].
In our last experiments, the magnet stability has been
∗This work is supported by CAS and NNSFC grants 10925526,
11035007, 10675147, 10805059, 10875077, 11075103; The Major
State Basic Research Development Program of China (Contract No.
G2007CB815000); BMBF Grant in the framework of the Internationale
Zusammenarbeit in Bildung und Forschung Projekt-Nr. CHN 11/012;
H.S. is supported by NSF grants PHY06-06007 and PHY08-22648; Y.A.L
is supported by CAS visiting professorship for senior international scien-
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Figure 1: The revolution time spectra of ground (T1/2 =
242 ms) and isomeric (T1/2 = 247 ms, E∗ =
3174.3(1.0) keV [7]) states of 53Co obtained with (a) the
conventional method of Ref. [5] and (b) the newly devel-
oped method described in [6]. Note that the deduced exci-
tation energy of the isomer E∗ = 3202(36) keV [1] is in
excellent agreement with the literature value [7].
improved signiﬁcantly. Furthermore, two vacuum cham-
bers for two time-of-ﬂight detectors [8] have been installed
in a straight section of CSRe. The detectors will be put
in operation in early 2012, thus enabling for the ﬁrst time
the in-ring velocity determination of each stored ion. We
note, that the ILIMA project in the CR@FAIR relies on the
operation of two such detectors, which can thus be tested
already now.
A novel resonant-cavity based Schottky detector [9] has
been successfully commissioned in the CSRe [10] with
which also experiments employing Schottky Mass Spec-
trometry are now possible.
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At the ESR storage ring we have carried out a first test
experiment aiming at impact parameter sensitive studies of
inner shell atomic processes for very heavy atomic systems
[1, 2]. For the measurement, the deceleration capability of
the ESR was exploited. Bare bismuth (Bi83+) ions were
injected from the SIS into the ESR at an energy of ∼ 400
MeV/u and subsequently decelerated to 70 MeV/u. For the
experiment, the atomic physics target chamber has been
used [3]. Here, Bi83+ ions interacted with a supersonic
jet of xenon atoms. The beam energy of 70 MeV/u was
chosen as a compromise between the adiabaticity of the
collision (strong perturbation) and the beam lifetime in the
ring. Although the energy is not very low, one might still
expect non-perturbative effects due to the heavy target. In
order to obtain information concerning the impact parame-
ter and, in particular, to pick out close collisions which are
especially important for observing quasi-molecular effects,
scattered Bi83+ ions which had undergone close collisions
with xenon atoms were detected by a diamond detector
mounted in a specially constructed movable pocket ∼3.5
m downstream from the target. The diamond detector has
been constructed at GSI and consists out of four 1 × 1 cm
strips separated by 2 mm. In the measurement position, it
was covering projectile scattering angles from ∼0.5 - 1.0 ◦
which, for this collision, corresponds to an impact parame-
ter range of∼35 - 70 fm. In addition to the detector for the
scattered projectiles, the x-rays emitted from the interac-
tion zone were observed by an array of detectors mounted
at different angles with respect to the ion beam direction.
Figure 1 (top part) shows a x-ray spectrum recorded by a
Ge(i) detector mounted at an observation angle of 150 ◦.
Transitions into the K-shell of H-like bismuth due to the
electron transfer from the target are clearly seen, together
with K and L transitions of Xe due to ionization of the cor-
responding shells. In addition, in the lower part, we display
a coincidence time spectrum between the scattered projec-
tile detector and a scintillator x-ray detector mounted at 35 ◦
observation angle. In spite of the few collected events, due
to the relatively short measurement time, there is a strong
indication of a coincidence peak resulting from x-ray emis-
∗Work supported by Helmholtz Alliance EMMI.
† Work supported by the Helmholtz Association (VH-NG-331).
sion induced by collisions well inside the K-shell radius.
In future studies, we plan to use a larger particle detector
along with increasing the measurement time.
Figure 1: Top: x-ray spectrum for Bi83+ → Xe collisions
at 70 MeV/u, recorded by a Ge(i) detector at 150◦ observa-
tion angle. Bottom: Coincidence time spectrum between a
scintillator at 35◦ and the particle detector.
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We present measurements of the energy loss of relativis-
tic highly charged uranium ions interacting with a target
beam of near-liquid density hydrogen droplets at the exper-
imental storage ring (ESR) at GSI [1]. The applied liquid
droplet beam source has been described previously [2].
The energy loss of the ion beam was measured by em-
ploying the ESR Schottky-pickup diagnostics, which pro-
vide the revolution frequency spectrum of the circulating
ions. The temporal evolution of the mean revolution fre-
quency extracted from the Schottky spectra is used for the
determination of the ion beam energy loss [3], which is
plotted in Fig. 1 as a function of the (mean) target area
density for the three ion energies and species investigated
here. The large error bars in the target area density reflect
the spatial fluctuations in the droplet target beam, which are
invariably observed at the highest densities [2]. Theoretical
energy losses computed with the Bethe-Bloch formula by
assuming the experimental (mean) target density are shown
in Fig. 1 as dashed lines, and are in fair agreement with our
experimental data. Given that significantly higher energy
losses would be expected due to the very high local liquid
droplet density we argue that the droplets disintegrate im-
mediately after colliding with the HCI and that our exper-
imentally measured energy losses are primarily dominated
by the interaction of the HCI with the nearly spatially uni-
form target consisting of the fragmentation products.
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Figure 1: Experimental (filled symbols) ion energy losses
of U91+ at 400 MeV/u (top panel), U91+ at 216 MeV/u
(middle), and U89+ at 116 MeV/u (lower panel), measured
as a function of the mean H2 target area density.
The observed target density fluctuations (shown in
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Fig. 2(a)) can be conveniently exploited here to help in
addressing the important issue concerning the ion cool-
ing efficiency at very high target densities. The result is
shown Fig. 2(b), where we plot the corresponding time
evolution of the ion frequency spectrum recorded for the
U91+ beam at 216 MeV/u and with the electron cooler
turned on. The narrow frequency distribution centered at
f0 ≈ 1.6065 MHz seen during the first 40 s recording
time indicates efficient cooling of the ion beam. However,
a sudden frequency shift occurring in correspondence to
the ≈ 1015 cm−2 peak in the area density at t ≈ 50 s
can be clearly seen. This provides the most direct evidence
so far for a dramatic energy loss event during interaction
with a H2 target that cannot be balanced by the electron
cooler. In order to classify the observed effect, we can esti-
mate the threshold target area density corresponding to the
maximum energy loss of U91+ ions at 216 MeV/u that can
be restored by the electron cooler by using Parkhomchuk’s
formula (dashed line in Fig. 2(a)). The resulting threshold
density of ≈ 1.2× 1014 cm−2 is consistent with our exper-
imental data.
Our results reveal that a liquid droplet target beam virtu-
ally behaves like a homogeneous gas jet target with respect
to both energy loss and ion beam cooling. We also provide
first results on ion beam cooling efficiency at high hydro-
gen area target densities, which are consistent with numer-
ical estimations based on a simple model of the cooling
force.
1,605 1,610
a b
10
100
1000
10000
1015 1014 1013
20
40
60
80
f (MHz)nx (cm
-2)
t (
s)
Figure 2: (a) Time evolution of the target area density
measured for T0 ≈ 27.1 K. (b) Longitudinal Schottky
frequency spectrum measured for the U91+ ion beam at
216 MeV/u with the electron cooler turned on.
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HITRAP Decelerator 
The HITRAP facility is built to decelerate ions to al-
most rest and to provide them to the experiments [1]. 
First, the ions are decelerated in the experimental storage 
ring ESR from 400 to 4 MeV/nucleon accompanied with 
stochastic and electron cooling to keep the emittance 
small. Then, in the HITRAP linear decelerator the decel-
eration is performed in two additional steps. An interdigi-
tal H-type (IH) structure and a radio-frequency quadru-
pole (RFQ) structure are operated in inverse mode to de-
celerate first from 4 MeV/nucleon to 0.5 MeV/nucleon 
and then further to 6 keV/nucleon.  
Three experimental runs were used in 2011 to commis-
sion the linear decelerator. The first run in May used a 
54Cr24+ beam and focused on a careful calibration of the 
energy analyzer after the IH. We need to know the energy 
of the beam after the IH with a precision of better than 
1%, since the acceptance window expected for the RFQ is 
just 10 keV/nucleon wide at a total energy of 500 
keV/nucleon. A set of thin gold foils was installed in the 
beam. The beam when passing through a foil is degraded 
in energy to produce from the 4 MeV/nucleon primary 
beam another beam of about 0.5 MeV/nucleon defined by 
the thickness and material of the foil. However, the angu-
lar straggling due to degrading together with the arrange-
ment of two narrow slits (1 and 0.1 mm) in front of the 
energy analyzer reduced the beam intensity dramatically 
and hindered the detection of the degraded beam on the 
energy analyzer.  
The second run was dedicated to RFQ commissioning. 
A huge parameter space was scanned. Since the phase 
acceptance of the RFQ is only about 20 degree, for every 
new set of IH parameters and RFQ RF-amplitude a full 
360 degree phase scan had to be performed. In order to 
enhance the detection of decelerated particles versus the 
also transmitted primary beam of 4 MeV/nucleon the en-
ergy dispersive detector after the RFQ was split in two 
sections, one of which was covered with a mesh with a 
transmission of only 5%. Nevertheless, there was no 
beam decelerated to 6 keV/nucleon detected. 
In order to investigate the detailed performance of the 
RFQ part in more detail and independent from the limited 
beam time at GSI, an off site test at the MPI for nuclear 
physics in Heidelberg has been set up as shown in Fig. 1. 
At MPI-K an electrostatic accelerator allows for a precise 
and broad variation of input energies as well as for a high 
duty cycle limited only by the thermal limit of the RFQ to 
about 0.2 ‰ (1 Hz ; 200µs) 
 
Figure 1: RFQ Test bench as used at MPI-K Heidelberg. 
In December 2011 for the first time decelerated ions have 
been detected behind the RFQ. IN Fig. 2 the raw data on 
the energy sensitive detector are shown. A detailed char-
acterization of required beam input energy, RF power and 
the resulting output energy will be done in 2012. 
Additionally, the energy sensitive detector that is used 
at HITRAP to measure the energy spectrum after the IH 
structure has been calibrated. For this a beam with well 
known energy was sent to the detector and the resulting 
spectra are being compared to the ones measured during 
the recent experimental runs at GSI. 
 
Figure 2: Raw data of the energy analyzing detector be-
hind the RFQ. The vertical direction is energy dispersive. 
The third beam time took place in September 2011 and 
used a 136Xe50+ beam in the so called 30 MeV/nucleon SIS 
mode. This means that the beam is accelerated to only 30 
MeV/nucleon in the SIS and will not be stripped another 
time after SIS extraction. This saves time in the ESR 
since the first declaration step from 400 to 30 
MeV/nucleon can be omitted. The double drift buncher 
(DDB) in front of the IH was in the focus of the meas-
urements. Together with a more detailed analysis proce-
dure (see the 2011 annual report by A. Reiter et al.) it was 
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for the first time possible to relate an observed phase dif-
ference between the DDB and the IH to a phase differ-
ence in the simulation. 
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Figure 3: Fraction of decelerated particles as a function of 
the phase between the IH radio frequency and the one of 
the first cavity of the double drift buncher (DDB). 
Fig. 3 shows the corresponding measurement of the IH 
phase relative to the phase of the first buncher cavity. 
Those measurements also revealed that the real gap volt-
age in the first buncher cavity was much smaller than 
required. This was later identified to be due to a to low 
quality factor of the resonant cavity itself which is still 
being investigated. 
Furthermore, the energy of the primary beam from the 
ESR was varied in a small window of about 50 
keV/nucleon to find the optimal injection energy for the 
IH structure. The result of both investigations was im-
proved deceleration efficiency. 
Cooler Penning Trap 
This year offline tests at the HITRAP cooler Penning 
trap have been performed. In addition to the electron 
source installed in 2010 a new electron discharge ion 
source for delivering H2+ ions (m/q=2) was installed this 
year. Both sources are working stable and reliable and 
will be used in the near future to test the electron cooling 
of ions in the penning trap.  
The electronic circuit for the axial detection of ions has 
been tested successfully at 4 K. At the resonance frequen-
cy of about 400 kHz the amplification is in the order of 4 
to 5 with a Q-factor of 80. Nevertheless in the future the 
transmission of the signal out of the trap has to be im-
proved in order to detect and identify ions with a reasona-
ble signal to noise ratio. 
In 2011 first tests in trapping mode were performed. 
For this electrons were injected into the Penning trap and 
the intensity on a faraday cup was measured (see Fig. 4). 
The result showed that the trapping time is only in the 
order of one hundred microseconds. The reason is not yet 
understood but this has to be improved by several orders 
of magnitudes if electron cooling should be used in the 
cooler trap. 
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Figure 4: Intensity of trapped electrons measured at a far-
aday cup outside the magnetic field vs. the trapping time. 
In addition, extensive theoretical studies on the collec-
tive motion of electron plasmas inside a Penning trap 
have been performed. By measuring the frequencies of 
these plasma modes it will be later possible to determine 
the temperature of the ions inside the trap so that one ob-
tains information about the efficiency of the cooling pro-
cess (see Fig. 5).  
At HITRAP a LabVIEW based control system is in use. 
In 2011 also the controls of the Penning trap as well as 
the decelerator part in front of the trap have been includ-
ed, so that a general control system is now available 
which simplifies the optimization of the setup.  
 
Figure 5: Temperature dependence of the frequency shifts 
for the first four plasma modes in HITRAP. These fre-
quencies will be measured with an axial detection circuit.  
EBIT – Vertical Beam Line 
In 2011 the EBIT installed at the HITRAP platform 
was operating under stable conditions. For the next year it 
is planned to also use it for the commissioning of the ver-
tical beam line which connects the cooler Penning trap 
with the different experiments. The concluding simula-
tions of this part of the beam line are ongoing and the 
construction is almost finished. 
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The pulsed supersonic gas jet target for x-ray experi-
ments with very slow highly charged ions at HITRAP 
[1,2] was set up at IKF in Frankfurt in 2011. The project 
started in 2009 and received funding from the BMBF 
within the framework “SPARC experiments at Fair”. As 
HITRAP will provide the experimental beam lines with 
periodically injected highly charged ions, the pulsed op-
eration mode of the gas jet target  allows good vacuum 
conditions (~10-10 mbar) with a moderate pumping system 
(three 500 l/s turbo molecular pumps and a 2000 l/s roots 
pump assembly).  
The design of the gas jet target was introduced in [2] 
and described in more detail in [3]. The arrangement of 
CF 100 ports assures a high flexibility for all upcoming 
experimental needs and especially the large CF-250 port 
at one side (at 90° relative to the injected beam) permits 
the use of different detector types and close access to the 
interaction region. Figure 1 shows the setup as it was 
used during the first vacuum tests. Without baking the 
basic vacuum reached so far amounts to 
 is 1 10-9 mbar in the main chamber when the gas jet is 
off and 3 10-9 mbar when the gas jet is continuously on. 
 
In a first step the nozzle geometry was tested by Pitot 
Pipe measurements and compared with theoretical calcu-
lations [4]. In these experiments the total pressure of the 
gas jet is recorded for different positions and distances of 
the Pitot Pipe relative to the nozzle. The experimental 
values are in good agreement with the simulations and are 
illustrated in Figure 2.  
After inserting the two skimmers and careful alignment 
of the nozzle orientation the simulation results could be 
used to determine the achieved nominal+ target thickness. 
For He and Argon target thicknesses of 4 1011 1/cm² 
and 2 1011 1/cm² could be reached respectively. Also the 
size of the gas jet was  determined to have   a diameter of 
approximately 0.9 mm (as predicted by geometrical con-
siderations). The measured beam dump efficiency is in 
the order 97 to 99 per cent.  
The gas jet target will mainly be used with Hydrogen 
as target gas. As depicted in [3] this requires some safety 
precautions. The fail safe logic units are manufactured 
and will be installed in the beginning of 2012.  
 
In order to verify the above derived target parameter 
of the gas jet target it is planned to perform ion/atom col-
lision experiments at the beam line of the Frankfurt RFQ-
beam line For this purpose a position sensitive MCP de-
tector will be set up behind the gas jet target to analyze 
the scattering of impinging ions and, in combination with 
a magnetic dipole, also  the occurring charge transfer of 
the projectile. 
. 
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+nominal: the value was calculated with the specified  
Figure 1 Setup of the gas jet target. View from the back-
side on the CF 250 flange and the roots pump controller. 
Figure 2 The total pressure was measured along the x 
coordinate for different distances between nozzle and Pi-
tot Pipe. 
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First trapped and cooled ions observed in SPECTRAP∗
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The development of electron beam ion sources and ion
storage rings about two decades ago, allowed spectroscopy
experiments with highly charged ions for the first time.
Their relative accuracy was limited to around 10−4 due
to a large energy dispersion of the produced ions, and it
was soon realized that a combination of ion traps with laser
cooling and spectroscopy could bring an improvement of
several orders of magnitude. After several years of devel-
opment, the SPECTRAP experiment [1] made in 2011 the
first steps towards that goal: magnesium ions were pro-
duced externally, transported into the trap and cooled to
sub-Kelvin temperatures by means of laser cooling.
An overview of the experimental setup is shown in Fig.1.
Situated in a laser laboratory is a frequency quadrupled
fibre laser [2], producing up to 5 mW of 279 nm laser
light, needed for exciting the resonance transition in singly
charged magnesium used for laser cooling. After shaping
and stabilizing, the beam is directed upwards, through the
experimental platform, and aligned with a Penning trap on
the upper level. The trap itself is located inside a Helmholtz
superconducting magnet, which produces a magnetic field
up to 6 T. Fluorescence is picked-up radially, directly from
the trap centre. Mg ions are produced locally, as indicated
in Fig.1, but the system can also accept ions through the
other branch of the beamline. It is foreseen for the future
connection with HITRAP, in order to gain access to highly
charged ions.
fluorescence
detection
Mg ions
laser
light 3 m
B
magnet
&
trap
Figure 1: Overview of the SPECTRAP laser laboratory and ex-
perimental platform with the magnet and the beamline.
∗Work supported by HGF under contract VH-NG-148 and BMBF
grant 06MS9152I.
Mg ions were produced with a thermal source, electron
impact and pulsed extraction, and then transported through
the beamline into the trap. Because of the in-flight ion cap-
ture technique and the strong cooling power available with
laser cooling, it was possible to store several consecutive
ion source shots and accumulate up to 3000 Mg ions in
the trap. After ion stacking, the trap was kept permanently
closed, while the laser was scanned from approx. 1-2 GHz
red detuning towards the rest frequency of the resonant
transition. This was enough to cool the stored ion cloud
to a sub-K temperature, as can be seen in Fig.2, by com-
paring the measured linewidth with the natural linewidth
of the transition of 42 MHz.
Figure 2: Fluorescence signal as a function of laser detuning.
The transition width is proportional to the ion temperature.
Fluorescence was detected with a channel photo multi-
plier, developed in collaboration with Münster University.
Its high detection efficiency and low dark count rate al-
lowed detection of even a single trapped ion. This offered a
unique opportunity to detect ions non-destructively, either
by means of fluorescence detection or by electronic pick-up
of the induced image charge.
The achievements are an important step towards sympa-
thetic cooling and spectroscopy of highly charged ions, but
also serve as a proof of principle for the SPECTRAP ex-
periment.
References
[1] Z. Andjelkovic, S. Bharadia, B. Sommer, M. Vogel and W.
Nörtershäuser, Hyp. Int. 196, 81 (2010)
[2] R. Cazan, C. Geppert, W. Nörtershäuser, R. Sanchez: Hyp.
Int. 196, 177 (2010)
PNI-AP-13 GSI SCIENTIFIC REPORT 2011
372
New diagnostics for laser cooling at the ESR∗
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Many stored relativistic ion beams can effectively be
cooled by means of laser cooling, yielding unprecedented
momentum spreads of the order of ∆p/p∼10−7, as has
been demonstrated at the Experimental Storage Ring (ESR)
[1, 2]. These results have stimulated preparations for
laser cooling at the extreme relativistic energies available
at FAIR, for instance at the HESR and the SIS100/300
[3]. For this, broad-band laser cooling and efficient opti-
cal beam diagnostics have to be developed and tested [4].
We report on first results of optical bunch-length mea-
surements of relativistic ion bunches stored in the ESR.
Two new optical systems, which detect the light from the
ion bunches, were installed at the internal target of the
ESR. The first is a narrow-band VUV (solar blind), low
dark-current photomultiplier tube with optimum efficiency
around λ≈155 nm, which is mounted on a highly trans-
missive VUV CaF2 viewport. The second system is a CsI-
coated photo channeltron with an aperture of 25 mm, which
is mounted inside the ESR’s UHV (see Fig. 1).
Figure 1: Photograph of the VUV photo channeltron and its
holder on the CF-flange. The system can be baked at 200◦C
and exhibited a clean residual gas spectrum at 10−11 mbar.
Figure 2 shows first preliminary results from a beam-
time in August 2011 (E083). Here, Li-like bismuth ions, at
about 70% of the speed of light, were stored in two bunches
inside the ESR. The raw data, taken by both new detec-
tion systems, clearly shows the reproduceable structure of
∗Work supported by HI Jena
†Work supported by HGF, contract VH-NG148.
‡Work supported by BMBF.
§Work supported by DAAD.
the two ion bunches. Unlike in laser cooling experiments,
here the light originated from the relaxation of residual gas
molecules that were collisionally excited by the ions.
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Figure 2: Preliminary data recorded in August 2011. The
signals are taken by the VUV PMT and the VUV photo
channeltron. The ion bunches are about 9 m in length.
For the upcoming experiment (E089) at the ESR, a
diode-based CW laser system (1028 nm) with two fre-
quency doubling stages (514 and 257 nm) and a pulsed
laser system will be used for laser cooling.
With the results presented here, precise optical diagnosis
of important beam parameters, such as the bunch-length,
is in reach. It should be noted that, besides the integral
signal from the ion bunch, also the arrival times of the indi-
vidual photons are available and can potentially be used to
infer correlations in the ion beam [4]. Moreover, with high
photon count rates and long beam lifetimes, it should be
possible to significantly increase the resolution of bunch-
length measurements, surpassing the limitations of stan-
dard bunch-length measurements available at the ESR. This
will also be an important step for the use of laser cooling
and optical diagnostics for precision experiments at FAIR.
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Commissioning of the electron spectrometer at the ESR
P.-M. Hillenbrand1,2, S. Hagmann1,3, C. Brandau4, R.D. DuBois5, A. Gumberidze4, C. Kozhuharov1,
M. Lestinsky1, Y.A. Litvinov1, A. Mu¨ller2, R. Reuschl4, H. Rothard6, S. Schippers2, U. Spillmann1,
S. Trotsenko1,7, D. Winters1, and Th. Sto¨hlker1,7,8
1GSI Darmstadt; 2Universita¨t Giessen; 3Universita¨t Frankfurt; 4ExtreMe Matter Institute Darmstadt; 5University of
Missouri-Rolla; 6CIRIL-Ganil, Caen, France; 7Helmholtz Institut Jena; 8Universita¨t Heidelberg
While typical experiments at the ESR studying ion-atom
collisions use the emitted x-rays and the up- and down-
charged projectiles as observables, the variety of processes
to be investigated is greatly enhanced, if the emitted fast
electrons can be observed as well. Employing different
combinations of coincidences, processes like electron loss
to continuum ELC and (radiative) electron capture to con-
tinuum (R)ECC can be explored in parallel.
For that purpose the electron spectrometer located at the
ESR downstream from the gastarget has been built to detect
electrons emitted with a velocity close to the projectile ve-
locity ve ≈ vp from the interaction point within a forward
cone of ϑ ≤ 3◦.
The spectrometer consists of two dipole magnets with
an iron-free quadrupole triplet in between. The aim is to
have a telescopic mode, where a given momentum inter-
val can be selected using momentum defining slits and the
corresponding emission cone is projected onto a position
sensitive detector. Ideally the projection on the detector is
a pure function of the emission angle and is not influenced
by the selected momentum interval.
Two principle setups are possible: Either both
magnets bend electrons into the same direction
(+60◦/+60◦-configuration) or they bend into opposite
directions (+60◦/-60◦-configuration). In order to compare
both possibilities extensive simulations have been per-
formed using the GSI beam simulation software MIRKO.
It was shown that while the +60◦/-60◦-configuration
has a high momentum resolution of theoretically up to
Δp/p = 2 · 10−3, the +60◦/+60◦-configuration can
lead to an achromatic system with a resolution of only
Δp/p = 5 · 10−2. However a telescopic mode with
a momentum-independent emission angle projected
onto the detector can rather be realized within the
+60◦/+60◦-configuration. Besides that it also has to be
taken into account that a higher dispersion directly leads to
lower countrate and thus lower statistics.
A first commissioning run using the
+60◦/-60◦-configuration shown in Fig. 1 was done
during a beamtime in August 2010, with the aim of a high
electron momentum resolution. A Be-like Bi79+-beam
at 98 MeV/u and a N2-target was used. By coincidence
measurements the RECC and ELC reactions
Bi79+ +N → Bi79+ +N+ + e− + γ (1)
Bi79+ +N → Bi80+ +N + e− (2)
could clearly be identified.
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Figure 1: Experimental setup at the ESR used in 2010
(+60◦/-60◦-configuration: dipoles bend into opposite
directions)
Fig. 2 shows the recorded x-ray-spectra under 90 ◦, ran-
dom and in coincidence with the electron. A 2000 cm 2 Ge-
detector was used. The random spectrum (blue) shows the
typical structures of radiative electron capture REC into
L- and M-shell. The background at the lower-energy side
is due to bremsstrahlung. The spectrum of x-rays in co-
incidence with electrons having the same velocity as the
projectile beam (red) corresponds to the radiative electron
capture to continuum RECC, which is the high-energy end-
point of electron-nucleus bremsstrahlung [1].
Figure 2: X-ray spectra taken with Ge-detector under 90 ◦
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Penning trap experiment for advanced studies with ions in extreme ﬁelds∗
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The interaction of highly intense radiation with matter
and the corresponding non-linear effects have been subject
of lively research, both theoretical and experimental, es-
pecially in the infrared and visible photon energy regimes.
Laser systems capable of producing high intensities also
at photon energies in the extreme ultra-violet (EUV) and
(soft) X-ray regime open access to novel effects like non-
linear Compton effects or simultaneous elastic and inelastic
photon scattering, and allow multiphoton-ionisation exper-
iments in a new domain. Recently, exceptionally strong
non-linear photoionisation has been observed using high-
intesity EUV laser light and been connected with the ex-
citation of collective giant resonances. However, experi-
ments have so far not been able to prepare and investigate
well-deﬁned particle ensembles and to non-destructively
analyse the reaction products with high accuracy, nor were
they able to select or prepare products for further studies in
a well-deﬁned way.
PUMP
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MAGNET
CRYOCOOLER
TRAP
CRYOCOOLER
6 T SUPERCONDUCTING
MAGNET
PENNING TRAP
Figure 1: Schematic view of the setup. The Penning
trap is located inside a horizontal superconducting mag-
net and traversed by the laser light. Cryogenic electronics
is used for non-destructive spectrometry of conﬁned mass
and charge states.
The present development is a Penning-trap-based ex-
periment for the advanced investigation of multiphoton-
ionisation of conﬁned particles by highly intense laser
light, e.g. from free-electron lasers, see ﬁgures 1 and 2.
Focus is on control over the conﬁned particles’ localization
and optimized overlap with the laser light by Penning trap
techniques like the use of trap electrodes as ”electrostatic
tweezers” and by applying a ”rotating wall”, respectively.
Also, the non-destructive detection of reaction products is
a central property.
The particles (atomic or molecular ions) are conﬁned in a
∗Work supported by HI Jena
Penning trap and are subject to the laser light in a controlled
manner. The reaction products are analysed in real-time
by non-destructive methods. Such measurements are, for
example, able to determine cross sections for multiphoton-
ionisation in an energy- and intensity- regime so far not or
not sufﬁciently examined. Additionally, the created elec-
trons may be extracted from the trap and analysed exter-
nally. Hence, the reaction energetics may be reconstructed
as completely as possible. The Penning trap setup is de-
SEGMENTED RING FOR FT-ICR
OR ROTATING WALL
CORRECTION ELECTRODES
CONICAL
ENDCAPS
LASER FOCAL
ANGLE UP TO 30°
CONFINED IONS
CONICAL CAPTURE ELECTRODES
1 cm
Figure 2: Schematic view of the conical open-endcap Pen-
ning trap.
signed in a portable fashion, such that it can be attached to
existing laser systems easily.
As an example, the FLASH laser facility at DESY, Ger-
many, is currently capable of producing light down to
4.5 nm (275 eV) in pulses of few fs length with peak pow-
ers of around 5GW with repetition rates of 10Hz [1].
This laser has previously been used for example to per-
form soft X-ray laser spectroscopy on highly charged ions,
photo-ionization studies [2], photo-dissociation of molecu-
lar ions, and in studies of the photoelectric effect at ultra-
high intensities. As a user facility, FLASH is capable of
providing light under well-controlled conditions to guest
experimental setups like the present one. The same is true
for the PHELIX laser at GSI, Darmstadt, which can be used
for studies with highly charged ions from the HITRAP fa-
cility. The potential for further studies with the same setup
at even more brilliant light sources is huge, both with re-
gard to the current upgrades to FLASH, the POLARIS laser
in Jena, the future XFEL facility with photon energies up
to 12.4 keV and other facilites [3].
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We are currently setting up an experiment for the ap-
plication of a dedicated laser-microwave double resonance
technique for the precise determination of magnetic mo-
ments of highly charged ions confined in a Penning trap
[1, 2]. Spectroscopic properties of highly charged ions con-
tain valuable information both about atomic and nuclear
properties of these systems and open new ways to access
fundamental quantities [3, 4]. Experimental approaches to
precision spectroscopy especially of forbidden transitions
are manifold with novel methods under implementation
which also build a bridge between optical and microwave
spectroscopy [5, 6, 7]. In doing so, they allow experimen-
tal links between transition frequencies and both electronic
and nuclear magnetic moments of these ions.
Figure 1 schematically shows the Penning trap design for
such a measurement. The trap components have been built
and assembled and will be installed soon. Components for
offline-tests on the fine structure of 40Ar13+ ions have been
designed and partially been built. Cryo-electronics for ion
manipulation and detection are currently being built. A test
setup for the characterization of such cryo-components has
been put into operation.
Figure 1: Electrode stack forming the Penning trap(s) in-
side the housing in the superconducting magnet.
Such a spectroscopic measurement of g-factors on the
ppb level of accuracy allows a simultaneous and indepen-
dent determination of the electronic gJ -factor and the nu-
clear gI -factor on the ppb and ppm levels of accuracy, re-
spectively. For the first time, precise values for nuclear
magnetic moments can be inferred without the use of dia-
magnetic corrections, which currently limit the obtainable
accuracy substantially. At the same time, diamagnetic
shielding effects can for the first time be quantified in a
spectroscopic measurement. This information may be used
to benchmark corresponding theories. It furthermore al-
lows stringent tests of theoretical values for g-factors as
calculated in the framework of quantum electrodynamics
of bound states in extreme electromagnetic fields.
A 7 Tesla superconducting magnet with a Penning trap
designed for such spectroscopy has been set up in the
framework of the HITRAP project, as can be seen in fig-
ure 2 (yelllow cube housing the superconducting magnet).
Decelerated highly-charged ions will be captured and con-
fined in the Penning trap for spectroscopic studies nearly at
rest.
Figure 2: Our experimental setup at the HITRAP facility
inside the ESR hall.
Following first tests in the offline mode using internally
produced ions or ions from an offline-source, the experi-
ment will be connected to the HITRAP facility within the
coming year and is then to be utilized for precision spec-
troscopy of heavy, highly charged ions.
This work has been supported by the Deutsche
Forschungsgemeinschaft.
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Introduction
The spectroscopic investigation of hydrogen-like atomic
systems has developed into an important test bed for re-
search on atomic structure and bound-state quantum elec-
trodynamics (QED).
Measurements of the transition energy have been real-
ized on bunches of 209Bi82+-ions in the experimental stor-
age ring ESR. The laboratory value of the transition wave-
length was determined to 243.87(4) nm [1, 2].
In the SPECTRAP experiment, systematic measure-
ments on several species of highly charged ions will be
possible with up to three orders of magnitude better spec-
troscopic resolution than in former experiments [3]. The
trap will be loaded with highly-charged ions produced at
the GSI accelerator facility which are decelerated and de-
livered by the HITRAP beam-lines and cooled to liquid he-
lium temperatures inside the Penning trap. For efficient
spectroscopy of 209Bi82+ the necessary laser system should
produce laser light with a power of several mW at 243.87
nm and a tuning range significantly larger then the standard
deviation of 100 GHz of the previous measurement [1, 2].
In addition, the laser frequency should be stable to a pre-
cision and accuracy comparable to or below the expected
Doppler-width of the transition of the ions inside the Pen-
ning trap which is expected to be approximately 30 MHz.
Laser Design and Stabilisation Scheme
We have developed, built, and characterized a laser sys-
tems which fulfils these requirements. The system con-
sists of four major components (Fig. 1): a commercial
frequency-quadrupleddiode laser system (target laser) gen-
erating light at a wavelength of 243.87 nm, a pair of offset-
locked diode lasers operating at 780 nm (master and trans-
fer laser), a confocal transfer cavity locking the target laser
to the transfer laser at a large wavelength offset, and a
set of spectroscopic diagnostics at 780 nm (rubidium ab-
sorption cell) and 488 nm (tellurium (130Te2) absorption
cell) for characterization of the different components of
the frequency stabilisation chain. Tuning of the output fre-
quency with high precision is achieved via a tunable rf off-
set lock. A sample-and-hold technique gives an extended
tuning range of several THz in the UV. The modular setup
with two successive frequency doubling stages gives access
to three laser fields: light at 976 nm is used for frequency
stabilization, light at 488 nm is used for frequency diagnos-
tics on 130Te2 vapour, and light at 244 nm is used for high-
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Figure 1: Schematic overview of the laser system. A sta-
bilized transfer Cavity serves as reference. Frequency dou-
bling and quadrupling generates light at 488 and 244 nm. In
the inset (gray frame) the transmission signal (top) and the
calculated dispersive signal (bottom) of the transfer cavity
are shown.
resolution spectroscopy of 209Bi82+. The transfer cavity
is stabilized to the transfer laser at 780 nm and serves for
locking of the fundamental output of the target laser system
by bridging the wavelength gap between 780 nm and 976
nm.
Scaled to the target wavelength of 244 nm, we achieve
a frequency uncertainty of σ244nm = 6.14 MHz (one stan-
dard deviation) over six days of operation [4]. This scheme
is universally applicable to the stabilization of laser sys-
tems at wavelengths not directly accessible to atomic or
molecular resonances.
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Figure 1: A/q spectrum of the Au charge state distribution
after 700 ms and 2800 ms of ionization time.
Charge breeding has become an important experimen-
tal technique applied whenever highly charged ions (HCI)
of a certain element or isotope are needed but only low
charged ions are available from primary ion sources [1].
Over the past two years, we have reported on success-
ful charge breeding measurements using table-top sized,
room-temperature operated Dresden EBIS/T devices. This
is a compilation of results continuing the studies described
in [2] with the most powerful permanent magnet technol-
ogy based Electron Beam Ion Source (EBIS) which cur-
rently exists, the Dresden EBIS-A [3].
The experimental setup for the charge breeding measure-
ments with the EBIS-A was previously described in [2]. An
AuGe Liquid Metal Alloy Ion Source (LMAIS) was used
to provide low charged gold ions [4]. During the injection
phase, the LMAIS beam was bent by 90◦ with the help of a
quadrupole deflector and injected into the EBIS-A. During
re-extraction of the charge bred gold ions the quadrupole
electrodes were grounded to allow the ions to pass through
towards the analysis section of the beamline consisting of a
pepper - pot emittance meter (PEM) to investigate ion beam
phase space distributions as well as a 90◦ bending magnet
for A/q analysis.
Two A/q spectra measured at optimized charge breed-
ing conditions are presented in figure 1. Charge states up
to Au60+ were observed. The achieved breeding efficien-
cies of various Au charge states are summarized in table
1. These values are relatively low in comparison to those
from other apparati [1] but can be raised by improving the
∗ a.thorn@hzdr.de
Table 1: Breeding efficiencies εB reached with the current
LMAIS / EBIS-A setup along with ionization times tF, ab-
solute ion numbers Nq, and relative abundances Nq,rel for
selected Au charge states.
q tF (ms) Nq (105) Nq,rel (%) εB (10−5)
33 100 5.1±0.5 13 6.1±1.2
43 250 4.6±0.5 14 5.7±1.2
51 700 5.3±0.5 20 6.3±1.3
55 2800 1.2±0.2 15 1.4±0.4
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Figure 2: Trace space distributions in x and y direction
of the charge bred Au beam at an ion energy of E i =
q · 8.5keV. The solid lines indicate the four times rms-
emittance ellipses.
ion beam optics in the beamline for a better match of ac-
ceptance and emittance ellipses of the incoming beam and
the EBIS as well as reducing inacuracies in switching the
high voltage of the quadrupole electrodes in the future.
Finally, the PEM was used to study the HCI beam after
charge breeding. The ionization time in this measurement
was set to 700 ms resulting in charge state distributions
around q = 51+ as shown in figure 1. The phase space dis-
tributions are presented in figure 2, the root mean square
(rms) emittances at Ei = q · 8.5keV resulted in εx,rms =
10.0± 4.6mmrad and εy,rms = 9.1± 4.0mmrad.
This work has been supported by the GSI R&D cooper-
ation project DD.ZSCH.
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The High Voltage Electron Beam Ion Trap (S-EBIT) for SPARC 
Y. Ke1, I. Orban1,2, M. Hobein1, S. Tashenov1, S. Mahmood1, O. Kamalou1, A. Safdar1,  
H. Zhang1, and R. Schuch1 
1Fysikum, Stockholm University, AlbaNova, S-10691 Stockholm, Sweden 
2Atomic Physics Division, GSI, Darmstadt, Germany 
 
A high voltage Electron Beam Ion Trap “Super 
EBIT” (S-EBIT) for a 260 keV electron beam en-
ergy has being built up at Stockholm University 
based on the Refrigerated Electron Beam Ion Trap 
(R-EBIT) [1,2] from “Physics and Technology” 
(Livermore, USA). This was the first of the next 
generation EBIT with a refrigerated (dry cryogenic) 
system where cold heads keeps the magnets and heat 
screens on 4 K and 50 K temperatures, respectively. 
The electron beam is compressed by a magnet field 
of max 4T. Singly charged ions can be injected from 
metal vapor source MEVVA or isotopically cleaned 
from a high current plasma source CHORDIS for 
charge breeding. The S-EBIT has a sophisticated 
extraction scheme with a charge cleaning magnet 
and a time-of-flight section for charge breeding di-
agnostics. So far the S-EBIT was used for ion trap-
ping and cooling experiments, electron-ion colli-
sions, and highly-charged ion nanocapillary studies 
[2-5].  
Figure 1: Foto of the assembled S-EBIT. 
 
The upgrade of S-EBIT includes raising the electron 
energy from 30 keV to 260 keV, installation of a 
new vibration-free pulse-tube cooler, a new injec-
tion, and extraction system (Figs. 1 and 2). We also 
developed a new operational system for this EBIT in 
LabView that controls the relevant machine parame-
ters, such as electron beam currents, vacuum, and 
safety interlocks. This S-EBIT with improved pa-
rameters should allow the production of fully 
stripped heaviest ions of all elements up to uranium. 
The machine is now prepared for the possible move 
to the HITRAP facility and finally to the Helmholtz-
Institute Jena to serve as a development platform for 
SPARC experiments at the future FAIR facility.   
 
Table 1: S-EBIT parameters 
Magnetic field <4 Tesla 
Electron beam energy <260 keV 
(trap 40kV, gun 
&collector -220kV 
Electron beam current <250 mA 
Electron beam radius 30 μm 
Central current density   <4 kA/cm2 
Trap length 2 cm 
 
 
 
Fig. 2. S-EBIT high voltage scheme (voltage values are 
the upper limits of the power supplies).  
 
We acknowledge support from the Knut & Alice 
Wallenberg foundation and the Swedish Research 
Council VR. 
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Development of MMC arrays for high resolution x-ray spectroscopy
S. Scha¨fer, C. Pies, S. Heuser, S. Kempf, A. Pabinger, J.P. Porst, T. Wolf,
A. Fleischmann, L. Gastaldo, C. Enss
Kirchhoff-Institut fu¨r Physik, Universita¨t Heidelberg, INF 227, 69120 Heidelberg, Germany
Metallic magnetic calorimeters (MMC) are calorimetric
particle detectors operated at temperatures below 100mK,
that make use of a paramagnetic temperature sensor to
transform the temperature rise upon the absorption of a par-
ticle in the detector into a measurable magnetic flux change
in a dc-SQUID. They combine high energy resolution, fast
detector risetimes (τ0 < 100 ns) high quantum efficiency
and large dynamic range [1], turning them into promising
tools for numerous precision experiments in atomic and nu-
clear physics at GSI/FAIR. We recently started to develop
two micro-fabricated linear MMC arrays, one for photon
energies up to 20 keV with an energy resolution below 3 eV
(FWHM), the other one for energies up to 200 keV with
ΔEFWHM < 50 eV.
Both presently developed detector arrays consist of x-
ray absorbers made of electro-deposited Au, each of which
connected to a paramagnetic temperature sensor made
of sputtered Au:Er. A superconducting meander-shaped
pickup coil made of a sputter-deposited niobium is used
to generate the magnetic field in the sensor volume and to
pickup the change of magnetization upon the absorption of
a photon. The meander is connected to the input coil of
a SQUID, forming a completely superconducting circuit.
An on-chip persistent current switch is used to inject the
field generating persistent current into the superconducting
circuit.
500 μm
on-chip thermal bath
to SQUID
gold link
absorber stem imprint
Figure 1: SEM picture of maXs-20 with 8 overhanging x-
ray absorbers made of 5 μm thick gold, each (250μm)2 in
area connected to the sensor by 24 stems.
The status of development of both detector arrays,
maXs-20 (shown in Fig. 1) and maXs-200, as well as their
performances are discussed in detail in [2]. In summary we
can note, that recent refinements in detector design, shield-
ing and wiring made it possible to operate maXs-20 even
in the harsh environment (vibrations and emi) of a closed
cycle pulse-tube cooled ADR cryostat with an instrumental
linewidth of ΔEFWHM = 3.4 eV, close to the design value
and not degraded by crosstalk between the pixels. Similarly
positive is the status of maXs-200.
1st Nb layer
 Au absorber
2nd Nb layer
Au:Er sensor
 Au stems
50 μm
absorber
stem imprint
pickup coil,
sensor &
ground plane
Figure 2: SEM picture and sketch of an MMC with sand-
wiched paramagnetic sensor.
To further improve the energy resolution of MMCs, we
recently developed and studied a first single-channel detec-
tor where the sensor is sandwiched between a planar su-
perconducting spiral coil and a superconducting top plane
(Fig. 2), which improves the magnetic flux-coupling be-
tween paramagnetic sensor and SQUID close to its maxi-
mum value [1]. Already the first characterization measure-
ments delivered very promising results. Fig. 3 shows the
fine structure splitting of the Kα x-ray fluorescence line of
55Mn as measured with this MMC. Deconvolving the mea-
sured lineshape by the natural one we deduce an instru-
mental linewidth of ΔEFWHM = 2.0 eV. The results also
suggest that ΔEFWHM < 1.6 eV should be achievable by
further fine-tuning, which would correspond to the highest
resolving power achieved with micro-calorimeters so far.
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Figure 3: Kα line of 55Mn.
This work was supported by the GSI R&D grant
HDENSS and by the BMBF grant 06HD9118I.
References
[1] A. Fleischmann et al., Metallic magnetic calorimeters, AIP
Conf. Proc. 1185, 571 (2009)
[2] C. Pies et al., maXs: Microcalorimeter Arrays for High-
Resolution X-ray Spectroscopy at GSI/FAIR, accepted for
publication in Journal of Low Temperature Physics, LTD-14
Conference Proceedings (2012)
PNI-AP-21 GSI SCIENTIFIC REPORT 2011
380
GSITemplate2007 
 
Sensor Optimization Studies on the CCC for FAIR * 
F. Kurian1,2, R. Geithner3,4, M. Schwickert1, P. Kowina1, P. Hülsmann1,2, H. Reeg1 and R. Neubert3 
1GSI, Darmstadt; 2Goethe Universität, Frankfurt am Main; 3Friedrich-Schiller-Universität Jena;  
4Helmholtz-Institut Jena, Germany 
High intensity and high energy of ion beams and anti-
protons in the FAIR facility demand for the installation of 
Cryogenic Current Comparators (CCC), providing online 
measurement of beam currents precisely down to nA- 
range. CCCs are foreseen in various HEBT sections of the 
FAIR facility. An improved version of a CCC prototype 
is under development in collaboration between FSU/HI 
Jena, MPI-K Heidelberg.  
Magnetic Shielding for CCC 
In a Cryogenic Current Comparator, the azimuthal 
component of the magnetic field of the ion beam is de-
tected by a superconducting pick up coil and the signal is 
measured using a DC SQUID, a high sensitivity magnetic 
flux detector. The magnetic field produced by the beam in 
the required current limits will be several orders of mag-
nitude lower than the field components of electro-
magnetic noise. Hence the pick-up coil must be shielded 
with meander-shaped superconducting magnetic shield 
geometry. The goal is to strongly attenuate all field com-
ponents except for the azimuthal component of the field 
produced by the beam which carries the information 
about the beam current. To realize optimum shielding 
efficiency, a mathematical model of the attenuation by the 
meander-shaped shield geometry is under development 
with the help of an FEM simulation package.  
Field Attenuation by the Shield Geometry 
The field attenuation is studied for different diameter 
and length of the superconducting shield. For meander- 
shaped shield, the attenuation is studied with respect to 
the length of the coaxial cylinder and the results are con-
firmed with the theoretical estimation [1]. The attenuation 
is also studied for different radii of the cylindrical gap and 
gap width (see Fig.1). To evaluate the relation between 
attenuation and geometrical shield parameters the attenua-
tion values were fitted with exponential functions. As a 
next step the estimation will be compared to measure-
ments of the field attenuation through a meander-shaped 
shield of a CCC developed for dark current measurements 
of the TESLA cavities at DESY [4]. 
 
Figure 1: The variation of field attenuation with increase 
in gap width for different h values. 
Sensor Characterization 
Searching for ferromagnetic core materials with a high 
relative permeability µr and therewith a high inductance 
factor for given coil dimensions three Nanoperm M764 
cores from the manufacturer Magnetec with the final di-
mensions were ordered and characterized at GSI. Meas-
urements of the temperature and frequency dependent 
inductance LS() and serial resistance RS() with an LCR-
Meter at 4.2 K had shown that these cores fulfil the re-
quirements for FAIR [2]. The noise contribution of the 
cores is evaluated by using the Fluctuation-Dissipation-
Theorem (FDT) [3] and applying the measured LS() and 
RS() of the toroidal coils with a single-turn supercon-
ducting winding and the inductance of the input coil of 
the SQUID sensor LSQUID.  
       )1(24_ 22   SSSQUID SB RLL
RTkIPSD 
 
From FDT we calculate a three to six time lower current 
noise for Nanoperm M-764 (see Fig. 2, curve c) compared 
to the pickup coil of the CCC in a former project with 
DESY (DESY-CCC) with a Vitrovac 6025F core [4]. 
  
Figure 2: Measured current noise of the DESY-CCC 
pickup coil (a) and the SQUID (d) as well as the calcu-
lated current noise from FDT of the DESY-CCC pickup 
coil (b) and Nanoperm M-764 core 2 (c). 
 
The white current noise of such a coil is 2.5 pA/Hz1/2 and 
seems to be limited by the SQUID noise (see Fig. 2, curve 
(d)).  
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Digital readout of segmented solid state detectors based on Febex2
K.-H. Blumenhagen1, E. Badura2, H. Bra¨uning2, J. Hoffmann2, K. Koch2, N. Kurz2, R. Ma¨rtin1,3, S.
Minami2, W. Ott2, Th. Sto¨hlker1,2,3, U. Spillmann2, G. Weber3, and M. Weber4
1PI, Universita¨t Heidelberg, Germany; 2GSI, Darmstadt, Germany; 3HI Jena, Germany; 4IPE, KIT, Karlsruhe, Germany
In atomic physics at GSI, solid state detectors are used to
measure the energy of X-rays with a high resolution. Both
segmented and non-segmented detectors were successfully
employed in several works [1, 2] and will be an essential
part of future spectroscopy experiments within the SPARC-
collaboration [3] at FAIR. Up to now, the readout of these
detectors has been performed with NIM and VME mod-
ules. Limitations of this system include insufficient rate
acceptance and pile-up rejection as well as a hight cost per
channel. To overcome these, a fully digital readout system
is under development within the High Data Rate Initiative
(HDRI) [4] of the Helmholtz Association. With this ap-
proach, not only cost and space of the readout system is
reduced, one can also gain additional information by per-
forming a digital pulse shape analysis. In this work, al-
ready available digitizer systems were used to read out dif-
ferent detectors. The preamplifier pulses − generated by
an 241Am source mounted in front of the detector − were
digitized with a fixed sampling frequency and then stored
entirely. These pulses were analyzed with software em-
ploying digital filters. A comparison of different filters was
performed. The first setup was a HPGe-detector which was
read out by a digitizer card (CompuScope card) that is built
in a Windows-XP computer. First, the timing properties
of several filter configurations have been investigated. The
best time resolution obtained was 7.8 ns ± 1%. Then the
pulseheight spectrum was generated for different filters. A
reference spectrum of 241Am was used to perform the en-
ergy calibration. The quantity calculated for each filter in
order to compare them was the FWHM at 59.54 keV (fit
of a gaussian with linear background in the energy spec-
trum). The best value obtained was 0.38 keV±1.6%which
corresponds to the result of a measurement with the same
setup, but analog readout. The energy spectrum that gave
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Figure 1: 241Am spectrum of HPGe-detector.
this value with digital readout is shown in figure 1. The
second setup was a segmented Si(Li)-detector [5] which
was read out by the Febex2 card [6] and additional elec-
tronics which was all developed at GSI. The detector has
32 strips on the front side and orthogonal to them 32 strips
on the backside of its crystal. In this work eight strips on
the front side were read out and one of them was investi-
gated (only energy resolution, no timing). The best value
obtained was 1.98 keV ± 1.6%. The corresponding spec-
trum is shown in figure 2. Similar results were obtained
with analog electronics. One future activity is the devel-
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Figure 2: 241Am spectrum of Si(Li)-detector.
opment of a hardware-based pulse analysis. For this, the
Febex2 card’s built-in FPGA applies simple digital filters
online to obtain time and energy information.
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Detector systems for the SPECTRAP and LIBELLE experiment∗
J. Mader†1, Z. Andjelkovic2,3, D. Bonaventura1, W. Buglak1, C. Geppert2,3, V. Hannen1, M.
Lochmann2,3, R. Jo¨hren1, W. No¨rtersha¨user2,3, H.-W. Ortjohann1, R. Sa´nchez2,3, and C. Weinheimer1
for the SPECTRAP collaboration
1WWU Mu¨nster, Institut fu¨r Kernphysik, Wilhelm-Klemm-Str. 9, 48161 Mu¨nster; 2Johannes Gutenberg-Universita¨t
Mainz, Institut fu¨r Kernchemie, Fritz-Straßmann-Weg 2, 55128 Mainz; 3GSI Helmholtzzentrum fu¨r
Schwerionenforschung GmbH, Planckstr. 1, 64291 Darmstadt
The development and characterization of detector sys-
tems capable of single-photon counting and dedicated and
optimized for the SPECTRAP experiment and the related
ESR measurements is the contribution of the Institut fu¨r
Kernphysik in Mu¨nster to these experiments. The wave-
lengths of interest range from the UV (244 nm) to the near
infrared (1550 nm).
Movable mirror system for ESR
During the LIBELLE experiment a new photodetection
system based on a movable parabolic Cu mirror [1] has
been used to measure the HFS transition in Li-like Bi [2].
Simulations have shown [1] that the mirror system strongly
increases the collection efficiency of forward emitted and
therefore Doppler shifted photons compared to the seg-
mented mirror section installed in the ESR. During the me-
assurement the inserted mirror lead to a loss in beam cur-
rent of about 5 % but did not disturbe the lifetime of the
ions (Fig. 1). At certain beam settings it was even possible
to leave the mirror in the beam position during injection of
the ions. With 2.2 mA beam current we obtained a signal
rate at the resonance of 41 cps on top of a background of
about 564 cps.
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Figure 1: Ion current (blue) and PMT count rate (red) vs.
time in arbitrary units.
Detector setups for SPECTRAP experiment
Avalanche Photo Diodes (APDs) of type S0223 manu-
factured by Radiation Monitoring Devices Inc. (RMD) [3]
will be used as detector at the SPECTRAP experiment to
∗Supported by BMBF under contract number 06MS9152I
† jonas.mader@uni-muenster.de
cover the wavelength region from 400 nm to 1100 nm [ 4].
By cooling the APDs to approximately −170◦C and using
extremely low noise preamplifiers one can obtain gains ex-
ceeding 2 · 104 near the breakdown voltage. The photode-
tection efficiency with a discriminator threshold of 6 mV
for 628 nm photons has been found to be (67±7)% at a dark
count rate of 200 cps, for 1020 nm photons it is (13± 3)%
[5]. The experimental set-up for this region consisting of a
vacuum chamber where the APD is kept near liquid nitro-
gen themperature and a shutter system, was presented in [4]
and is completed by now (Fig. 2). For longer wavelengths
Figure 2: APD detection system for the SPECTRAP experiment
up to 1650 nm a selected photomultiplier module of type
H10330A-75 [6] with a notably high quantum efficiency
of almost 10 % manufactured by Hamamatsu was aquired.
The module is equipped with a thermoelectric cooler and
HV unit. A dark count rate of 150 kcps has been obtained at
30 mV threshold. The count rate is highly temperature de-
pendent, so a temperature stabilized environment is needed.
As an alternative to NIR PMTs the usability of large area
InGaAs APDs for photon counting at 1550 nm will be in-
vestigated in the coming year.
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A novel ultra cold atom target for collision experiments with heavy ion beams* 
S. Götz1, B. Höltkemeier1, C. Hofmann1, B. DePaola2, M. Weidemüller1 
1Physikalisches Institut, Universität Heidelberg, Germany; 2Kansas State University, Manhattan, KS, U.S.A. 
In the past few decades, kinematically complete high-
resolution studies of ionization processes have been 
studied extensively using COLTRIMS [1,2,3]. The targets 
are provided by supersonic expansions of gas jets, which 
limits the resolution to the thermal spread of the target 
atoms and the available atomic target to species without 
active electrons. These limits can be overcome by 
combining the novel technique of RIMS with state-of-the-
art laser cooling, where the target atoms can be trapped 
and cooled to very cold temperatures well below 1mK in 
magneto-optical traps (MOTRIMS) [4]. As compared to 
COLTRIMS targets, systems with one or more active 
electrons can be explored. This is in particular interesting 
for multiple charge exchange experiments, since the 
energy difference between the transferred electrons is non 
negligible [5]. Furthermore, the ability to state-prepare 
and polarize the target atoms leads to the possibility of 
exploring new physics, as for example the initial state 
dependence in multielectron threshold ionization of the 
target atoms [6]. 
Our setup combines a high-resolution recoil ion 
momentum spectrometer with a high density magneto-
optical trap (Fig. 1). Using a two-dimensional magneto 
optical trap (2D MOT) [7] as a source of Rb atoms, we 
can achieve extremely short loading times of 300ms 
which allow measurements of processes with very low 
probability such as multi electron charge transfer, which 
are otherwise disguised by the far more dominant single 
charge transfer channel. Compared to loading from 
background gas, the 2D MOT also allows a much better 
pressure in the main chamber, which means longer 
trapping times of the atoms and  a much lower signal 
from background ions. 
Figure 2: Density profile of MOT/DarkSPOT. 
By implementing a so called DarkSPOT we could also 
increase the atom density by one order of magnitude to a 
maximum of 2·1011 atoms/cm-3. Figure 2 shows the 
density profile of both the conventional MOT and the 
DarkSPOT, which was measured by moving the focus of 
a pulsed laser beam through the atom cloud and 
measuring the rate of atoms being ionized in a two-photon 
process. With the pulsed laser beam we could also test the 
momentum resolution of our RIMS spectrometer to be 
0.10 a.u. which is sufficient to study multiple charge 
transfers of the neutral atoms with highly charged ions. 
In conclusion, we have developed a new target with 
very high atom densities and a very high loading flux. We 
also achieved a momentum resolution of the recoil ions, 
that is in the range of similar experiments and is sufficient 
to study fundamental processes in collisions with highly 
charged ions such as multiple charge transfers. To 
perform these kind of measurements, the setup is going to 
be transported  to GSI in Darmstadt where it will be 
implemented in the HITRAP beamline. This will allow us 
to study collisions of our trapped rubidium atoms with 
highly charged ions up to bare uranium. 
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Figure 1: MOTRIMS setup. 
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Test of many-electron QED effects in the hyperfine splitting of heavy ions∗
A. V. Volotka1,2, D. A. Glazov2, O. V. Andreev2, V. M. Shabaev2, I. I. Tupitsyn2, and G. Plunien1
1Technische Universita¨t Dresden, Germany; 2St. Petersburg State University, Russia
Investigations of a specific difference of the hyperfine
splitting values of H- and Li-like ions with the same nu-
cleus give an access to the stringent test of many-electron
QED effects in strong electromagnetic fields [1]. This dif-
ference Δ′E = ΔE(2s) − ξΔE(1s), where ΔE(1s) and
ΔE(2s) are the hyperfine splittings of H- and Li-like ions,
respectively, can be calculated to a rather high accuracy in-
dependently of the employed nuclear magnetization distri-
bution model. Accurate measurements of the ground-state
hyperfine structure were performed for several H-like ions:
209Bi, 165Ho, 185Re, 187Re, 207Pb, 203Tl, and 205Tl. Re-
cently, the hyperfine splitting of the ground state Li-like Bi
ion has been directly observed at GSI for the fist time [2].
Achievements of the required theoretical accuracy for
the specific hyperfine splitting difference for H- and Li-
like heavy ions demand for the rigorous evaluation of var-
ious QED and interelectronic-interaction effects. Since
the influence of one-electron QED corrections is consid-
erably reduced in the specific difference, the total value
of Δ′E is essentially determined by the screened ra-
diative and interelectronic-interaction corrections. The
screened self-energy and a dominant part of the screened
vacuum-polarization contributions have been calculated
rigorously within a systematic QED approach [3, 4]. Re-
cently, we completed the evaluation of the second-order
interelectronic-interaction corrections within a rigorous
QED approach [5]. As the most interesting application of
these results we present here improved theoretical predic-
tions for the specific difference between the ground-state
hyperfine splitting values of H- and Li-like Bi ions.
For the case of Li-like Bi we utilize the following val-
ues for the nuclear properties: 〈r2〉1/2 = 5.5211 fm,
Iπ = 9/2−, and μ = 4.1106(2)μN . The cancellation
of the Bohr-Weisskopf effect appears with ξ = 0.16886.
In Table 1 we present the current status of individual con-
tributions to the specific difference. The rigorous evalua-
tion of the two-photon exchange corrections improves the
accuracy of the interelectronic-interaction term by an or-
der of magnitude in comparison with previous calculations
[3, 4]. The accuracy of the screened QED contribution
has been also increased due to recent rigorous evaluations
of the Wichmann-Kroll parts of the electric and magnetic
loops [6], which was accounted for in Refs. [3, 4] within
some approximations. Thus, the remaining theoretical un-
certainty for the specific difference comes from the un-
calculated Wichmann-Kroll parts of the screened vacuum-
polarization correction and from the 1/Z 3 and higher or-
ders interelectronic-interaction term. The second uncer-
tainty in the total value of Δ′E arises from the uncer-
tainty of the nuclear magnetic moment, the nuclear po-
∗Work supported by DFG and GSI
Table 1: Individual contributions to the specific difference
Δ′E for 209Bi in meV.
ΔE(2s) ξΔE(1s) Δ′E
Dirac value 844.829 876.638 −31.809
Interel. interaction
∼ 1/Z −29.995 −29.995
∼ 1/Z2 0.258 0.258
∼ 1/Z3 and h. o. −0.003(3) −0.003(3)
QED −5.052 −5.088 0.036
Screened QED 0.193(2) 0.193(2)
Total −61.320(4)(5)
larization corrections, and other nuclear effects, which do
not completely cancel in the specific difference. Employ-
ing the experimental value of the 1s hyperfine splitting
ΔE(1s)exp = 5.0840(8) eV [7] and the theoretical result for
the specific difference, one can easily find the hyperfine
splitting for Li-like Bi ΔE(2s) = 797.16(14) meV, where
the accuracy is fully determined by the uncertainty of the
experimental value. As one can see from Table 1, the one-
electron QED corrections are strongly canceled in the spe-
cific difference and the dominant QED contributions comes
from the many-electron effects. Therefore, the theoretical
accuracy achieved now for the specific difference allows
to test the many-electron QED effects on the few percent
level, provided the hyperfine splittings in H- and Li-like
bismuth are measured with a relative accuracy of about
10−6. When the QED corrections will be tested and found
to be valid, the comparison between the theoretical and ex-
perimental values will enable the determination of the nu-
clear magnetic moments and their volume distribution.
Finally, we have significantly increased the accuracy of
the specific difference, thus providing the theoretical pre-
requisite for a test of many-electron QED effects in the
strongest electromagnetic fields available at present for ex-
perimental studies.
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Parity nonconservation effect in the resonant recombination of polarized
electrons with heavy hydrogenlike ions ∗
A. V. Maiorova1, V. M. Shabaev1, A. V. Volotka1,2, V. A. Zaytsev1, G. Plunien2, and T. Sto¨hlker3,4,5
1St. Petersburg State University, Russia; 2TU Dresden, Germany; 3GSI Darmstadt, Germany; 4Universita¨t Heidelberg,
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Investigations of parity nonconservation (PNC) effects
in heavy few-electron ions can give new possibilities for
tests of the Standard Model. This is due to the fact that in
highly charged ions the electron-correlation effects, being
suppressed by a factor 1/Z (Z is the nuclear charge num-
ber), can be calculated to a very high accuracy by pertur-
bation theory. PNC experiments with highly charged ions
were first discussed in [1], where it was proposed to use
the close opposite-parity levels in He-like ions at Z ∼ 6
and Z ∼ 29. Later, most of the theoretical studies of the
PNC effects with heavy ions exploited the near-degeneracy
of the 21S0 and 23P0 levels in He-like ions at Z ∼ 64
and Z ∼ 90, where the PNC effect is strongly enhanced
[2, 3, 4, 5, 6, 7, 8].
In [9], we study the PNC effect in the resonant recombi-
nation of a polarized electron with unpolarized H-like tho-
rium (Z = 90) and gadolinium (Z = 64) ions into a doubly
excited state of the He-like ion. The incident electron en-
ergy is chosen to get in resonance with a doubly excited
state of the He-like ion assuming that the photons with
energy corresponding to the decay of this state to either
the 21S0- or the 23P0-state are detected at a given angle.
We have considered the resonant recombination processes
which correspond to the following dielectronic recombina-
tion (DR) channels (without the admixture due to the weak
interaction):
1) e¯+ 1s→ (2s1/22p1/2)1 → (1s1/22p1/2)0 + γ
2) e¯+ 1s→ (2s1/22p3/2)1 → (1s1/22p1/2)0 + γ
3) e¯+ 1s→ (2p1/22p3/2)1 → (1s1/22s1/2)0 + γ
4) e¯+ 1s→ (2s1/23p1/2)1 → (1s1/22p1/2)0 + γ
5) e¯+ 1s→ (2s1/23p3/2)1 → (1s1/22p1/2)0 + γ
For these processes the PNC effect should be most pro-
nounced, due to the fact that the main decay channel
considered is the magnetic dipole (M1) transition to the
21S0 = (1s1/22s1/2)0 or the 23P0 = (1s1/22p1/2)0 state,
while the PNC-mixing opens the channel for the electric
dipole (E1) transition.
The requirement that should be imposed on the luminos-
ity L, provided the PNC effect is measured to a relative
accuracy η, can be written as [5, 10]:
L > L0 =
σ+ + σ− + 2σb
(σ+ − σ−)2η2T . (1)
where σb is the background magnitude and T is the acqui-
sition time (we set it equal 2 weeks).
Table I presents numerical results for the differential
cross section in case of thorium at the angles θ correspond-
ing to the minimum values of the luminosity (with σb = 0).
∗Work supported by DFG and RFBR, by GSI and DAAD.
Table 1: Cross sections for a resonant recombination of a
polarized electron with H-like Th at the photon emission
angle θ corresponding to the minimum value of L 0. The
number N refers to the process defined in the text.
N εi [keV] θ [deg] L0 [cm−2s−1] σ0 [barn] σPNC [barn]
1 60.91 0 1.2×1030 1.076 6.1×10−5
2 65.04 56 1.9×1030 1.247 -5.2×10−5
4 79.21 0 1.9×1030 0.429 3.0×10−5
5 80.41 53 3.2×1030 0.779 -3.2×10−5
3 64.96 43 2.0×1031 0.287 7.7×10−6
σ0 is the cross section without the PNC effect and σPNC
is the PNC contribution, N is the process number in the
list above. It is found that, although in some cases (when
the main channel is the two-electron magnetic dipole tran-
sition, which is additionally suppressed by a factor 1/Z ,
whereas the PNC-mixing channel is the one-electron elec-
tric dipole transition) the contribution of the PNC effect
to the dielectronic recombination itself is rather big (up to
12%), the corresponding contribution to the total recom-
bination cross section does not exceed 0.1%. This is due
to a large screening of the main dielectronic recombina-
tion channel by the radiative recombination and the dielec-
tronic recombination via close states. This work may stim-
ulate further efforts for studying the PNC effects in reso-
nant scattering processes with heavy ions.
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Parity–violation effects on the radiative recombination of hydrogen–like ions ∗
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Measurements of the parity–violation (PV) effects in
atomic systems attract considerable attention as a valu-
able tool for testing the Standard Model in the low–energy
regime [1]. In the past, the PV studies have mainly dealt
with the valence–shell transitions in neutral atoms. Even
though the results of these studies have revealed unique in-
formation on the Weinberg angle and the nuclear anapole
moment, their interpretation was often hindered by the
precision of atomic–structure calculations. This difficulty
can, to a large extent, be overcome by the use of highly–
charged, heavy ions. During the recent years a number of
proposals have been made to perform PV–experiments with
these heavy few–electron species (see eg. Ref. [2]). Many
of these proposals, however, require application of spin–
polarized ion beams and/or performing circular polariza-
tion x–ray measurements; the experimental tasks which can
not be easily accomplished today.
An alternative approach to explore PV phenomena
in heavy, highly–charged ions was recently pursued by
Maiorova and co–workers [3] who considered the radia-
tive recombination of a free electron into excited states of
(finally) helium–like ions. It was shown that the angle–
differential cross section of this process might be sensitive
to the parity violation effects if only photons of a particu-
lar linear polarization are recorded by x–ray detectors. In
this contribution, we lay out an extension of the method of
Ref. [3] which is based on the analysis of the rotation of
the linear polarization of RR photons. Owing to the recent
advances in energy– and position–sensitive solid state de-
tectors, such a rotation is likely to be detected in the near fu-
ture with a sub–degree accuracy opening, thus, a new route
to the PV studies with heavy ions.
Similarly to the scenario from Ref. [3], we con-
sider the recombination of unpolarized electrons into the
1s2p1/2 3P0 state of (finally) helium–like ions. Due to
a significant PV–mixing between the 23P0 state and the
opposite–parity 1s2s1/2 1S0 level, the direction of the RR
linear polarization is slightly tilted with respect to the
parity–conserved (i.e. purely electromagnetic) case. That
is, based on the density matrix approach we found that the
angle of the linear polarization is given:
χ0 = χem0 (1 + ξR(Z, Tp)) +O(ξ2) , (1)
where ξ represents the weak mixing coefficient, χem0 de-
fines the angle of the RR linear polarization if a parity is
preserved (χem0 = 0◦ or 90◦ if both incident ions and elec-
trons are unpolarized), and R is the function which de-
pends only on the collision parameters. To understand this
∗Work supported the Helmholtz Gemeinschaft and GSI (Nachwuchs-
gruppe VH-NG-421).
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Figure 1: The rotation angle (left) and the Stokes parame-
ters (right) of the linear polarization of the photons emit-
ted due to the radiative recombination of electrons into
1s2p1/2 3P0 state of finally helium–like gadolinium ions
with a projectile energy of 300 MeV/u. Results are pre-
sented as function of the RR photon emission angle.
effect qualitatively we recall that the weak interaction pro-
cesses prefer emission (or absorption) of electrons with the
particular helicity. For the case of the radiative recombi-
nation such an asymmetry results in a dependence of the
capture cross section on the projection of the electron spin
and, hence, in the rotation of the RR linear polarization.
In order to estimate the size of the PV effect on the ro-
tation angle χ0 calculations have been performed for the
electron capture by (initially unpolarized) gadolinium ions
with projectile energy Tp = 300 MeV/u. For this energy
we displayed in the left panel of Fig. 1 the difference be-
tween the polarization rotation angles as obtained with and
without account for the parity mixing between the 2 3P0
and 2 1S0 states. In the right panel, the Stokes parameters
that characterize (apart from the angle) the degree of RR
polarization are displayed. As seen from the figure, the
PV–induced tilt may reach the value of 0.01◦ in the angular
region where the degree of the polarization is large enough
to be detected by the Compton polariemeters.
Together with the high–precision measurements of the
RR tilt angle, the practical realization of the proposed
scenario requires distinction between the electron capture
into 2 3P0 and almost degenerate 2 1S0 state. This can be
achieved by the analysis of the subsequent characteristic
emission and by employing the significant difference be-
tween the lifetimes of both excited states. Theoretical study
along this line is currently underway.
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probabilities in low-energy ion-atom collisions∗
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Here we report that the method [1] has now been ex-
tended for the evaluation of electron-excitation and charge-
transfer processes in low-energy collisions of H-like ions
with neutral atoms [2]. This extention is based on the active
electron approximation, in which only the active electron
participates in the charge transfer and excitation processes
while the passive electrons provide the screening potential.
The time-dependent Dirac wave function of the active elec-
tron is represented as a linear combination of atomic-like
Dirac-Fock-Sturm orbitals, localized at the ions (atoms).
The screening density functional theory (DFT) potential
is calculated using the overlapping densities of each ions
(atoms), derived from the atomic orbitals of the passive
electrons. The atomic orbitals are generated by solving nu-
merically the one-center Dirac-Fock and Dirac-Fock-Sturm
equations by means of a finite-difference approach with the
potential taken as the sum of the exact reference ion (atom)
Dirac-Fock potential and of the Coulomb potential from the
other ion within the monopole approximation.
To examine the approach we calculate the K-K charge
transfer and K-vacancy production probabilities for low-
energy collision of H-like F (F8+) and neutral Ne, the pro-
cess which has been investigated both experimentally [3]
and theoretically [4, 5, 6]. In the case of the projectile en-
ergy of 230 keV/u our results are in perfect agreement with
experimental ones. For the projectile energy of 130 keV/u
the probabilities P (b) of the Ne K-shell-vacancy produc-
tion (solid line) and of the K-K-shell charge transfer (dotted
line) as functions of the impact parameter b are presented in
Fig. 1. As one can see, in this case our theoretical results for
the K-vacancy production probability are in a good agree-
ment with the experimental ones at small impact parame-
ters. However, the agreement is not so good for medium
and large impact parameters, although the theoretical pre-
dictions for the maximum and minimum positions agree
rather well with the experimental ones. Let us mention that
in [2] we also evaluated the probabilities of the K-K charge
transfer and K-vacancy production in Xe – Xe53+(1s) col-
lisions.
To investigate the role of the relativistic effects the same
calculations in the nonrelativistic limit are performed. It is
demonstrated that the relativistic and nonrelativistic prob-
abilities as functions of the impact parameter exhibit the
same oscillatory behavior at low energies but the relativis-
tic curves are shifted toward lower impact parameters com-
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pared to the nonrelativistic ones.
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Figure 1: The probabilities P (b) of the Ne K-shell-vacancy
production (solid line) and of the K-K-shell charge transfer
(dotted line) as functions of the impact parameter b for the
Ne-F8+(1s) collision at the projectile energy of 130 keV/u.
The circles indicate experimental results by Hagmann et
al. [3]. The dashed and dash-dotted lines present theoreti-
cal results by Lin et al. (taken from Ref. [3]) and by Thies
et al. [6], respectively.
In our further investigation we plan to continue calcula-
tions of low-energy heavy-ion collisions that are of interest
for current and nearest future experiments at GSI and FAIR
facilities in Darmstadt [7]. Special attention will be paid to
the critical regime, when the quasimolecular ground-state
level of the united system dives into the negative-energy
Dirac continuum.
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The past few years have witnessed a revival of inter-
est in the study of heavy quasi–molecular systems formed
in slow ionic and/or atomic collisions. New experiments
along this line are planned to be performed at the future Fa-
cility for Antiproton and Ion Research (FAIR) and will pro-
vide unique tests of the quantum electrodynamics (QED)
in extremely strong electromagnetic fields. In order to
better understand the strong–filed QED phenomena, the
experimental findings have to be supplemented by a de-
tailed theoretical analysis of the structure and dynamic be-
haviour of heavy quasi–molecules. In the simplest case of
the “one–electron—two–nuclei” system, such an analysis
can be traced back to eigenfunctions of the time–dependent
Dirac Hamiltonian:
Hˆ = −iα∇− αZ1
r1(t)
− αZ2
r2(t)
+ β, (1)
where r1,2 = |r±R(t) · Z1,2/(Z1 + Z2)| is the distance
between an electron and nucleus with the charge Z1,2 and
R(t) is the inter–nuclear distance.
Integration of the time–dependent Dirac problem (1) is
in general rather complicated task which requires appli-
cation of approximate methods. Apart from the well–
established LCAO (linear combination of atomic orbitals)
techniques which allow accurate treatment of the two–
center system at rather large distancesR (see eg. Ref. [1]),
the so–called monopole approximation was also frequently
used in the past [2]. Such an approximation employs solely
the spherically–symmetrical part of the (two–center) inter-
action potential in Eq. (1), thus reducing the problem to the
spherically symmetric one, with a total nuclear charge dis-
tributed homogeneously on a spherical shell with diameter
equal to the internuclear distance. Although the monopole
approximation indeed provides very good results for small
internuclear distances, it encounters difficulties if ions are
placed relatively far from each other.
In this contribution, therefore, we have worked out an
extension of the monopole approximation towards the ac-
count of the higher terms in the interaction–potential ex-
pansion. Such an extended, “multipole–decomposition”
approach still allows solution of the two–center problem
(1) in the spherical coordinates in which the wavefunction
of the electron is written as:
Ψ(r, t) =
∑
n
an(t)ψn(r, R(t)) e−iEnt , (2)
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Figure 1: The occupation probabilities of the ground and
the first excited states of the hydrogen–like led ion Pb81+,
as well as the electron ionization probability following the
α–decay of polonium Po83+. Calculations have been per-
formed for the energy of α–particle of 6.713 MeV.
where eigenfunctions ψn of the Dirac Hamiltonian are cal-
culated by using the B–spline method in a dual kinetically
balanced basis [3], and expansion coefficients an found
from the solution of the corresponding system of coupled
channel equations.
While our approach can be applied for the description
of the (single–) electron dynamics in the collision of ar-
bitrary two nuclei, test calculations have been performed
for the α–decay of hydrogen–like polonium Po 83+ ion. By
considering this process, we were able to restrict the the-
oretical analysis to the zero–impact–parameter case. The
populations of the ground and the first excited state of (fi-
nally) led ion Pb81+ are displayed for such a case in Fig. 1
as functions of the inter–nuclear distance R. Moreover, the
ionization probability (dashed line) has been evaluated and
found to be aboutPion = 5×10−4 for largeR. This predic-
tion is in a good agreement with the value P ion = 4×10−4
obtained based on the perturbative treatment [4] of the α–
decay induced ionization, thus confirming the accuracy of
our method.
Based on the developed approach, we aim to investigate
in the future the laser–assisted ion–ion scattering. Here
we will address the question of how the intense laser may
catalyze the process of electron–positron pair production
caused by the extremely strong electromagnetic fields pro-
duced by high–Z heavy projectiles.
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Angular correlations in radiative cascades
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Dielectronic recombination (DR) is a resonant process,
in which a free electron is captured into an ion under the si-
multaneous excitation of one (or several) bound electrons,
and the resulting multiple-excited state stabilizes by a cas-
cade of characteristic x-ray photons. The first and second
subsequent photon are conventionally denoted as the hyper-
satellite (HS) and satellite (S) one respectively. Whereas in
the last decades a number of studies have been performed
to determine the total DR rates [1], much of today’s inter-
est is focused on the angular properties of the characteris-
tic x-ray photons. These angle-resolved studies provide a
unique tool to probe relativistic, many-body and QED ef-
fects in the high-Z regime. For example, a strong E1-M2
multipole-mixing for the emission of the HS photon has
been observed recently for K-LL DR into (initially) hydro-
genlike U91+ ions at the electron storage ring (ESR) at GSI
[2]. Apart from the individual HS and S transitions, the
nondipole effects may also significantly affect the angular
correlations between the subsequent photons.
In this contribution we perform a theoretical analysis of
the γ − γ correlations within the radiative cascades fol-
lowing resonant electron capture into highly-charged ions.
Our analysis that extends previous work by Zakowicz and
co-authors [3] is based on a density matrix approach and
relativistic Dirac theory. Here we pay special attention
to higher-order, nondipole effects in the expansion of the
electron-photon interaction.
To quantify the angular correlations, a proper observable
is given by the angular distribution of the S photons mea-
sured in coincidence with the HS photons emitted under a
specific angle Ω1 = {θ1, ϕ1}. This distribution (also de-
noted as correlation function) can be written as
Wabc(Ω1,Ω2) =
1
4π
(
1 +Wab(Ω1)−1
∑
k1k2k
βabck1k2k
× {Yk1(Ω1)⊗ Yk2(Ω2)}k0
)
, (1)
where Wab(Ω1) is the angular distribution of the HS pho-
ton, and {Yk1(Ω1)⊗ Yk2(Ω2)}k0 is a standard notation
for a tensor product of spherical harmonics. Furthermore,
Eq. (1) depends on the so-called generalized anisotropy
parameters βabck1k2k, which account for the free-bound and
bound-bound transition matrix elements. The free-bound
transition amplitudes have been evaluated within a mul-
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Figure 1: Correlation function for the decay of
the L1/2L3/2 resonance group proceeding via the
1s1/22l1/2(J = 1) intermediate states. Results obtained
within the electric–dipole approximation (- -) are compared
to those of the exact theory (–) for the two particular ge-
ometries mentioned in the text.
ticonfiguration Dirac-Fock (MCDF) approach taking into
account the full Dirac-Coulomb-Breit interaction, whereas
the bound-bound amplitudes have been computed within
an independent particle model (IPM), which is known to
give accurate results in the high-Z regime [4].
Our general formalism has been applied to compute the
correlation function for the radiative decay of the L 1/2L3/2
resonance of finally heliumlike uranium. This resonance is
populated at an electron energy of about 68.5 keV and sta-
bilizes afterwards by emission of two subsequent photons
via the intermediate 1s1/22l1/2(J = 1) states. In Fig. (1)
the correlation function is shown with (–) and without (- -)
multipole mixing effects taken into account for two differ-
ent geometries: ϕ1 = 0, θ1 = 20◦, θ2 = 18◦ (left) and
ϕ1 = 0, θ1 = θ2 = 45◦ (right). In the left panel the multi-
pole mixing can be seen to significantly influence the angu-
lar distribution over the whole ϕ2-range with effects up to
10%. In the right panel, however, the nondipole contribu-
tions are seen to be neglectable. As a conclusion, multipole
mixing may significantly affect the correlations in the de-
cay of the L1/2L3/2 resonance for specific geometries.
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The recent progress in developing coherent light sources
have opened new avenues for studying two- and multi-
photon transitions in ions, atoms and molecules. For ex-
ample, the ns → n′s and ns → n′d two-photon excitation
of atomic hydrogen and deuterium has been explored in
great during recent years and and helped determine the fun-
damental constants with unprecendented accuracy [1, 2].
Less attention, however, has been paid until now to induced
two-photon absorption processes in multiple and high-Z
atoms and ions, though they are exptected to provide new
insights into relativistic, many-body and QED phenomena
in strong electromagnetic fields and, hence, may serve as
a valuable alternative to x-ray absorption (XAS) spectros-
copy and related techniques [3]. Moreover, induced two-
photon excitations have been proposed as a promising tool
for studying parity-violating interactions in high-Z ions [4].
To explore and better understand the two-photon absorp-
tion in strong fields, we have recently worked out a (uni-
fied) relativistic formalism that enables one to describe the
(spatial and polarization) properties of light in a consis-
tent manner [5]. Using second-order perturbation theory
and Dirac’s relativistic equation, expressions were derived
for the two-photon excitation cross sections and rates, in-
cluding the important many-electron effects as well as all
(higher) multipoles in the expansion of the electron-photon
interaction. For the absorption of a photon, arriving from
the direction kˆ = (θ, φ) with regard to the quantization
(z) axis, such an expansion of the electron-photon operator
Rˆ =∑m Am(k, ) into spherical tensors reads as [6]
Am(k, ) = 4π
∑
pLM
iL−|p|
(
 · Y (p)∗LM (kˆ)
)
apLM,m(k) ,
where Y (p)LM (kˆ) is a vector spherical harmonics and the in-
dex p describes either the electric (p = 1), magnetic (p =
0), or longitudinal (p = –1) component of the electromag-
netic field. In this formalism, in addition, the properties
of the incident light are described conveniently by means
of the (so-called) angular-polarization tensor, and which
is known to contain the complete information about the di-
rection and polarization states of the incident photons in the
two-photon absorption process.
While our derived expressions are general and indepen-
dent of the particular shell structure of the ion, detailed
computations have been carried out for the two-photon ab-
sorption of hydrogen-, helium-, and beryllium-like ions,
and they are compared with the available theoretical and
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Figure 1: The parameter α0 for the two–photon 1s → 2s
(left panel) and 1s → 2p1/2 (right panel) absorption of
hydrogen–like ions. Predictions have been obtained within
the electric dipole (dashed line) approximation as well as
by taking the higher terms into account (solid line).
experimental data [5]. Figure 1, for example, displays
the (reduced) cross section α0 = σ2γ/g(ω)G(2) for the
1s → 2s and 1s → 2p1/2 absorption of hydrogen-like
ions. Here, G(2) is the two-photon statistical factor and
g(ω) is the line-shape function. As seen from the figure, the
relativistic contraction of the wave functions toward the nu-
cleus as well as the nondipole effects in the electron-photon
interaction lead to a faster decrease of the cross sections
than predicted by the non-relativistic α0(1s → 2s) ∼ Z6
and α0(1s → 2p) ∼ Z4 scalings. Further computa-
tions have been performed for the (excitation) probabili-
ties of the two-photon induced 1s2p 3P0 → 1s2s 1S0 and
1s22s2 1S0 → 1s22s2p 3P0 transitions of helium-like and
beryllium-like ions.
In conclusion, our studies demonstrate the importance
of relativistic and higher-multipole effects upon the two-
photon absorption rates. Reliable theoretical rates are how-
ever required to plan and prepare future experiments on
the parity violation in high-Z ions as they will be per-
formed at the future Facility for Antiproton and Ion Re-
search (FAIR) in Darmstadt. A new generation of such
two-photon absorption experiments with helium-like ions
is currently being planned at the GSI facility in Darmstadt
and the Helmholtz Institute in Jena.
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Due to the single-particle character of the electron-
photon interaction, the multielectron ionization of atoms
by a single photon is entirely caused by the electron corre-
lations. Lithium-like ions allow one to study both the inner-
and inter-shell electron correlations. In addition, these are
the simplest systems, in which three electrons can be ion-
ized simultaneously by a single photon.
In paper [1], we have considered the triple ionization of
Li-like ions by photon impact within the framework of the
sudden approximation. According to this model, the pro-
cess is viewed as the double ionization of inner K-shell
electrons followed by ejection of the outer-shell electron.
It is also assumed that Z  1 and αZ  1, where α is the
fine-structure constant.
In the high-energy non-relativistic limit, the triple-to-
single photoionization ratio can be cast into the following
scaling form (~ = 1, c = 1) [1]:
R3+(Li) =
σ3+(Li)
σ+(Li)
=
16
17
R2+(He)W2s =
0.085
Z2
W2s . (1)
The notations He and Li imply the members of isoelec-
tronic sequences of He and Li, respectively, which have
the same nuclear charge Z . The quantity W2s, which is
the total probability for ejection of the 2s electron into the
continuum due to sudden change of the atomic field, has
rather complicated dependence on the the nuclear charge
Z . For the particular case of the neutral Li atom, we obtain
W2s = 0.406× 10−2 and R3+ = 0.38× 10−4.
Equation (1) is applicable for ionization of the non-
relativistic targets by high-energy photons. If the energy-
dependent ratio R2+(He) is employed, then one can check
the range of applicability of the model under consideration.
The universal function Z 2R2+(He) with respect to the pho-
ton energy has been calculated in work [2]. By using this
result, we have drawn the curve R3+ as a function of the
excess energy for the case of Li atom (see Fig. 1). The
agreement of the model predictions with the experimental
measurements is remarkably good, that seems to be due to
different time scales for ionization of the 1s and 2s elec-
trons.
As a by-product of the scaling (1), one can also estimate
the triple-to-double photoionization cross section ratio. In
the asymptotic high-energy region, it yields [1]
σ3+(Li)
σ2+(Li)
= 0.294W2s . (2)
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Figure 1: Triple-to-single photoionization ratio in the Li
atom. Experimental data: open squares, [3]; open circles,
[4]; black circles, [5].
This formula is valid for arbitrary Li-like targets with mod-
erate values of the nuclear charge Z . If Z = 3, we get
σ3+/σ2+ = 0.12 × 10−2, which is in agreement with the
experimental measurement [5] and prediction of the half-
collision model [6].
By using the sudden approximation, we have also con-
sidered the triple ionization of Li-like targets by Comp-
ton scattering of high-energy photons. The triple-to-single
Compton ionization ratio can be written as follows [1]
R3+C (Li) =
σ3+C (Li)
σ+C(Li)
=
0.033
Z2
W2s . (3)
In the particular case of neutral Li atom, we get R3+C =
0.15× 10−4.
Finally, the triple-to-double ionization ratio in high-
energy Compton scattering is estimated as [1]
σ3+C (Li)
σ2+C (Li)
= 0.227W2s . (4)
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Electron-atom bremsstrahlung, also referred to as ordi-
nary bremsstrahlung, is one of the basic photon-matter pro-
cesses and has attracted continuous interest both theoreti-
cally and experimentally during the last decades [1, 2, 3].
Of particular importance is the study of the bremsstrahlung
polarization properties resulting from polarized electrons
as it reveals subtle details of the so-called polarization
transfer, i.e. a modiﬁed degree of linear polarization and a
rotation of the polarization axis, from charged particles to
the emitted x-rays [4]. Recently, a series of polarization-
resolved bremsstrahlung measurements has been carried
out at the test stand of the polarized electron source
SPIN [5] at the TU Darmstadt. In these experiments the
polarization transfer was studied in collisions of polarized
electrons with gold foils of about 100μg/cm2 thickness and
at an impact energy of 100 keV [6, 7].
A crucial point when drawing conclusions from the
experimental data is the question to what extend the
bremsstrahlung characteristics, in particular concerning the
polarization, are altered by effects due to multiple colli-
sions inside the target. One can expect that the linear
polarization shows a high sensitivity to the target thick-
ness as the straggling of incident electrons followed by
bremsstrahlung emission leads to a superposition of differ-
ent degrees of polarization and polarization orientations,
resulting in a decrease of the degree of linear polariza-
tion and a modiﬁed orientation of the polarization axis.
To quantify these effects, the Monte Carlo code PEBSI
(Polarized Electron Bremsstrahlung SImulator) was devel-
oped for modeling the bremsstrahlung arising from polar-
ized electrons during their passage through matter [8].
Indeed, preliminary calculations show that for the tar-
get thicknesses of interest the straggling of the electrons
within the target foils leads to a signiﬁcant reduction of
both the degree of linear polarization PL and the rotation of
the polarization vector Δχ. As an example, we present in
Fig. 1 the degree linear polarization and the rotation of the
polarization axis of bremsstrahlung stemming from polar-
ized electrons with an kinetic energy of 100 keV impinging
on a thin gold foil. We assumed the electron polarization
to be oriented perpendicular to the incident electron direc-
tion (transversal polarization) and to lie within the reaction
plane, being deﬁned by the incident electron momentum
and the direction of the emitted photon. It is interesting to
note that while the value of PL signiﬁcantly decreases with
decreasing photon energy, the rotation angle Δχ exhibits
only a very weak dependence on the bremsstrahlung en-
∗Work supported by the Helmholtz Gemeinschaft (Nachwuchsgruppe
VH-NG-421) and by HI Jena
Figure 1: Preliminary PEBSI results for the degree of linear
polarization and the orientation of the polarization axis for
bremsstrahlung arising from polarized electrons impinging
on a gold foil of various thicknesses. The bremsstrahlung is
emitted at an angle of 130◦ with respect the incident elec-
tron direction and two photon energies at the high-energy
end of the bremsstrahlung distribution are considered.
ergy. Moreover, for the highest photon energy considered,
the degree of linear polarization remains constants for tar-
get thicknesses above 500μg/cm2.
Summarizing, according to the presented PEBSI results,
a rigorous analysis of polarization-resolved bremsstrahlung
measurements using high-Z solid-state target foils has to
take into account the effects of electron straggling on the
bremsstrahlung properties.
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MD simulations of the dynamics of heavy ions in HITRAP∗
J. Steinmann, P.-G. Reinhard, G. Zwicknagel
Institut fu¨r Theoretische Physik, Universita¨t Erlangen, Germany
In previous simulation studies [1, 2] we investigated
the dynamics of the electron cooling process and the
related phase space distribution of highly charged ions
in HITRAP based on a molecular dynamics (MD)
simulation scheme. There the motion of each ion is
numerically calculated taking into account the elec-
tric and magnetic ﬁelds in the trap and the stopping
force due to collisions with magnetized electrons which
is taken from microscopic calculations [3]. Only the
Coulomb interaction between the ions was neglected
so far, which is expected to be important only in the
very last phase of cooling when the ions already move
rather slowly. In more recent implementations of such
simulations we thus also included the ion-ion Coulomb
interaction. But this considerably enhances the nu-
merical eﬀort and should be restricted preferably to
the ﬁnal part of the cooling process. To study the rel-
evance of the ion-ion interaction we therefore compare
simulations with and without taking it into account.
Some ﬁrst results have been obtained by performing
corresponding MD simulations with N = 9216 bare
uranium ions U92+, which is already close to the de-
signed 105 ions in the real trap, are shown in Figs. 1
and 2. The magnetic ﬁeld along the trap axis is B = 6
T. The electric ﬁelds in the trap are, however, replaced
for these tests by a simple potential well along the
trap axis with inﬁnitely high walls and with an ad-
ditional small harmonic trapping potential of a few
tens of eV in the center of the trap. Also the detailed
cooling forces are replaced by a simple friction force
~Ff = −η~v. To reduce here the relevant time scale some
artiﬁcially enlarged friction was used. Considering the
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Figure 1: Top: temporal evolution of the mean energy E
of the ions. Bottom: standard deviation σz of the spatial
ion distribution along the trap axis.
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whole simulation period of about 12 μs on the scales
given in Figs. 1 no diﬀerences between both cases are
visible, both curves lie on top of each other. But a
more detailed view on the spatial ion distribution at
later times t & 7μs reveals deviations as can be seen in
Fig. 2 (top). In the presence of the ion-ion Coulomb
interaction, the repulsion of the ions prevent the ion
cloud to be axially squeezed in the center of the har-
monic trapping potential. The transverse spatial dis-
tribution is ruled by the conﬁnement due the strong
axial magnetic ﬁeld and does not signiﬁcantly diﬀer in
both cases as shown in Figs. 2 (center and bottom) for
t ≈ 11.5μs. As expected, the inﬂuence of the ion-ion
interaction is signiﬁcant only at low ion energies.
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Figure 2: Top: standard deviation σz as in Fig. 1 for
t & 5.5μs. Center and bottom: spatial ion distribution at
t ≈ 11.5μs, left panels without, right panels with ion-ion
interaction.
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Simulation of Ion Clouds in Penning traps using graphic boards∗
J. Steinmann1,2, S. Fedotova1, J. Groß2, F. Herfurth1, and G. Zwicknagel3
1GSI Helmholtzzentrum, Darmstadt, Germany; 2University of Applied Sciences, Darmstadt, Germany; 3University,
Erlangen-Nuernberg, Germany
The HITRAP (Highly charged Ions Trap) facility at the
GSI was developed for the investigation of slow highly
charged ions up to U 92+. The ion trap was designed to
store up to 105 ions by superimposing appropriate mag-
netic and electric fields. The ions are injected into the Pen-
ning trap with an energy of 6 keV/u and are cooled down
to 10 eV/u due to electron cooling. Following the electron
cooling and collecting of the ions in the center of the trap,
resistive cooling is performed to cool the ion cloud down
to 0.3 meV/u. During this process the ion density increases
and the characteristics of the ion cloud are increasingly de-
termined by the Coulomb interaction. The motion of the
j-th ion is governed by the equation
~¨xj =− qj
mj
·
(
~∇V − ~˙xj × ~B
)
+
qj
mj
·
N∑
k=1,j 6=k
qk · (~xj − ~xk)
|~xj − ~xk|3
+
~Fcooling
mj
xj , xk are the position vectors of ion no. j resp. no. k,
qj , mj are the charge resp. the mass of ion no. j, V is the
electric potential and B the magnetic field, both at the ion
position. Fcooling is a frictional force.
For N ions, this leads to an ODE-system of 3N equations,
which in general can only be solved by using a numerical
integration scheme. The computational effort to solve the
ODE-system is proportional to N 2 and quickly leads, with
increasing number of ions, to simulation times of several
years. The simulation time for such a huge ODE-system
can be reduced immensely by using graphic boards. The
special architecture of the graphic boards allows to use
them as parallel computers, so that in the ideal case the
computational effort scales with N, only.
The graphic board mainly consists of a number of arith-
metic logical units (ALU), which are arranged into work
groups of similar size. Each work group got a local mem-
ory, for fast communication between ALU of the same
work group. The work groups themselves communicate via
the global memory of the graphic board. The access time
of the local memory is more than one hundred times faster
than the access time of the global memory, and it should
therefore be used as often as possible. Figure 1 illustrates
the simplified work flow of a graphic board. The exam-
ple board consists of 3 work groups, where each of them
holds 3 ALU. In total 27 threads must be processed. The
threads are sorted into 9 blocks of equal size. Due to the 3
work groups 3 blocks (9 threads or in our case the trajec-
tories of 9 ions) can be calculated at the same time. Com-
pared to a system using a single ALU (like older CPUs) the
∗Work supported by FE, Project-Number DAGROS1012.
graphic board enables a calculation, which performs nine
times faster.
Figure 1: Operation scheme of a grafic board
In figure 2 a comparison of the simulation time for two
types of graphic boards and a CPU is shown. The device
specifications are listed in table 1. The comparison is made
for simulations over a period of 50 timesteps, using single
precison and a fourth order Runge-Kutta algorithm. The
Table 1: Device Specifications
strong magnetic field ( 6 T) in the HITRAP Penning trap is
a limiting factor for the maximal step size, allowed. Due to
the large cyclotron frequency ωc ∝ 108s−1, the maximal
step size should be at most ≈ 10−9s. The simulation of
a cooling cycle for a cloud of 104 ions over a duration of
10−2 s and a stepsize of 10−9 s lasts approximately seven
days on the ATI device. The same simulation on the CPU
needs approximately 2 years.
Figure 2: Comparison of simulation time
With the code developed it is already possible to simulate
the cooling process of a system of 104 ions, where the cool-
ing is performed through a frictional force. The next step is
to adapt the code to simulate electron and resistive cooling.
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Two–Dimensional Thermal Simulations of an Aluminum Beam Stripper for
Experiments at SPIRAL2∗
N.A. Tahir1, V. Kim2, E. Lamour3, I.V. Lomonosov2, A.R. Piriz4, J.P. Rozet3, Th. Sto¨hlker1,
V. Sultanov2, and D. Vernhet3
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3Institut des NanoSciences de Paris,UMR
CNRS–Universite´ Pierre et Marie Curie, Paris, France; 4UCLM, Ciudad Real, Spain
Based on 2D numerical simulations, we propose design
of a wheel shaped Al stripper for use in the FISIC (Fast Ion-
Slow Ion Collision) experiments at the SPIRAL2 facility.
The inner radius, R1 of the target is 32 cm, the outer radius,
R2 is 35 cm while the beam is perpendicular to the target
surface at a radius, R0 = 33 cm (see Fig. 1). The target is
rotated at a rate of 2000 rpm.
Figure 1: Stripper geometry.
First test calculations are presented using a typical beam
of 18O6+ at 10 MeV/u with a current = 1.4 pμA that leads
to 8.77x1012 particles per second. The beam comprises of
particle bunches with bunch length = 1 ns and bunch fre-
quency = 88 MHz while the transverse intensity distribu-
tion is Gaussian with σ = 0.5 mm. This means that each
bunch comprises of 105 ions. The Al stripper thickness is
100 μg/cm2 that corresponds to 0.36 μm. 2D thermody-
namic response of the target is calculated using a numeri-
cal model, PIC3D [1] and the results are presented in Fig. 2
where we plot the target temperature at the focal spot cen-
ter, TR0, at the inner target radius, TR1 and at the outer
target radius, TR2 vs time . In one set of calculations we
include thermal conduction only, while in the other case
we consider thermal conduction as well as radiation losses
from the target surface. It is seen in Fig. 2 that excluding
the radiation losses, the temperature at all the above three
target locations continues to increase during the considered
time of 6 s. On the other hand, when the radiation losses
are included, the temperature saturates at around 3 s with
TR0 = 307 K, TR1 = 300 K and TR2 = 296 K.
Fig. 3 shows the evolution of TR0 over 200 s includ-
ing and excluding the radiation losses. It is seen that the
temperature saturates at 307 K in the former case while
the temperature continues to increase in the latter case and
melting occurs at t = 180 s. Therefore heat conduction
alone is not sufficient to cool the target and the radiation
∗Work supported by the BMBF
Figure 2: Temperature, TR0 at the center of the focal spot,
TR1, at the inner target radius and TR2, at the outer target
radius; red curve including heat conduction and radiation
losses, black curve including only heat conduction vs time.
Figure 3: Same as in Fig. 2, but up to 200 s after irradiation.
losses are very important in this respect. Further details
can be found in [2].
These simulations have shown that the stripper is sta-
ble corresponding to the above beam parameters, however,
much higher beam intensities will also be used. Typical
beam parameters are as below.
(a) 18O6+ with current between 15 – 70 pμA.
(b) 20Ne7+ with current between 15 – 60 pμA.
(c) 40Ar13+ with current between 8 – 30 pμA.
It is, therefore, important to check the stripper behavior
for the above parameters. This work is in progress.
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Swift Heavy Ion-Induced Amorphization of CaZrO3 Perovskite* 
M. Lang1#, F.X. Zhang1,W.X. Li1, D. Severin2, M. Bender2, S. Klaumünzer3,
C. Trautmann2, and R.C. Ewing1
1 University of Michigan, Ann Arbor, MI, U.S.A.; 2 GSI, Darmstadt, Germany; 3 HZB, Berlin, Germany
Perovskite structures (ABO3) are an important class of 
ceramics with a large variety of derivative structure-types 
(e.g., cubic, hexagonal, and orthorhombic). Owing to this 
structural flexibility, perovskites have very different 
physical and chemical properties leading to numerous 
technological applications. Radiation damage in 
perovskites is of interest due to their potential as actinide 
waste forms. 
Powder CaZrO3 perovskite was irradiated with 940-
MeV Au ions at the UNILAC M2-beamline [1]. The irra-
diations were performed in steps of 1×1012 ions/cm2 up to 
a fluence of 8×1012 ions/cm2 with two additional expo-
sures at 1×1013 ions/cm2 and 1.5×1013 ions/cm2. During 
beam interruptions, the structure of the powder material 
was analysed by in situ X-ray diffraction (XRD) meas-
urements. The instrument is a standard 4-circle X-ray 
diffractometer (Cu-KD) operating in vacuum and equipped 
with a position-sensitive detector. Within the maximum 
X-ray range of about 10 Pm, the electronic energy loss 
(dE/dx) of the Au ions was with ~36 keV/nm nearly con-
stant, and the nuclear dE/dx was well below 0.5% of the 
total energy loss (SRIM 2008). Samples from irradiations 
at two different fluences were additionally investigated by 
transmission electron microscopy (TEM). 
Ion-induced amorphization is evidenced in the XRD 
patterns by a decrease in diffraction intensity and an in-
crease in diffuse scattering (Fig. 1a,b). The crystalline and 
amorphous contributions were quantified by peak-fitting 
the diffraction profiles at each irradiation step yielding 
position, FWHM, intensity, and area of the diffraction 
maxima. With increasing fluence, the normalized area of 
the 101 and 020 peaks (~22°) decreases quickly (Fig. 1c: 
filled circles). Concurrently, the normalized area of the 
broad amorphous peak (~30°) grows linearly in the initial 
stage and finally reaches saturation at higher fluences 
(Fig. 1c: filled squares). This behaviour can be under-
stood in terms of the direct-impact model, where amor-
phization is described by the accumulation of individual 
amorphous tracks. At larger fluences, tracks begin to 
overlap, and the increase/decrease in amor-
phous/crystalline fraction becomes sub-linear. The amor-
phization cross-section per incident ion, ı, was deter-
mined by fits to the XRD data (Fig. 1c), and a track di-
ameter d was extracted by assuming cylindrical track ge-
ometry (ı = ʌ·(d/2)2). Based on the average of several 
diffraction maxima (including the broad amorphous 
peak), individual tracks have a calculated diameter of 6.0 
± 0.6 nm. This is in good agreement with independent 
TEM measurements yielding a track diameter of 6.7 ± 0.4 
nm.  
With accumulating radiation, the 2ș positions of all dif-
fraction maxima showed a complex behaviour, indicating 
contributions from several processes. The experimentally 
determined FWHM of the main diffraction maxima in-
creased significantly with ion fluence. Based on a Wil-
liamson-Hall plot, strain-induced broadening is the domi-
nant process with microstrains approaching the elastic 
limit [1]. 
Figure 1: XRD patterns of CaZrO3 perovskite (a) before 
and (b) after irradiation with 940-MeV Au ions, indicat-
ing full amorphization at 1.5×1013 ions/cm2 (remaining 
peaks are due to copper sample holder and Si substrate). 
(c) Relative peak area, of amorphous, nA, (diffuse peak at 
~30°) and crystalline, nC, (peak at ~22°) fraction as a 
function of increasing fluence. The curves are fits to the 
data by the given Eqs. and provide the amorphization 
cross-sections, ı, and track diameter d.
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Ion Hammering of NiO 
S. Klaumünzer1, #, D. Severin2, and M. Bender2
1Helmholtz-Zentrum Berlin; 2GSI, Darmstadt, Germany;
During bombardment with heavy ions, amorphous 
samples (thickness >> projected ion range Rp) deform as 
if each ion would act as a little hammer, i.e. the sample 
dimensions perpendicular to the ion beam grow while the 
dimension in beam direction shrinks maintaining a con-
stant mass density. This effect arises from shear stress 
relaxation of the transiently fluid matter in the ion tracks 
[1]. The constitutive equation for ion hammering reads 
ıFAıCİ ))  
Dt
D (1)
where İ denotes the strain rate tensor, D/Dt an invariant 
time derivative, and ) the ion flux. The first term on the 
right hand side is essentially Hooke’s law with the elastic 
compliance tensor C and stress tensor V. In the second 
term, A=A(Se,Ti) is the deformation yield tensor [1], that 
depends on the electronic energy loss Se of the ions and 
the irradiation temperature Ti. The last term is Newtonian 
flow with a fluidity tensor F ). The components of F are 
specified in ref. [2] and depend on the Poisson number Q.
For a thick plane target, eq. (1) has the steady-state so-
lution  
³ 

z
pR
deSAzx A
D
]]DD
cos
))(()(v cossinĭ6  (2)
where we have ignored the tensorial character of F. The 
velocity vx is directed along the projection of the ion 
beam onto the sample surface and z runs in direction of 
the surface normal. An isolated, elastically rigid crystal-
line grain rotates in this velocity field with a rate  
DD cossinĭ3
v
2
1 A
z
xȍ  
w
w
   (3)
If the irradiated layer contains numerous grains, sliding 
between the grains occurs and the rotation rate is expected 
to approach zero when the grains fill the total irradiated 
layer.
Surprisingly, ion hammering occurs also in nanocrys-
talline materials and grain rotation turns out to be very 
large [3-5]. We have tested the applicability of eq. (1) to 
the grain rotation of nanocrystalline NiO by irradiating 
various (111)-oriented NiO single crystals with 4.8 
MeV/u Au ions at Ti between 20 and 50°C. The meas-
urements were done in-situ with the 4-circle diffractome-
ter at the M2-beamline at the UNILAC. The single crys-
tals transform rapidly ()t < 1012 Au/cm2) into well-
aligned nanocrystals (~30 nm), which undergo a tilt :
as a function of )t. A typical example is shown in fig. 1. 
The rotation rate w: w)t is plotted in fig. 2 and com-
pared with eq. (3) and the equivalent solution of eq. (1) 
taking into account the tensorial character of F. The fit is 
only slightly improved when the more complicated solu-
tion of eq. (1) is considered. Fig. 2 demonstrates that eq. 
(1) also provides a phenomenological basis for the grain 
rotation in nanocrystalline NiO, i.e. the structure of A is 
essentially determined by the cylindrical symmetry of the 
ion tracks. Further investigations have to show if this 
conclusion holds also for other nanocrystalline materials.  
0 10 20 30 40 50 60 70 80
-15
-10
-5
0
5
10
15
cr
ys
ta
lli
te
 ti
lt 
:
(d
eg
re
es
)
f luence  [10 13ion s /cm 2]
30°   30 ° 30° 20°  20°
Figure 1: Tilt : vs. ion fluence for D = r30° and r20°, 
with D being the angle of ion beam incidence with re-
spect to the sample normal. 
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Figure 2: Rotation rate vs. beam incidence angle D.
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Ion Tracks in Amorphous Fe80B20: The Effect of Pre-Irradiation Annealing 
M. D. Rodríguez1,#, C. Trautmann2, B. Afra1, N. Kirby3, and P. Kluth1
1Australian National University, Canberra, Australia, 2GSI, Darmstadt, Germany, 3Australian Synchrotron, Melbourne, 
Australia.
Amorphous metals, also called metallic glasses, are me-
tallic alloys with a disordered non-crystalline atomic 
structure. The amorphous structure is quenched from the 
liquid state by rapid cooling with rates of 105 to 106 K/s. 
Metallic glasses are of particular interest due to their spe-
cial physical properties including high mechanical 
strength, great wear and corrosion resistance, and high 
elasticity [1]. The means of tailoring the structurally gov-
erned amorphous metal properties have the potential to 
benefit advanced technological applications. 
Ions at energies of some MeV/u lose their energy pre-
dominantly to the electronic system when passing through 
matter. Energy transfer from the electronic system to the 
atoms due to electron-phonon coupling may finally lead 
to the formation of long columnar defects along the ion 
trajectories, so called ion tracks.  
Studying single, non-overlapping ion tracks in amor-
phous metals is challenging and has been reported for a 
few cases using chemical etching [2], scanning probe [3] 
and transmission electron microscopy [4]. Recently, we 
have shown that small angle x-ray scattering (SAXS) is 
well suited for measuring ion tracks in these materials [5]. 
Here, we have investigated the effect of pre-irradiation 
annealing of the metallic glasses on ion track formation 
using simultaneous SAXS and wide angle x-ray scattering 
(WAXS). The measurements were performed at the Aus-
tralian Synchrotron. Previous track-etching experiments 
showed that pre-irradiation annealing leads to the absence 
of typical etch pits resulting from track formation [2]. 
Ribbons of Fe80B20 (29±1Pm thick) were annealed for 
30, 60 and 120 minutes applying temperatures of 100, 
200, 300 and 400 ºC. The process was performed in argon 
to avoid oxidation of the material. All annealing tempera-
tures were below the recrystallization temperature of 
448°C. The annealed samples and an unannealed refer-
ence sample were irradiated at the UNILAC using 11.2  
MeV/u Au ions and a fluence of 1×1011 ions/cm2. A 
48±1Pm thick aluminium degrader foil covered half of 
the sample, to shift the energy to 5.5 MeV/u thus increas-
ing the stopping power. 
The SAXS measurements provide clear evidence for 
the existence of ion tracks in all samples. The SAXS data 
were analysed by fitting a simple cylindrical track model 
with constant density in the track, different from that of 
the surrounding matrix (for details see reference [5]). The 
WAXS measurements confirmed that all samples retained 
their amorphous structure. 
SAXS track radii extracted for Fe80B20 samples pre-
annealed at different temperatures (120 min) are plotted in 
Fig. 1. The track radii do not vary significantly up to 
300°C. At 400°C, close to the recrystallization tempera-
ture of the material, the radii drop to approximately 60% 
of the value of the unannealed reference sample. Track 
radii produced in samples annealed at 400°C are shown in 
Fig. 2 as a function of annealing time and reveal a gradual 
decrease. 
Figure 1: Track radii deduced from SAXS data versus 
annealing temperature (120 min annealing). The uncer-
tainties of the fit are smaller than the symbols. 
Figure 2: Track radii deduced from SAXS data versus 
annealing time (400°C annealing temperature). 
The observed reduction in track radii upon pre-
irradiation annealing is likely a consequence of a relaxa-
tion of the material and a possible means of increasing the 
radiation resistance of such materials. 
[1] M. Telford, Materials Today 7 (2004) 36  
[2] C. Trautmann et al., Nucl. Instr. Meth. B 107 (1996) 
397 
[3] A. Audouard et al., Europhys. Lett. 40 (1997) 527 
[4] G. Rizza et al., J. Phys: Cond. Matter 16 (2004) 1547 
[5] M.D. Rodríguez et al., J. Non-Cryst. Solids 358 
(2012) 571 
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Feasibility of in situ determination of elastic stiffness coefficients by resonant ul-
trasound spectroscopy during irradiation with swift heavy ions * 
B. Winkler 1,#, E. Haussühl1, B. Schuster2, C. Trautmann2 and S.C. Vogel 3
1Goethe University, Frankfurt, Germany; 2GSI, Darmstadt, Germany; 3LANSCE, Los Alamos, USA
The characterisation of irradiation-induced changes of 
structural and physical properties of crystalline and amor-
phous materials is of interest in numerous applications, 
such as in understanding the process of metamictisation 
of minerals, the structural stability of materials used in the 
nuclear industry or for encapsulation of nuclear waste. In 
order to detect transient phenomena in situ measurements 
have to be performed. This project explores the feasibility 
to determine changes in the elastic properties of materials 
during irradiation with swift heavy ions. The first tests 
were performed on Cr-rich steel and SiO2 glass. 
The irradiation experiments were performed in cave A at 
the SIS synchrotron using 620 MeV/u 209Bi ions. The en-
ergy was chosen so that the ions completely penetrated 
the samples, which are rectangular parallel epipeds with 
dimensions of ~6×7×9 mm3. The samples were very gen-
tly clamped between two corundum rods (Fig. 1) which 
transmit ultrasound waves from and to the two transduc-
ers. This set-up allows the on-line collection of high-
quality resonant ultrasound spectra [1]. 
Figure 1: Typical resonant ultrasound spectra of steel 
sample during irradiation with 620-MeV/u Bi ions. The 
green spectrum shows the maximum frequency shift we 
observed during the measurements. The red spectra was 
recorded after the beam had been switched off for a few 
minutes, it is virtually indistinguishable from the starting 
spectrum. During irradiation, the sample is gently 
clamped between corundum rods, which serve to transmit 
ultrasound waves (inset). 
Typical spectra recorded during and after beam expo-
sure are shown in Fig. 1. During irradiation, the resonance 
frequencies shift significantly. This clearly demonstrates 
that resonant ultrasound spectra can be measured with this 
setup. In the present study, the total accumulated fluence 
was 2.6 × 1011 ions/cm2. As the spectra before and after 
irradiation are virtually indistinguishable, we conclude 
that the observed shifts are due to beam-induced tempera-
ture increases of the sample. Independent experiments 
with a furnace showed that the resonance frequencies 
shift linearly with temperature. We therefore could con-
vert resonance frequencies measured during irradiation 
into sample temperatures. We have then established a 
simple model for the energy balance, taking into account 
heating by the ion beam and cooling by radiative losses. 
This two-parameter model describes the flux dependence 
of the sample temperature exceedingly well (Fig. 2). 
Figure 2: Sample temperature of steel sample during irra-
diation (red dots, left hand scale) as obtained from the 
measured resonance frequency, sample temperature from 
model calculation (blue line, left hand scale), and beam 
intensity (red histogram, right hand scale).  
For the SiO2-glass sample the model works equally 
well. The temperature increase in the steel sample (120 K) 
is significantly larger than in the SiO2-glass sample (30 
K). The computed energy transfer per ion as derived from 
our data analysis is approximately 10-9 J/ion. This is the 
same order of magnitude as the value obtained from cal-
culations using LISE++ [2]. 
Future experiments with this newly developed in-situ 
monitoring technique will be extended to other materials 
in which significant radiation damages is known to occur.  
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Dilation of Al2O3 single crystal due to swift heavy ion irradiation 
N. Ishikawa1 #, N. Okubo1, R. Neumann2 and C. Trautmann2
1JAEA, Tokai, Ibaraki, Japan; 2GSI, Darmstadt, Germany
Introduction 
Aluminum oxide, Al2O3, is one of the promising mate-
rials in the field of nuclear energy because it is highly 
radiation-resistant compared with other materials. For 
example, Al2O3 is suitable as window for plasma diagno-
sis in a fusion reactor and is also expected to be used as 
an inert matrix for geological disposal of high level radio-
active waste. However, when aluminum oxide is exposed 
to swift heavy ions, prominent damage is introduced pro-
vided the electronic energy deposition is sufficiently high 
[1]. Especially at high fluences when ion tracks heavily 
overlap, amorphization takes place [2]. The amorphiza-
tion at high fluence has been ascribed to the high-density 
electronic energy deposition [3]. This paper investigates 
the radiation resistance of Al2O3 at high fluences and 
highest electronic energy deposition. 
Experimental
Single crystals of Al2O3 with typical dimensions of 
about 5×5×0.35 mm3 were irradiated with 2.7-GeV U ions 
at room temperature. The irradiated surface was analysed 
by optical color laser microscope VK-8510 (Keyence) in 
order to characterize the surface profile of the irradiated 
specimens.  
Results and Discussion 
The specimen irradiated at the highest fluence of 
1.0×1013 ions/cm2 broke into pieces as shown in Fig. 1, 
probably due to accumulated strain. The sample exposed 
to 1.6×1012 ions/cm2 remained intact but exhibits a pro-
nounced surface curvature (Fig. 2 and 3). The profile is 
convex, indicating that the lattice is dilated due to highly 
accumulated strain. 
Figure 1: Optical image of surface of fractured Al2O3.
According to the SRIM-2003 code [4], the projected 
range of 2.7-GeV U in Al2O3 is about 65 Pm. Since the 
thickness of the specimen is ~350 μm. only the upper 
irradiated part of the specimen undergoes a volume in-
crease, resulting in the convex shape. More systematic 
and quantitative curvature measurements are needed for 
characterizing the resistance against highly accumulated 
strain introduced by the irradiation.  
Figure 2: Surface profile measured for 1.0×1.4 mm2 area 
for Al2O3 irradiated with 2.7-GeV U at 1.6×1012 ions/cm2.
Figure 3: Surface profile near the highest point of Al2O3
irradiated with 2.7-GeV U at 1.6×1012 ions/cm2.
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EXAFS spectroscopy study on swift heavy ion irradiated Gd2O3-doped CeO2
Y. Tahara1, A. Iwase 1,#, R. Neumann2 and C. Trautmann2
1Osaka Prefecture University, Sakai, Osaka, Japan; 2GSI, Darmstadt, Germany
Introduction 
To investigate the effects of high energy fission prod-
ucts on fission fuels doped with burnable poison (Gd2O3-
doped UO2), we investigated Gd2O3-doped CeO2 as a sur-
rogate for fission fuel material [1, 2]. To better understand 
atomic rearrangements induced by GeV ions, we applied 
Extended X-ray Absorption Fine Structure (EXAFS) 
spectroscopy. EXAFS is an effective method to study 
short range atomic arrangements around selected atoms. 
In this paper, we report specific irradiation effect on the 
local structure around Ce or Gd atoms revealed by 
EXAFS.
Experimental
Specimens used in this study were 5mol% Gd2O3-
doped CeO2 pellets. They were irradiated at room tem-
perature with 8.6 MeV/u (1.7 GeV) Au ions at the 
UNILAC accelerator. Ion fluences were 5×1011, 1×1012,
2×1012, and 5×1012 ions/cm2. After the irradiation, we 
recorded EXAFS spectra around the X-ray energies of 
Ce-L3and Gd-L3 absorption edges.  
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Figure 1: EXAFS-FT spectra near the Ce-L3 edge for 
irradiated (5×1012 /cm2) and unirradiated specimens. 
Results and discussion 
Figure 1 shows the Fourier Transform (FT) of EXAFS 
spectra near the Ce-L3 edge for an irradiated and unirra-
diated specimen. The first peak corresponds to the first 
coordination of Ce atoms, that are O atoms. The second 
peak corresponds to the second coordination of Ce atoms, 
that are Ce(Gd) atoms. Figure 2 shows the EXAFS-FT 
spectra near the Gd-L3 edge for the irradiated and unirra-
diated specimens. The first peak corresponds to the first 
coordination of Gd atoms, that are O atoms. The second 
peak corresponds to the second coordination of Gd atoms, 
that are Ce(Gd) atoms. As can be seen in Fig. 1, the inten-
sity of the two peak decreases by the ion irradiation, 
whereas in Fig.2 only the second peak intensity decreases 
by the ion irradiation. The result suggests that the effect of 
ion irradiation on short range atomic arrangement around 
Ce atoms is different from that around Gd atoms. The 
intensity decrease is an indication that the ion irradiation 
decreases the coordination number and/or increases the 
Debye-Waller factor. Information on such beam-induced 
local disordering of the atomic arrangement around Ce or 
Gd atoms can only be identified by EXAFS spectroscopy. 
Quantitative analysis to determine the values of coordina-
tion numbers and Debye-Waller factors is in progress. 
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Figure 2: EXAFS-FT spectra near Gd-L3 edge for irradi-
ated (5×1012 /cm2) and unirradiated specimens. 
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Damage accumulation model for overlapping of swift ion tracks* 
M. Sorokin1,#, K. Schwartz2, and C. Trautmann2
1NRC Kurchatov Institute, Moscow, Russia; 2GSI, Darmstadt, Germany.
In many different materials, swift heavy ions produce 
radiation damage along their trajectories. In some cases, 
the size of the damaged track zone can directly be meas-
ured e.g. by small angle x-ray scattering, transmission 
electron or scanning probe microscopy. Many other tech-
niques, such as optical absorption, X-ray and Raman 
spectroscopy or electron-spin and nuclear-magnetic reso-
nance spectrometry yield integral values of the damaged 
material. The corresponding track radius r0 is deduced by 
analysing the sublinear evolution of the damage as a func-
tion of ion fluence due to track overlapping [1]. 
The model of overlapping damage zones was initially 
suggested for elastic cascades [2] and later applied for 
swift ion tracks [1,3]. In a direct impact process, the track 
damage A  produced by the ions depends on the fluence 
) and follows the Poisson law   ) 20exp1~ rA S  [2,3]. 
This model can also take into account if two or more ion 
hits are required for damage production [1,4,5]. A draw-
back of this model is that it considers an unrealistic ho-
mogeneous damage within the track cross section Sr0
instead of considering the radial dependence of the dose 
distribution deposited around the ion trajectory, which is 
in particular crucial during gradual damage accumulation 
by manifold track overlapping.  
We can select an arbitrary point on the material surface. 
The distance r between this point and the ion impact is a 
uniformly distributed random value. The radial energy 
distribution around the ion trajectory gives the absorbed 
energy fraction  rg  in the selected point with  
  1 ³ drrg .
Assuming the reciprocity law, the number N  of inde-
pendent ions ( SN ) , where S  denotes the surface area) 
provides in the selected point the fraction of EN  (E is the 
energy deposited by the ion), corresponding to the convo-
lution 
    rgggrG N 21
Generally it means that  rG  should be found numeri-
cally, but for some model distributions the analytical form 
of the convolution is known. The exponential radial en-
ergy distribution    00 exp1 rrr  , e.g., gives an absorbed 
energy fraction  rG  in the selected point that follows a 
gamma distribution (fig. 1): 
     020 exp rrrrrg   and     Nr
rrrrG N
N
2
exp
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 

where    !1 * nn  is the gamma function. 
The average material damage is given by:  
        ³³ ) ) ) drrGEdGGEGFGE KKK
where  GK  is the dose-dependent damage production 
efficiency, and     GrGGF c 1  is the probability dis-
tribution for the absorbed energy at the selected point. 
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Figure 1: Local distribution of absorbed energy for 
N =10 ion impacts for different track radii r0.
The damage saturating with increasing fluence can be 
simulated by the efficiency function: 
   satGEGE KK ,min ) ) ,
where satK  is the saturation value at high fluence. Depend-
ing on radius r0, the local energy deposition surpasses the 
saturation level (Fig. 1).  
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Figure 2: Effective damage accumulation versus flu-
ence using r0 = 40 nm gives good agreement with ex-
perimental data for colour centres in ion-irradiated LiF. 
The calculated damage accumulation can be compared 
with the fluence dependence of experimentally measured 
color centers. The K  damage accumulation versus flu-
ence curve using a track radius of r0 = 40 nm is in excel-
lent agreement with optical absorption data of F-centres 
produced by irradiating LiF crystals with 11.1 MeVu Au 
ions (Fig. 2). 
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Evidence for SHI induced Spinodal-like Dewetting of a Fe2O3-Film on Si* 
W. Bolse1#, S. Amirthapandian2, and F. Schuchart1
1Institut für Halbleiteroptik und Funktionelle Grenzflächen, Universität Stuttgart, Stuttgart, Germany,                        
2Material Physics Division, Indira Gandhi Centre for Atomic Research, Kalpakkam, India.
When investigating the dewetting of molten polymer 
films it was found, that in some cases the breakup of the 
film occurs due to periodic (or more precise: correlated) 
undulations of the film thickness similar to the composi-
tional fluctuations during spinodal decomposition of fluid 
mixtures [1]. Because of this similarity the process is 
called “spinodal dewetting”. It is due to a capillary insta-
bility, where preferential self-amplification of capillary 
waves of a certain wave length occurs and the film rup-
ture sets in as soon as the valleys reach the substrate [2]. 
Recently we found that dewetting also occurs during 
swift heavy ion (SHI) irradiation of thin oxide films on Si, 
even the irradiation was performed far below the coatings 
melting point [3]. In some cases the final dewetting pat-
terns were quite similar to those attributed to spinodal 
dewetting of liquid polymer films. After the installation of 
our in-situ scanning electron microscope (SEM) [4] at the 
M-branch of the UNILAC, we are now able to monitor 
one and the same surface area throughout an entire irra-
diation process and to study the development of the sur-
face morphology as a function of ion fluence.  
The sample consisted of a 50 nm thin Fe2O3-film on Si, 
which had been pre-irradiated with 197Au-ions of 1 MeV/u 
to a fluence of 1×1014/cm2. Because of this, the film al-
ready exhibited dewetting holes of 1 Pm in diameter. The 
sample was then irradiated in our in-situ SEM setup with 
3.6 MeV/u 197Au-ions to a total fluence of 11.5×1014/cm2
in steps of 0.5×1014/cm2. After each step SEM images of 
one and the same surface area were taken.  
Figure 1: SEM images of sample surface after irradia-
tion at different fluences, taken at one and the same spot. 
The development of the film during irradiation is illus-
trated in Fig. 1. First the existing holes grow, but almost 
no new holes nucleate. However, the surface becomes 
more and more undulated and finally, at the highest flu-
ences, the number of holes increases exponentially, with 
the new holes nucleating in the troughs of the wavy sur-
face. This clearly points at a “spinodal-like” dewetting 
mechanism. 
Figure 2: SEM images of irradiated surface in an initially 
hole-free area (left) and gray-scale scans along the lines 
indicated in the SEM images (right). 
In the higher-magnification images taken at the highest 
fluences (see fig. 2), the undulations are clearly visible. 
From the gray-scale scans along the lines indicated in the 
SEM images, a typical wave-length of ~ 1Pm can be de-
duced (verified by 2D-Fourier transformation). The im-
ages also clearly prove, that the new holes nucleate in the 
wave-troughs. Hence, we conclude that like for spinodal 
dewetting of liquid polymer films the holes nucleate as 
soon as the valleys of the self-amplifying undulations 
reach the substrate. However, because the film did not 
melt globally, capillary waves cannot be the reason for the 
wavy surface. On the other hand, Asaro and Tiller [5] and 
later also Grinfeld [6] predicted, that the surface of a thin 
film under compression becomes instable against undula-
tions of a certain wave-length. Trinkaus [7] has shown, 
that the transient melting of a SHI track leads to compres-
sive stresses perpendicular to the ion trajectory. We there-
fore conclude that in the present case, the SHI irradiation 
generated compressive in the aforementioned surface in-
stability and the “spinodal-like” dewetting process.
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Temperature dependent conductivity measurements of single ion tracks in ta-C* 
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The swift heavy ion irradiation of tetrahedral amor-
phous carbon (ta-C), a diamond-like carbon with low hy-
drogen content and a high sp3 bond fraction, leads to con-
ductive tracks along the ion trajectory. The sp3-rich phase 
is transformed to a sp2-rich phase by the high energy 
deposition within the track volume resulting in 8 nm wide 
nano-filaments embedded in the insulating ta-C film [1,2]. 
The ta-C samples were synthesized by mass selected 
ion beam deposition of 100 V C+ ions onto conductive n-
type silicon (0.015 ȍcm). The 70 nm thick films were 
irradiated with 1 GeV U-ions at the UNILAC. In order to 
lower the initial 11.1 MeV/u to this energy and to adjust 
the projectile to equilibrium state, an Al-degrader was 
mounted in front of the sample. Fluences applied were 2, 
4, and 11×109 ions/cm2 corresponding to a track coverage 
of the surface between 0.1 and 0.6%. Effects due to over-
lapping tracks can be disregarded because even at highest 
fluence only 1% of tracks overlap. 
Figure 1: I-U-characteristics of averaged single ion tracks 
from AFM (data points) and contact-pad measurements 
(lines) with a fluence of 2×109 ions/cm2.
The electrical conductivity of the samples was analysed 
by two approaches. Track ensembles were contacted mac-
roscopically in parallel by evaporating Cr/Au-pads onto 
the films, covering millions of tracks each. I-U-
characteristics of these ensembles were recorded at differ-
ent temperatures (30 - 100°C). In the second experiment, 
individual tracks were analysed microscopically by 
atomic force microscopy (AFM) using a conductive tip. 
Earlier experiments showed considerable conductivity 
variations of individual tracks [3], even if the tracks were 
only 100 nm apart. For a representative result, the con-
ductivity data of all tracks in a randomly chosen area of 1 
μm2 were averaged. For each 1 μm2 area the current was 
mapped at different bias voltages and temperatures (30 - 
to 100°C). In order to compare the results of both experi-
ments (Fig. 1), the average current of single tracks was 
calculated. The results of the two measurements show the 
same trend but in absolute numbers differ for a given 
temperature by nearly factor of two. The reduced conduc-
tivity of the tracks in AFM analyses could possibly origi-
nate from a higher contact resistivity of the small tip 
compared to an evaporated metal film. The temperature 
dependence (slope in Arrhenius plot) of both measure-
ments agrees well within experimental uncertainties. The 
macroscopic pad analyses of samples exposed to different 
fluences show a linear dependence of the conductivity 
and fluence in the selected fluence range.  
Figure 2 shows the conductivity of the data given in 
Figure 1 as a function of temperature. The solid lines are 
fits to the data in order to calculate the activation energy. 
Figure 2: Arrhenius-plot showing the conductance of ion 
tracks measured by AFM and contact pads at different 
temperatures. The fitted slope (solid line) provides the 
activation energy Ea
We have successfully measured the temperature de-
pendence of the conductivity of individual ion tracks in 
ta-C. These microscopic AFM measurements differ only 
by a factor of two from macroscopic contact pad meas-
urements (averaging millions of tracks in parallel) proba-
bly due to different contact resistance. The deduced acti-
vation energy is 0.18 ± 0.01 eV and agrees well within the 
uncertainty of both experimental settings. 
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Tuning the conductivity of VO2 thin films by swift heavy ion irradiation 
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The first order semiconductor-to-metal phase transition 
in vanadium dioxide has been of great interest for half a 
century. The transition can be triggered by thermal [1], 
optical [2] and electrical excitation [3], and even by pres-
sure or strain [4]. This work was inspired by previous 
experiments irradiating tetrahedral amorphous carbon (ta-
C) with swift heavy ions and creating electrically conduc-
tive tracks along the ion path [5]. Due to extremely rapid 
annealing and quenching during the passage of the heavy 
projectile, specific processes are expected such as freez-
ing in a conductive high-temperature phase of VO2, de-
fects formation, or a slight change of the stoichiometry. 
Also, track formation is often correlated with mechanical 
stress. Here, we explored if ion-induced changes to the 
VO2 lattice can increase the conductivity along ion tracks.  
Thin vanadium dioxide films (thickness: 100-200 nm) 
were grown by the Harvard group using magnetron sput-
ter deposition. The substrate was n-type silicon, sapphire 
or strontium titanate. The samples were irradiated at the 
UNILAC with 1 GeV Au or U ions of electronic energy 
loss 37 and 47 keV/nm, respectively.  
Figure 1: Resistance versus temperature curves for 
unirradiated and irradiated VO2 films measured with two 
gold top-contacts. Arrows specify curves recorded while 
heating or cooling the sample. The irradiations were per-
formed with 1-GeV Au ions (fluence regime identical to 
irradiated ta-C reference samples). 
The electrical conductivity of the films was character-
ized by two methods. For the macroscopic study we used 
0.9 mm diameter Au contact-pads as electrodes. The I-V 
curves show a decrease in film resistivity with increasing 
fluence in the semiconducting regime, while above the 
transition temperature the resistivity remains nearly un-
changed (Fig. 1). The irradiation induces a slight shift of 
the transition temperature towards lower temperatures, 
but the hysteresis width is almost constant. Further analy-
sis was performed by atomic force microscopy (AFM) 
with a conducting tip (Fig. 2). Topography AFM images 
show no indication for the creation of surface hillocks, 
but current maps give evidence of well conducting re-
gions around ion tracks possibly due to stress (see lower 
right region in Fig. 2). More details on this persistent in-
crease in electrical conductivity in thin VO2 film are de-
scribed in [6]. 
Figure 2: AFM images of VO2 film on n-type silicon ir-
radiated with 1 GeV Au ions of fluence 1010 cm-2: topog-
raphy (top) and current map (bottom)  
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Defects in 6H SiC created by swift heavy ion irradiation 
R. Stübner,1,#, M. Bender2, D. Severin2, and J. Weber1
1Technische Universität Dresden, Germany; 2GSI, Darmstadt, Germany
SiC is an ideal material to study intrinsic defect forma-
tion by particle irradiation. The simple Si vacancy VSi is 
stable at room temperature and transforms by annealing 
up to 700°C into a complex consisting of a carbon va-
cancy next to a CSi antisite defect. At even higher tem-
peratures the very stable SiC(CSi)2 complex forms denoted 
as D1 defect [1].  
In this project, we irradiated 6H SiC crystals with 4.8-
MeV/amu Au ions up to a fluence of 4×1010 ions/cm2.
The signature of intrinsic defects was studied by means of 
in-situ luminescence which is associated with ion-beam 
induced excitation of the electrons. The samples were 
mounted on a closed-cycle He-cryostat and kept at a tem-
perature of T = 26 K. The ion beam had a frequency of 
1 Hz and a pulse length of 5 ms corresponding to 6×107
ions per pulse. The luminescence light was analysed with 
a fixed grating outside the vacuum chamber and regis-
tered with a CCD detector. During each beam pulse a full 
spectrum was recorded. The investigated samples were 
SiC single crystalline slices cut from a wafer. N-type 
samples were doped with 6.4×1017 cm-3 nitrogen atoms 
(Si face up). They also contained a trace amount of alu-
minium, as evidenced in the photoluminescence spectra. 
P-type samples were doped with 1.1×1018 cm-3 aluminium 
atoms and showed C face up.  
For the n-type 6H SiC:N sample, the evolution of the 
luminescence with increasing fluence is shown in Fig. 1, 
top. The spectrum recorded after the first beam pulse (Fig. 
1, bottom) is typical for photoluminescence spectra 
known from low temperature investigations. It consists of 
a large peak at about 475 nm that is correlated with the 
recombination of nitrogen-aluminium donor-acceptor 
pairs. A second broad band at about 620 nm is assigned to 
boron impurities [2]. With increasing ion fluence, the in-
tensity of these two peaks decreases rapidly following a 
double-exponential behaviour (Fig. 2). Simultaneously a 
new broad peak appears around 527 nm reaching maxi-
mum intensity at a fluence of 2.8×109 cm-2, while further 
irradiation also causes an intensity drop. In contrast to the 
475 nm and 620 nm peaks, this decrease follows a single-
exponential. Subsequent photoluminescence investiga-
tions identified this new peak at 527 nm as D1 lumines-
cence that is usually only found in irradiated samples after 
an additional annealing process at 700°C. 
The luminescence of the p-type 6H SiC:Al sample 
seems to be more stable. At the highest fluence of 4×1010
cm-2, the original signal intensity is reduced only by about 
10%. After this irradiation, we could identify a new peak 
close to the Al-related band at 2.65 eV.
 (a) 
Figure 1: (top) Evolution of luminescence spectra of n-
type 6H SiC with increasing ion fluence (ample irradiated 
at T=26 K); (bottom) spectra recorded after two different 
ion fluences. 
Figure 2: Intensity of three different luminescence bands 
as a function of ion fluence. 
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Composite Materials for LHC Collimator Jaws * 
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Figure 1. Sequence of in-situ SEM micrographs of a diamond-copper composite sample showing the evolution of a sur-
face-near diamond with increasing fluence using a beam of 4.8 MeV/u 238U ions. 
The LHC collimation system has to intercept beam 
losses at intensities never experienced before [1]. Phase I 
collimator jaws were designed to stand abnormal beam 
losses and were made of carbon-carbon composites due to 
their good thermo-mechanical properties. These materials 
have though low cleaning efficiency and high RF imped-
ance, which could lead to instabilities of the LHC. Phase 
II collimators are expected to overcome these limitations 
and in addition stand extreme working conditions. With 
metal-diamond composites, a new family of materials 
with promising thermal, electrical, and mechanical prop-
erties has been identified within the EU FP7 ColMat pro-
ject. These materials combine exceptional thermal con-
ductivity with good electrical and mechanical properties 
in the unirradiated state. Nevertheless, nothing is known 
about their radiation hardness and irradiation- induced 
degradation of functional properties. 
First radiation hardness tests with heavy ions beams 
have been performed at the Materials Department at GSI, 
within the ColMat project [2]. Copper-diamond compos-
ite, developed by the RHP-Technology [3], has been the 
first advanced material considered. The composites are 
obtained by Rapid Hot Pressing (RHP) of metallic Cu, 
with addition of small quantities of boron powder, mixed 
with small synthetic diamonds [3]. 
To study radiation-induced microstructural changes, 
diamond-copper composites samples were exposed to 4.8 
MeV/u 238U ions, up to a fluence of 1.7×1014 ions/cm2, at 
the M1 beamline at the UNILAC and monitored in-situ 
using a high resolution scanning electron microscope 
(SEM). Different sites at matrix-diamond interfaces and 
individual diamond particles were analysed. The samples 
were irradiated on the microscope sample stage and SEM 
inspected between different fluence steps. The rotation of 
the stage allowed us to recover with high precision the 
same sample positions.. Micrographs were recorded using 
a secondary electron and in-lens detector. Magnifications 
of 750, 7000 and 70000 have been used. No crack forma-
tion or diamond detachment at the diamond-matrix inter-
faces are observed. The evolution of the diamonds charg-
ing behaviour with increasing fluence shows that beam-
induced charge trapping defects are formed. The charging 
effect is present up to 5×1012 ions/cm2 and quenches 
above 1×1013 ions/cm2 (Fig. 1). Off-line Raman investiga-
tions of irradiated individual diamonds within the com-
posite material show a decrease of the Raman peak inten-
sity and an increase of the luminescence background of 
the spectra, attributed to optical active defects induced 
with increasing fluence (Fig. 2). The change of the back-
ground of the Raman spectra and the quenching of the 
charging effects in SEM take place at fluences corre-
sponding to overlapping regime of ion-induced defects in 
diamond. 
Figure 2. Sequence of Raman spectra of a diamond on the 
surface of a diamond-copper composite sample exposed 
to 4.8 MeV/u 238U ions at different fluences. 
[1] R. Assmann et al., PAC’09, Vancouver, May 2009. 
[2] J. Stadlmann et al., IPAC2011, San Sebastián, Spain. 
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High beam intensities at FAIR request to overcome the 
space charge limit problem at SIS, scaling with A/Q2. One 
option for the starting phase and for high-current low-
duty operation could be the combination of the gas strip-
per at 1.4 MeV/u and of the foil stripper at the transfer 
line (11.4 MeV/u) with a thin stripper foil at 1.4 MeV/u, 
which directly produces the intermediate charge state. 
First tests at UNILAC in 2010 have shown that 238U ions 
of charge state ~39+ can be delivered to the SIS18 by 
using a 20 μg/cm2 amorphous carbon stripper foil pro-
duced by the GSI Target Laboratory [1]. The lifetime of 
the stripper foils was up to 20 h. Further systematic irra-
diation experiments are needed for reliable lifetime pre-
diction. This work presents an experimental approach to 
understanding the failure mechanism of carbon stripper 
foils with high intensity beams.  
Several factors limit the lifetime of carbon foils under 
these conditions including beam-induced temperature 
rise, mechanical stress, fatigue, sublimation, radiation 
damage, mismatch between coefficients of thermal ex-
pansion for foils and frames. Most probably a combina-
tion of several of these factors determines the failure. Foil 
manufacturing technique and microstructure play also a 
major role in lifetime. Beam tests in accelerator combined 
with material characterization is the reliable way to iden-
tify failure modes of stripper foils.  
Figure 1. Raman spectra of carbon stripper foils exposed 
to 238U at 1.4 MeV/u for different deposited energies. 
Irradiation experiments with controlled beam parame-
ters were performed at the gas stripper location of the 
UNILAC. 20 μg/cm2 amorphous carbon foils were ex-
posed to 50 - 100 μs long beam pulses of 1.4-MeV/u 238U
ions (1 Hz repetition rate and 5emA intensity) after being 
conditioned with a low intensity 40Ar beam. Structural 
changes of stripper foil material that accumulated differ-
ent total beam deposited energies were investigated by 
Raman spectroscopy, transmission electron microscopy 
(TEM), and electron energy-loss near-edge fine structure 
spectroscopy (ELNES). The Raman spectra give evidence 
that graphitization of amorphous carbon starts at a beam 
energy deposition as low as 4.4 kJ, as indicated by the 
increase of the graphitic peak (G) in Figure 1.  
Figure 2. ELNES spectra for: pristine carbon foil (black, 
thin line); foil irradiated with 238U at 1.4 MeV/u, depos-
ited energy 6.1 kJ (red dotted line); foil irradiated in simi-
lar conditions, 14.3 kJ deposited energy (blue thick line). 
The increase of sp2-bonding fraction in the irradiated 
stripper foils is also indicated by the ELNES spectra, 
which exhibit the features of typical sp2 coordinated car-
bon atoms, such as the sharp ʌ peak around 286 eV and 
the exciton peak of ı at 293 eV (Figure 2). Beam- in-
duced partial crystallization of the amorphous stripper foil 
leads to in-plane tensile stresses due to the higher density 
of the crystalline phase. For the high-current, low-duty 
cycle irradiation regime tested in this experiment, TEM 
micrographs (Figure 3) show that the failure is mainly due 
to stress-induced opening of pre-existing cracks in the 
foil, leading to pinholes that act further as stress concen-
trators. Future efforts on extending the lifetime of the 
stripper foil will concentrate on reducing the energy 
deposition by mounting them on a rotating wheel and find 
a starting material microstructure which does not experi-
ence densification under ion irradiation. 
Figure 3. Low magnification TEM micrographs: pristine 
amorphous foil (left), irradiated foil with 6.1 kJ (centre) 
and 14.3 kJ (right) deposited energy.  
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thermal annealing during swift heavy ion-irradiation of graphite* 
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We report here the characterization of radiation damage 
effects caused by 8.6MeV/u 197Au beam in polycrystalline 
graphite for studying its suitability as high-power target 
material for the production of secondary nuclear beams 
for the Facility for Rare Isotope Beams FRIB (USA) and 
the Facility for Antiproton and Ion Research FAIR (Ger-
many). This work was performed at GSI and is part of a 
scientific collaboration work which started in 2010 [1]. 
Continuous irradiation by charged heavy projectiles 
may give rise to degradation of the material properties of 
the graphite target. The target performance can decrease 
over time and ultimately generate failure during opera-
tion. The structural behaviour of the production targets 
will depend not only on the irradiation history, but also on 
the source material, manufacturing process, chemical en-
vironment, and temperature. Overheating and increased 
stress load variations during irradiation are main concerns 
when operating these targets. Under these circumstances 
drastic changes in the graphite target material structure, 
electrical resistivity and thermal conductivity are likely to 
occur and the ultimate stress for rupture may be exceeded. 
The irradiated samples were made of two grades of pu-
rified polycrystalline isotropic graphite foils supplied by 
Mersen USA [2] grades 2320 and 2360 and a mean grain 
size of 13 and 5Pm respectively, both with a nominal 
thickness of 74 Pm. Table 1 provides the graphite irradia-
tion conditions and initial resistivity U at the estimated 
maximum irradiation temperature Tirrad. The samples were 
irradiated with external electric ohmic heating using cur-
rents up to ~ 40 A. The dimensions of the irradiated re-
gion were accessed by geometry and visual control. 
Table 1 Graphite irradiation conditions and U at Tirrad.
Grade Tirrad(qC)
Mean flux 
(x1010cm-2s-1)
Fluence 
(cm-2)
U
(:cm) [2] 
350 1.6 (±2%) 1014 8.45 ×10-42320 1600 5.6 (±24%) 1015 9.30 ×10-4
500 4.4 (±14%) 1014 8.80 ×10-4
650 3.1 (±9%) 1014 8.55 ×10-4
1200 4.1 (±4%) 1014 8.80 ×10-42360 
1500 4.0 (±10%) 1015 9.20 ×10-4
The graphite radiation damage was monitored by “in-situ” 
electrical resistance measurements during and after irra-
diation until its stabilization and cooling at room tempera-
ture. The change of electrical resistance provided an as-
sessment of electrical resistivity change and of the accu-
mulation and recovery of irradiation-produced defects as 
a function of ion fluence and annealing temperature. It 
was assumed that during irradiation the variation of the 
total electrical resistance was associated to the variation 
of electrical resistivity in the irradiated region.  
The dependence of the relative change of electrical resis-
tivity with fluence for irradiated samples is shown in Fig-
ure 1. The saturation of defects occurs faster at low irra-
diation annealing temperatures for both graphite grades 
2320 and 2360. Moreover, higher irradiation temperatures 
lead to less pronounced swelling and dimensional changes 
of the irradiated region as observed in [1] due to a more 
efficient recombination of the irradiation produced de-
fects. The higher ion flux for the high temperature 2320 
graphite sample might lead to faster defect annihilation, 
resulting in less defect build-up than in the other tested 
graphite samples. 
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Figure 1: Ion fluence dependence of the ratio of in-situ 
measured resistivity to initial resistivity of the pristine 
sample at different high irradiation temperatures for two 
graphite grades 2320 and 2360. 
This work supports the use of graphite at high tempera-
ture and fluence for high-power production targets and for 
beam dump and wedge applications for beam accelera-
tors.  
[1] M. Avilov et al., GSI Scientific Report 2010, 383. 
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Thermal conductivity degradation plays an important 
role in the failure of targets, beam catchers, beam win-
dows and collimators for the new generation of high 
power accelerators (LHC, FAIR, FRIB). Information on 
ion-induced thermal conductivity degradation in target 
materials is extremely scarce. We present first experimen-
tal data on thermal diffusivity measurements on graphite 
ribbons (thickness l ~75 μm) irradiated with 8.6 MeV/u 
197Au ions at temperatures of 445, 1000, and 1600 °C [1]. 
Photothermal radiometry (PTR) set-up (see Figure 1) al-
lows the determination of thermal diffusivity a=k/C, with 
k- thermal conductivity and C- volume specific heat ca-
pacity. In order to estimate the thermal conductivity, it is 
necessary to know the volume specific heat capacity. 
Figure 1: Photothermal radiometry set-up. 
The experiment consists of heating the sample with a la-
ser beam and detecting the thermal response of the sam-
ple. The laser beam is sinusoidal modulated with an 
acousto-optic modulator. The Gaussian beam is trans-
formed by a flat-top beam-shaper in order to provide a 
one dimensional excitation. The variation of the sample 
temperature generates a variation of IR radiation which is 
collected by the off-axis parabolic mirrors and sent to the 
IR detector. The modulation frequencies are varied from 
0.1 Hz to 1 MHz. With PTR, a results from the simulta-
neous fit of amplitude A and phase I signals in the ther-
mally thin/thick transition region (1 - 100 Hz) which cor-
responds to a frequency around fc = a/(Sl2).
Figure 2 shows the amplitude (A)*sqrt(frequency) and 
the phase as a function of the modulation frequency for a 
graphite ribbon irradiated with 1×1014Au ions/cm2 at a 
temperature of 1600°C, simulating the operation condi-
tions of a high power target. The solid lines are generated 
by the model describing the transition between thermally 
thin (low frequency, A proportional to 1/f, I = -90°) and 
thermally thick (high frequency, A proportional to 
1/sqrt(f), I = -45°) behaviour [2]. This transition gives the 
thermal diffusivity. 
Figure 2: Experimental results for CL2320 graphite sam-
ple irradiated with 1×1014Au ions/cm2 at 1600°C. 
Despite the fact that there is a bias of the experimental 
data probably due to the roughness of the sample, the th-
ermal diffusivity of graphite ribbons irradiated with 8.6 
MeV/u Au ions could be calculated (Table 1). We note 
that swift heavy ion irradiation could decrease the thermal 
diffusivity up to a factor of 24 at low temperature irradia-
tion, where the defect recovery mechanism is less effec-
tive (low vacancy mobility). Whereas at high irradiation 
temperatures, the degradation of thermal diffusivity is less 
pronounced due to enhanced vacancy mobility. 
Samples- Mersen CL2320 graphite Thermal diffu-
sivity (mm2s-1)
Pristine 90 ± 10 
Irradiated at 445°C 3.3 ± 0.2 
Irradiated at 1000°C 7.3 ± 0.3 
Irradiated at 1600°C 25.5 ± 1.0 
Table 1. Thermal diffusivity of graphite samples exposed 
at different temperatures to 1014Au ions/cm2 (8.6 MeV/u). 
[1] M. Avilov et al., GSI Scientific Report 2010, 383. 
[2] M. Chirtoc, Chap. 2 , Ed. E. Marín Moares, Trans-
world Research Network, Trivandrum, Kerala, 2009, 
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The rare isotope production target that is forseen at the
future Super-FRS facility of FAIR [1] consists of isotropic
graphite (R6650 grade, SGL Carbon). Beam induced
temperatures of up to 750 ◦C within the 238U-beam spot
are predicted by ANSYS calculations. Former experi-
ments on Highly Oriented Pyrolytic Graphite (HOPG) ex-
posed at room temperature (RT) to various GeV ions and
analyzed by positron annihilation lifetime spectroscopy
(PALS) with the unique Pulsed Low-Energy Positron Sys-
tem (PLEPS) [2] at the FRM II in Munich, revealed the
creation of vacancy clusters Vn (chain) with n = 2− 4 [3].
For monitoring the clustering behavior of vacancies at
high irradiation temperatures, the new in-situ heater setup
at the UNILAC M3-Beamline was used. HOPG samples
were irradiated at temperatures up to 750 ◦C and analyzed
by PALS using PLEPS. Measured spectra were ﬁtted with
POSWIN software [4]. Best spectral deconvolution was
archieved using three different lifetimes τ1, τ2 and τ3.
Fig. 1 shows the ﬁtted positron lifetimes for HOPG sam-
ples irradiated at a ﬂuence of 1 × 1013 ions cm−2 using
1.1GeV Ru and 1.4GeV U ions. The data are shown as a
function of positron implantation energy and thus as depth
within the sample. For reason of completeness also the
mean lifetime τm =
∑
Ii × τi is displayed. τ1 denotes
the (reduced) bulk lifetime, while lifetime components τ2
and τ3 are speciﬁc for vacancy related defects. In all irra-
diated samples we ﬁnd a large positron lifetime τ3, but the
intensity is typically below 0.5 ± 0.1% which is too small
to conﬁrm voids possibly formed within the core of the ion
tracks.
Lifetime τ2 is strongly inﬂuenced by the irradiation con-
ditions. For the RT irradiation with Ru ions τ2 has a value
of 278 ± 2 ps at highest implantation energy of 16 keV
(bulk, Fig. 1a). In agreement with earlier results for the
irradiation with 2.2GeV Au ions [3], τ2 is attributed to Vn
(chain) clusters with n = 2 − 4. At elevated temperatures
τ2 has an average value of 359± 5 ps at positron implanta-
tion energies ≥ 8 keV (Fig. 1b,c). This lifetime is in good
agreement with the lifetime reported for experimental re-
sults on neutron irradiated graphite for the particular stable
V6 (disc) vacancy cluster and with the ab-initio calculated
lifetime of 352 ps by Tang et al. [5]. At low implantation
depths τ2 shows a tendency towards a value of 361±13 ps,
similar as discussed for surface states in combination with
the defect speciﬁc lifetime. For the benchmark case of the
∗m.krause@gsi.de
Super-FRS graphite target operating conditions (Fig. 1c),
mainly the formation of V6 (disc) vacancy clusters which
are stable up to a temperature of 1500 ◦C [5] are expected.
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Figure 1: Positron lifetime components as a function of
positron energy and thus mean depth for HOPG samples
irradiated with 1 × 1013 ions cm−2 1.1GeV Ru ions (a) at
RT , (b) at 500 ◦C and (c) 1.4GeV U ions at 750 ◦C.
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Thermal gravimetric analysis of ion-irradiated polyimide* 
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Based on their excellent properties, aromatic polyim-
ides are frequently used in particular for electronic and 
aerospace applications. Polyimides are also prime candi-
dates for the insulation of the superconducting magnets of 
the FAIR project due to their high radiation resistance that 
is linked to the chemical structure consisting of a fully 
conjugated aromatic polymer backbone. Radiation in-
duced degradation is typically characterized by bond scis-
sion, formation of unsaturated compounds, carbonization, 
and gas evolution of small volatile degradation products 
[1]. When polyimdes are exposed to heavy ions in the 
MeV-GeV energy regime, significant radiolysis has been 
observed. The process is known to scale with the energy 
loss of the ions used. 
This study focuses on thermal degradation processes af-
ter the irradiation with protons and with Ta ions. The ex-
periments were performed on irradiated Kapton foils ana-
lyzed by means of thermal gravimetric analysis in combi-
nation with mass spectrometry (TG-MS). TG analysis 
measures the loss of weight of a given sample while heat-
ing and is a standard characterization method for poly-
mers. Coupling TG analysis to mass spectrometry allows 
characterization of the evolved gas species during each 
step of the pyrolysis. Both techniques provide useful in-
formation on (i) the chemical structure of the analyzed 
sample and (ii) the involved degradation mechanisms. 
Polyimide samples (Kapton HN) were irradiated at the 
UNILAC with Ta ions (E = 11 MeV/u) and with protons 
(E = 21 MeV) at ITEP (Russia). According to the TRIM-
2010 code, the electronic energy loss of the Ta ions and 
protons is 15 and 0.003 keV/nm, respectively. TGA 
measurements were performed with a Netsch TG209 F1 
instrument with a heating rate of 20°C/min in nitrogen 
atmosphere. 
Figure 1 shows the TG curves of proton and Ta-ion ir-
radiated samples in the temperature range up to 800 ºC. 
The ion irradiation clearly modifies the course of the ra-
diolysis process resulting in reduced degradation tempera-
tures and significant residual weight values due to char 
residues. Beam-induced effects are less pronounced for 
protons than for Ta ions. Compared to virgin samples, Ta-
ion irradiated foils decompose at lower temperatures. For 
the highest ion fluence applied, the residual weight in-
creases from below 60% to ~70%. The tendency to form 
char is strongly determined by the chemical structure of a 
given polymer. Char easily forms in case of dehydroge-
nated, substituted, or condensed aromatic rings, while a 
negative char-forming tendency is observed for aliphatic 
groups connected to aromatic groups. Under proton or 
low-fluence Ta-ion irradiation, the pristine structure of 
Kapton is obviously changed in a way that char does not 
form easily, probably by scission of aromatic rings lead-
ing to aliphatic structures. In contrast, high-fluence ion 
irradiation is known to create carbon clusters which do 
not degrade thermally within the temperature regime 
tested. Therefore samples irradiated at high fluences al-
ready contain char prior to the TG analysis. Moreover, 
carbon particles suspended in polymers are known to 
catalyse thermal degradation and support the char-
forming process [2]. It is not possible to distinguish be-
tween beam-induced structural changes and carbon clus-
ter formation. 
Figure 1: TG-analysis for proton (upper) and Ta-ion (bot-
tom) irradiated polyimide samples. 
The analysis of the gas evolution of the sample irradi-
ated with 5×1012 Ta ions reveals that at 400°C mainly the 
formation of CO2 is increased. Surprisingly, at 550°C the 
typically observed CO formation is totally absent. This is 
probably due to the proposed heavy-ion induced produc-
tion of carboxylic acids [1,3] or the rearrangement of an 
imide into an isoimide. Both cases would be quite in 
analogy to thermal degradation of polyimide where the 
degradation route via CO formation leads to carboxylic 
acids. Assuming degradation by heavy ion irradiation 
favours this degradation path explains the increased for-
mation of CO2 at lower temperatures as well as the total 
absence of CO production at higher temperatures. For 
proton irradiated foils, we did not detect any significant 
changes in gas evolution, presumably because the low 
energy loss of protons does not lead to major changes of 
the chemical structure. 
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Introduction 
Superconducting magnets used in high-power accelera-
tor facilities have to withstand harsh conditions since they 
are exposed to high levels of radiation. Radiation induced 
material degradation limits the lifetime of various compo-
nents thus posing a threat to their reliable function. Most 
of the superconducting magnets of the FAIR project will 
use a G11-type glass fibre reinforced epoxy polymer as 
structural support material for the magnet coil. In this 
application the material has to withstand dynamic me-
chanical loads which derive from Lorentzian forces dur-
ing pulsed magnet operation. A simple mechanical failure 
in the coil may cause drastic and costly breakdowns. 
In order to estimate the lifetime of superconducting 
magnets in radiation environments, several studies with 
gamma and neutron irradiations were performed showing 
radiation induced degradation of mechanical and electri-
cal properties [1,2]. At FAIR, the secondary radiation 
consists of a complex spectrum including gammas, neu-
trons, protons, and heavy ions. Because of their large en-
ergy deposition, heavy ions are known to induce exten-
sive damage at rather low fluences. The degree of damage 
depends on the type of material (insulators e.g. being 
more sensitive than metals) and scales with the stopping 
power of the ion. This study focuses specifically on the 
mechanical strength of ion irradiated G11 composite ma-
terial.
Experimental
G11 specimens were irradiated in air with uranium ions 
(E=500 MeV/u) at the SIS18 synchrotron. Four different 
sample stacks were irradiated with fluence 1010 ions/cm2
(0.04 MGy), 1011 ions/cm2 (0.4 MGy), 3.3×1011 ions/cm2
(1.3 MGy) and 1012 ions/cm2 (4 MGy). Each stack con-
sisted of six G11 samples (thickness 2 mm). After the 
beam-induced activation of the samples was close to 
background, Ultimate Tensile Strength (UTS) measure-
ments were performed in warp direction (i.e. along glass 
fibres). 
Figure 1: Photograph of G11 tensile test specimen irradi-
ated with 500 MeV/u uranium ions (1012 cm-2).
Results and Discussion 
The ion beam induces a change of the original green 
colour to brown at low fluence, and finally black at high 
fluence. Figure 1 shows a tensile test specimen colored in 
the central region due to the exposure to 1012 U-ions cm-2.
The coloration is ascribed to the formation of carbon clus-
ters and polymer degradation products with conjugated 
bonds [3]. 
The UTS measurements show no significant changes 
within the experimental error up to a fluence of 3.3×1011
ions/cm2 (dose 1.3 MGy). At higher fluence (1012
ions/cm2 / 4 MGy), the tensile strength decreased by 26 % 
from originally 315 to 238 MPa. The UTS in warp direc-
tion is mainly governed by the strength of the fibres and 
by the fibre-polymer interface. In order to monitor the 
changes occurring at the interface between the polymeric 
matrix and the glass fibres, fractured specimens were in-
spected by means of scanning electron microscopy. Al-
ready at a fluence of 3.3×1011 ions/cm2 the composites 
show signs of degradation and the matrix starts to sepa-
rate from the fibre. For gamma irradiation such delamina-
tion and debonding effects occur only at much higher 
doses (6-25 MGy) [4]. The increased deterioration in-
duced by heavy ions definitely should be considered for 
lifetime estimations for the FAIR magnets. In the radia-
tion spectrum, the number of energetic heavy projectiles 
may be orders of magnitude smaller than the number of 
neutrons, protons, or light fragments. However, given by 
their high energy deposition, their damage efficiency is 
much larger. For the final design of the FAIR magnets, it 
is recommended to shield polymeric materials, in particu-
lar against the direct exposure to heavy ion fragments. 
Figure 2: Ultimate tensile strength of G11 composite as 
function of fluence (U ions of 500 MeV/u). Error bars 
correspond to the standard deviation of 6 samples. 
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When polymers are exposed to ionizing radiation, they 
undergo plenty of changes both in structure and composi-
tion. Degradation induced by swift heavy ions has been 
studied for many years, see e.g. [1]; however, various 
aspects of the complex process are still not understood. 
This study concentrates on polyvinyl formal, with Form-
var® being a registered trade name of the commercial 
product. Its complex structure bears three subunits: 
acetale, alcohol, and acetate. Given by its outstanding 
chemical and physical properties, this high performance 
polymer is of interest for application in the future FAIR 
magnets. For lifetime estimations of the magnet insula-
tion, it is important to better understand damage processes 
which energetic ions induce in polyvinyl formal. 
Formvar® foils having a thickness of 12 μm were syn-
thesized and irradiated at room temperature with Au ions 
up to energies of 4.4 MeV/u and fluences of 6x1011
ions/cm2. The experiment was performed at the M3 beam-
line of the UNILAC which is described elsewhere [2]. 
Fourier transform infrared (FTIR) measurements were 
performed using a Nicolet 6700 spectrometer. For each 
scan the range from 400 to 4000 cm-1 was recorded with 2 
cm-1 resolution 
Figure 1: FTIR spectra of 12-μm thick Formvar® foils 
before and after irradiation with Au ions. The inset shows 
the newly formed absorption band at 1722 cm-1.
Figure 1 shows the infrared absorption spectrum of 
Formvar® before and after ion exposure. The region be-
tween 1500 and 500 cm-1 (fingerprint region) usually con-
tains a complex series of absorption bands. The irradia-
tion leads to an overall decrease of these band intensities. 
The very broad absorption centred at about 3490 cm-1
originates from the stretching vibration of the OH-groups. 
The broadness of the absorption band indicates a combi-
nation of alcohol, carboxylic acid, and the ester carbonyl 
vibration. The five intense absorption bands in the 3040-
2700 cm-1 region are from the symmetric and asymmetric 
modes of the backbone i.e. –CH and -CH2. Ion irradiation 
within the explored fluence regime leads to a decrease in 
intensity of these bands mirroring the molecular degrada-
tion of the polymer. The strong sharp band at 1735 cm-1
(A) is attributed to the stretching vibrations of the car-
bonyl group from the acetate side chain. With increasing 
fluence, this band decreases and a new band appears at 
around 1722 cm-1 (B). The band increase of B is assigned 
to the formation of a ketone type C=O bond. The appear-
ance of this ketone can be explained by enol formation 
which tautomerizes, in analogy to gamma-induced degra-
dation of polyvinyl alcohol [3]. 
Figure 2: Maximum intensity of absorption bands at 1735 
and 1722 cm-1 as a function of fluence for 12-μm Form-
var® foils irradiated with 4.4 MeV/u Au ions.
Fig. 2 shows the evaluation of the maximum intensities 
of band A and B after background subtraction as a func-
tion of fluence. While the band intensity of A is decreas-
ing, the production of B is increasing and finally saturates 
at about 3×1011 cm-2. The shape of the saturating curve 
follows an exponential function as characteristic for sin-
gle ion-hit processes. We note that the beam-induced 
creation of this ketone takes place at a much lower flu-
ence compared to the production of specific degradation 
products (e.g. alkynes) found in aromatic polymers. This 
obviously mirrors the sensitivity of Formvar® to ion irra-
diation compared to other aromatic polymers such as 
polyethylene terephthalate or polyimide [1]. 
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We investigated dielectricity and conductivity changes
of polyimide foils during exposure to swift heavy ions.
Changes of these properties can reveal the aging process of
insulators under harsh high-dose environments [1, 2] such
as at nuclear power plants or high power particle acceler-
ators. The future FAIR facility requires radiation resistant
insulating materials for various devices including magnets.
The experimental setup is similar to an impedance spec-
trometer. As sample we used a 7.5-μm thick Kapton foil
that was Al-coated on both sides and as such can be con-
sidered as a parallel-plate capacitor which is integrated into
an oscillating circuit inside a voltage divider (ﬁg. 1). A
sinus signal is applied to the circuit and the frequency is
swept around the oscillators resonance frequency. The ra-
Figure 1: Signal ﬂow of the impedance spectrometer.
tio between ingoing and outgoing amplitude is plotted ver-
sus frequency (ﬁg. 2, top). From the resonance curve, two
important values can be extracted: the resonance frequency
fR and the FWHM of the resonance curve. A shift of fR is
due to changes of the foil capacity as
fR =
1
2π
√
LC
(1)
where L is the constant inductivity of the coil and C the
capacity of the foil which varies as a function of irradia-
tion dose. It has to be mentioned, that the total capacity is
composed of the sum of the irradiated foil and the electric
cables of the set-up. The change of the foil capacity is pro-
portional to the relative dielectricity of the polymer.
Irradiation experiments were performed at the UU-
beamline at the high-charge injector using 1.4 MeV/u Xe
ions and at the M3-Branch of the UNILAC using 4.8
MeV/u Au ions. The beam ﬂux was kept below about
1.5 × 108 ions/s cm2 to prevent thermal damage. Af-
ter ﬂuence steps of 5 × 109 or 1 × 1010 ions/cm2 a fre-
quency sweep was performed up to a total ﬂuence of about
5× 1012 ions/cm2.
Fig. 2 displays a series of resonance curves for a Kapton
foil irradiated with different ﬂuences of 4.8 MeV/u Au ions
together with the evolution of the resonance maximum as
function of ﬂuence.
Figure 2: Frequency sweep for different ﬂuences (top) and
shift of resonance maximum (bottom) versus ﬂuence.
With increasing ﬂuence, the resonance maximum shifts
towards lower frequencies revealing higher capacity val-
ues. Moreover, the total area of the resonance curve de-
creases and the FWHM increases, giving evidence that the
conductivity of the foil becomes larger.
In conclusion, by combining irradiation experiments with
this new in-situ analysis technique it is possible to step by
step monitor the degradation of polymer foils exposed to
ion beams. This technique is not only suitable for polymer
foils but for any other metallized thin insulator acting as
capacitor. For a more complex investigation of the degra-
dation process, it can easily be combined with other mon-
itoring methods (e.g. rest gas analysis or infra red spec-
troscopy) available at the M3-beamline.
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For several years, we have been working on ion-track 
membranes of poly(vinylidene fluoride) (PVDF) because 
they have attracted a renewed interest for their applica-
tions to fuel-cell materials [1]. The main conclusion from 
past experiments was that not only heavy ions of high 
LET, but also post-irradiation heating in air promotes 
chemical etching, both in the core and in the halo of the 
track. This leads to an increased etching sensitivity and to 
larger pore diameters [2]. The effect of the post-
irradiation heating as an etching pre-treatment process 
originates from an oxidation of the radiolysis products 
within the latent tracks, which lowers the hydrophobicity 
of the polymer and thus increases the wettability in aque-
ous etching solutions. Therefore, there has been a strong 
motivation to investigate the detailed chemistry of heavy-
ion-induced degradation and the post-irradiation oxidation. 
We report here the results of our first experiments in this 
regard performed at the newly installed M-branch.  
Commercially available 25-Pm thick PVDF films were 
irradiated at room temperature with 4.8-MeV/u 238U at 
fluences up to 6×1011 ions/cm2. The irradiation was per-
formed in the multi-purpose chamber of the M3 beamline 
at the UNILAC equipped with a Fourier-transform infra-
red (FTIR) transmission spectrometer as well as a residual 
gas analyzer [3]. The FTIR spectra were recorded in-situ 
as a function of fluence in the course of irradiation. The 
irradiated film was also FTIR-analyzed just after ventila-
tion of the irradiation chamber with air.  
Original sharp IR bands assigned to CH2 stretching 
were originally observed at approximately 2990 and 3030 
cm-1; they decreased during the irradiation. For irradiation 
fluences above 1×1010 ions/cm2, the film showed new 
absorption bands around 1710, 1750, and 3300 cm-1, iden-
tified as double-bond stretching vibrations of in-chain 
unsaturations CH=CF and fluorinated vinyl groups –
CF2CH=CF2, and CH2 stretching vibration of 
RCH2CŁCH, respectively. Their intensity became more 
prominent with increasing fluence (Fig. 1). This observa-
tion is in agreement with results from earlier ex-situ ex-
periments [e.g., 4].  
A special advantage of in-situ analysis is the possibility 
to record FTIR spectra at the very initial stage of oxida-
tion reactions of the degradation products. This allowed 
us to monitor a change in the spectral profile for the film 
irradiated at the highest fluence as a function of time after 
chamber ventilation (Fig. 2). After three minutes, a small 
absorption band appeared at 1800-1850 cm-1 that could be 
ascribed to the stretching vibration of the C=O group in 
acid fluoride CH2COF and fluorinated carboxylic acid 
CF2COOH, indicative of the formation of new function-
alities due to the rapid oxidation of the radiolysis products. 
Conventional offline analysis has very limited access to 
accurate information on short-term dynamic processes. 
Further investigations at the M-branch are now in pro-
gress in order to get a basic insight into the reactivity of 
latent tracks. 
Figure 1: FTIR spectra of PVDF irradiated with 4.8-
MeV/u U ions of different fluences. 
Figure 2: FTIR spectra of PVDF irradiated with 6×1011
U/cm2 at different times after ventilation. 
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Annealing of dislocations and heavy-ion induced tracks in calcite * 
Sebastian Dedera1, Michael Burchard1, Ulrich A. Glasmacher1, Christina Trautmann2
1Institute of Earth Sciences, University of Heidelberg, Heidelberg, Germany; 2GSI, Darmstadt, Germany 
Natural calcite crystals typically bear dislocations in 
variable quantities. Dislocations can be visualized by the 
etching technique and often exhibit a similar morphology 
as etch pit originating from ion tracks. To distinguish be-
tween ion tracks and dislocations, minerals can be heated 
for a certain time which often leads to the annealing of the 
ion tracks at lower temperatures than the dislocations.  
In this project, natural calcite crystals were irradiated 
with 197Au or 238U ions (11.1 MeV/u) at a fluence of 106
U/cm2, and 106 and 108 Au/cm2 at the UNILAC. During 
irradiation the surface of the calcite crystals was covered 
with a hexagonal mask to create neighboring irradiated 
and non-irradiated sites on the crystal surface. As 
chemical etchant we used a 1:1 solution of ethylenedia-
minetetraacetic acid (Na-EDTA) + 5% acetic acid for 20 s 
at 21 °C [1]. The etch pits from ion tracks have an elon-
gated hexagonal shape and are denoted as Type I. 
Applying the same etching conditions to non-irradiated 
crystals revealed two different types of etch pits: Type A 
has a very similar shape as those of ion tracks (Type I). 
Type B etch pits differ significantly from Type I, they are 
more shallow and look like a flat depression on the crystal 
surface (Fig. 1.)  
Fig. 1: Type A and B etch pits from dislocations (optical 
microscope with Nomanski-Interference Contrast). 
Type A etch pits do not have a distinct dark central spot 
as seen for etched ion tracks of Type I. The density of 
Type A and B etch pits increases close to cracks, 
scratches or any other deformation of the crystal, while 
Type I etch pits are evenly distributed on the entire crystal 
surface. If they represent etched dislocations, heat treat-
ment of non-etched calcite crystals is expected to clearly 
differentiate them from etched ion tracks. To test this hy-
pothesis, ion-irradiated calcite samples were heated for 
100 h at temperatures between 200 – 500 °C. After heat 
treatment the calcites were etched with the same solution 
and at identical conditions as described above. For com-
parison, we exposed non-irradiated calcite crystals to the 
same annealing process (100 h, 200–500 °C).  
The areal density of the etch pits of irradiated calcite 
reduces dramatically between 200 and 300 °C, while at 
200 °C the density was within errors the same as the one 
at room temperature (RT) corresponding to the ion flu-
ence of 106 Au ions/cm2. After annealing at 300 °C, the 
etch pit density was reduced to 0.04×106 cm-2. The etch 
pits were inhomogeneously distributed on the surface of 
the calcite crystal. In contrast, the non-irradiated crystal 
revealed the same areal density (0.04×106 etch pits/cm2)
before and after the heat treatment (Fig. 2 & 3)  
Fig. 2: Irradiated calcites (106 Au ions/cm2) treated at 
temperatures of 200-500 °C for 100 h. Etch pit areal den-
sity reduces dramatically between 200 and 300 °C; 
(dashed line indicates the nominal fluence of the ion irra-
diation).  
Fig. 3: Non-irradiated calcites treated at temperatures of 
200-500 °C for 100 h. The areal density of dislocations 
etch pits remains stable at approx. 104 cm-2
These results point towards the possibility to distin-
guish between etch pits of ion tracks and etch pits of dis-
locations by heating calcite prior to etching above 300 °C. 
Further investigations will follow to quantify the thermal 
stability of ion tracks and dislocations, and to provide 
more precise information on the annealing behavior of ion 
tracks in calcite. 
[1]: S. Dedera et al., “Etch pit morphology of heavy ion 
tracks in calcite”, GSI-Report 2011, this volume 
 * Work supported by BMBF Verbundprojekt 05K10VH1
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Etching of heavy ion tracks in calcite* 
Sebastian Dedera1, Michael Burchard1, Ulrich A. Glasmacher1#, Christina Trautmann2
1Institute of Earth Sciences, University of Heidelberg, Heidelberg, Germany; 2GSI, Darmstadt, Germany 
Carbonate minerals such as calcite (CaCO3) are abun-
dant in carbonate rocks in nature. Their dissolution behav-
ior under natural conditions plays a major role in the un-
derstanding of the CO2-balance on planet Earth and there-
fore, on the degree of climate change. In the past, dissolu-
tion experiments have been performed on natural carbon-
ate minerals by using a combination of flow cells, SEM 
and AFM-techniques [1]. The revealed total dissolution 
rate comprises the etching rate of the undisturbed crystal 
along dislocations, and spontaneous fission tracks origi-
nating from the radioactive decay of 238U. As the amount 
of fission tracks is a function of the 238U-content and rock 
age, the etching rate of fission tracks is of major impor-
tance for the understanding of the dissolution of calcite, in 
general. Furthermore, neither dislocations nor fission 
tracks are homogenous distributed in natural calcite. This 
inhomogeneity might lead to selected dissolution of cal-
cite and therefore, carbonate rocks in nature. Our investi-
gation aims at separating and quantifying the etching rate 
of undisturbed calcite crystals, dislocations, and ion 
tracks.
Here, we present the first data of selective etching of 
heavy ion tracks induced in calcite. Calcite was irradiated 
with 11.1 MeV/u 238U or 197Au ions at the UNILAC, ap-
plying fluences between 106 and 108 ions/cm2. Even 
though U and Au ions are much heavier than fission 
fragments, we chose these beams to make sure to create 
etchable tracks far above the etching threshold. During 
irradiation, the surface of some calcite crystals was cov-
ered with a hexagonal mask to create irradiated and non-
irradiated sites next to each other. In a first step, various 
etching solutions and conditions have been tested with 
respect to their effectiveness to selectively attack the 
tracks and produce etch pits. 
Solution agents tested are formic acid (CH2O2), sodium 
hydroxide (NaOH), hydrochloric acid (HCl), and a 1:1 
mixture of disodium-ethylenediaminetetraacetic acid (Na-
EDTA) and 5% acetic acid. So far the EDTA mixture 
revealed the best etch pit morphology. The evolution of 
the etch pit morphology was tested by using the EDTA 
mixture at 21°C with etching time 5, 10, 15, and 20 s 
(Figs. 1, 2).  
The etch pits have an elongated hexagonal shape desig-
nated as Type I. Part of the etched ion channel is visible 
in optical microscopy. Related to the fluence of 106
ions/cm2, the best visibility (well developed, no overlap) 
of the etch tracks is provided after 20 s etching. 
Fig. 1: Etch pits of heavy ion tracks (fluence 106 Au-
ions/cm2) on surface of calcite after various etching times 
in a Na - EDTA based solution. (optical microscope with 
attached Nomarski Interference Contrast) 
Fig. 2: Etch pit size (crossectional length and width) (left) 
and areal density (right) as a function of etching time. 
(same samples as in Fig. 1) 
We also performed experiments to understand the in-
fluence of a thin surface cover (such as a red edding paint 
and grease) on etching behavior. As it can be seen on fig-
ure 3 in the area of the thin cover the etch pits are less 
developed. Therefore, it is strongly recommended to clean 
the surface as much as possible with solutions before 
etching.
Fig. 3: Influence of thin surface cover on the etching be-
havior of ion tracks. A: cover with red edding paint; B: 
left side was covered with grease. 
[1] A.Lüttge et al., “Interferometric study of the dolomite 
dissolution: A new conceptual model for mineral dissolu-
tion”, Geochimica et Cosmochimica Acta 67 (2003) 1099. 
* Work supported by BMBF Verbundprojekt 05K10VH1  
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The thermal signal of the Ries meteorite impact
F. Krieger1,2,3, A. Kleber1,J.-M. Lange2, B. Wauschkuhn3, R. Jonckheere3 and L. Ratschbacher3
1Institut für Geography, TU Dresden, Germany; 2Sektion Petrographie, SNSD, Germany;  
3 Geologisches Institut, TU BA Freiberg, Germany
Introduction 
The Ries crater in south Germany was formed ca. 
14.6 Ma ago by a meteorite impact [1]. The impact is as-
sociated with extreme heating, melting and vaporization 
of the projectile and target rocks. Earlier post-impact 
cooling histories were based on numerical models. Low-
temperature geothermochronometers, such as the fission-
track method, provide a modern empirical tool for con-
straining palaeotemperature estimates and unravelling the 
thermal signal of impact events. 
Measurement
The fission-track method was applied to apatites from 
19 cores from the Forschungsbohrung Nördlingen. Their 
ages were determined with the ]-method. The track length 
measurements were carried out on mounts irradiated with 
2×106 cm-2 8.3 MeV/amu 197Au ions at the Unilac accel-
erator. These ion tracks act as etchant conduits permitting 
full-length fission tracks inside the apatite grains to be 
etched and measured [2].
Three sample groups can be distinguished based on the 
ages and track length distributions: (a) reset (event) sam-
ples, with ages of ~14.6 Ma and long mean track-lengths, 
(b) overprinted samples with ages between 28.0±2.7 and 
86.7±7.9 Ma and broad track-length distributions, and (c) 
unaffected basement samples, with ages >85 Ma and short 
mean track lengths. The oldest age is from a basement 
fragment within the fall-back suevite just above the crater 
floor (Fig. 1)  
Discussion
These results are not compatible with the existence of a 
long lasting, elevated post-equilibration temperature after 
the meteorite impact, because of (a) the occurrence of 
(almost) unreset basement ages near the crater floor, and 
(b) the large age variations over short vertical distances. 
The results thus suggest that the formation of the Ries 
crater was a cooler process than hitherto assumed and that 
less heat remained in the basement after the impact. This 
does not exclude transient extreme heating of the base-
ment during the compression stage.  
The fall-back suevite experienced temperatures above 
those for complete annealing of the fission tracks. This 
took place during ejection or a short time after deposition. 
The thermal signal of the basement rocks reflects the in-
homogeneous pre-equilibrium temperature distribution 
due to differential heating by the shock wave and conduc-
tive heating close to the contact with the fall-back suevite. 
Some annealing due to shock pressure cannot be ex-
cluded, however. No major annealing occurred after tem-
perature equilibration. The undisturbed basement samples 
reveal a fossil Permian partial annealing zone and Late 
Cretaceous exhumation. These are thought to be related to 
the post-Variscan formation of the Central European Ba-
sin System and its subsequent inversion due to the 
Europe-Africa collision. 
Figure 1: Apatite fission-track ages [3; this work] and 
mean track-length distribution [this work]. 
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Single Event Effect Measurements in 90nm CMOS Circuits at the  
Microbeam Facility for the Project FATAL*
M. Hofbauer1,#, K. Schweiger1, H. Dietrich1, H. Zimmermann1, U. Schmid2, B. Merk3, K.O. Voss3
1TU Wien, EMCE, Austria; 2TU Wien, ECS, Austria; 3GSI, Darmstadt, Germany
Introduction 
Final goal of the project FATAL is a simulation model 
which considers radiation induced effects, like single 
event transients (SETs) and single event upsets (SEUs), in 
asynchronous logic. Using this model, it will be possible 
to develop a design and simulation framework for design-
ing radiation tolerant asynchronous logic. For synchro-
nous logic such frameworks are already available. Syn-
chronous logic is sensitive to single event effects (SEEs) 
at the clock edge only. Therefore it is sufficient to know 
the arising pulse widths of the SETs in order to design 
radiation tolerant synchronous logic [1]. In asynchronous 
logic there is no clock available. Thus it is sensitive to 
SEEs all the time. Furthermore, handshaking and data 
signals work with voltage transitions. Since SETs are 
nothing else than voltage transitions they can easily be 
misinterpreted as data or handshaking signals. To con-
sider single event effects in a simulation model for asyn-
chronous logic, it is necessary to know the exact shape of 
the arising SETs and the propagation of these pulses 
through the circuitry.  
Simulation
For investigation of SEEs, extensive 3D semiconductor 
simulations have been performed. The final simulation 
model will be significantly less complex in order to re-
duce the computational effort. This simplified model has 
to be verified by measurements and 3D semiconductor 
simulations that are very sensitive to process parameters 
like doping profiles. Therefore the 3D semiconductor 
simulations have to be calibrated with help of measure-
ments. First measurements have been performed in 2011 
at the micro-beam facility using 945-MeV gold ions. 
Measurement 
Simulation results showed a strong position depend-
ency of SEEs. Therefore it is necessary to be able to accu-
rately deposit the ions at the desired position. Further-
more, the effects of several ions should not overlap. Ac-
cording to this, the circuit should be hit by only one single 
ion at a time. These two requirements are perfectly met by 
the micro-beam facility at the UNILAC. It is able to de-
posit single ions in a region with a diameter of approxi-
mately 500nm. For measurement of the arising SETs and 
SEUs, test chips with integrated sense amplifiers have 
been designed and fabricated. These sense amplifiers al-
low measurement of the voltage transients with negligible 
influence on the test circuit and pulse shapes. Fig. 1 
shows the measurement setup. The micro-beam scans the 
surface of the chip. Every time an ion hits the chip, the 
channeltron generates a signal which triggers the oscillo-
scope and forces the system control to log the position of 
the beam in order to correlate the hit position with the 
measured pulses. Basic logic circuits like inverter chains 
and Muller-C pipelines have been investigated. Muller-C 
Gates are basic memory elements for asynchronous logic. 
SETs and SEUs could be observed.  
Figure 1: measurement setup 
Results
Fig. 2 shows a voltage transient recorded in a single in-
verter. Using on chip sense amplifiers, it was possible for 
the first time to directly measure the voltage pulse shapes 
of SETs and SEUs. More detailed information is pub-
lished in [2]. 
Figure 2: measurement result 
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Immersion Optics for the Horizontal Online Microscope at the GSI Microbeam
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Introduction
For many years, the term ”sub-cellular targeting” in the
ﬁeld of microbeam irradiators is being used synonymously
with directing particles into either the cell nucleus or, in
rare cases, into regions in the cytoplasm of eukariotic cells.
These two typical targets have sizes of the order of tens of
micrometers. For this reason, the microscopes used to lo-
cate the target objects at an ion microbeam usually do not
strive for utmost optical resolution. Instead, a large ﬁeld of
view with many target objects imaged at the same time and
very large working distance between objective and cell dish
with lower chance of collision are advantageous for these
types of experiments. However, with truly sub-cellular tar-
get objects on the scale of about a micron or so [1] and with
time resolved online microscopy in mind [2], one can no
longer afford the luxuries of low numerical aperture, low
magniﬁcation, and long working distance objectives. Here,
we report on the implementation of high numerical aperture
water immersion optics into the horizontal GSI microbeam.
Setup and Performance
Immersion optics employ a ﬁlm of optically transparent
high refractive index material between sample and objec-
tive lens to collect light from solid angles that would other-
wise be refracted out of the objective entrance. This results
in a higher numerical aperture and ultimately in brighter
images with better spacial resolution. Typical immersion
media are oil and water. In our case, microscopy is per-
formed through a refractively water-like culture medium.
As a consequence, we minimize the refractive mismatch
along with its optical aberrations using water as immer-
sion ﬁlm. For GSI’s horizontal ion beam to reach the cell
culture, the cell dish needs to be mounted vertically. Any
liquid immersion medium between objective and the cover
glass of the cell dish will thus tend to ﬂow downwards. The
movement of the microscope stage will increase this loss
of liquid from the immersion ﬁlm. For this reason, water is
pumped through a PVC tube ﬁxed on the objective ending
just above the objective front lens. Droplets of water from
the tube are pulled into the gap between lens and cell dish
cover glass by surface tension and thus replenish the im-
mersion ﬁlm. Excess water separates from the immersion
ﬁlm by gravity ﬂowing vertically downward on the cover
glass. This excess water collects at the rim of the cell dish
where a silicone o-ring holds the cover glass in place. Here,
suction removes water through a bent glass tube that is
hooked over the curvature of the o-ring. The suction tube is
ﬁxed on the microscope stage and thus moving along syn-
chronously with the additional force acting upon the cell
dish being small and constant. Figure 1 shows this setup.
Figure 1: Immersion objective retracted from the cell dish.
Water is injected through a PVC tube ﬁxed just above the
front lens (left). Excess water is sucked through a glass
capillary from the lower rim of the o-ring closing the cell
dish (right). The newly designed larger cell dish allows for
collision-free movement of the microscope stage.
Figure 2 depicts a micrograph of 200 nm diameter green
ﬂuorescent beads imaged as resolution standard. Clearly,
beads with central distance 400 nm can easily be resolved.
The immersion setup has been employed for a number of
in-situ microscopy and laser bleaching experiments [3] in
2011.
Figure 2: 200 nm diameter green ﬂuorescent beads im-
aged for resolution estimation (left). 400 nm distant beads
clearly separate (proﬁle right, spline-connected). Critical
distance beads top right (arrow); Sub-resolution distance
bottom (arrow).
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Power generation from concentration gradient in ion-selective nanochannel* 
L. Cao1, W. Guo1, M.E. Toimil-Molares2, C. Trautmann2, M. Ali2, and Y. Wang1,#
1Peking University, Beijing, China; 2GSI, Darmstadt, Germany 
In recent years, smart synthetic nanopores have been 
proposed to serve as artificial ion channels that mimic the 
ion selectivity of the biological counterparts [1]. In na-
ture, some organisms have the inherent skill to convert 
Gibbs free energy in the form of a salinity gradient into 
bioelectricity with highly selective ion channels and 
pumps on its cell membrane. One remarkable example is 
the electric eel, which is capable of generating consider-
able electric shocks [2]. Inspired by these biological sys-
tems, an abiotic nanofluidic system is demonstrated con-
verting a salinity gradient into electricity [3]. This facile 
and efficient energy conversion system has the potential 
to power biomedical tiny devices or construct future 
clean-energy.  
Figure 1. Power generation of single conical nanopores. 
(A–C) i0, Vrev, and Pmax as a function of the logarithm of 
the KCl concentration gradient at different pH value for a 
41-nm pore-tip diameter. (D) i0 (black) and Vrev (blue) 
evolution versus pore-tip diameters. 
The nanopores were fabricated by the ion-track etching 
technique. Polyimide films (12 μm thick) were irradiated 
with one single heavy ion at the UNILAC accelerator. 
Subsequent chemical etching with NaClO from one side 
led to the formation of a single conical nanopore. We 
measured the I-V curves of the nanopores mounted in an 
electrolytical cell applying several KCl gradients. The 
current i0 and voltage Vrev are the short-circuit current and 
the open-circuit voltage of the nanofluidic power source, 
respectively (Fig. 1A and B). The corresponding maxi-
mum energy production capability of the nanopore is cal-
culated by Pmax=1/4(i0×Vrev) (Fig. 1C). In addition, ex-
periments were conducted on nanopores with different tip 
diameters, showing that i0 increases while Vrev decreases 
with pore size (Fig. 1D).  
We further investigated the performance of the energy 
converting system in relation to the electrolyte type and 
the charge selectivity of the nanopore using both experi-
mental and theoretical approaches [4]. Experimental re-
sults show that i0, Vrev, and the resulting electric power 
are very sensitive to the ionic composition of the electro-
lyte solution.  
Figure 2. Electric power generation in unit time (dW/dt) 
in a single cation- (red) or anion-selective (blue) nanopore 
using KCl, NaCl, LiCl, and KF as electrolyte. 
Assuming the same surface charge density, the calcu-
lated electric power generation in cation- or anion selec-
tive nanopore is nearly identical when using KCl as elec-
trolyte (Fig. 2, we note a quantitative comparison with 
experimental data of Fig. 1 is not possible due to different 
pore parameters). However, the difference in power gen-
eration between the two kinds of nanopores becomes evi-
dent when the cations and anions in the electrolyte solu-
tion have asymmetric mobility. In the case of NaCl and 
LiCl electrolyte, the power generation in anion selective 
nanopores is significantly higher than that in cation selec-
tive nanopores. Note that this trend can be opposite when 
using KF as electrolyte, with cation selective nanopores 
showing a better performance because in the KF solution, 
the cations diffuse faster than the anions. 
The concentration-gradient driven nanofluidic energy 
conversion system does not rely on any mechanical mov-
ing parts, such as turbines or motors, and uses simple in-
organic electrolyte as fuel, which is innocuous to life pro-
cesses. The power generation can be further improved by 
increasing the pore number, engineering the pore geome-
try, and tailoring the surface chemistry of the pore wall. 
Therefore, this technology may have a bright future for 
power supply components of, e.g., implantable biomedi-
cal devices that harvest electricity in vivo.  
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Tailoring of keV-ion beams by image charge when transmitting through 
rhombic shaped nanocapillaries * 
HQ. Zhang1, N. Akram1, P. Skog1, I. L. Soroka1, C. Trautmann2, and R. Schuch1,#
1Physics Department, Stockholm University, Stockholm, Sweden; 2 GSI Helmholtzzentrum Darmstadt, Germany.
In recent years, the transmission of slow Highly 
Charged Ions (HCI) through nanocapillaries in various 
insulating materials (e.g., polyethylene terephthalate, 
SiO2, Al2O3, or glass) has been studied by several groups 
[1-4]. It is shown that the ions are guided through the 
channels by self-organized charge patches on the inner 
walls due to initial ion impact [1-3]. Subsequent particles 
are then guided through the capillaries by Coulomb forces 
derived from a self-arranged potential. Maximum trans-
mission is achieved once the charge patches inside the 
capillaries have reached a state of equilibrium between 
the incident ions and the draining through various dis-
charge channels. The majority of the transmitted ions 
typically retain their initial charge state without any sub-
stantial loss of kinetic energy. The phenomenon provides 
the possibility of ion transport through insulating channels 
at angles much larger than the angle allowed by their as-
pect ratio. This is of great interest for new ion-beam op-
tics.
In contrast to previous guiding experiments utilizing 
capillaries of circular cross-sections with complete rota-
tional symmetry, we present first results on rhombic 
cross-sections. The capillaries were fabricated by irradiat-
ing 20-μm thick muscovite mica sheets at the UNILAC 
with 11.1 MeV/u Pb-ions at a fluence of 5×107 cm-2. The 
projectiles pass through the entire thickness of the sam-
ples and produce tracks. By chemical track etching 
highly-parallel nanocapillaries with oriented rhombic 
cross sections are produced. 10 min etching in 20% aq. 
solution of hydrofluoric acid (RT) yielded channels with a 
long axis of 248 nm and a short axis of 142 nm (Fig. 1).  
Figure 1: Scanning electron micrograph of muscovite 
mica irradiated with 11.1 MeV/u Pb-ions. Subsequent 
track etching results in capillaries of rhombic cross sec-
tion oriented along the same axis. The inset shows a sin-
gle channel (acute angle 60°, obtuse angles of 120°). 
Ion-beam transmission measurements were performed 
at the Stockholm ECR and S-EBIT source using Ne7+-
ions of kinetic energy between 1-10 keV/q. The intensity 
of the beam (2×2 mm2) was between 8 and 80 pA/mm2 at 
the membrane position. The beam divergence was colli-
mated to less than 0.2°. By mounting the capillary mem-
brane on a goniometer, the capillaries could be adjusted 
independently in three spatial directions and around two 
rotational axes. The transmitted ions were imaged using 
micro-channel plates with a resistive anode. Downstream 
of the membrane, an electrostatic deflector allowed the 
analysis of the charge states of the transmitted ion. 
Figure 2: Transmission profiles for 7-keV Ne7+-ions inci-
dent on a muscovite mica membrane with the capillary 
axes aligned along beam direction. The insets (upper left 
corner of profile) indicate the orientation of the rhombi in 
a plane perpendicular to the beam. 
Surprisingly, we find that the ion beam profiles are tai-
lored in an intriguing way by the geometrical shape of the 
nanocapillaries: rhombic cross sections produce rectangu-
lar shaped ion transmission profiles with the long side 
aligned along the short axes of the rhombi (Fig. 2). Obvi-
ously, the transmission profile is directly influenced by 
the shape of the capillary cross section. The effect on the 
angular distribution does not originate from the shape of 
the primary beam, because when varying the rhombus 
orientation, the profile rotates accordingly (Fig. 2). More 
details on this novel beam shaping mechanism including 
data on rectangular-shaped capillaries are described in 
forthcoming publications [5-7].  
References 
[1] N. Stolterfoht et al., Phys. Rev. Lett. 88 (2002) 
133201. 
[2] P. Skog, HQ. Zhang, R. Schuch, Phys. Rev. Lett. 101 
(2008) 223202. 
[3] P. Skog et al. Nucl. Instr. Meth. B 258 (2007) 145. 
[4] Y. Yamazaki, Nucl. Instr. Meth. B 258 (2007) 139 
[5] HQ. Zhang et al., Phys. Rev. A., to be submitted. 
[6] N. Akram et al., J. Phys. B., to be submitted. 
[7] HQ. Zhang et al., Phys. Rev. Lett., to be publ. 
* Support by Swedish Research Council (VR) and Euro-
pean network ITSLEIF is gratefully acknowledged. 
#schuch@fysik.su.se 
GSI SCIENTIFIC REPORT 2011 PNI-MR-29
427
GSITemplate2007 
Lithography with photo and polymer pens using track-etched glass templates * 
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Nanolithography is a high impact research area with a 
plethora of application from biotechnology to electronics. 
In this project we perform lithography using conical pores 
fabricated in ion-tracked glass samples. Chemical etching 
of ion tracks is performed under ordinary laboratory con-
ditions and does not require clean room facilities. The 
instrumentation involved is inexpensive, and all elements 
of the fabrication process can be performed in wet labora-
tory conditions. Using conical pores, we investigate and 
demonstrate an inexpensive, fast, and easy to implement 
lithographic technique. 
The starting material is a 70 μm thick glass chip that is 
exposed to heavy ions (e.g. Au or U) of ~11 MeV/u spe-
cific energy available at the UNILAC accelerator. The 
applied fluence is between 102 and 105 ions/cm2 to obtain 
well separated pores. Preferential etching of the track ma-
terial leads to conical pores. Figure 1 shows the schematic 
of the etching apparatus which consists of two half-U 
tubes sandwiching the tracked glass chips. The conical 
pores were formed due to anisotropic etching of the chip 
of which one side was exposed to HF (24.5%) solution in 
0.5 M NaCl (etching solution), while the other side of the 
glass chip was in contact with saturated Ca(NO3)2 (block-
ing solution) [1].  
Fig. 1: Top: apparatus for track etching procedure. Bot-
tom: monitoring the electric current during etching allows 
us to stop the process right after pore break-through. 
In the following, we demonstrate the applications of 
track-etched glass chips as photo pens [2] and as tem-
plates to fabricate polymer pens. In the first case, the chip 
containing the conical pores is used as mask, mounted on 
a home-assembled xyz piezoelectric stage to accurately 
control the exposure at the pattern positions. Figure 2 
shows a bright fluorescent pattern of photo responsive 
polydiacetylene films fabricated on a glass substrate. 
These experiments clearly indicated that the pattern size 
depends on the exposure time, and that it can be easily 
modulated without changing the pore size (Fig. 2). This 
will be extremely useful in photolithography and can sig-
nificantly reduce the cost and down time for photo-
patterning. 
Fig. 2: Cross sectional (left) and top view (centre) SEM 
image of track-etched pores in glass. Photolithographic 
patterns (right) produced using different exposure times. 
In the second case, the conical pores in the glass were 
used as templates [3] for making polymeric structures by 
replication [4]. The resulting polymer pens were mounted 
on the xyz piezoelectric stage and dipped in fluorescent 
ink. Just by altering the force applied, the same polymer 
pens can be used to make patterns from micron to submi-
cron range (Fig. 3, right). 
Fig. 3: Left: polymer pen formed by replication of pore 
in track-etched glass templates. Right: patterns produced 
by dipping the pens in fluorescent ink and printing with 
different pressures (a-f). 
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Rough Bi1−xSbx Nanowires for Thermoelectrics∗
S. Mu¨ller† 1, O. Picht1, W. Sigle2, P. Kopold2, M. Rauber1,3, I. Alber1,
R. Neumann1, and M. E. Toimil-Molares1
1GSI, Darmstadt, Germany; 2MPI for Intelligent Systems, Stuttgart, Germany; 3TU Darmstadt, Darmstadt, Germany
Thermoelectric effects have been known since the 19th
century, but for technological application the efﬁciency still
requires signiﬁcant improvement. Hicks and Dresselhaus
suggested to improve the thermoelectric efﬁciency by the
conﬁnement of charge carriers into one-dimensional struc-
tures leading to beneﬁcial quantum-size effects [1]. For
Bi1−xSbx, Rabin et al. predicted such quantum-effects for
nanowires (NWs) with several tens of nm diameter [2]. Re-
cently, new calculations for InSb indicate a minimum in
the thermoelectric power factor for NWs with diameters
10− 20 nm, and a signiﬁcant increase for thinner NWs [3].
To gain thermoelectric efﬁciency, it is in general of interest
to decrease the thermal conductivity κ of a given material.
An interesting approach was demonstrated by Hochbaum
et al. who reported a 100-fold decrease in κ for rough Si
NWs, presumably due to enhanced phonon scattering at the
surface [4].
In this project, we fabricated rough Bi1−xSbx NWs
by electrodeposition in poly(ethylene terephthalate) (PET)
etched ion-track membranes [5]. PET foils were irradi-
ated at the UNILAC accelerator at 11.1MeV/n and sub-
sequently etched with 6mol/l sodium hydroxide solu-
tion at 50 ◦C. The fabricated channels were electrochem-
∗We thank the Deutsche Forschungsgemeinschaft (DFG) for support-
ing this work within the priority program SPP 1386
† sven.mueller@gsi.de
Figure 1: Bi1−xSbx NWs grown in a PET template: (a)
SEM image, d ≈ 90 nm (b) HRTEM image, d ≈ 20 nm.
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Figure 2: X-ray diffractograms of Bi0.6Sb0.4 and Sb NWs
grown in PET templates. The vertical lines given corre-
spond to a Sb powder standard (JCPDS ﬁle no. 35-732).
ically ﬁlled at a potential of −225mV versus a saturated
calomel electrode in a three-electrode conﬁguration. The
electrolyte contained hydrochloric acid and Bi(III)- and
Sb(III)-chloride in a combined concentration of 0.1mol/l.
Figure 1 shows scanning and transmission electron mi-
croscopy images of Bi0.85Sb0.15 NWs of 90 and 20 nm di-
ameter, respectively. The surface of the NWs is a replica
of the rough inner surface of the nanochannels in semicrys-
talline PET. The high resolution image (Fig. 1(b)) clearly
shows the (012) lattice planes, and the length of the crys-
tallites is in general much longer than the diameter of the
NW. Furthermore, the variation in diameter of the rough
NW can make up to 30%.
X-ray diffractograms of Bi0.6Sb0.4 and pure Sb NWs re-
veal a {012} texture in all cases (Fig. 2). However, for the
samples with smaller NW diameters of d = 50 nm and also
for the alloy NWs, the {012} texture is less pronounced.
It is noteworthy, that in none of our NWs the {104} reﬂec-
tions appear although it is as strong as the {110} reﬂections
in random oriented polycrystalline powder.
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Localized Surface Plasmon Resonances in Single Nanowires and Dimers 
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In recent years, the excitation of localized surface plas-
mon resonances (LSPR) on metallic nanowires (NWs) has 
attracted strong interest due to the high field enhancement 
generated close to the wire surface [1]. It has been shown 
that even higher field enhancements can be generated in a 
small gap separating two nanowires, a so-called nanowire 
dimer (ND) [2].  
At GSI, single NWs and NDs were prepared using elec-
trodeposition of metals into the nanopores of ion-track 
etched polymer templates. The NDs were synthesized by 
deposition of segmented Au/Ag/Au NWs and subsequent 
solving the Ag segments. This results in nanogaps with 
dimensions down to 5 nm. For more details on the prepa-
ration route see Ref. [3]. The LSPR on NWs and NDs 
with different aspect ratios and gap sizes were measured 
using scanning transmission electron microscopy com-
bined with electron energy-loss (EEL) spectroscopy.  
Fig. 1a displays a LSP intensity map of a single NW 
consisting of 50 EEL spectra. Each horizontal line of the 
map corresponds to one spectrum measured at a specific 
point along the red arrow in the TEM image of the NW. 
The colour in the map represents the number of counts at 
a specific position and energy-loss, which varies from left 
to right from 0.2 to 3.0 eV. In Fig. 1b one exemplary EEL 
spectrum is shown. It was measured at the position of the 
red dot in the TEM image (right inset).  
Fig. 1: (a) Plasmonic map along a NW obtained from 50 
EEL spectra, (b) spectrum extracted from the map at the 
position of the red dot in the TEM image. 1
In the map five different longitudinal LSPR can be dis-
tinguished (l = 1 to l = 5). With increasing l the number of 
intensity maxima along the NW increases, whereas their 
intensity decreases. Furthermore, our results reveal that 
for single NWs the distance between two consecutive 
modes decreases continuously. 
Fig. 2a shows a plasmonic intensity map consisting of 
60 EEL spectra of a ND with wires of length L1 = 784 ± 
5 nm, and L2 = 808 ± 5 nm, diameter D =112 ± 5 nm, and 
a gap size of only 8 nm. Fig. 2b displays three single 
spectra measured at the two ends of the wire (blue and 
green spectra), as well as at the position of the gap (red 
spectrum). From the map we can resolve six longitudinal 
LSPR. The spacing between two consecutive longitudinal 
modes of the ND does not follow the same rule as for the 
single NW. In the case of the ND each mode of an indi-
vidual NW splits into a mode pair [4] (see schematics on 
top of Fig. 2a). The so-called bonding modes have a 
charge distribution with charges of opposite sign located 
at opposite gap sides, whereas for the antibonding modes 
charges of the same sign are present at opposite gap sides. 
In Fig. 2, a bonding and an antibonding mode correspond-
ing to the same multipole order are closer in energy than 
two consecutive modes corresponding to two neighbour-
ing pairs. The energy difference of a mode pair depends 
on gap size and aspect ratio. In addition, it is displayed in 
Fig. 2 that with increasing l the energy difference between 
bonding and antibonding mode decreases. Our measure-
ments can resolve splitting into bonding and antibonding 
modes on NDs for the first time up to the third order. 
Fig. 2: (a) Plasmonic map along a ND (diameter 112 nm, 
gap size ~ 8 nm), (b) three spectra measured at the posi-
tions of the coloured dots in the TEM image. 1
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Pipetting Nanowires: In-Situ Visualisation of Solid-State Nanowire-to-
Nanoparticle Transformation Driven by Surface Diffusion-Mediated Capillarity 
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Recently, numerous applications for nanotubes have been 
explored and discussed, including storage and encapsula-
tion of atoms or small molecules and catalysts for chemi-
cal reactions [1]. In the case of encapsulated solid materi-
als, capillary processes can be triggered by enhancing 
diffusion processes at elevated temperatures. The im-
proved understanding of both filling and draining pro-
cesses driven by capillary action at the nanoscale is highly 
important for applications in nanoelectronics, biology and 
medicine [2]. We report the geometrical transformation of 
metallic Cu nanowires (NWs), confined in graphitic coat-
ing, into crystalline nanoparticles of up to tenfold in-
creased diameter. In-situ transmission electron microsco-
py (TEM) images at 500 °C recorded as movies provide 
an exceptional real-time visualization of Cu draining out 
of the carbon coating [3].  
 
Fig. 1: Snapshots recorded on four areas (a) at different 
annealing times: (b) 44, (c) 55, (d) 61, and (e) 65 min [3]. 
Cu NWs are fabricated by electrochemical deposition in 
porous 30-µm thick ion track-etched polymer membranes. 
The polycarbonate membranes are prepared by irradiation 
with GeV heavy ions at the UNILAC accelerator and sub-
sequent chemical etching of the ion tracks in 6M NaOH at 
50 °C. For TEM investigations, the polymer matrix is 
dissolved in dichloromethane, and some drops of the solu-
tion containing individual wire sections are dispersed on a 
carbon coated TEM grid. We used a JEOL JEM2000FX 
microscope with a high-temperature specimen holder op-
erated in vacuum (10-6 mbar) at 500 °C (heating rate 100 
K·min-1).  
At such temperatures, the presence of carbon (presumably 
from polymer residues on the wire surface) results in the 
formation of graphene layers entirely coating the nan-
owires. The low-magnification TEM image in Fig. 1a 
displays two encapsulated Cu NWs intersecting each oth-
er on a TEM grid. Fig. 1(b–e) display series of snapshots 
taken after different annealing times and at four fixed 
positions between wire ends 1 and 2 (respective color-
boxes b–e in Fig. 1a). The images indicate strongly that 
the carbon tubes provide drainage at their open ends and 
that Cu mass transport takes place by diffusion. From the 
image series effective longitudinal drainage velocities of 
2.1, 1.8, 4.8, and 14.8 nm·min-1 are deduced, thus evi-
dencing an increase of the velocity of the Cu edge with 
time and location while the temperature was kept con-
stant. The morphology of the Cu front remains faceted 
and diffraction contrasts along the Cu wire originating 
from planar defects such as twin or grain boundaries are 
visible, excluding melting and verifying that the NW is in 
the solid state. Fig. 2a–d presents the sequence of TEM 
images taken after 9, 50, 65, and 75 min annealing, show-
ing the formation of a protrusion (about 300 nm before 
wire end 2) that increases progressively in size as Cu dif-
fuses. After ~70 min, every Cu NW on the TEM grid had 
morphologically transformed into a facetted nanoparticle 
(Fig. 2e–h).  
3D lattice kinetic Monte-Carlo (KMC) simulations yield 
qualitatively a very similar behaviour indicating that sur-
face diffusion is responsible for the draining of the metal-
filled tube (Fig. 2i–n). 
 
 
Fig. 2: (a–d) TEM images of Cu NW close to end 2 show-
ing growth of nanoparticle during annealing process, (e–
h) facetted Cu particles at different wire ends, (i–n) KMC 
simulations showing the draining process [3]. 
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Field emission properties of novel copper nanocone cathodes 
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Structured cold cathodes with randomly distributed 
freestanding gold nanowires (NWs) fabricated by electro-
chemical deposition into cylindrical pores of etched ion-
track polycarbonate templates showed high efficiency at 
suitable onset field and good alignment of field emission 
(FE) patches [1]. The FE current limits of NW patches, 
however, varied strongly due to random destruction of 
individual wires caused by their insufficient substrate 
contact [2]. In order to improve the contact and achieve 
higher emission currents, we modified the emitter shape 
from cylindrical to conical geometry by means of asym-
metric etching of the ion-tracks from one side only [3]. 
Table 1: Parameters of fabricated Cu-NC cathodes. 
Four types of such cathodes with copper nanocones 
(Cu-NCs) were fabricated using various parameters as 
listed in table 1. The resulting Cu-NCs on unstructured 
and patch-structured cathodes are mechanically very sta-
ble as shown in Fig. 1. Some Cu-NCs in the patches, 
however, grow incomplete yet. 
Figure 1: SEM images of Cu-NCs of similar length but 
different number density and tip diameter: (a) 107 cm-2,
~380 nm; (b) < 106 cm-2, ~190 nm, respectively.  
The FE properties of these Cu-NC cathodes were 
measured with the field emission scanning microscope 
(FESM) at 10-7 Pa using a tungsten anode of diameter Øa
= 30 μm as described elsewhere [4]. Fairly distributed FE 
(at onset fields Eon(1nA) around 50 (20) V/μm) was ob-
tained for the unstructured (structured) cathodes (Fig. 2). 
Obviously, there are multiple emitters per patch, and the 
resulting FE is well-aligned to the triangular array.  
Figure 2: Voltage maps (1 nA fixed FE current, Øa = 30 
μm) of cathode A (¨z = 40 μm, left) and structured cath-
ode C (¨z = 25 μm, Øpatch = 150 μm, pitch 320 μm, right). 
The effective field enhancement factor ȕ and maximum 
achievable stable current Imax of these Cu-NC cathodes 
was measured with the same anode for selected emitters 
of the voltage maps. As expected for the different number 
density, the mean Eon(1nA) values were higher for the 
unstructured (52 V/μm) than for the structured (22 V/μm) 
cathodes, in accordance with the mean ȕ values of 267 
(84) [4]. The Imax values achieved for all samples are 
given in Fig. 3. Moderate Imax result for the fast-grown 
unstructured sample (B, 20-700 nA) and for the rather 
incomplete-grown structured sample (C, 0.1-20 μA). In 
contrast, slow and complete Cu-NC growth lead to much 
improved performance, i.e. Imax < 280 μA at ~100 V/μm 
for unstructured sample A, and Imax < 100 μA at 60 V/μm 
for the better but still incomplete-grown structured sample 
D. In conclusion, these first results of Cu-NC are very 
promising for the further optimization of conical nanos-
tructures. 
Figure 3: Imax vs. E for all measured spots on the four Cu-
NC cathodes (A - D). 
References 
[1] A. Navitski et al., Eur. Phys. J. Appl. Phys. 48, 30502 
(2009). 
[2] A. Navitski et al., Techn. Digest IVNC 2010, Palo 
Alto, IEEE Cat. No. CFP10VAC-PRT, p. 163 (2010). 
[3] I. Alber et al., Techn. Digest IVNC 2011, Wuppertal,  
IEEE Cat. No. CFP11VAC-ART, p. 106 (2011). 
[4] P. Serbun et al., Techn. Digest IVNC 2011, Wupper-
tal, IEEE Cat. No. CFP11VAC-ART, p. 230 (2011). 
Unstructured Structured          Cathodes 
Parameters A B C D 
Etching time, min 15 15 13 15 
Depos. voltage, mV 40 90 40 40 
Number density cm-2 107 < 106
Length, μm  ~28 < 28 
Tip radius, nm ~190 ~120 ~ 95 ~220 
Aspect ratio 147 233 295 127 
*contact: serbun@physik.uni-wuppertal.de
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General overview 
PHELIX1, the high-energy short-pulse laser facility of 
GSI, has completed in 2011 its third year of operation. 
PHELIX is a Helmholtz user facility opened to the inter-
national scientific community and a unique opportunity 
for combined ion-laser experiments to support the science 
programs of the Plasma Physics and Atomic Physics de-
partments of GSI. In 2011, PHELIX was a very reliable 
machine requiring very little maintenance. This allowed 
freeing up time for internal development activities with-
out impacting the beam time offer for user groups.  In 
particular, the theme of temporal contrast improvement 
has received a lot of attention with different ideas being 
pursued in parallel. For the main goal, which is the gen-
eration of temporally clean short laser pulses, most of the 
hardware has been implemented, so that tests and com-
missioning experiments are scheduled for 2012. 
From an operation point, 2011 was a successful year in 
which 18 beamtimes serving 14 experimental proposals 
were conducted. The amount of days per beamtime has 
been reduced compared to last year, as wished by users 
who are now trained to use the allocated days very effi-
ciently. This resulted however in an increase in the de-
mand on setup time; a time which is work intensive and 
when the creativity of the laser team is challenged.  
Internal developments and beamtime 
As recommended by the PHELIX and Plasma Physics 
Program Advisory Committee (PPAC) that met in No-
vember 2010, the effort to improve the temporal contrast 
of the PHELIX short pulse has been strengthened.  This 
effort has been boiled down to three projects that address 
different aspects of the temporal contrast issue. First, an 
electro-optical element has been inserted into the laser to 
improve the isolation between the pre- and main-
amplifiers. By creating a 10-ns temporal gate, this 
Pockels cell replaces the Faraday isolator used so far. 
This allows reducing dramatically the long term pulse 
pedestal that was damageable to ultra-thin targets. Sec-
ond, the project to increase the picosecond and nanosec-
ond temporal contrast by use of an ultrafast parametric 
amplifier (uOPA project) was continuing in collaboration 
with the Helmholtz Institute Jena. For this project, the 
main milestone has been the delivery of a laser amplifier 
developed in Jena at GSI. The amplifier is made of a fiber 
pre-amplifier and a laser-diode-pumped regenerative am-
plifier. The fiber amplifier setup has been re-engineered 
to meet the PHELIX standards and it is now a turn-key 
well documented device synchronized to PHELIX. The 
regenerative amplifier delivers the expected energy and 
aside from spectral modulation performs satisfactorily. 
This amplifier is now used to pump the uOPA and gains 
of 104 have been measured. Further steps will be done to 
quantify the impact of the amplifier on the contrast. Last, 
a beam time has been dedicated to the implementation of 
a plasma mirror setup at the back end of the laser, in the 
target chamber. This setup has been developed and tested 
at PHELIX in collaboration with the group of David 
Neely from the CLF in the UK2.  
The second improvement to the PHELIX laser system 
has been the upgrade of the PHELIX timing system to 
offer more experimental capabilities. The most notable 
effects are the use of the UNILAC 108 MHz clock as the 
reference timing signal for PHELIX to reduce the jitter 
between both machines to less than 1 ns as required by 
the LIGHT project, and the possibility to operate both ns- 
and fs-frontends synchronously. For this step, a signifi-
cant change to the short pulse laser oscillator had to be 
made, and slow electronics like NIM crates were ex-
changed for faster electronic devices. With this upgrade, 
the injection of laser accelerated particles into conven-
tional accelerator structures from the UNILAC is possi-
ble. Additionally, a 1 MHz synchronization signal neces-
sary for the uOPA project has been added and was suc-
cessfully tested. 
The third area of development at PHELIX is the prepa-
ration of the PHELIX target area in the laser hall for full 
petawatt operation. In order to do this, the target area in 
the PHELIX laser hall has been shielded using 20 tons of 
steel that will significantly ease the operation at the target 
chamber by moving the shielding outside the chamber. In 
parallel, the beamline going from the compressor to the 
target chamber has been upgraded to larger mirrors and 
their corresponding holder. The next step is the procure-
ment of a target chamber that can accept the 25 cm 
PHELIX beam and focus it to a tight focus. 
The fourth area of development has been the upgrade of 
the PHELIX data storage scheme to a more flexible data-
base system (the PHELIX database project PSDB), used 
to store all the information gathered by the PHELIX con-
trol system and users3. The effort has been put on inter-
facing the PHELIX control system to the database and the 
development of graphical user interface that presents the 
data in a way relevant to experiments conducted at 
PHELIX. The database becomes active in 2012 and will 
shortly replace the old system after some commissioning 
time. 
* The acronym stands for Petawatt High Energy Laser 
for heavy Ion eXperiments. 
+ This work is supported by EMMI, the Helmholtz Insti-
tude Jena and GSI 
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The last area of development relates to the control of 
the laser beam quality. For experiments aiming at shaping 
proton beams accelerated by lasers for instance, the pre-
cise control of the laser focal spot shape is necessary. 
There, significant results of interest to the general user 
community have been obtained on laser focal spot shap-
ing4. In parallel to this project, it became clear that more 
control over the phase distortion happening in the system 
is necessary for many advanced setups. In particular, the 
adaptive optics system available at PHELIX was used to 
demonstrate a new method for direct reference-free focal 
spot optimization5.  
Operation of the laser facility 
As can been seen in Figure 1, the time dedicated to beam-
time at PHELIX was close to 80% in 2011. While the 
time dedicated to operation for external users (defined as 
days with high-energy target shots) remains stable at 40% 
compared to the last two years, more time was necessary 
for setting up experiments because of the increasing com-
plexity of the experimental setups at PHELIX. Although 
this had been foreseen and mitigated thanks to a more 
aggressive planning where experiments sharing the same 
setup have been combined, the increase of setup time has 
been unavoidable.  
A notable evolution compared to last year has been the 
amount of time dedicated to internal beamtime develop-
ment. Based on the recommendation of the PPAC, 32 
days of beamtime have been spent on temporal contrast 
related issues like the uOPA project, the LAPC project 
and the development of a plasma mirror setup at the back 
end of the laser. 
External 
beamtime
40%
Experiment 
preparation
15%
Development 
beamtime
22%
Maintenance 
periods
5%
Shut down
18%
External beamtime
Experiment preparation
Development beamtime
Maintenance periods
Shut down
  
Figure 1: PHELIX usage in 2011 
The second evolution has been an increase of the shut-
down time at PHELIX. Except for single-event reasons 
like the upgrade of the shielding in the PHELIX laser hall 
in the framework of the UPTA project, some cyclic 
downtime due to the periodic upgrade of the control sys-
tem software to the latest supported LabVIEWTM version 
has taken place. The impact of the building up phase of 
FAIR on PHELIX downtime has been so far low in 2011 
but it must be anticipated that this will change starting in 
2012.  
In the end, the time dedicated to the maintenance of the 
machine was drastically reduced to a level that is not sus-
tainable in the long run. This means that more mainte-
nance time will have to be provided in the future. 
Contribution to the scientific program and 
outreach 
This year, seven peer reviewed articles were published 
on data collected at PHELIX6, 7, 8, 9, 10, 11, 12. Typically, 
these publications report on results obtained during beam-
time that occurred in the last 18 months. 
In May, the PHELIX group held the second Laserlab-
NAHEL (Network Activity on High Energy Lasers) meet-
ing at the Lichtenberg House in Darmstadt. This meeting 
aims at exchanging information and sharing the experi-
ence gathered on operation of mi-size laser facilities. The 
meeting included participants from the four laboratories 
participating in NAHEL In addition, PHELIX has given 
one beam time to experiments supported by Laserlab in 
the fields of X-ray laser generation 
Outlook for 2012 
The PPAC met in November to review and recommend 
new experiments for the GSI director. In total, 13 new or 
continuing experiments were granted, amounting for 250 
shifts in total. The new experiments will be scheduled 
starting in the spring of 2012. 
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The PHELIX shot database 
U. Eisenbarth, S. Götte, T. Stöhlker and V. Bagnoud 
GSI, Darmstadt, Germany.
In the past years of operation, PHELIX has delivered 
more than 2000 experiment shots serving over 30 experi-
ments performed by national and international research 
groups. Hence, a proper and reliable documentation of the 
shot operation becomes more and more important. So far 
most of the relevant machine data have been manually 
recorded using electronic lists. This method turned out to 
be unnecessarily elaborate and error-prone since all 
measurement data are already electronically available 
through the PHELIX control system (PCS). Earlier at-
tempts of a data storage solution turned out to be not reli-
able enough and inflexible in terms of data retrieval. 
Requirements 
In the turn of the year a new documentation system has 
been developed in order to overcome these shortcomings. 
For the new system a bunch of requirements were de-
fined. At first, reliability of the data storage is of central 
importance. In addition the new system must be able to 
handle arbitrary types of data. The PHELIX facility per-
manently undergoes changes and upgrades with new de-
vices being implemented or older ones removed. All these 
changes must be handled by the system with as little 
maintenance effort as possible. Furthermore, with more 
and more shots delivered, efficient data retrieval methods 
become important which allow for grouping shots belong-
ing to a particular experiment or comparing measurement 
data of one specific device such as a series of camera im-
ages. In addition, experimental groups are usually only 
interested in a limited set of shot data. Hence, it must be 
possible to generate experiment-specific presentations of 
relevant laser data (views). Finally the documentation 
system must allow for easy data access from everywhere. 
Implementation 
Above requirements lead to the development of a data-
base application with two interfaces. The first interface 
was programmed mainly for writing data to the database 
by the control system. The initial development was based 
on LabVIEW 8.2.1 / CS 3.1 but recently upgraded to 
LabVIEW 2009 / CS 3.2. For the second interface, a web 
application based on the Ruby on Rails 3.1 framework 
has been developed to allow for comfortable data re-
trieval. Both interfaces do not depend on a specific data-
base management system but use itself abstract interfaces 
for reading and writing. For PHELIX the Oracle database 
system served by GSI’s IT-infrastructure is used. 
The database design has been carefully chosen with a 
maximum flexibility in mind. The system can record sev-
eral data types such as numbers or string as well as more 
complex data like images, spectra etc. New types can eas-
ily be added without changes of the database layout. New 
instances or class types introduced by the control system 
are seamlessly integrated without structural changes. Only 
the web application needs information on how to present 
the data. Default presentations exist though and meas-
urement data from old hardware remains accessible all 
time. Furthermore, all datasets connected to a device con-
tain version information, which allow for tracking 
changes in the programming interface. Further flexibility 
is added due to the possibility to attach arbitrary data files 
to either an experiment entry (e.g. experiment drawings or 
proposals) or a shot (e.g. data from a device which is not 
controlled by the PCS). 
Manual operation has been reduced to a minimum: 
New Experiments need to be set up once through the web 
interface. During the shot procedure only the experiment 
name (selectable from a list), the shot type, and optionally 
a shot comment needs to be given. All these data can be 
modified afterwards through the web interface. 
As the PCS follows the concept of distributed comput-
ing, each device/instance directly writes its data to the 
database. This writing procedure is coordinated by the 
data controller which writes the general shot information, 
such as a unique shot id as well as the shot comment and 
shot type. Then it sends write requests to all instances. 
This approach has the advantage of a better performance 
since it allows parallel write operations to the database. In 
addition it is robust against failures of single instances 
(e.g. hardware errors). In this case the troubled instance 
does not lead to a complete hang of the system. A former 
system was based on a data collector model which suf-
fered from these issues. 
Operation 
Over the year the PHELIX shot database has been 
tested and improved during several beam times while 
writing to a test database. This time also gave us the op-
portunity to test the database performance and scalability. 
In this time period nearly 1000 shots were recorded with 
more than 180 instances/devices delivering measurement 
data. This lead to over 1.1 million measurement data sets 
with an average memory consumption of 2.8 MByte per 
shot with no performance issues observed so far. 
Outlook 
The flexible design and the independency from a spe-
cific database management system might also be interest-
ing for other facilities working with the CS with shot/-
based data. All parts of the software are released under 
the GNU public license. In the near future this system is 
also going to be integrated for the POLARIS laser facility 
located at the Helmholtz-Institute Jena in close collabora-
tion with PHELIX. 
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Optifocus: A reference-free focal spot optimization for PHELIX* 
U. Eisenbarth, C. Brabetz, C. Lempa, T. Stöhlker, and V. Bagnoud 
GSI, Darmstadt, Germany
Nowadays, many high intensity laser systems include 
adaptive optics modules for controlling the beam wave-
front [1]. Besides the effect of thermal aberrations, com-
plex high power laser systems usually consist of a large 
amount of optical components whose manufacturing im-
perfections sum up to a considerable static wavefront dis-
tortion. Most control systems directly measure the wave-
front using sensors following the Shack-Hartmann princi-
ple or interferometric methods [2]. Above sensors meas-
ure the wavefront relative to a given reference. For an 
absolute measurement a flat wavefront is needed first 
which is not always easy to achieve. The wavefront is 
normally measured at a location within the beam path of 
the laser system. For most high intensity laser experi-
ments however the performance is strongly determined by 
the focal spot quality at the end of the laser chain. Com-
pensation of wavefront aberrations at the sensor’s position 
therefore does not necessarily lead to the best focal spot 
quality for the experiment. 
In this paper, we propose and demonstrate a simple 
method to directly optimize the focal spot of a high inten-
sity laser by sequentially optimizing the Zernike coeffi-
cients associated with a deformable mirror (DM) located 
upstream the laser chain. This method makes use of the 
orthogonality of the Zernike polynomials which are used 
to describe the wavefront and their influence on the focal 
spot size. Due to the orthogonality this can be done indi-
vidually for each coefficient. Hence, after iterating over 
all coefficients up to a certain order the best overall focal 
spot size can be achieved. The main advantage of the 
method lies in the strong reduction of the number of op-
timization variable hence in its speed and its reference-
free nature. 
At PHELIX, a 65-mm diameter DM with 30 actuators is 
located at the output of the PreAmplifier. A local Shack-
Hartmann sensor is used to control and calibrate the DM. 
The calibration is necessary at first to compute the re-
sponse matrix of each actuator on the phase deformation. 
The response matrix is recorded by stepwise applying a 
constant control voltage to each one mirror actuator re-
spectively and a measurement of the resulting wavefront 
using a local Shack-Hartmann sensor. For this step no 
absolute wavefront reference is necessary, because the 
response matrix only contains the relative change of the 
wavefront while applying a voltage to one actuator. Using 
the pseudo-inverse of this response matrix then afterwards 
allows for calculating the voltage pattern necessary to 
vary a single Zernike coefficient during the focus optimi-
zation. 
For the calculation of the focal spot size the radius of the 
encircled energy turned out to be the most robust crite-
rion. For this the radius of a circle around the beam cen-
troid is increased until a given fraction of the total energy 
is covered. The focus optimization procedure starts with 
finding the best value for the third Zernike coefficient 
representing defocus. Lower Zernike coefficients (piston 
and tilt) do not contribute to the focal spot size and are 
therefore omitted. The defocus coefficient resulting in the 
smallest energy radius is set after the variation. This pro-
cedure is repeated stepwise for all higher order coeffi-
cients. The entire algorithm can be repeated starting again 
with the third coefficient in order to further optimize the 
spot size due to remaining coupling effects of the Zernike 
modes.  
We used this algorithm to optimize the focal spot meas-
ured after the PHELIX main amplifier configured for a 
28cm diameter beam. Without correction (Figure 1.a), the 
beam suffers some astigmatism arising from alignment as 
well as optics imperfections. Figure 1.b shows focal spot 
images after the optimization procedure with a significant 
improvement of the focal spot quality. The Strehl ratio 
increases from 0.23 to 0.66 (+/- 0.1). 
 
Figure 1: Focal spots profiles at the MainAmp sensor 
before (a) and after (b) the optimization. 
Typically, 9 Zernike coefficients and 2 iterations were 
used so that the optimization is finished on a minutes 
scale. Once the focus optimization is finished the new 
wavefront can be used as reference for well-established 
closed loop wavefront control methods, which regulate 
towards the newly derived reference in short time. 
The presented method allows for correcting static aberra-
tions in high intensity laser systems without the need for a 
flat reference wavefront. A significant increase of the 
peak intensity in the focal plane can be achieved, which 
many today’s experiments can benefit from. 
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Hollow Beam creation with continuous diffractive phase mask at PHELIX* 
C. Brabetz2, V. Bagnoud1, T. E. Cowan3, U. Eisenbarth1, J. Fils1, S. Götte1, O. Kester1,2, T. Kühl1, 
 S. Kunzer1, D. Reemts1, T. Stöhlker1, B. Zielbauer1 
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Overview 
In the framework of the Laser Ion Generation Handling 
and Transport (LIGHT) research project at GSI, the re-
duction of the divergence of the laser accelerated ions is a 
central issue. One solution, illustrated by theoretical stud-
ies and some preliminary experimental data [1], is based 
on engineering the electron sheath using in TNSA for 
reducing the initial divergence of the ion beam. For such a 
scheme, a precise control over the laser beam parameters 
is essential in order to reliably shape the ion beam. Laser 
focus shaping has been used for example in optical trap-
ping in relatively small laser systems [2]. But such a ma-
nipulation of the laser beam appears quite complicated at 
large laser apertures. During the year we demonstrated the 
focal spot shaping of the high-energy high-intensity laser 
PHELIX using diffractive phase plates confirmed by 
simulations. The main part of the work was in the defini-
tion of diffractive elements which turn the Gaussian beam 
of the laser front end into a top-hat beam that focuses into 
a hollow beam. 
Hollow Beams 
Because it is very hard to directly shape the focus of a 
high-intensity laser, we decided to act on the beam at the 
front end of the laser and use beam shapes that are propa-
gation invariant. Laguerre-Gaussian (LG) beams fulfill 
this conditions and the LG01 mode is of particular interest 
because of its annular intensity distribution. The beam 
shaping is done by applying a transmission phase mask 
with a helical shape so that a discontinuity is introduced 
at the centre of the beam. This implies that the singularity 
in the beam, that is, its hollow character, is constant along 
the propagation axis of the beam, and in particular is real-
ized also in the far-field at its focus. The LG mode also 
guarantees that no peak intensity is present in the inter-
mediate field and the risk of damage to the laser chain is 
low. However, a pure LG01 mode exhibits a large hole in 
the middle of the beam that is not compatible with the 
need for energy extraction in a large laser amplifier. In 
other words, the amount of energy that the LG01 beam 
would carry is small compared to the standard PHELIX 
“top hat” beam of the same dimension. For this reason, 
we use an amplitude mask together with the phase mask 
to shape the Gaussian beam of the front end into the de-
sired hollow beam. Thanks to image plane transport in the 
laser system, the process does not depend on the image 
plane chosen to do the beam shaping. For obvious cost 
and convenience reasons, we decided to implement it at 
the input of the pre-amplifier, where the beam dimension 
is only several millimeters wide as shown in Figure 1. 
 
Figure 1: Phase that is applied to the PHELIX laser beam. 
Report on the 2011 Beamtime 
We spent a week of beamtime to study the propagation 
of the beam on the PHELIX system and validate our 
scheme. We have performed measurements of the beam 
profile along the beam path in the PHELIX system (after 
the main amplifier shown in Figure 2). As we had seen 
during the offline tests, beam distortion either in the main 
beam or occurring in the diagnostic channels made it not 
possible to transport the special hollow beam mode 
through the PHELIX system. Therefore we decided to 
investigate the phase distortions in the PHELIX main 
amplifier, since the wavefront distortion in the pre-
amplifier is negligible. After optimizing the injection into 
the main-amplifier, and optimization of the large main-
mirror 1 in the chain, we were able to achieve a satisfac-
tory wavefront and therefore a less astigmatic focus. The 
corrections of the astigmatism applied to the main-
amplifier were sufficient so now it is possible to transport 
the hollow beam through the PHELIX chain past the short 
pulse compressor with the desired hollow character (see 
Figure 2). 
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Figure 2: beam profile (left) and resulting focus (right). 
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First experiments with the new PHELIX 100 TW beamline:
Towards new applications for laser ion sources∗
S. Busold1, O. Deppert1, C. Brabetz2, T. Burris-Mog3, M. Joost3, A. Blazevic4, B. Zielbauer4,5,
V. Bagnoud4, O. Kester2,4, T. Cowan3, and M. Roth1
1TU Darmstadt, Institut fu¨r Kernphysik, Germany; 2JWG Universita¨t Frankfurt, Institut fu¨r angewandte Physik,
Germany; 3Helmholtzzentrum Dresden-Rossendorf, Germany; 4GSI, Darmstadt, Germany; 5Helmholtz Institut Jena,
Germany
The technique of ion acceleration by ultra-short, high-
intensity lasers ( > 1019 W/cm2) provides ion beams with
unique beam parameters. However, due to the large diver-
gence and full energy spread of laser accelerated ions, fur-
ther treatment of these ions is necessary for many possible
applications. Therefore, in the frame of the LIGHT project
(Laser Ion Generation, Handling and Transport, [1]), the
new 100 TW beamline of PHELIX was build, which now
provides the necessary short pulse laser at the experimental
area Z6 at GSI. Here we meet the full conventional accel-
erator infrastructure and have the perfect test bed for com-
bining both technologies. The aim of the LIGHT project is
to demonstrate injection and bunching in conventional ac-
celerator structures of laser accelerated ions, starting with
protons.
In the following, experimental setup and results of the
first laser ion acceleration experiments at the Z6 area are
described.
Experimental setup
At the moment, PHELIX provides for the high-power
option at Z6 up to 10 J of laser energy in 500 fs on target.
The beam enters the target chamber with a diameter of 120
mm and is focussed down by a parabolic off-axis mirror to
10–15 µm (FWHM) into the target chamber center. There
it impacts on a thin (5–10 µm) gold foil and a bunch of
protons is accelerated via the TNSA mechanism [2].
A few centimeters behind the the target, the key element
for collimation and energy-selection of the proton beam is
placed: a pulsed high-field solenoid, which was developed
together with the necessary pulsed power supply by our
collaborators at HZDR. It has an aperture of 40 mm and
can reach a maximum magnetic field of > 10 T. Due to
the chromatic aberrations of this ion-optical lens, protons
of different energies are focussed at different distances be-
hind the solenoid. Placing a pinhole at the right position
therefore easily provides good energy selection.
As proton beam diagnostic, RCF stack detectors were
used at different positions: before the solenoid to detect
the initial spectrum, directly behind the solenoid and at a
position in the Z6 beamline behind the target chamber. A
full beam analysis is possible with these detectors via RIS
∗This work is supported by the Helmholtz Institute Jena and HIC for
FAIR.
(Radiochromic-film Imaging Spectroscopy, [3]). A sketch
of the experimental setup is shown in figure 1.
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Figure 1: Experimental setup at the Z6 area. The laser
beam, coming from PHELIX, hits the target from the left
side and a proton beam expands to the right side. The pro-
tons are captured and focussed energy-dependendly by a
pulsed solenoid and transported into the Z6 ion beamline.
Results and Outlook
Two experimental runs (each one week) were done in
2011, where the first one was used for beamline commis-
sioning only (no solenoid). Proton energies above 10 MeV
already could be reached in this commissioning phase. In
the second campaign, the pulsed power system including
the solenoid was successfully installed and applied at Z6.
Focussing to a spot size of a few millimeters and transport
to up to 880 mm behind the target of laser accelerated pro-
tons in the Z6 beamline could be demonstrated.
The next steps planned for 2012 are: to optimize the
ion transport and to add a RF cavity to the beamline for
phase-space-rotation of the proton beam in strong cooper-
ation with the GSI accelerator department.
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Development of a Plasma Mirror Setup for  
Pulse Contrast Enhancement at PHELIX 
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One of the most critical issues in high-power laser-
matter interaction is the so-called laser pulse contrast, i.e., 
the ratio between the amount of laser light arriving at the 
target prior to the main pulse and the peak intensity. In 
recent years, several techniques have been developed to 
increase this important figure of merit to up to 1012 for 
high-energy lasers [1, 2]. These include the use of plasma 
mirrors (PM) which is based on the fast reflectivity 
change on an antireflection-coated surface into a reflec-
tive plasma during the interaction with an intense laser 
pulse. For proper operation the intensity on the PM has to 
be chosen carefully in order to achieve high reflectivity 
and to conserve the beam profile and focus quality.  
In a dedicated machine beamtime at PHELIX, the im-
plementation of a PM has been tested and investigated 
with specially developed diagnostics. 
Setup 
The plasma mirror is placed at a distance of several cm 
to the target chamber center (TCC) where the laser beam 
would have been focused without the PM (figure 1). The 
beam is thereby reflected towards the diagnostics which 
are set up in an additional smaller target chamber. We use 
a scattering screen in combination with a camera to record 
the laser near field distribution. A rectangular hole is cut 
into the screen to let a part of the beam propagate to a 
calorimeter. A special calibration of the setup which has 
been carried out during the experiment allows for an exact 
determination of the reflectivity.   
We vary the intensity on the PM by changing its dis-
tance to TCC as well as the energy of the beam.  
 
Figure 1: Setup 
Experimental results 
Figure 2 shows the change of reflectivity with varying 
maximum intensities on the PM. According to [1] the 
reflectivity first increases for rising intensities. This oc-
curs due to plasma formation at an earlier time at the ris-
ing edge of the pulse which leads to reflection of a bigger 
part of the pulse. If the plasma formation starts too early, 
the main pulse hits an expanding underdense plasma. This 
leads to reduced reflectivity due to absorption in the 
plasma as well as breakup of the reflected beam. In our 
setup the optimum is found to be around 1015 W/cm2. 
 
Figure 2: PM reflectivity for different intensities 
In figure 3 the near field image of the reflected beam is 
shown for two different intensities. At a lower intensity 
(left) the nearfield distribution is not affected by the PM 
while at the higher intensity (right) the breakup can 
clearly be seen. 
       
Figure 3: Image of the beam after the plasma mirror at 
2,7*1014 W/cm2 (left) and 5,5*1015 W/cm2 (right) 
Conclusion and Outlook 
During this beamtime we successfully characterized 
and optimised our PM setup. With the PM, a contrast im-
provement of more than two orders of magnitude is pos-
sible. For 2012 we plan to develop a setup with two con-
secutive plasma mirrors. Together with an uOPA system 
which will be implemented at the PHELIX frontend, we 
predict that the pulse contrast will reach a level of at least 
1010 . 
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Improvement of the PHELIX-laser short-pulse contrast using shielding foils
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Laser contrast is a key parameter in experiments with
high-intensity high-energy pulses. For relativistic intensi-
ties of the main pulse ≥ 1019 W/cm2, even high-contrast
beams can produce plasma on the target surface due to a
long nanosecond prepulse action which results in an unde-
sirable early smearing of the target. To avoid the influence
of the long laser prepulse a thin foil can be placed in front
of the target. The analysis of the multi-stage foil dynam-
ics is performed using a wide-range two-temperature hy-
drodynamic model [1], which correctly describes the foil
expansion starting from the normal solid density at room
temperature. Modeling of shielded and unshielded target
dynamics demonstrates the effectiveness of this technique.
However, the prepulse energy re-emission by the shielding
foil plasma can be sizable producing an undesirable early
heating of the target placed behind the foil.
Series of simulations are performed for the laser pulses
with wavelength λL = 1.053 μm and typical intensity con-
trast ratio of nanosecond prepulse Cns = 10−8. The main
pulse is assumed to be Gaussian with different peak inten-
sities 1019 ≤ Imax < 1020 W/cm2 achieved at t = 0 ps,
and full width at half maximum (FWHM) pulse duration is
τ0 = 0.5 ps. The picosecond-scale prepulse appearing just
before the main pulse is also Gaussian with FWHM dura-
tion τ1 = 20 ps and contrast ratio Cps = 10−4. These
parameters correspond particularly to the petawatt high-
energy laser for heavy ion experiments (PHELIX), which
is planning to be used for X-ray generation at GSI.
In presented numerical result the shielding foil is initially
located at 0 ≤ z ≤ 0.1 μm and the bulk target of alu-
minum is placed behind the foil so that it occupies 500 ≤
z ≤ 600 μm. Initial moment is t = −2000 ps. The gap
of ∼ 500 μm between the foil and target helps to avoid the
hydrodynamic interaction between them during the simula-
tion. It is seen that the soft X-ray re-emission radiation flux
results in the target material expansion ∼ 50 μm by mo-
ment −995 ps. The position of the critical electron density
is situated at 10, 13 and 17 μm away from the initial target
surface position for instants −995, −512 and −30 ps, re-
spectively, see Fig. 1(a). The characteristic temperature of
electrons and ions in the near-surface plasma is about 20 eV
during the prepulse action. This target preheating is the re-
sult of thermal radiation action only since the laser beam
does not reach the target till the moment t = −5 ps. As
one can see in Fig. 1 there is no visible difference in target
plasma parameters for moments −30 and −10 ps while the
foil plasma demonstrates a sizable growth of 〈Z〉 and Te.
Thus, for the described parameters some target preheating
takes place despite the laser light screening.
Simulation without the shielding foil demonstrates much
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Figure 1: Evolution of the main parameters in the foil for
laser pulse with Imax = 5 × 1019 W/cm2. Electron den-
sity normalized to the critical one—(a); mean charge of
ions—(b); electron temperature—(c); ion temperature—
(d). Instants: solid (black) curve— −995 ps; dashed (blue)
curve— −512 ps; dotted (green) curve— −30 ps; dash-
and-dot (red) curve— −10 ps. Initial foil and target posi-
tions are marked by arrows in panel (a).
more intensive target heating and expansion. The leading
plasma edge at the moment −30 ps reaches the position
∼ −400 μm and the entire plasma extent is about 900 μm
that is much larger than ∼ 150 μm for the shielded target.
To remedy the problem of the prepulse energy re-
emission by the shielding foil and consequent undesirable
heating and rarefaction of the main target, one can use the
foil material with less nuclear charge (light elements or
compounds like CH or CH2 to reduce the integral radia-
tion flux in the direction of the target) and also increase the
gap between the foil and the target. These simulations are
in sight.
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Experimental results and calculation of the energy loss of argon ions
penetrating laser-generated carbon plasma
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G. Schiwietz6, D. Schumacher1, T. Sto¨hlker2, An. Tauschwitz4, and M. Roth1
1TU Darmstadt, Germany; 2GSI, Darmstadt, Germany; 3ITEP, Moscow, Russia; 4Uni Frankfurt, Germany; 5Univ. Rio
Grande, Porto Allegre, Brazil; 6Helmholtz-Zentrum Berlin, Germany
The interaction of swift heavy ions with plasmas is a
field of research which has been under intense investiga-
tion at GSI for a long time. Over the last years, a huge
increase in the understanding of the different underlying
processes of the interaction, namely the different ways of
charge-transfer and the energy loss to bound and free elec-
trons, has been achieved [1]. Furthermore the development
of an improved wollaston interferometer as plasma [2] and
a charge state spectrometer as heavy ion beam diagnostics
[3] as well as the possibility to use the frequency-doubled
option of the Phelix and the nhelix laser have made it pos-
sible to modify the experimental setup substantially. The
plasma is now created by two laser beams from opposite
sides as shown in Fig. 1, which leads to a significant sup-
pression of inhomogeneities in the plasma target. These
Figure 1: Experimental setup of the energy loss experi-
ment.
inhomogeneities have led to a decrease of up to 40% of the
ion beam’s energy loss below the value for the cold target
during the laser-plasma interaction in earlier experiments
[4]. As a consequence the experiments were governed for
a rather long time to larger degree by the target’s hydrody-
namic response than by the atomic physics processes of the
energy transfer. With the new setup it is now possible to
conduct a detailed investigation of the different underlying
processes. Fig. 2 shows the projectile charge state distribu-
tion of Ar at an energy of 4 MeV/u after having penetrated
the cold foil (for t<0 ns) and the hot fully ionized carbon
plasma (t>0 ns) with a temperature of 140-200 eV. After
the interaction with the plasma target a stronger population
of the higher charge states (16+ and 17+) is observed while
the population of the lower charge states (14+ and 15+)
decreases. However these changes in the charge state dis-
tribution remain moderate so that they only account for an
increase of about 5% to the total increase of a factor of 2
Figure 2: Experimental results of the projectile charge state
distribution.
Figure 3: Comparison between experimental results and
theoretical calculations for the energy loss.
in the stopping power in the plasma compared to the solid
state. The main differences for the energy loss observed
in the experiments shown in Fig. 3 arise from the more
efficient energy transfer to the free electrons in the fully
ionized carbon plasma in the experiment. This increase in
the energy loss can be very well calculated with the aid
of a specially developed Monte-Carlo code which allows
the calculation of both the charge-transfer of the heavy ion
beam while penetrating the plasma target and the energy
loss with the aid of an extended version of the CasP code.
No decrease below the value of the cold target is observed
in the experiment and as shown by the theoretical curve in
Fig. 3 experimental results and theoretical predictions are
in a very good agreement.
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Indirectly plasma heating and energy loss experiments with PHELIX
D. Schumacher1, S. Bedacht1, A. Blazˇevic´2, S. Busold1, A. Frank1, A. Ortner1, G. Schaumann1, and
M. Roth1
1TU Darmstadt, Germany; 2GSI, Darmstadt, Germany
Introduction
The energy loss of heavy ions in plasma is one of the
fields of research of our group. So far, only directly
laser heated plasmas have been investigated [1]. To probe
more homogeneus, slower expanding and denser plasmas
an indirect heating scheme has been developed, where
the plasma is heated by soft x-ray radiation. In this
scheme the x-ray radiation is generated by a laser driven
hohlraum. This hohlraum radiation is used to heat a sec-
ondary hohlraum, containing a carbon foil. The carbon
foil is then heated to plasma temperature and can be in-
vestigated by ions. This year was the first time that energy
loss experiments in indirectly heated plasma have been per-
formed.
Target design
For this purpose beside the old target design, introduced
in the last scientific report, a new target has been devel-
oped (fig. 1) and assambled at the target laboratory at the
TU Darmstadt. The target is cuboid shaped and divided
by a gap in two parts. The upper part is used as con-
verter hohlraum, where the laser radiation is coupled in.
The lower part is the target part, where the carbon foils are
heated by the x-ray radiation.
Figure 1: Setup with target and diagnostics.
Experiment setup
For both experiment campaigns in 2011 at Z6, using the
527 nm frequency doubled laser option of the PHELIX fa-
cility, the temperature of hohlraums was determined (fig.
1). The second harmonic of the laser wavelength was used
for the better x-ray conversion of shorter laser wavelength
and to avoid strong back reflection of the first harmonic
due to stimulated brillouin scattering. As diagnostics for
the temperature measurements a x-ray streak camera was
used. For the energy loss experiments during the second
campaign a ion charge state spectrometer was attached.
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Figure 2: Temperature evolution for new (upper) and old
(lower) hohlraum design. Depicted are the fits to the spec-
trum (green) and temperature derived from intensity at two
different wavelength (red and blue).
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Results
The temperature profile of the secondary part of both de-
signs was determined through fitting of a planckian curve
to the spectrum at different times and through measure the
intensity of the spectrum at fixed wavelength. The results
of this is shown in figure 2. Figure 3 depicts the energy
loss for both hohlraum designs whereat the energy loss of
the cold foil is scaled to 100 %.
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A foam-filled cylindrical hohlraum for ion stopping measurements∗
M. M. Basko1,2,3, J. A. Maruhn1,2, An. Tauschwitz1,2, V. G. Novikov4, and A. S. Grushin4
1EMMI, Darmstadt, Germany; 2University of Frankfurt, Germany; 3ITEP, Moscow, Russia; 4KIAM, Moscow, Russia
We describe a novel cylindrical hohlraum target which
allows to heat a sample material uniformly by the hohlraum
radiation to a high temperature. The proposed configura-
tion is optimized for ion stopping measurements in laser-
produced plasmas. The main goal was to achieve a quasi-
homogeneous plasma state with a temperature T ≃ 100 eV
(sufficient to fully ionize carbon atoms) with typical PHE-
LIX laser beam parameters. The hohlraum consists of two
chambers: the primary one for laser absorption, and the
secondary containing the sample material. Figure 1 shows
the initial computational region for the Au hohlraum, filled
with a carbon foam, together with the entering laser beam.
The hohlraumwall of solid gold is 15µm thick. The car-
bon foam has a density of 3×10−3 g/cm3, and is separated
from the primary chamber by 15µm of gold foam at the
same density. The primary hohlraum and the outer buffer
zone are filled with an Au vapor. Because of its shape,
this hohlraum was dubbed an “Ω-hohlraum” [1]. In sim-
ulations the cylindrical Ω-hohlraum was assumed to have
infinite length. In experiments an elliptical laser spot might
be used. The ion beam should propagate along the cylinder
axis. It was simulated with the radiation-hydrodynamics
code RALEF-2D [2]. The equations of state, thermal con-
duction coefficients and LTE spectral opacities have been
provided by the THERMOS code [3]. A special calculation
for an empty Ω-hohlraum has shown that adding a second
chamber leads to a≃ 10% temperature reduction compared
to the empty spherical configuration.
In simulations, the laser energy of 100 J/mm was de-
livered in a 1.2 ns long pulse with linear 0.3 ns rise and
fall ramps. Figure 2 shows a spatial distribution of tem-
perature at t = 0.9 ns, where the maximum carbon tem-
perature of Tcp ≈ 90 eV is reached near the hohlraum
center. At such temperatures carbon becomes transparent
for thermal x-rays over the entire spectrum. This leads
to a homogeneous temperature distribution across the sec-
ondary hohlraum chamber. The temporal evolution of the
average matter and radiation temperatures near the center
(r < 0.1mm) is shown in Figure 3. Note that the inward
shock in C, driven by the wall ablation, limits the time win-
dow for the uniform plasma state to ∆t ≃ 0.5 ns. By
t = 3.5 ns the radius of C-plasma shrinks to r ≈ 0.1mm.
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Figure 1: Numerical region for the C-filled Ω-Hohlraum.
The colours are the density contours and the laser heating.
Figure 2: Contour plot of the matter temperature T [keV]
at t = 0.9 ns.
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First steps into the nonlinear regime of ion stopping in plasma∗
W. Cayzac1,2, A. Blazˇevic´3, A. Frank1, L. Hallo4, G. Malka2, A. Ortner1, M. Roth1, G. Schaumann1,
and T. Schlegel3
1TU Darmstadt, Germany; 2CELIA, Talence, France; 3GSI, Darmstadt, Germany; 4CEA/CESTA, Le Barp, France
While the precise knowledge of ion stopping in plasma
is crucial for inertial confinement fusion and high energy
density physics, this topic is still incompletely understood.
In recent experiments, thin carbon foils were irradiated
from both sides with frequency-doubled pulses from the
PHELIX and nhelix laser systems [1]. The generated
hot (200eV) and dense (1020−21cm−3) plasma was then
probed by swift ion beams from the UNILAC accelerator
at an energy of 4MeV/u, and a good characterization and
understanding of the interaction has been achieved. There
the ion velocity was significantly higher than the electron
thermal velocity (vion/vth > 4) and the plasma was ideal
(coupling coefficient Γ ≈ 0,01). This corresponds to weak
beam-plasma correlation and thus to the linear regime of
the beam-plasma interaction. The purpose of the present
work, led in collaboration with the CEA and CELIA in
France, is to investigate experimentally the ion energy loss
when stepping out of that linear regime. This means de-
creasing vion/vth while increasing ZpΓ3/2, with Zp the ion
charge. In that largely unknown parameter region, strong
discrepancies appear between the various theoretical ap-
proaches [2], which points out the need for experimental
data to benchmark the existing models.
As a first experimental step, the energy loss of slow ions
(energy≤ 500keV/u) will be investigated, where Zp is first
deliberately chosen low (e.g. carbon projectile) to simplify
the theoretical analysis. This corresponds, for the plasma
in [1], to vion/vth =1-2, which is the region of the stopping
power maximum (around the Bragg peak). Even in such
an ideal plasma (ZpΓ3/2 ≈ 0,015), this velocity region is
almost unknown and is expected to exhibit important devi-
ations of the stopping power from the standard approaches.
Following [1], the same well-characterized plasma can thus
be used while the ion beams are slowed down by means of
a carbon foil of about 40µm thickness (Fig.1).
Figure 1: Setup of the experiment with slowed down ions.
∗This project is supported by CEA/CESTA and the Re´gion Aquitaine
The beam straggling in energy and in angle caused by the
slowing down process was calculated with TRIM, which
resulted, for an energy of 500keV/u, in 10% and 1,5 ◦,
while the energy resolution of the employed diamond de-
tector is estimated to be better than 60keV. Because of this
angular divergence, it is necessary to position the slowing
down target only a few millimeters from the plasma target.
Moreover, to prevent ion pulse overlapping due to energy
straggling, a much shorter time-of-flight distance for the
measurements, namely 0,5-1m, has to be used. Experimen-
tal work to test these aspects is underway.
Furthermore, for determining the optimal experimental pa-
rameters to reach a higher ZpΓ3/2, hydrodynamic simula-
tions of carbon plasmas were performed with the ESTHER
1D code developed at CEA [3]. As was found, for dense
plasmas heated with X-rays at a radiative temperature Trad
= 40-50eV out of a 1µm thick carbon foil target and probed
by carbon projectile ions below 500keV/u, the relevant pa-
rameters reach the values ZpΓ3/2 =1-3 and vion/vth =4-10
during the whole interaction time (duration of an ion pulse,
2-3ns) and in most of the target (Fig.2). Then a strong re-
duction of the stopping power of the carbon ions of 30-
50 % is expected in comparison with the linear result [2].
The progress in work with cavity X-ray heating of carbon
targets opens the way to such experiments [4]. In the near
future, the development of cryogenic deuterium foils [5]
will enable to extend this concept to a deuterium plasma.
Figure 2: a) ZpΓ3/2 and b) vion/vth for Eion=400keV/u, after
2ns of the interaction of hohlraum X-rays at Trad=45eV with a
1µm thick carbon foil target, as a function of the grid cell number,
as simulated with ESTHER. The 400 cells originally correspond
to the 1µm thickness and then evolve with the plasma expansion.
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MPQeos-JWGU: A new equation-of-state package for warm/hot dense matter∗
S. Faik1, An. Tauschwitz1,2, J. A. Maruhn1,2, and I. L. Iosilevskiy2,3,4
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MPQeos-JWGU is a computer code that can generate
EOS tables for arbitrary materials, also mixtures. It is an
improved version of the code MPQeos, which is described
in [1]. The underlying physical model is the “quotidian
equation-of-state model (QEOS)” [2].
The MPQeos model. The original MPQeos code can
only generate EOS of chemical elements. Thermodynamic
quantities, like pressure, specific internal energy, specific
entropy, are derived from the specific Helmholtz free en-
ergy F = E − TS, which is composed of three contri-
butions: the electronic part, the ionic part, and the phe-
nomenological bonding correction. For any element, the
MPQeos model requires two empirical parameters: the
density ρ0 and the bulk modulus K0 = ρ (∂p/∂ρ) at a ref-
erence value of temperature T0 and zero pressure p0 = 0.
The electronic contribution is calculated by using the
Thomas-Fermi (TF) model. An advantage of the TF model
is that the TF equation and all thermodynamic quantities
scale with the atomic numberZ , and therefore must be cal-
culated only once, e. g. for hydrogen. The most impor-
tant drawback of the TF model is the absence of attractive
(bonding) forces between neutral atoms. Hence, pressures
near the normal conditions are overestimated.
MPQeos uses a bonding correction from Ref. [3]. It
adjusts the EOS at p0 and T0 to have the correct values of
ρ0 and K0. The bonding correction has the strongest effect
on the EOS near the solid density. At higher densities the
TF electronic contribution dominates.
The ionic contribution to thermodynamic quantities is
independent of that from electrons. It is calculated with the
Cowan model as described in Ref. [2], which employs ana-
lytical formulae to smoothly interpolate between the Debye
solid, the normal solid and the liquid states. The ionic in-
ternal energy and pressure are of purely thermal nature.
Improvements for MPQeos-JWGU. Three important
changes were introduced into the original MPQeos code.
1. The QEOS model overestimates the critical pressure
pc and the critical temperatureTc. This problem was solved
by replacing the TF cold curve and the bonding correction
for densities ρ < ρ0 with a soft-sphere function proposed
in [4]: ǫcold(ρ, T = 0) = Aρn − Bρm + ǫcoh. Here ǫcoh
is the cohesive energy. The constants A and B are adjusted
so as to make the total pressure and the internal energy be
equal to zero at ρ0 and T0: p(ρ0, T0) = ǫ(ρ0, T0) = 0. The
free parameters m and n are used to fit the experimentally
(or theoretically) known critical point. At ρ0 the sound ve-
locity is allowed to be discontinuous.
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2. A well known rule for the TF mixing of elements [2]
was added to MPQeos-JWGU. The ionic contribution and
the bonding correction are handled as a single species with
a mean atomic number Z¯ and weight A¯. For the electronic
contribution of a mixture the partial volumes of all species
k are iteratively adjusted in order to equilibrate the TF pres-
sures pe,k and to fulfill an additive volume rule.
3. In the original MPQeos the liquid-vapor phase coex-
istence was calculated for each isotherm below Tc by us-
ing Maxwells computationally very intensive geometrical
rule. In MPQeos-JWGU a new routine, which calculates
the saturated vapor pressure for each isotherm below Tc by
equating the values of the Gibbs free energy and pressure
on the liquid and vapor branches of the binodal, is applied.
Fig. 1 shows the EOS of SiO2 calculated with MPQeos-
JWGU. The parameters, ρ0 = 2.2 g/cm3, T0 = 300 K,
and K0 = 37 GPa, were used. The parameters of the soft-
sphere model, ǫcoh = 9.74 kJ/g, m = 0.8, and n = 2.8,
were adjusted such as to make the critical point approach
data by Iosilevskiy and Gryaznov: Tc = 6300 K, pc =
3500 bar, and ρc = 0.65 g/cm3.
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Figure 1: Equation of state of SiO2 on the volume-pressure
phase plane. Shown are the isotherms with and without the
Maxwell construction; the binodal and the spinodal touch
each other at the critical point CP.
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Dynamics of volumetrically heated matter passing through metastable states ∗
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A self-consistent model for simulating the dynamic be-
havior of matter passing through the metastable states in
the two-phase liquid-vapor region of the phase diagram is
formulated [1]. It is based on the local criterion of explo-
sive boiling, derived by applying the theory of homoge-
neous nucleation in superheated liquids and can be used
in situations where the distribution of thermodynamic pa-
rameters is non-uniform. Figure 1 gives a schematic tra-
jectory of a volumetrically heated sample passing through
the metastable states. Initially, the sample of a thickness l
is heated uniformly in a quasi-static manner, which means
slowly by comparison with the sonic time, ts = l/cs (cs is
the speed of sound). The first-order quasi-static solution for
the fluid velocity is u(t, x) = ax, where a = Γq/c2s. Here
Γ is the Gru¨neisen coefficient and q is the heating rate. The
condition for the quasi-static solution is hereby ats ≪ 1.
At the Fig. 1 the trajectory of the heated foil starts from the
point O at T = 0, crosses the binodal at B0 and undergoes
an explosive boiling B1 → B2 at B1.
The criterion for the instantaneous and irreversible tran-
sition to the equilibrium EOS at point B1 is given by
NVc
(
3σ
pim
)1/2 [
d
dt
(
−Wc
T
)]−1
exp
(
−Wc
T
)
=
ρl(T2)− ρ
ρl(T2)− ρv(T2) .
Here, N is the concentration of molecules, Vc is the volume
of a critical bubble, Wc is the minimum work needed to
create a critical bubble and m is the mass of one molecule.
ρl and ρv are the densities along the liquid and the vapor
branches of the binodal. The equilibrium temperature T2 is
implicitly defined by the transition constraints of constant
density and specific internal energy. One can prove that
T2 > T1 and p2 > p1.
To illustrate the method, simulations for a thin foil made
of SiO2 heated volumetrically with q = 1011 J g−1 s−1
are performed. Equations of state for SiO2 are provided
by the MPQeos-JWGU model [2]. The foil of a thickness
l0 = 10µm is divided into 100 mesh intervals. At t = 0 the
linear velocity profile u(0, x) = ax is assumed to suppress
quasi-static oscillations (ul0 = u(0, l0) = 3528 cm/s). Fig-
ure 2 shows the trajectories of three selected Lagrangian
cells. For illustrative reasons the initial pressure is set
equal to p0 = 0.5 kbar. The foil obeys the metastable
EOS until the criterion for explosive boiling is fulfilled at
tb = 52.95 ns and T1 = 3923K. During the transition the
temperature raises to T2 = 3964Kelvin and the pressure
jumps up to p2 = 1.65 kbar. At the moment of explosive
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Figure 1: Schematic view of the evolution of the thermo-
dynamic state of heated matter. p0 is an external pressure.
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Figure 2: Trajectories of three selected Lagrangian cells of
the simulated SiO2 foil on the (v, p) phase plane.
boiling a jump in the surface velocity ul by a factor of 10 is
observed. This could be used to measure tb in the ion beam
experiments at the HHT area. It is seen from the Fig. 2, that
after the transition the trajectories of the inner foil elements
virtually stick to the binodal. Such behavior is caused by a
large drop in cs across the binodal.
References
[1] S. Faik, M. M. Basko, An. Tauschwitz, I. L. Iosilevskiy, and
J. A. Maruhn, submitted for publication.
[2] S. Faik, et. al.; ”MPQeos-JWGU: A new equation-of-state
package for warm/hot dense matter”, this report.
PNI-PP-13 GSI SCIENTIFIC REPORT 2011
446
Analysis of self-consistent field models for warm dense matter∗
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The quasizone model [1, 2] and the INFERNO model
[3, 4] implemented in the TH BAND code and in the RE-
SEOS code developed at the Keldysh Institute of Applied
Mathematics are analyzed in view of warm dense matter
opacity calculations. Both models use an average atom
approximation with local exchange in the electroneutral
spherical cell, where the self-consistent interatomic poten-
tial is calculated, but the boundary conditions for electron
wave functions are extremely different.
In the INFERNO model the spherical atomic cell is
merged in an uniformly distributed ion background of pos-
itive charge with density ρ. The electron density outside
the cell is assumed to be constant and equal to its asymp-
totic value ρ. The Dirac equation is used to obtain the
one-electron wave functions in the self-consistent potential
V (r), and the resonant wave function is a special solution
for the Dirac equation with certain boundary conditions.
The potential is obtained from the free energy minimum
condition. In the quasizone model the most general bound-
ary conditions for the wave function resulting from trans-
lational symmetry are used. At the boundary of the spher-
ical cell (r = r0) we have for the wave function Ψγ(~r )
|Ψγ(~r )|2 = |Ψγ(−~r )|2 or Ψγ(~r ) = ei~k~r Φγ~k(~r ), where
γ is the set of quantum numbers for one-electron states, ~k
is an arbitrary real constant vector (quasi-momentum) and
Φγ~k(~r ) is a periodic function.
When increasing the matter density the upper energy lev-
els in the INFERNO model are merged into continuum. In
this case the sharp maxima for the continuum density of
states are located in a very narrow intervals of energy (the
resonances), which are similar to that of the bound lev-
els. With further density increase the maxima dissolve in
the continuum spectrum providing smooth transitions from
bound states to continuous states. An example for such be-
havior is shown in Fig. 1. In the quasizone model we get
energy bands instead of bound levels when the density of
matter is increased. Again, as a result one obtains a smooth
dependence of thermodynamic and optical properties over
temperature and density. Figure 2 shows results for energy
bands εnℓm(k) in gold at a temperature of T = 1 eV and a
density of ρ = 125 g/cm3. For energies greater than 12 eV
the bands are overlapped and form a continuum.
The correct description of the spectrum structure in view
of resonant states and quasizones allows to obtain reason-
able and smooth thermodynamic and optical characteristics
of dense plasmas in a wide range of temperature and den-
sity. A comparison of transmission in the XUV region cal-
culated with the RESEOS code for heated bismuth foils [5]
is presented in Fig. 3.
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For indirect homogeneous heating of low-Z triacetate-
cellulose (TAC) foam targets, used in experiments on ion 
energy loss in plasma, a large (Ø > 1 mm) soft X-ray 
source with a Planckian equivalent radiative temperature 
of 30 to 50 eV is required. In this temperature region soft 
X-rays are effectively absorbed by low Z low density pol-
ymer layers. More energetic radiation above 1 keV passes 
through the 200 μg/cm2 TAC-layer without attenuation 
giving no input into the process of foam heating.  
As a X-ray source an Au-hohlraum constructed as a 
1,8 mm long cylinder  of 1,3 to 1,5 mm in diameter, driv-
en by the PHELIX-laser (Nd:glass at 2 ω) with a pulse 
length of 1,4 ns, a spot diameter of 200 μm and a laser 
energy of up to 180 J. The thickness of the Au-wall is 
12,5 μm, the Au-cylinder is surrounded  by an Al-holder. 
The hohlraum top served as an entrance laser hole, the 
bottom was covered with a foam layer of 0.5 – 1 mm 
thickness. 
The experimental setup includes spectral, spatial and 
temporal measurements by grating and mica spectrome-
ters, pinhole cameras and X-ray diodes [1].  
 
The pinhole images of the both sides Au-hohlraum  have 
been made. One can observe more heterogeneous struc-
ture of the hohlraum plasma radiation compared to the 
experiments with 1ω PHELIX-option [1]. The XRD sig-
nal shows long lasting (> 10 ns) X-ray emission with a 
small second peak at 6 ns (fig.1).  
 
According to hydrodynamic simulations carried out using 
the code RALEF II [3] this heterogeneity is caused by the 
radiation of the hot plasma in the laser - hohlraum wall 
interaction region and by the near centre collision of the 
plasma plums, propagating from the opposite sides of the 
hohlraum wall, at around 5-6 ns (see fig.2).  After 10 ns 
hohlraum plasma reaches thermodynamic equilibrium 
with the themperature of 30 eV providing long lasting soft 
X-ray source for effective heating of the foam layer. 
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Figure 1: Pin-hole image of the hohlraum plasma in the
photon energy region >200 eV and temporal evolution of
the soft x-ray signal measured by means of an X-ray di-
ode (XRD) 
Figure 2: Simulations of the hohlraum plasma, density 
(upper line) and temperature (lower line) distribution at 
1 ns, 6 ns and 15 ns, axes are in millimetre, (code RALE-
FII), ELaser = 100 J, I = 1014 W/cm2 
* Work supported by DFG contract No. 586477; WTZ-
Project, GSI and EMMI 
PNI-PP-15 GSI SCIENTIFIC REPORT 2011
448
GSITemplate2007 
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For combined experiments on interaction of heavy ion 
beams with ionized matter a high density plasma target 
with homogeneous plasma parameters is required. For 
these purposes we develop the combined target which 
consists of the Au-hohlraum (converter) and low density 
foam target heated by the hohlraum radiation before 
probed with an ion beam. Foam targets are rather 
promising due to the effective conversion of the deposited 
radiation energy into the internal plasma energy and slow 
hydrodynamic response on the heating [1].  Such CHO -
plasma with expected electron temperature of T=20-30 
eV and electron density of ne=1021 is in the 
thermodynamic equilibrium (TE).  
In experiments carried out in March and August 2011 
in the frame of the experimental projects P014 and U266,  
transmission properties of the 2 mg/cc 0.5 – 1mm thick 
polymer layers heated by hohlraum radiation have been 
investigated. Hydrodynamic calculations including 
radiation transport [1] showed a strong dependence of the 
CHO-plasma transmission properties for soft X–rays (50-
1000eV) on the hohlraum temperature and the 
temperature of the heated to plasma foam. According to 
numerical simulations, transmission of 1mm thick 2 
mg/cc CHO foam layers used in experiments is changing 
in this photon region from 7% up to 70% if the hohlraum 
temperature rises from 20 to 50 eV.  
 
Figure 1a: experimental scheme 
 
 
Figure 1b:  X-ray diode signals: XRD1- hohlraum ra-
diation, XRD2 – hohlraum radiation transmitted by 1mm 
thick CHO plasma layer. Trad1- an equivalent hohlraum 
radiation temperature; Trad2 – the hohlraum “tempera-
ture” viewed through the CHO-plasma.  
For the measurements of the CHO-plasma transmission 
properties in dependence on the hohlraum temperature 
two cross-calibrated X-ray vacuum diodes with Carbon 
cathodes covered with 0.9 mm Mylar filters were used. 
XRD1 was placed in front of the opened part of the 
hohlraum measuring the temporal evolution of the hohl-
raum radiation (fig. 1a). The similar X-ray diode, XRD2, 
was placed from the target back-side measuring the 
hohlraum radiation after transmission through 1mm thick 
foam layer heated by this radiation to a plasma state. Fig. 
1b shows the time evolution of both signals. Since the 
XRDs are absolutely calibrated, one can conclude about 
the evolution of the hohlraum temperature Trad1, Trad2.  
The ratio of these two signals gives the time evolution 
of the TAC-plasma transmission (see fig.2) for soft X-ray 
generated in the Au-hohlraum.  
 
Figure 2:  time evolution of the CHO-plasma transmission  
The measured plasma transmission varies between 18 
and 22 %, according to the numerical simulations is of   
18%.The best agreement between the numerical 
simulations and experimental data occurs at the foam 
temperature of 25-27 eV. 
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Measurements of the Heavy Ion Stopping in X-ray heated low-density 
nanostructured targets*
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  Goal  of  the  experimental  project  U266  using  the 
combination  of  the  petawatt  PHELIX-laser  (2ω;  180J; 
1,4ns)  and UNILAC ion beam, were measurements of the 
difference between the ion energy loss in cold and ionized 
matter. 
  In order to achieve reliable data, a plasma target with 
homogeneous in time- (~5ns) and space- (~1mm) plasma
parameters,  such as  density,  temperature  and  ionization 
degree has to be used. 
  To create such a plasma, low density (2mg/cc),  up to 
1mm thick CHO-foam layers were volumetrically heated 
by soft X-rays. This indirect heating was realised through 
a  nanosecond   PHELIX  laser  pulse  fired  at  the  Au-
hohlraum, which transformed the laser's energy into soft-
X-ray radiation.
  A cellulose-triacetate-(TAC)-foam (C12H16O8) was used, 
for effective conversion of the absorbed radiation energy 
into internal plasma energy, thus creating, within a sub-
nanosecond  time-scale,  a  homogeneous,  hydrodynamic 
stable plasma, with an electron density of  ne~1021  cm-3 
and temperatures of 20-30 eV.
Figure 1: Construction within the Z6-Targetchamber
  In experiments (Fig. 1), the Au-hohlraum (1) was irradi-
ated  by  a  nanosecond  PHELIX-laser  pulse  (3)  with  a 
200um spot size  on the wall.  Soft-X-ray radiation with 
close to the Planckian spectral distribution was propagat-
ing into the foam layer (2) and heating it volumetrically to 
the plasma state. 
  The  4.77  MeV/u  Ti12+-beam  with  36MHz  RFQ-fre-
quency,  enters  the  target  chamber  opposite  to  the  laser 
beam direction (fig.1). The Ti12+beam was striped in the 
target chamber up to the equilibrium charge state distribu-
tion by means of the 90 μm/cm2 carbon foil (5) and col-
limated on to the foam target using a carbon collimator 
(6) having a hole of 0.5mm in diameter. 
The ion energy loss was analysed by means of Time of 
flight (TOF) method using a diamond detector (7) placed 
12.13m apart the interaction region.
The  Ti-ions  energy loss  in  cold  (ΔEcold)  and  ionized 
(ΔEPl)  matter was measured by comparing the ion TOF 
after  interaction  with  the  target  with  TOF  in  vacuum 
(Fig.2).  Measurements  were  carried  out  for  different 
delays (Δt) between laser- (green-line) and ion- (red-line) 
pulses . 
We obtained up to 1,8 enhancement in  Ti-ion energy 
loss in plasma compared to cold target (Tab.1).
Shot Δt [ns] ∆E Pl∆E Cold
No. 18 4,667 1,852
No. 26 17,170 1,595
No. 27 14,050 1,283
No. 28 13,053 1,625
No. 31 8,853 1,624
No. 32 9,200 1,615
Table 1: Measurements          Figure 2: Shot 27-TAC 4.4
  During our next beam-time, we plan to analyse the gold-
plasma  dynamics  inside  the  hohlraum,  as  well  as  the 
lifetime of homogeneous plasma.
  We would like to thank A. Blazevic, W. Cayzak and M. 
Roth  for  their  support  with  the  ion  energy-loss 
measurements . 
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Introduction
X-ray Thomson scattering is a very powerful technique
to study warm dense matter which means materials around
solid density and temperatures of 0.5 to 10 eV [1]. It gives
the possibility for the direct measurement of plasma param-
eters like temperature, density of free electrons, degree of
ionization and the microscopic structure of a warm dense
matter sample. Therefore, X-ray Thomson scattering is a
central diagnostics for all three upcoming plasma physics
experiments at FAIR (HIHEX, LAPLAS, WDM) which
aim for a precise characterization of warm dense matter [2].
Hence, the accumulation of experience with X-ray Thom-
son scattering experiments at GSI and using the laser sys-
tem PHELIX as pulsed X-ray source of high brilliance is
of major importance for the success of these future experi-
ments at FAIR.
Experiment
At GSI, a first X-ray Thomson scattering experiment for
the characterization of warm dense matter created by laser-
driven shocks was realized in April 2011 [3]. The laser sys-
tem nhelix with pulse energies of 65 J and pulse durations
of 10 ns was used for the compression of graphite samples
(fig. 1). The ns-option of the PHELIX system at Z6 (150 J,
1 ns) was focused on a Ti foil and created enough X-rays
of Ti-He-α line radiation (4.75 keV) for a successful X-ray
scattering experiment. In fact, a conversion efficiency of
up to 5×10−3 could be achieved. The scattering angle was
chosen to be (126±10)◦ which ensures scattering in the
non-collective regime (scattering on single electrons). As a
pre-experiment the thermodynamic state in the shock wave
was characterized by a classical measurement of shock ve-
locity and particle velocity. The shock speed was measured
by looking at the self emission of the shock breakout with
a visible streak camera. Additionally, the particle velocity
was measured via the expansion of the shock release with
a multi-frame shadowgraphy instrument.
Results
The resulting pressure of the shocked carbon was around
1 Mbar. In this region, the stable state of the shocked
graphite is either hexagonal diamond or liquid carbon. X-
ray Thomson scattering is able to resolve this change in
microscopic structure. Within the applied angle range
the elastic contribution to the scattering increases strongly
∗d.kraus@gsi.de
for hexagonal diamond and liquid carbon compared to
cold graphite whereas the inelastic part remains nearly
unchanged for all three phases and the chosen geometry.
These characteristics were directly seen in the experiment.
The total transit time of the shock through the 190µm
thick carbon sample was 16 ns. As the duration of the
X-ray source is only 1 ns, it is possible to follow the mo-
tion through the sample by using different time delays. As
the photons enter the sample from the opposite side of the
shock drive the signal rises stronger at later times in this
backscattering geometry. Due to the exponential attenu-
ation the probed regions closer to the X-ray source con-
tribute most to the recorded signal. The contribution of the
hot plasma of the shock drive to the scattering can be esti-
mated to be only ∼1 % and, thus, can be neglected. With
the results of this experiment it is not yet possible to distin-
guish between hexagonal diamond or liquid carbon as the
final state after the shock. However, this will be possible in
a future experiment where additional scattering angles will
be covered (scheduled for February/March 2012).
Figure 1: Sketch of the experimental setup at Z6: For the
target design, it is crucial to ensure the shielding of the scat-
tering spectrometer from a direct line-of-sight to the X-ray
source. Additionally, the scattering angle has to be well de-
fined. This was realized with special micro-machining and
galvanic techniques in the target laboratory of TU Darm-
stadt.
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Intense ultrashort hard X-ray can serve as a novel tool 
for structural analysis of complex systems with unprece-
dented temporal and spatial resolution [1]. However, hard 
X-ray generation based on insertion devices like undula-
tors in conventional accelerators requires GeV range elec-
tron energies and thus large installations. The most prom-
inent examples of such sources are the X-ray free electron 
laser projects that are currently under construction [2].  
Here, we propose the replacement of the magnetic un-
dulator by an optical light wave and the implementation 
of this scheme, also well-known as the Thomson back-
scattering [3], at the radiation source ELBE. In this 
scheme, electrons oscillating in the light field emit Dop-
pler-upshifted radiation (proportional to the square of the 
relativistic energy γ) into a relativistically contracted solid 
angle cone (proportional to 1/γ) in the laboratory. Al-
though the brilliance as well as the total number of pho-
tons expected from this process cannot compete with the 
XFEL approach, it should be sufficient for a number of 
applications where the short pulse duration and the simul-
taneous availability of 100 TW class laser radiation can 
be exploited. Pump-probe experiments analysing laser 
induced melting and re-crystallization or temporal X-ray 
probing of warm dense matter only represent a small 
range of applications that will be the topic of further pro-
posals. 
 
Fig. 1: Thomson backscattering experimental setup. 
Experimental setup 
A schematic drawing of the setup is presented in figure 
2. Electron beams with energy of 24, 27 and 30 MeV and 
charge of 70 pC from the radiation source ELBE were 
transported into the interaction chamber located in room 
111b of the ELBE building. Inside the chamber these 
electron beams were focused by a set of permanent quad-
rupole magnets onto the interaction point, where they 
collided with synchronized counter-propagating laser 
beams from the DRACO Tisa laser system. The scattered 
X-ray photons pass a kapton window at the end of the 
vacuum chamber and enter the diagnostic area shielded 
with lead bricks. A dipole magnet was installed down-
stream of the interaction point to deflect the electron 
beams towards the electron beam dump made from a 
thick aluminium block. 
Preliminary Results 
The generated x-rays are highly collimated and can be 
reliably adjusted from 5.5 to 23.5 keV by tuning the elec-
tron energy (24 MeV to 30 Mev) and the laser intensity. 
Ensuring the spatio-temporal overlap at the interaction 
point and suppressing the Bremsstrahlung background we 
have achieved a signal to noise ratio of greater than 300. 
Together with the use of an x-ray camera (resolution of 
250 eV FWHM) to record the x-ray beam profile (in 
Fig.2) and the energy spectrum (in Fig.3), we were able to 
resolve the angular-energy correlation and to study the 
influence of the beam emittance on the observed band-
width. This experiment serves as an important step to-
wards a compact tuneable source of ultrashort hard x-ray 
pulses at the ELBE. 
 
Fig. 2: The measured x-ray beam profile on the CCD. 
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Fig. 3: Angular-energy correlation of the x-ray beams. 
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Matter at high energy density (HED), at pressures ex-
ceeding 1 Mbar, is prevalent in many compact astrophysi-
cal objects. In the laboratory HED matter can be gener-
ated by use of high-intensity drivers, such as powerful 
lasers or heavy ion facilities. This offers the opportunity 
to test modelling of dense matter properties, such as the 
equation-of-state or opacities. 
Using GSI’s high-energy short-pulse laser facility 
PHELIX we have recently employed hot electrons to iso-
chorically heat solid density matter. Upon laser irradiation 
of matter at relativistic intensities (>1018W/cm2) about 
10% of the laser energy is converted to a fraction of ener-
getic (“hot”) electrons with ranges of several 100μm in 
matter at solid density. In our experiment we have irradi-
ated Titanium wires (diameters 50 and 80μm) with laser 
pulses of up to 50J of energy. The K-alpha fluorescence 
excited within the target by the fast electrons is recorded 
with an absolutely calibrated spectrometer providing a 
spatial resolution of 25μm along the wire axis. 
We have modelled the fast electron transport and K-
alpha generation within the wire both with a 1D colli-
sional model, where we include ohmic heating using the 
“rigid beam model” [1], and with the 3D hybrid PIC code 
ZUMA. Both models accurately reproduce the Kα emis-
sion emitted along the wire. This allows us to assess the 
energy deposited by the hot electrons in the bulk target. 
We find a temperature distribution reaching from >150 
eV (wire-tip) down to ~2 eV (1000 μm from the tip).  
The relaxation time of the hot electron population is of 
the order ps, short compared to the hydrodynamic evolu-
tion of the target. Thus the rapid heating is well separated 
in time from the subsequent expansion of the target. 
We have employed the second laser beam of the new 
double-beam option of PHELIX to drive an intense hard 
x-ray back-lighter to take radiographic images of the ex-
ploding wire [2]. Variation of the delay between the 
heater and the back-lighter laser pulse allowed us to fol-
low the wire expansion in time. Careful characterization 
of the x-ray back-lighter spectrum was required to deter-
mine the absolute mass density of the expanding matter 
for comparison of the radiographic images to radiation 
hydrodynamic calculations (fig. 1). The energy deposition 
as determined from the Kα emission was used as initial 
condition. Comparing simulations in 1D- and 2D-
cylindrical geometry with and without radiation revealed 
that 2D effects as well as effects from radiation transport 
are negligible, and the expansion is well described as a 
1D isentropic expansion. 
With this clean experimental realization of HED matter, 
these measurements hold the potential of an alternative 
method for testing EOS models in the WDM regime [4].  
 
Figure 1: Comparison of radiographic shodow depth vs. 
1D hydro-simulation of Titanium expanding at initially  
10 eV and solid density 
 
While the temporal and spatial resolution of the meas-
urement are sufficient, improvements in the image signal-
to-noise and back-lighter spectrum characterization are 
required to reduce the uncertainty of the absolute density 
measurement. We expect this to be feasible by shielding 
the intense x-ray emission from the tip of the laser irradi-
ated wire and adding a static calibration target at the im-
aging plane.  
To assess the potential of laser driven hard x-ray 
sources as back-lighters for dense plasmas created at 
FAIR, we have performed Monte-Carlo simulations of the 
back-lighter spectrum for various laser irradiation condi-
tions. The calculations were benchmarked with results of  
the recent experiment on the back-lighter spectral compo-
sition. Our modelling shows that a 100J-class ps-laser 
driven x-ray source will provide a sufficient flux of x-ray 
radiation energetic enough to penetrate the high ρ-r tar-
gets as produced in HIHEX scheme 
We believe this adds to the strong case for a high en-
ergy short pulse laser as diagnostic tool for plasma phys-
ics experiments at FAIR. 
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Laser irradiation of matter at relativistic intensities re-
sults in a significant fraction of laser energy converted to 
hot (~MeV) electrons. When using “reduced-mass tar-
gets” with dimensions smaller than the range of these 
energetic electrons (~mm) electrostatic sheath fields con-
fine the majority of the electrons to the target volume. 
This allows concentrating a large fraction of the laser en-
ergy to a small amount of matter, thus efficiently produc-
ing matter at extreme energy densities with moderate size 
laser systems (see e.g. [1,2]). Here we have used for the 
first time Rayleigh droplet beams (RDBs) as reduced 
mass targets, which offer an attractive alternative com-
pared to individually mounted micron-sized targets that 
have been employed so far. A RDB is produced by forcing 
a liquid in a laminar flow through a small orifice into 
vacuum. Initially, the liquid emerges as a continuous, cy-
lindrical jet, before it eventually spontaneously breaks up 
as a result of surface tension instabilities into a stream of 
spherical droplets. Liquid jets deliver a uniquely func-
tional, boundary-free and self-replenishing target beam, 
and have found widespread applications in diverse inter-
disciplinary fields. 
The experiments were carried out at the PHELIX facil-
ity at the GSI Helmholtz-Center for Heavy Ion Research 
at Darmstadt/Germany. For our experiment we have ex-
tracted laser pulses after the pre-amplifier stage, at an 
energy level of up to 5J. After temporal compression 
down to 370 fs, pulse energies of up to 2.5 J were avail-
able for irradiation of the droplet beams. The pulses were 
focused with a 90° off-axis parabola to a focal spot size of 
<6μm, producing peak intensities of 1019 W/cm2. Syn-
chronization of the droplets with the laser system is 
achieved by triggering the entire laser amplifier chain off 
a signal derived from the HF-oscillator that excites the 
piezo driving the Raleigh break-up of the droplet beam. 
The x-ray emission of the Argon droplets is spectrally 
dispersed by a cylindrically curved graphite crystal and 
the spectra are recorded using a back-illuminated scien-
tific grade CCD-camera (Andor DX420-BN). The spec-
tral range of the spectrometer was designed to cover the 
entire K-shell emission spectrum of Argon, reaching from 
the cold K-alpha line at 2.96keV to the Hydrogen-like 
Argon 1s-2p transition (Ly-alpha) at 3.32 keV. Fig. 1 
shows a typical spectrum obtained from a 20μm diameter 
Ar-droplet, irradiated with 2.4 J of laser energy. The 
strong He-like line emission at 3.14 keV as well as the 
Ly-alpha line is attributed to the high-temperature 
(kT~keV) blow-off plasma, where the laser pulse is ab-
sorbed at the critical density. The K-alpha line originates 
from fluorescence decay following collisional ionization 
of K-shell electrons by the relativistic electron population 
produced in the intense laser plasma interaction. The total 
yield of K-alpha radiation indicates a coupling of 1.5% of 
the laser energy to relativistic electrons.  
The strong K-alpha line observed from our spectra is 
emitted from Ar-ions with charge states Ar1+ to Ar8+. 
Higher charge states appear as satellites at higher photon 
energies. Detailed fitting of these spectra shows an in-
creased charge state indicating heating of the solid-
density droplet by thermalization of the relativistic elec-
tron population to temperatures well above 100 eV. Time-
integrated high-resolution 2D-images of the droplet ther-
mal XUV emission in a narrow spectral range around 13.7 
nm indicate that the droplet remains close to its initial size 
for an extended time, thus supporting the conclusion that 
the droplets are in fact isochorically heated to matter in 
the regime high-energy density. 
This demonstrates the potential of droplet beams as a 
self-replenishing source of mass-limited targets enabling 
generation of samples of matter at high-energy density at 
high repetition rates for precision experiments. Using the 
recent data, our modelling suggests that matter at Gbar 
pressures can be reached when using the full laser energy 
available from PHELIX. Future experiments are planned 
to explore this potential.  
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Plasma-based X-ray lasers (XRL) possess several dis-
advantageous properties that are related to their genera-
tion process. Being based on the amplification of sponta-
neous emission (ASE), XRL can not provide a significant 
degree of spatial coherence and the beam profiles are 
dominated by characteristic speckle-patterns. The cir-
cumvention of these undesired properties consists in in-
jection-seeding the XRL medium with a spectrally 
matched XUV pulse of a second source, which is typi-
cally either based on high-order harmonic generation 
(HHG) [1, 2] or a second XRL [3, 4]. HHG sources pro-
vide high-quality XUV beams but suffer from small con-
version efficiencies. The spectral overlap between one of 
the harmonic lines and the XRL transition needs to be 
ensured, which can be problematic especially when work-
ing with a Nd:Glass laser like PHELIX [5]. The spectral 
width of HH radiation is significantly larger compared to 
the line width of the XRL transition. This alleviates the 
spectral matching but reduces the efficiency of the seed-
ing process. Utilizing a second XRL for seeding is more 
demanding on the laser system in terms of the required 
pump energy and can not provide the beam quality of-
fered by HHG. However, successful seeding experiments 
have been reported utilizing these techniques, demonstrat-
ing fully coherent and diffraction limited XRL beams.  
On the road of improving the beam quality of the XRL 
at GSI we developed a setup that allows us to operate two 
independent XRL targets simultaneously. The setup is 
based on the in-house developed DGRIP pumping tech-
nique [6], allowing for an efficient pumping including the 
travelling wave excitation (TW) for both of the targets. 
The setup also relies on the PHELIX double-beam option 
originally developed for pump-probe experiments that is 
available since November 2010. This way, each of the 
two XRL targets can be pumped by its individual pump 
beam (Fig. 1).  Due to the symmetry of the setup the XRL 
output of the two targets is propagating in opposite direc-
tions. The XRL pulses can be diagnosed separately or be 
combined in a seed/ amplifier configuration. For the latter 
option one can use a spherical XUV mirror to image the 
output of the first XRL target into the gain zone of the 
second.  
 
 
Figure 1: The Butterfly Configuration. The inset gives a 
more detailed view of the target arrangement [7]. 
A first successful experiment using this experimental 
scheme that we refer to as Butterfly configuration has 
been carried out in 2011. The results hold the promise of 
the determination of the life time of the gain in a tran-
sient, Ni-like silver XRL [8]. Simulations of the temporal 
development of the seeded XRL signal utilizing the Max-
well-Bloch code DeepOne [9] are in progress. A succeed-
ing beam-time in 2012 is planned using molybdenum as 
target material, allowing us to carry out the experiment at 
higher laser repetition-rate and thus provide more valu-
able input for the development of the DeepOne code. 
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Enhancement ofKα yield from a metal foil covered with
metal rods of submicron sizes, with low aspect ratio, irra-
diated by a p-polarized femtosecond laser pulses of about
1017 W cm−2 intensity is demonstrated [1]. Obtained rel-
ative increase in Kα X-ray line emission is explained with
a model of vacuum heating of fast electrons [2, 3].
An absolute yield of X-ray characteristic Kα-radiation
for p-polarized laser pulses was investigated experimen-
tally depending on a target type. There were three target
types used: Cu foils of 8 and 31 µm thicknesses and a tar-
get with Cu rods. The Cu nano-rods target consists of about
108 rods cm−2, each of 500 nm in diameter and about 1 µm
of height (about 20% of the solid density). The nano-rods
were supported by the 8 µm thick Cu layer, obtained by
means of electrochemical deposition. This layer serves as
a bulk material for production of Kα-radiation by hot elec-
trons generated in the interaction of ultrashort laser pulses
with the nano-structured surface.
A laser energy value in the experiments was 9.2 ± 0.5
mJ. With pulse duration of 40 fs and laser spot diameter
of 14 µm, it results in the maximum laser intensity on a
target surface of 1.4 × 1017 W cm−2. Amplified sponta-
neous emission intensity in the nanosecond time domain
does not exceed 10−8. The angle between a target surface
normal and a p-polarized laser beam was set to be 45± 2◦.
X-ray characteristic spectra were investigated using abso-
lutely calibrated focusing crystal von Hamos spectrometer.
The angle of inclination of the spectrometer axis to the tar-
get surface normal was 30◦.
In spite of the high contrast laser pulses used in the dis-
cussed experiments, pilot modeling of the surface mod-
ifications under the action of the nano-second prepulse
showed some smearing of the initial inhomogeneity of the
target surface covered with micron sized rods. At the same
time, a surface roughness with the typical scale on the or-
der of micron remains, keeping sharp density gradients. To
estimate the influence of a clustered surface on Kα genera-
tion, we considered the model of characteristic X-ray emis-
sion from a foil covered with half-spherical clusters (as an
approximate model of the surface with rods of low aspect
ratio modified by prepulses) taking into account given laser
pulse and target parameters.
Calculations carried out for polished copper foils of
8 and 31 µm thicknesses according to the model with
Maxwellian distribution of hot electrons [2] giveKα yields
from the foil front side of 4.4 × 108 and 6 × 108 photons,
respectively. Taking into account isotropic emission of X-
rays in the context of considered model, these numbers (re-
calculated per steradian) are in reasonable agreement with
measuredKα yields (0.95±0.2)×108 and (1.3±0.2)×108
photons (steradian×pulse)−1, respectively, and reproduce
well the relative increase of Kα emission with increase of
the foil thickness.
For a foil, as in case of a solid substrate [3], dependence
of Kα yield on the cluster size shows a sharp maximum at
ρ = piD/λ ≈ 1, with D being the cluster diameter (Fig. 1).
Measured relative increase in X-ray yield from the foil of
8 µm thickness with clustered surface equal to 1.7 is best
fitted by the clusters of 0.5 µm diameter at ρ = 2. This
increase is caused by enhancement of accelerating electric
field at the cluster surface [3].
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Figure 1: Relative increase in Kα yield from a copper foil
of 8 µm thickness versus ρ.
Obtained results indicate an applicability of the used
model, based on the vacuum heating of electrons, under
conditions of carried out experiments and show an avail-
ability of nano-structured targets for increasing of Kα ra-
diation under the action of high contrast femtosecond laser
pulses.
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The propagation of relativistic electrons with the initial
energies > 100MeV in a number of simple laser field
configurations with circular polarization was studied by
solving the relativistic equation of motion in the Landau-
Lifschitz approach [1], to account for the radiation fric-
tion force. The radiation back-reaction on the electron dy-
namics becomes visible at dimensionless field amplitudes
a > 10 at these high particle energies. Analytical expres-
sions could be derived for the energy and the longitudinal
momentum of the electron, the frequency shift factors of
the light scattered by the electron and the particle trajec-
tories. These findings were compared with the numerical
solutions of the basic equations. A strong radiation damp-
ing effect results in reduced light scattering forming at the
same time a broad quasi-continuous spectrum [2].
In this Contribution, the electron dynamics in the strong
field of a quasistationary laser piston is reported (see
Fig. 1), which may serve as an efficient ponderomotive ion
acceleration scheme [3]. The radiation friction force may
stop an escaping relativistic electron after the propagation
over several laser wavelengths at high laser field strengths,
which supports the formation of a stable piston regime.
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Figure 1: Interaction scheme: A relativistic classical elec-
tron escapes the quasistationary laser piston, which is
pushed by an ultraintense plane laser wave (amplitude a1,
wave vector ~k1, carrier frequency ω1 = k1 c) with the ve-
locity ~vf . The electron has the initial velocity ~v0 and inter-
acts with the fields of the incident ~k1 and reflected ~k2 laser
waves. Thereby, high-energy photons are transmitted due
to nonlinear Thomson scattering as well as due to emission
by the electron itself.
It is instructive to study the electron trajectories and the
related radiation spectra. The spectral intensities of the
first ten harmonics emitted in the drift direction of the elec-
tron along the x-axis (towards the incident wave) at disre-
garded radiation damping are displayed in Fig.2 (a). Panel
∗Work supported by the Region Aquitaine under project No. 34293,
by the European support program Marie Curie IRSES project # 230777,
and by EURATOM in the framework of keep-in-touch activities
(b) shows the corresponding spectra for the case of a stand-
ing wave, when a laser wave with the same field amplitude
is totally reflected by a static mirror. The spectra of both
demonstrated cases are normalized with help of the corre-
sponding upshift factors Mp and Ms. The analytical esti-
mate for the piston case isMp = (1+βx)/(1−βx), with the
averaged drift velocity βx = β0
√
1− 2a21/[γ20(1 + βf )],
where βf is the piston velocity vf normalized to the speed
of light. It amounts to ≈ 21 for the initial parameters used
in this figure. In the standing wave case, we get Ms = 16
for βx = β0
√
1− 2a21/γ20 .
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Figure 2: Electron motion in the ultrastrong field behind a
stationary laser piston (a, c), and in a standing wave with
the same incident laser field. Spectral intensities of the ra-
diation emitted in the direction of the electron drift motion
without the radiation damping effect (solid lines) and with
the account for this effect (dotted curves in the background)
are plotted in the upper panels (a) and (b), the transverse
projections of the electron trajectories with radiation damp-
ing (dotted curves) and without it (solid lines) are depicted
in the lower panels (c, d). The initial electron energy is
γ0 = 300, the laser field strenghts are given in the panel
titels. The dot-dashed curves display analytical estimates
derived in the proper frame of the electron.
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Figure 1: Drawing of the cryogenic test rig
Abstract
Laser driven particle acceleration and measurements of
ion energy loss in plasma largely rely on suitable targets to
achieve good particle beam and plasma quality. Recent re-
search results [2] indicate that cryogenic targets allow for
very high ion energies. Advantages of our cryogenic tar-
gets include high purity at solid density in a self-supported
structure as well as fitness for medium repetition rates.
Within the HIGH POWER LASER ENERGY RESEARCH
(HiPER) collaboration our group works on thin cryogenic
targets from deuterium and hydrogen to be used in exper-
iments on laser driven ion acceleration and energy loss in
plasma.
Experimental Setup
Our setup for making cryogenic targets consists of a vac-
uum chamber with a cooling head attached, a custom-built
growing chamber, and various diagnostics. With this setup
we are able to make cryogenic targets from a large variety
of gases, including argon, deuterium, hydrogen, and neon
(see [1]).
In 2011 we improved the experimental setup for grow-
ing the targets significantly and we were able to make
solid cryogenic targets with an initial thickness of some mi-
crometers from deuterium. We installed an actively cooled
shield for shielding the target from thermal radiation and a
heating device so that the temperature inside the growing
chamber can be adjusted accurate to 0.1 Kelvin.
To measure the thickness of the target in real-time we
installed an interferometer with an accuracy better than
0.1 micrometer. A motorized three axis system of linear
stages to scan the target surface and generate a surface pro-
∗Work supported by HIGH POWER LASER ENERGY RESEARCH
(HiPER) and BUNDESMINISTERIUM FU¨R BILDUNG UND FORSCHUNG
(BMBF).
Figure 2: Photograph of the growing chamber
file is currently under construction. A drawing of our ex-
perimental test rig and a photograph of the growing cham-
ber are shown in Figure 1 and Figure 2, respectively.
Outlook
For 2012 we have been granted several weeks of beam-
time at both the PHELIX and the UNILAC facilities for
experiments with cryogenic targets. The beamtime granted
will be divided in at least two experimental campaigns.
One of these campaigns will aim at accelerating protons
to energies above 100 MeV by exploiting the BREAKOUT
AFTERBURNER (BOA) regime [2]. Therefore, targets with
thicknesses in the range of tens of nanometers to few mi-
crometers are necessary.
In another experimental campaign we will use cryogenic
targets to generate homogenous plasma at high densities.
Therefore, we will heat the target directly with the PHE-
LIX beam and measure the energy loss of heavy ions ac-
celerated by the UNILAC transversing plasma created. [3]
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Spherical theta pinch for plasma stripper applications 
C. Teske1, Ge Xu1, J. Jacoby1, Ying Liu1, and J. Wiechula1 
1Inst. für Angewandte Physik, J. W. Goethe-Universität, D-60438 Frankfurt am Main, Germany
A spherical theta pinch (spherical T-pinch) plasma source 
has recently been investigated by the authors for a large 
variety of applications such as pulsed ion sources and 
plasma strippers. The progression of the corresponding 
experimental setup with discharge energies starting from 
100 J and leading up to the recent device with more than 
2 kJ has been documented in a variety of publications [1, 
2]. A major feature of the discharge device is a large 
spherical vessel surrounded by a multi-turn induction coil 
which is connected to a capacitor bank via low inductance 
transmission line. The resulting resonant circuit usually 
has an eigenfrequency of 10 kHz up to 30 kHz, depending 
on the overall capacitance. Experimental data thus far 
shows that the spherical T-pinch has an excellent energy 
transfer efficiency of up to 85% if the resonant circuit is 
matched to the discharge. Further, it has been demonstrat-
ed that this pulsed inductive discharge device can be dri-
ven by power semiconductors, thus, enabling a higher 
pulse repetition rate [1, 2]. 
Based on the latest insights regarding the spherical T-
pinch a plasma stripper is now being set up with pulse 
energies of more than 4 kJ and induction fields of 1 T 
which is supposed to be assembled at the GSI facility. 
The measurements performed with the current experimen-
tal setup of the spherical T-pinch revealed further support 
for the suggested high energy transfer efficiency of the 
experimental device and its potential to be used as a high 
efficient plasma source [1]. The issue of transformer cou-
pling between the primary circuit and the discharge 
plasma and its importance concerning the transfer effi-
ciency has also been investigated [1]. Finally, a firm evi-
dence of the plasma contraction in form of a photographic 
sequence has been presented [1, 2], which is of consider-
able interest for the application as a stripper device to 
enhance the charge states of high energy ions.  
Since higher pulse repetition rates are desirable for the appli-
cation as a plasma stripper, a suitable solid state switch for 
the pulsed inductive discharge has been developed and tested 
[2]. The authors have already made some experiments with a 
smaller stack for inductive discharge generation, though the 
current rise times were limited to less than 1 kA/μs and the 
pulse energy was well below 100 J. However, for the setup 
of a pulsed inductive plasma stripper device a more sophisti-
cated switch had to be designed in order to achieve the re-
quired pulsed power specifications. First experiments with 
the spherical T-pinch have shown that a transfer effi-
ciency of up to 85% can be achieved with the current ex-
perimental setup. The authors conclude that the energy 
transfer efficiency achieved is mostly due to the improved 
transformer coupling between primary circuit and dis-
charge plasma. Also, the transfer efficiency as a function 
of the gas pressure and the load voltage of the capacitors 
has been measured. The experimental evidence presented 
in [1, 2] shows a shift of the transfer efficiency maximum 
to higher gas pressures with higher load voltages. Mean 
power values reached more than 2 MW inside the plasma. 
 
 
Fig. 1: Experimental setup of the plasma stripper device. 
 
Further investigations will include beam plasma interac-
tions at the Z 6 experimental location in order to deter-
mine the achievable charge states of the beam ions while 
traversing through the pinch plasma.  
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The collision of two plasma sheets, induced by two 
identical coaxial plasma accelerators (PAs) is under 
investigation to provide an intense UV/VUV radiation 
source. The acceleration of the plasma sheets is based on 
the Lorentz force and can be described by the snowplough 
model (SPM) [1].  
According to the SPM a plasma sheet accelerated by 
the Lorentz force drags the neutral gas out of the PA. The 
magnetic field behind the plasma sheet functions as a 
magnetic piston. Due to the acceleration of the plasma a 
strong shockwave is formed, that is able to pre-ionize the 
neutral gas. This preceding shockwave is used as an 
additional heating in the collision area. 
 
 
Fig.1: Experimental setup 
 
The used PAs shown in Fig 1 consist of massive outer 
and massive inner electrodes made of copper. PEEK is 
used as an insulator between both electrodes. First 
experiments were performed using three parallel 
connected capacitors (4000 V, 3 μF) on one side and on 
both sides. Due to low inductance a maximum current of 
34kA was reached with this configuration.  
A single accelerator was used to optimize the PAs. 
Therefore plasma parameters, like electron density, the 
transfer efficiency and the velocity as well as the 
discharge behaviour of the plasma have been studied. To 
determine the transfer efficiency the damping of RLC 
circuits from a short circuit was compared to that in 
plasma operation. A maximum efficiency of 45% was 
reached. It was shown that with increasing gas pressure 
the efficiency is decreasing. The electron density was 
measured using the Stark broadening of the Hβ Line. The 
electron density is increasing with increasing gas pressure 
and had a maximum of 3*1015 cm-3. The velocity was 
measured using a photodiode array. A typical sequence is 
shown in fig. 2. The results given by the photodiode array 
have been compared with a sequence of pictures taken 
from a fast shutter CCD camera. Both results were found 
to be in good agreement with each other. The maximum 
measured velocity with a stored energy of 72 Joule was 
around 23 km/sec.  
 
Fig.2: Photodiode signals 
 
Recently first pictures taken from a fast shutter CCD 
camera provided first information about the collision of 
the two plasma sheets (fig 3.). Each picture from the 
collision area has a delay of 1μsec. The propagation as 
well as the collision of the plasma sheets can be seen. 
Starting with picture 3 a flash in the middle of the two 
plasma fronts appears that ends on picture 5.  
 
 
 
Fig.2: CCD Pictures from a plasma collision 
 
It is intended to conduct further experiments with 
stored energies up to 1.35 kJ, an applied voltage up to 10 
kV on each side and to compare the results from a single 
accelerator to those of the collision case. By increasing 
the stored energy stepwise it is possible to reveal the 
behaviour of the emitted UV/VUV radiation depending 
on the stored energy.  
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intense heavy ion beams*  
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At the HHT area of GSI strongly focused intense beams 
of heavy ions are used to generate high energy density 
(HED) and warm dense matter (WDM) through their im-
pact on solid targets. Typically experiments are carried 
out with 238U73+ beams with a specific energy of 200 – 
500 AMeV, an intensity of 108 – 5⋅109 particles and pulse 
durations between 100 and 1000 ns FWHM.  
In order to reach the physical states of interest these 
beams have to be strongly focused at the target into a spot 
with diameter of less than 1 mm. Since energy deposition 
in the target depends on the transverse beam intensity 
distribution, this distribution has to be precisely deter-
mined. Typical measurement techniques, which employ 
wire grids or solid state scintillators, are not applicable 
because such detectors have a strongly non-linear re-
sponse at very high intensities and also get destroyed after 
few shots. 
Gas as scintillator has been also investigated in the last 
few years [1]. While promising results have been already 
obtained, the optimization of this measurement method is 
still problematic. 
An alternative, non-invasive method to determine the 
transverse intensity distribution of an intense ion beam is 
to use an electron beam and measure its deflection, as 
caused mainly by the electrical field of the ion beam. This 
method has been already applied to diagnose charged 
particles at different accelerator facilities [2, 3]. Neverthe-
less, for keeping the setup as simple as possible, a single 
shot system is under consideration. Thus the electron 
beam is supposed to have a larger diameter than the ion 
beam and the alteration of its transversal intensity distri-
bution is to be measured by means of a thin, plane scintil-
lator. To estimate the feasibility of the method we have 
performed numerical simulations, which are presented in 
this article. For this we used a custom developed code 
which tracks the electrons in a given electrical field. 
Simulations 
To show that one can distinguish between different ion 
beam distributions and widths the calculations were per-
formed assuming Gaussian and Lorentz transversal 
charge distribution respectively. For the ion beam an en-
ergy of 350 AMeV, an intensity of 3⋅109 particles and a 
duration of 100 ns were considered. The electron beam 
had an energy of 10 keV, a Gaussian transversal intensity 
distribution and a divergence of 10-2 rad. The results are 
shown in figures 1 and 2.  
 
 
FIG. 1: The alteration of the electron beam profiles at the 
detector after passing through an ion beam with Gaussian 
(left) and Lorentz (right) transversal intensity distribu-
tions, both with 2.0 mm FWHM. 
 
FIG. 2: The alteration of the electron beam profiles by ion 
beams with transversal intensity distributions like those in 
FIG. 1, and with 0.6 mm FWHM. 
Conclusion 
An electron beam diagnostic device for the measure-
ment of the transverse intensity distribution of strongly 
focused, high intensity heavy ion beams is presently un-
der development at the HHT experimental area. First nu-
merical simulations show that such a system is suitable to 
distinguish between different cylindrical symmetric trans-
versal distributions of the ion beam and allow for the 
measurement of the width of the given distribution. 
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Simulations of Beam–Matter Interaction Experiments at the HiRadMat
Facility at CERN∗
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The Super Proton Synchrotron (SPS) at CERN acceler-
ates 288 bunches of 440 MeV protons with each bunch hav-
ing about 1.15 × 1011 particles (nominal parameters). The
bunch length is 0.5 ns and two neighboring bunches are
separated by 25 ns so that the duration of the entire beam
is 7.2 μs. The focal size can go down to 0.1 mm σrms,
thus providing a very dense beam (energy/size). The spot
size can be tuned ranging from 0.1 mm to 2 mm. We have
carried out numerical simulations of heating of solid cop-
per cylindrical targets that are impacted by the SPS beam.
We consider three different focal spot sizes characterized
by σ = 0.1 mm, 0.2 mm and 0.5 mm, respectively, which
are the typical parameters that will be used in the experi-
ments to be carried out at the HiRadMat facility [1]. The
target length is 1.5 m and its radius is 5 cm. These sim-
ulations have been carried out using the energy deposition
code, FLUKA and the 2D hydro code, BIG2, iteratively.
Figure 1: Pressure distribution at t = 7.2 μs.
In the present contribution we summarize results for one
case only, namely, σ = 0.5 mm while further details can
be found in [2]. These simulations show that at t = 7.2 μs
(end of the beam), a maximum specific energy of about
7 kJ/g is deposited along the axis which leads to a tem-
perature of around 11000 K. The corresponding thermal
pressure distribution is presented in Fig. 1 which shows a
maxima of 2.28 GPa. The minimum density is of the or-
der of 1.2 g/cm3 (about 13 % of the solid density). This
shows that the inner part of the target is severely damaged.
Study of the long term evolution of pressure is also very
important for the target stability during the experiments. In
Fig. 2 we plot the pressure distribution at t = 12 μs. where
the pressure wave has just arrived at the cylinder surface
and the pressure has a value = 0.8 GPa. Fig. 3 shows that
∗Work supported by the BMBF and EuCARD
Figure 2: Pressure distribution at t = 12 μs.
Figure 3: Pressure distribution at t = 14 μs.
at t = 14 μs, the pressure wave is reflected at the boundary
along the radial direction. Negative pressure near the sur-
face shows the action of the tensile force to restore the tar-
get to its original shape. Moreover, the maximum pressure
has been reduced to 0.29 GPa while the negative pressure
is -0.3 GPa. It is also interesting to note that there is a V–
shaped region of negative pressure in the inner part of the
target. Simulations have been done up to t = 20 μs which
show that the von Mises parameter in the solid part of the
target always remains less than 1 which implies that the
material is in an elastic state.
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Simulations of Interaction of 7 TeV/c LHC Protons With a Carbon Beam
Stopper∗
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The Large Hadron Collider (LHC) is designed to collide
two counter rotating ultra relativistic proton beams with un-
precedented particle energy of 7 TeV. These beams have
a fine time structure with each beam comprising of 2808
bunches, each bunch is made of 1.15 × 1011 protons (nom-
inal intensity). The bunch length is 0.5 ns and separation
between two neighboring bunches is 25 ns. This leads to
a total beam duration of around 89 μs. The typical trans-
verse intensity distribution is Gaussian with σ = 0.2 mm.
The total number of protons per beam is 3 × 1014 that cor-
responds to an amount of energy of 362 MJ, sufficient to
melt 500 kg copper. Safety of operation is an extremely
important issue when working with such extremely power-
ful beams. An accidental release of even a very small frac-
tion of the beam energy can result in severe damage to the
equipment. One of the critical failure scenarios is when the
entire beam is lost at a single point. To assess the damage
caused in such an accident, we have carried out numerical
simulations of the thermodynamic and the hydrodynamic
response of a solid carbon cylindrical target that is facially
irradiated by one LHC beam. These simulations have been
performed using an energy deposition code, FLUKA, and
a 2D hydrodynamic code, BIG2, iteratively. The iteration
interval is determined by the time during which the target
density is reduced by 10–15 %. The target length is 6 m,
the radius is 5 cm (only inner 2 cm radius is shown in these
figures) and the material density is 2.28 g/cm3. In Fig. 1
Figure 1: Specific energy deposition distribution at t = 5 μs.
we present the specific energy distribution in the target at
t = 5 μs (200 bunches delivered). It is seen that the maxi-
mum specific energy deposition is arournd 30 kJ/g and the
beam has penetrated up to 4 m. Fig. 2 shows the same
variables as Fig. 1, but at t = 15 μs (600 bunches deliv-
ered). It is seen that the maximum specific energy depo-
∗Work supported by the BMBF and EuCARD
sition has increased to about 45 kJ/g while the beam has
penetrated the entire 6 m length of the target due to the hy-
drodynamic tunneling phenomenon. This effect is occurs
because the energy deposition by a few 10’s of bunches
leads to very high thermal pressure that launches an outgo-
ing compression wave which leads to density depletion at
the target axis. This allows the protons that are delivered
in the subsequent bunches to penetrate deeper into the tar-
get, thereby causing a considerable range lengthening. The
density depletion can be clearly seen in Fig. 3, where we
present density distribution at t = 15 μs. These simulations
have shown that the density depletion front moves in lon-
gitudinal direction with a speed of 25 cm/μs that implies
that the beam will penetrate up to 25 m in solid carbon in
89 μs. The inner part of the target is severely damaged.
Further details can be seen in [1].
Figure 2: Same as in Fig. 1, but at t = 15 μs.
Figure 3: Density distribution in the target at t = 15 μs.
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Development of a high current gas discharge switch for the FAIR magnetic horn 
Ch. Hock, M. Iberler, J. Jacoby, G. Loisch, A. Schönlein, J. Wiechula 
J. W. Goethe University Frankfurt, Institut für Angewandte Physik, 60438 Frankfurt 
The planed Facility for Antiproton and Ion Research 
(FAIR) is a new international accelerator laboratory at the 
GSI in Darmstadt, Germany. The main research topic at 
this facility is aimed to heavy ion research and protons 
and anti protons colliding experiments. To produce this 
antiprotons (3GeV), protons (29GeV) will be shot on a 
target (e.g. Iridium). In order to focus these antiprotons 
for experiments, a strong magnetic field will be applied 
by a so called magnetic horn. To generate for this applica-
tion the necessary high magnetic field the designed 
stripline of the pulse forming network (PFN) has to han-
dle a peak current of 400kA with a pulse length of 20µs. 
Currently the only possibility to handle this high current 
is the use of mercury filled Ignitrons. Another application 
for the need of high power switches is to control the FAIR 
SIS injection and extraction magnets. The requirements 
for this switch are a hold off voltage of about 80kV and 
maximum currents of about 8kA with a pulse length in 
the range of µs.  
The working group plasma physics at the University of 
Frankfurt develops a mercury free switch, which is able to 
replace the Ignitrons in the PFN of the magnetic horn. 
The challenge for the development of a switch for such 
high currents is to reduce the local electrode erosion. For 
that we propose a gas switch that generates an accelerated 
plasma to minimize the attrition.  
The experimental setup of the switch consists of coaxial 
electrodes, similar to the geometry used for plasma focus 
devices [1]; the inner electrode is surrounded by an outer 
electrode. To reach a high hold off voltage, the setup is 
designed for the left hand side of the paschen branch. One 
important feature of a high voltage and high current 
switch is the reliability for triggering. The main discharge 
between the coaxial electrode system will be initiated by a 
trigger predischarge. With an external triggering a gas 
breakdown is initiated at the outer electrodes and forms a 
conductive plasma sheath which penetrates through holes 
to the inner electrodes.  
The ignition of the discharge during the trigger phase 
occurs over the long distances of the cathode back 
space [2]. As a trigger we already used for single LDS a 
semiconductor surface trigger [3].  
After the ignition of the main discharge between the 
coaxial electrode system and due to the interaction of the 
induced radial magnetic field with the plasma, the gas 
discharge will be accelerated to the open end of the coax-
ial electrode system. This acceleration of the plasma sheet 
is due to the Lorentz force. The Lorentz force which in-
teracts with the discharge is given by:  
 ×= BJdVF    (1) 
The switch will be therefore called as Lorentz Drift 
Switch (LDS). For already designed LDS the maximum 
current was approximately 33 kA with a current rise time 
of 15 kA/µs. As a working gas Nitrogen and Argon was 
used. 
For a further reduction of erosion and to provide 
enough charged particles for the current transport, several 
of these coaxial devices will be stacked together in a par-
allel, multiple electrode system. The outer electrodes will 
be connected with each other to synchronize the single 
plasma sheets of every device.  
The following fig. 1 shows a schematic drawing of the 
experimental set up of the multi gap LDS. 
 
Figure 1: Schematic drawing of a two gap Lorentz Drift 
Switch. 
The designed multi gap Lorentz Drift Switch is a low 
inductive, fast current, low pressure gas discharge switch. 
Due to the simple setup and the reduction of erosion we 
will introduce a low cost, and rugged high current switch 
for applications in further high energy experiments. With 
the introduced setup we hope to provide a real alternative 
for such high current applications of common Ignitrons at 
FAIR. This work is funded by a HGS-HIRe scholarship. 
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Introduction 
Acceleration of matter using the momentum of light was 
first time proposed by Marx [1] in the 1960's. It became a 
realistic prospect for laser-particle acceleration by use of 
chirped pulse amplification (CPA) [2]. Today, typical 
laser-systems deliver peak intensities in the range of 1020-
21 W/cm².  To work in the radiation pressure acceleration 
(RPA) regime, beside the high laser intensities, ultra thin 
target materials with a thickness in the range of a few 
nanometers are necessary. This was so far only realized 
using ultra-thin diamond-like-carbon (DLC) foils. Just 
very few results on this mechanism were presented [3].  
Experiment 
Our experiment took place at the JETI laser-system , de-
livering pulses of 1J in 27 fs, with a pulse contrast in the 
range of better than 106. Using a plasma mirror set-up 
integrated into the laser beam line [4], a laser-contrast of 
>109 was achieved (Fig. 1).  
 
    
Fig.1 : Experimental set-up : The beam from the JETI 
laser system is delivered via a plasma mirror into the tar-
get chamber. Polarization can be controlled by the use of 
a λ/4 plate. The beam is focussed by an off-axis parabola 
to an intensity of 5 1019 /cm2. Accelerated particles from 
the ultra-thin targets are analyzed by a Thomson parabola    
Results 
Under these conditions we observed mono-energetic ion-
features on top of the thermal spectrum (Fig.2). The sur-
prising finding is that the peaks for the different charge 
states of carbon appear at nearly the same energy while 
the energy of the protons is considerably higher. This 
behavior hints at a two step acceleration process, starting 
with an RPA phase where protons and the other ions are 
accelerated together, and a second step where a separation 
of the protons from the other ions is leading to an addi-
tional energy gain for the protons. This could be con-
sistent with a transition from a leaky-light-sail [5] to a 
directed-coulomb-explosion [6] interpretation. 2d- simu-
lations reproduce the energy of the proton peaks within a 
factor of 2. Detailed results will be publicated soon. 
 
 
Fig. 2: energy spectra with peaks in protons and carbon 
ions. For different charge states of carbon the peak ap-
pears at e same position which indicates a collective ac-
celeration. 
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Introduction 
Circularly polarized light is typically created using a 
quarter-wave plate made of mica, quartz glass or other 
crystalline material. However, this method is not general-
ly applicable to ultra-high intensity short-pulse lasers due 
to nonlinear effects, the damage threshold of the material, 
and the fact that ultra-thin wave-plates have a chromatici-
ty that prevents their usage for broadband laser sources. 
An alternative way is the use of reflective elements using 
the polarization dependent phase shift on the surface. We 
developed and tested a system which can easily be im-
plemented in the laser system enabling to switch the po-
larization between linear- and circular- polarized within 
seconds [1, 2]. 
Setup 
Dielectric coatings are a well-known technique to produce 
e.g. mirrors with a high reflectivity. Advanced designing 
of the layer stack allows an influence of the reflected 
phase behavior. Within an optimization process we de-
signed a mirror inducing a phase shift of 90° between the 
s- and the p- polarized component for a broad wavelength 
range of (800 ± 40) nm having a reflectivity of 98%. 
Benchmarking this mirror we realized an ellipticity of 
(98.3±0.6) % for a 10 cm diameter beam. This method 
will be well applicable even for ultra-short pulses in the 
range of a few femtoseconds, since the calculated group-
delay-dispersion (GDD) amounts to only 40fs². By im-
plementing three mirrors specially designed without a 
phase shift, we developed in a second step a reflective 
wave-plate assembly (Fig. 1), which can be implemented 
in a laser-system creating circular polarized light without 
major changes. 
  
 
Figure 1: Setup of the reflective wave-plate using four 
mirrors. Depending on the polarization of the assembly, 
linear polarized light stays linear polarized, or becomes 
circular polarized. 
 
 
Experiment 
All tests of the single PSM and the reflective wave-plate 
assembly were done on a Ti-Sapphire laser-system deliv-
ering pulses of 27fs and a multi-kilohertz repetition rate. 
The bandwidth of the system [(800±50) nm] is within the 
design range of the device. Using polarizing beam split-
ters we measured the angular dependent intensity varia-
tion and calculated the field distribution in front and be-
hind the mirror. The maximum ellipticity for the full set-
up was found to be (90.0±0.1) % (Fig. 2). The pulse 
broadening of a 27 fs pulse in the PSM and the full reflec-
tive wave-plate assembly was smaller than the measure-
ment accuracy of 1 fs of the autocorrelator used in the 
experiment, which is in agreement with the calculated 
value GDD of 40fs². Comparison of the spectrum in front 
and behind the assembly showed no changes due to inter-
ferences in the complex layer design. Another big ad-
vantage of the reflective design is the high damage 
threshold, measured to be 5x1012 W/cm², which is a factor 
of 400 higher compared to typical transmissive quartz 
retardation-plates[3]. 
 
Fig. 2: Field distribution for the maximum achievable 
ellipticity of the full system is (90.0±0.1)%. 
 
Outlook 
Phase modulation systems based on this idea are proposed 
to be implemented into the new POLARIS system at Jena 
University, and will be used for a proposed experiment at 
the PHELIX laser facility at GSI in the next year. 
 
References 
[1] B. Aurand, et al.; Creating circularly polarized light 
with a phase-shifting mirror; Optics Express, Vol.  
19, Issue 18, 17151, (2011). 
[2] B. Aurand, et al.; A large aperture reflective wave-
plate for high-intensity short-pulse laser experiments; 
(submitted to Ref. of. Sci. Inst.)  
[3] A.A. Said, et al.; Measurement of the optical damage 
threshold in fused quartz.; Appl. Opt., Vol. 34, Issue. 
18, 3374-3376, (1995) 
GSI SCIENTIFIC REPORT 2011 PNI-PP-34
467
 
 
PNI-PP-34 GSI SCIENTIFIC REPORT 2011
468
GSITemplate2007 
Progress Report on the SIS 18 h=2 System 
P. Hülsmann, R. Balss, H. Klingbeil, U. Laier, D. Mondry, K.P. Ningel, S. Schäfer, M. Sam and T. Winnefeld 
GSI, Darmstadt, Germany
Abstract 
The new RF accelerating cavity is based on novel mag-
netic alloy materials (MA-materials) for operation at har-
monic number two (f=0.43-to 2.8 MHz) to provide the 
necessary accelerating voltage for SIS18 injector opera-
tion with high intensity heavy ion beams in a fast opera-
tion mode with three cycles per second.  
The acceleration system consists of three units which 
are able to operate independently from each other. That is 
important since each ion for FAIR has to pass the h=2 RF 
system and in the case of a damage a reduced operation 
can be ensured. 
The cavity is filled with Finemet FT-3M ring cores 
from Hitachi Metals Ltd. which is an iron based MA-
material and thus, due to the high saturation field strength 
of Finemet (1.2 T), the overall length of all three cavity 
units can be very short. This is an important feature since 
due to many insertions, which were additionally installed 
in the synchrotron ring SIS12/18 in the meantime, the 
available length for the cavity units is limited to 3.8 m. 
[1]. On the other hand these ring cores are very lossy and 
therefore the cavities show a broadband behaviour and 
due to that no cavity tuning during the acceleration ramp 
will be necessary. 
 
 
Fig. 1: h=2 RF System (3 units) 
One unit of the RF System consists of a tetrode based 
push pull RF power amplifier on top of the cavity, a 
broadband magnetic alloy cavity itself and a power sup-
ply unit. Last but not least a low level RF system (LLRF) 
is also part of the whole unit. 
RF power amplifier 
The RF power amplifier feeds the cavity in push pull 
mode using two Thales TH 537 tubes with an anode dis-
sipation power of 300 kW. A 2 kW solid state amplifier 
will drive the power amplifier. The power is transmitted 
via a ferrite loaded toroidal transformer (with grounded 
center tap) in order to drive the steering grid of both tubes 
in push pull mode. Due to space limitation in the SIS 18 
synchrotron the power amplifier will be mounted on top 
of the cavity. (see Fig. 1).  
MA cavity 
All three units of the RF system will provide 50 kV gap 
voltage in total over the full frequency range from 0.4 up 
to 2.8 MHz (harmonic number h=2). One cavity unit is 
filled with a total number of 16 MA ring cores and it con-
sists of two ceramic gaps which are connected in parallel. 
This measure is necessary to keep the bandwith of the 
cavity as large as possible since it avoids unwanted para-
sitic capacitances. Cavity cooling will be done by direct 
oil cooling with mineral oil in order to avoid corrosion of 
the ring cores and large parasitic capacitances between 
adjacent ring cores. 
Supply unit 
The supply unit contains the different power supplies 
like anode, screen grid, control grid, and filament supply. 
Power up and -down as well as the interlock procedure 
will be done by a programmable logic control (PLC). 
The anode supply for instance will provide a voltage of 
UADC=15 kV and a current of IADC=40 A 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Supply unit for the h=2 RF system 
Outlook 
Next steps will be the assembly of the RF power ampli-
fier and the MA cavity for the first unit. The delivery of 
the supply unit will take place at the end of July 2012 and 
the commissioning of the supply unit will be carried out. 
Afterwards commissioning and testing of the whole RF 
system will be done.  
After successful lab tests and optimizations the first 
system will be installed in the SIS18 tunnel. 
The second and the third RF system will be realized 
immediately afterwards. 
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ESR Operation and Development
C. Dimopoulou, A. Dolinskii, O. Gorda, P. Go¨rgen, R. Hettrich, S. Litvinov,
W. Maier, F. Nolden, C. Peschke, P. Petri, U. Popp, I. Schurig, M. Steck
GSI, Darmstadt, Germany
The ESR storage ring was predominantly operated for
physics experiments. Machine development focussed on
the properties of cooled ion beams after deceleration,
which is documented in a separate report [1], and investiga-
tions on the limits of beam accumulation for future physics
experiments at the ESR. Some of the experiments at higher
energies suffered from an unexplained beam loss when the
beam was stored close to the central orbit. The remedy was
to store of the beam on orbits with some momentum offset
with respect to the loss region. This was possible with-
out significant constraints to the scheduled experiments. In
dedicated machine experiments systematic tune measure-
ments were performed with a Cr23+ beam in the energy
range 30 to 400 MeV/u. No significant deviations of the
tune from the expected values were found.
During the summer a leak in the coil of an extraction
septum caused an interruption of the ESR operation. This
was the second time a leak in the brazing of the thin septum
conductor occurred and is attributed to aging.
Figure 1: Bunch signal for different intensities during ac-
cumulation of a 100 MeV/u Ne10+ beam.
The feasibility to accumulate high intensities for a rare
isotope beam of 21Ne10+ was investigated with a 22Ne10+
beam. Single bunches with a length of 150 ns of about
4×107 ions at 100 MeV/u were injected into the ESR. Lon-
gitudinal stacking was performed by synchronizing the SIS
and ESR rf system such that the bunch arrived in the ESR
at the unstable fixed point of the ESR rf system operated at
harmonic number h = 1. Continuous electron cooling was
applied to the ions stored in the ESR. Maximum currents
of about 2 mA, corresponding to 1 × 109 particles could
be accumulated reliably. For large rf amplitudes the inten-
sity was limited by instabilities of the short bunch of cooled
ions. For weak bunching with small rf amplitude and a cor-
respondingly longer bunch the tails of the circulating ESR
bunch were kicked out by the injection kicker which cov-
ered nearly 80 % of the ring circumference. The loss is due
to the increase of the bunch length with increasing beam
intensity (Fig. 1).
As part of the activities on the new stochastic cooling
systems for the Collector Ring CR of FAIR [2] an optical
notch filter was developed and installed for tests with beam
at the ESR. Only a few hours at the end of the ESR opera-
tion time were available, but were sufficient to demonstrate
for the first time notch filter cooling at the ESR. Additional
experiments are planned to optimize the optical notch filter
system for the use both at the ESR and at the CR.
A large fraction of the ESR beamtime was devoted to
commissioning of the HITRAP facility. In order to reduce
the cycle time to less than 30 s the beams were injected
at 30 MeV/u and decelerated to 4 MeV/u. As this cycle
can be favorably performed with lighter ions which are in-
jected close to the equilibrium charge state, these ions have
longer lifetimes in the residual gas. With Cr23+ and N7+
ions stored at 4 MeV/u with lifetimes of 11 s and 45 s,
respectively, it was for the first time possible to measure
the tune systematically and consecutively to optimize the
working point for the decelerated beam. Bunching the low
energy beam at 4 MeV/u with the second rf cavity oper-
ated at 253 kHz (harmonic number h = 1) is now available
within the deceleration cycle, but so far was not used for
HITRAP commissioning. As the HITRAP decelerator re-
lies on a precise energy of the beam after deceleration the
accelerating voltage of the electron cooler which defines
the energy of the extracted beam was carefully checked and
the expected energy of 4 MeV/u could be confirmed with
an uncertainty of less than 0.1 %.
Various experiments at different energies used stable
uranium and bismuth beams in high charge states and the
internal target operated with hydrogen and nitrogen gas and
electron cooling to compensate the target heating. As in the
previous year a primary 238U beam was used in combina-
tion with a 10 mm thick Be target in front of the ESR to
produce 235U89+ secondary ions for precision dielectronic
recombination spectroscopy employing the electron cooler
also as electron target. The program of beta decay stud-
ies and the detection of single ions was continued with a
primary Sm beam and secondary 142Pm60+ ions injected
at 400 MeV/u from the FRS. A complication occurred in
these experiments due to the reduced stability of the accel-
erating voltage of the electron cooler which was attributed
to poor quality of the insulating gas in the high voltage
power supply. This resulted in variations of the revolution
frequency of the stored ions on the 10−6 level.
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Introduction 
In 2011 the duties of the project within the accelerator 
division steadily increased. At the end of the year the pro-
ject office was responsibly for the following processes of 
the accelerator part of the FAIR project: 
1. establishment of FAIR Technical Guidelines 
2. preparation of In-Kind-Contributions 
3. coordination of accelerator schedule 
4. Establishment of a document management system. 
The named processes reflect that the project has 
evolved from the pure planning and development phase to 
the start of the real procurement of components. The main 
achievements are described in this report. 
Establishment of FAIR Technical Guidelines 
The FAIR Technical Guidelines are a set of actually 
170 documents which define technical quality assurance 
standards. They include for example material definitions, 
design principles and special test procedures. Only parts 
of them are referenced for each components class. They 
can be grouped in the following manner: 
Technical Group Number of documents 
Control System 5 
Cryogenics 41 
Electrical design 1 
Media supply 3 
Transport  3 
Vacuum  49 
Survey and alignment 12 
Stands and support 36 
Data exchange 1 
Radiation hard Materials 1 
Magnet design and tests 18 
Table 1 Groups of Technical Guidelines 
A lot of effort had to be spent to establish these docu-
ments. 20 authors from different technical departments 
were needed to produce a total amount of 563 pages. 
 In addition a lot of meetings were organised to elaborate 
standards accepted by the different accelerator depart-
ments. 
The establishment of the full set of documents valid for 
many or all classes of components was finished in Begin-
ning of June 2011. It now serves as reference for the au-
thors of the other documents and is subject to change 
management procedures [1]. 
Preparation of In-Kind-Contributions 
In 2011 the FAIR Council attributed a significant num-
ber of In-Kind-Contributions to the FAIR member coun-
tries and their institutions. The project office created the 
corresponding GSI proposals and gave significant support 
to the Slovenian in-kind-contribution.  
Since March 2011 the project office took over the re-
sponsibility to coordinate the preparation of in-kind con-
tributions from GSI. The amount of money involved and 
the contractual framework require quite some different 
processes as for standard GSI procurements. Procedures 
are now fixed which are agreed on by the concerned de-
partments of technical directorate, the administrative di-
rectorate and the accelerator division. The procedures 
describe the workflows for technical aspects, financial 
aspects and contractual aspects. 
The following six GSI in-kind-contribution are actually 
under the coordination of the project office: CR De-
buncher system, SIS100 dipole modules, Superferric mul-
tiplets, magnet testing of superconducting magnets, parts 
of the proton linac and accelerator control system. In total 
they represent an investment value of more than 100 mil-
lion Euros. 
Coordination of accelerator schedule 
From June 2011 on the project office took over the re-
sponsibility to further develop the FAIR accelerator 
schedule by improved integration of the expertise of the 
work package leaders and machine project leaders. At the 
same time the planning depth was increased. In order to 
get consistency of scheduling in all 47 work packages a 
series of meetings with the work package leaders, the 
corresponding machine project leaders and the responsi-
ble for the scheduling were organised. In this first round 
of meetings the detailed structure and defined milestones 
were agreed with the main aim to have the components 
ready for assembly when the building progress allows the 
start of assembly. The total amount of lines has mean-
while reached the range of ten thousand activities and 
milestones.  
At the end of the year the work one focus was laid on 
getting together with the colleagues from the FAIR 
GmbH the technical issues of the MS Project Server han-
dled in order to be able to extract relevant data for report-
ing and steering. In addition a lot of work was dedicated 
to provide sound assembly schedules.  
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Establishment of a document management 
system
After having reached the released set of FAIR Techni-
cal Guidelines in June 2011 it was necessary to start the 
change management on these documents. For practical 
reasons it turned out that a document management system 
under the administration of the project office was neces-
sary for this process. A quick and cheap solution was 
found by creating a GSI EDMS knot for this purpose in 
November. All FAIR Technical Guidelines were migrated 
on the knot. At the end of year the release process for 
many other specification documents for the actual in-
kind-contributions was launched. 
It was also decided to archive important FAIR docu-
ments like minutes on the GSI EDMS knot. The prepara-
tion of this has started.  
Summary
A complete set of released FAIR Technical Guidelines 
was achieved. Further specification documents are under 
release now. 
Procurement procedures have been worked out and 
agreed on for the first six GSI In-Kind-contributions.  
They will serve as reference now. 
The accelerator schedule has been substantially im-
proved in quality and detailing until the end of component 
the production phases. The scheduling process itself and 
the assembly scheduling are under development. 
A document management system under the administra-
tion of the project office within the accelerator division 
has been started.  
Outlook 
Many project processes are not yet running at the re-
quired speed or are even not yet started. The increase of 
the duties of the project office will therefore persist. Co-
ordination or at least significant support from the project 
office will be needed in for the set up of the component 
database, the reporting, the financial controlling and the 
risk management. All these processes have to be strongly 
improved during the year to come. 
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Since 2008, a project group at GSI is developing a new 
unified setting generation system for the accelerators of 
GSI and FAIR. The system is realized using the CERN 
LSA (LHC Software Architecture) framework [1]. This 
report summarizes the development progress during the 
year 2011. 
Concerning the LSA framework, major progress has 
been made through the implementation of arbitrary length 
changes to cycles or super cycles. This work has elimi-
nated the most serious limitation of the LSA framework 
which so far prevented a realistic modelling of the flexi-
ble operation of the GSI/FAIR accelerator complex. 
While a workaround had already been implemented in 
2010, this was nothing but a way of testing the validity of 
the algorithms for calculating the actual length changes. It 
would have been of little practical use because the inter-
nal structures of the LSA framework and, correspond-
ingly, all applications built on it, would never have been 
aware of the changes. 
The extension of the LSA system to allow length 
changes was realized by the LSA collaboration with 
CERN. Two collaboration meetings were held to com-
plete the task: During the first meeting in May the general 
strategy for implementing the changes was worked out. In 
the following months, a preliminary implementation was 
realized in the GSI clone of the LSA framework. When 
this implementation became functional, the final imple-
mentation was elaborated and finished during the second 
meeting in December. 
This limitation removed, the LSA framework now pro-
vides basically everything that is needed to model the 
synchrotrons of the GSI/FAIR facility. Therefore, the fo-
cus will now shift to the modelling of storage rings. While 
the LSA framework has in fact been designed to operate a 
storage ring, namely the LHC, the differences in operation 
when compared to the storage rings in the GSI/FAIR ac-
celerator complex are quite significant. The logical next 
step is thus to implement a minimal model of the ESR and 
check for possible limitations. This task was originally 
planned for 2011 but had to be postponed in favor of the 
work concerning the flexible cycle lengths. 
Another topic relating to the LSA framework itself con-
cerns the modelling of the planned parallel operation 
within the GSI/FAIR facility. This issue has already been 
informally addressed during the December LSA collabo-
ration meeting and shall be pursued this year. 
In contrast to the previous year, there were no major 
improvements to the physics model. Rather, the existing 
model was investigated more closely to ensure its com-
pleteness and correctness: On one hand, the data basis 
was extended to include realistic FAIR HEBT beamline 
sections from the SIS100 to the SFRS and the pbar target. 
Thus, it is now possible to compute realistic set values for 
those beam lines. Further investigations were done relat-
ing to the timing constraints on the corresponding power 
supplies from the planned parallel operation scenarios. On 
the other hand, the RF model was cross checked by per-
forming multi-particle simulations including space charge 
with the ramps generated by the LSA system. Even 
though the simulation work is not yet finished, the first 
results indicate that the physics model implemented in 
LSA is indeed valid for heavy ion operation 
Apart from the work on the LSA framework and the 
physics model, a number of additional activities were 
pursued. First of all, the development of an LSA applica-
tion for parameter control was started. This application 
can be considered an LSA version of SISMODI and 
serves two purposes: On the fundamental level, it is a 
prototype for all LSA applications to be developed within 
the GSI/FAIR control system; on the practical level, it 
shall improve the usability of the LSA system to control 
the SIS18 during machine experiments. 
Next, the Java based offline version jMIRKO of the ion 
optical simulation program MIRKO has reached a stable 
state. It is now available as a single user application for 
use under Linux and Windows. As mentioned in the last 
scientific report, the next step is the development of an 
online version of jMIRKO as a replacement for the 
MIRKO Expert program running in the control room. 
Contrary to original plans, this online version will not be 
implemented using the Device Access interface to the 
hardware, but will use the LSA client interface instead. 
While this change in strategy has a lot of advantages from 
the technical point of view and fits very nicely into the 
development of the new setting generation system, it im-
plies that the online version of jMIRKO cannot become 
productive before the LSA system does. 
And finally, the work on the quadratic interpolation 
function generator for ramped devices was continued. In 
contrast to previous expectations, it could not yet be fin-
ished due to resource limitations. 
In 2012, the project group will focus on the following 
issues: Concerning the LSA framework, the major topics 
are the modelling of storage rings and the beam patterns 
arising from parallel operation. Concerning the physics 
model, the emphasis will be on the proton cycle in SIS100 
with all its RF manipulations as well as on a generic 
model for slow extraction. 
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Status Report on RF Knock-Out Extraction 
M. Kirk, P. Moritz, D. Ondreka, and P. Spiller 
GSI, Darmstadt, Germany
This article details the design efforts towards an RF 
Knock-Out (KO) system for the resonant beam extraction 
out of the SIS-100 FAIR synchrotron. 
The foremost concern is the extraction of the lowest 
q/m ions at the highest possible rigidity of 100 Tm. The 
present requirement is a transmission >90% in 500 ms 
which was shown in a tracking simulation. Transmissions 
up to 99% were demonstrated in figure 1 fixing the center 
frequency of the exciter half way between the horizontal 
tune of the lattice and the third integer resonant tune, and 
maintaining a constant 5 kV peak voltage as described in 
[1]. This way ions remain highly resonant until extracted. 
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Figure 1: Optimising the bandwidth. 
In practice the spill envelope should be almost flat. This 
can be done by modulation of the exciter’s voltage ampli-
tude either through feed-forward or feed-back. The latter 
can maintain flat spill envelopes for a changing initial 
beam distribution. A feedback process based on PI control 
has been shown to work well [2] and could be used in 
SIS-100. Thus 90% transmission may be exceeded as 
shown in figure 2 at the cost of longer spill duration; the 
exciter’s power amplifier being a limitation. Additional 
transverse B-field deflection of beam can be achieved 
with oppositely flowing electrode currents. 
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Figure 2: Machine intensity profile due to PI-control. 
 
RF-KO was chosen because it provides a stable beam 
spot at the target since the currents in the power supplies 
to the first and second extraction septa do not have to be 
ramped, thus allowing operation at optimum stability. 
However, preliminary results from SIS-18 RF-KO simula-
tions have shown levels of variation in spill current at 
resolutions of ~10 μs which appear to be greater than that 
obtained when the machine tune is moved towards the 
resonance without transverse RF excitation. Machine tune 
ripple was absent in both cases. The rough spill during 
RF-KO is believed to be caused by the excitation signal’s 
influence on the beam. Attempts to optimise these spill 
current fluctuations without causing excessive beam loss 
have so far brought only small improvements. 
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Figure 3: Time interval distribution of FRS fragments. 
SIS-18 spill is measured by pulse counting. The multi 
beam-diagnostic DAQ and online analysis systems AB-
LASS and ABLAX at GSI can offer resolutions in spill 
count rates as low as 10 μs with a plastic scintillator for 
an average count rate <106 s-1 to avoid pile-up at ~50 ns 
between pulses. Better resolution however is possible 
with a relatively new system [3] at the GSI FRS in which 
firmware does the pulse counting as well as the online 
spill analysis at the mid- and end-focal plane targets. A 
histogram of the time interval between consecutive q/m 
selected primary beam fragments, such as in figure 3, are 
measureable down to the event pile-up at 50-100 ns. Spill 
fluctuations would show up as departures from a Poisson 
distribution. In principle NIM pulses from constant frac-
tion discriminator could sent to ABLASS/X for analysis 
in the accelerator complex’s main control room. 
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Pulsed power and high voltage components are re-
quired for different applications at FAIR. This paper pre-
sents some systems currently under development at the 
synchrotrons group of GSI. 
High voltage resistors for electrostatic septa 
Electrostatic septa consist basically of two electrodes, 
one typically on ground potential and one at high voltage. 
The electric field is used to deflect the ion beam in the 
synchrotron, e.g. for injection or slow extraction. To pre-
vent damage in case of voltage breakdown between the 
electrodes, a resistor is used to limit the discharge current. 
In the SIS 100 extraction septum, a 300 Ω resistor made 
of tungsten-rhenium wire is used until now. To limit the 
peak discharge current to an even lower value, three film 
resistors with a resistance of 300 kΩ each are connected 
in parallel to form a resistance of 100 kΩ. To prove the 
applicability of this setup, different tests were performed. 
In one experiment the resistors were tested in vacuum 
with dc power. The power input was increased up to 
125 W. At that power, the resistors reach temperatures of 
~270°C, well within their specifications. In another test, 
the electrodes of a septum were connected. The cable that 
connects the power supply and the septum was charged 
up to voltages up to 80 kV and then the energy was dis-
charged via a spark gap switch to the resistor. The results 
are very promising so far, but the tests have to be contin-
ued to finally prove the advantages of the new resistors. 
Iron-free high current pulsed quadrupoles 
For the final focussing in the HHT beamline a pulsed 
quadrupole doublet is intended. With a beam spot width 
of 0.5 mm at the target, the aperture dimensions and beam 
requirements lead to currents in the coil up to 200 kA and 
an inductivity of 5 µH. The current produces a magnetic 
field strength of about 4 T at the edges of the lens. Warm 
quadrupole magnets have a maximum magnetic field of 
1.8 T due to saturation of their iron cores. As a conse-
quence the magnet has to have an iron free design. A 
pulsed power supply operable up to 25 kV is necessary. 
The advantage of a pulsed power supply is high savings 
of energy by just operating while beam bunches pass 
through the quadrupole. The whole design with its power 
supply forms a resonant circuit with a SCR-stack power 
switch. Choosing the right SCRs and bringing them to-
gether in an adequate constellation with the capacitors, 
which also have to fit to the inductivity of the lens will be 
a challenge. The pulse duration of a half wave would be 
approximately 100 µs the Lorentz-Forces on the conduc-
tors of ca. 50 kN outwards create a big challenge. Fur-
thermore, flexible wires, which are insulated and twisted 
with each other to avoid a strong skin effect, are ideally 
applicable to the design of the coil (an adequate cos(2θ) 
field distribution). The design of the quadrupoles with its 
technical challenges will be the next activity. 
Pulse power for the magnetic horn of the 
pbar target 
To accumulate a large number of antiprotons produced 
at the antiproton target, a focusing element is required. At 
FAIR a magnetic horn will fulfil this task. Basically, a 
magnetic horn is a specially shaped coaxial conductor. 
When a current runs through it, charged particles travel-
ling between the inner and the outer conductor are de-
flected and thereby focused. While the basic layout of 
such a system is quite simple, the engineering task is dif-
ficult. On the one hand the structure has to withstand high 
mechanical forces due to the produced magnetic field. On 
the other hand, the electrical circuit is also challenging, 
because to focus a decent number of antiprotons, a current 
flow in the order of 400 kA is needed. Cables and a strip 
line will be used to connect the energy storage (i.e. a ca-
pacitor bank) to the horn. The strip line is required due to 
the high radiation levels near the horn that would destroy 
the insulation of cables. The charging voltage should be 
<12 kV to reduce cost and improve lifetime of the pulsed 
power system. First simulations have shown the feasibil-
ity of the preliminary design. Additional calculations and 
simulations will help to finalize the design and to provide 
the required performance, lifetime and cost-efficiency. 
Pseudospark switches for kicker magnets 
To operate the kicker magnets at FAIR, high-voltage 
switches are required. They have to handle operating 
voltages of up to 70 kV and current pulses of more than 
6 kA. The pulse duration can be as high as ~7 µs. The 
current rise rate should exceed 4*1010 A/s and the lifetime 
should exceed 108 shots. Low-pressure gas discharge 
switches combine these properties. Thyratrons are in-
tended to be used as switches in this application. But due 
to a shrinking market for these switches their availability 
for more than 30 years is questionable. Therefore an al-
ternative switch, the so-called pseudospark switch was 
adapted to the FAIR specification. The development is not 
yet finalized, but the first prototype built in the workshop 
at GSI has proven its ability to work beyond 50 kV and 
has a good switching behaviour for currents above 
~1.5 kA. With lower currents there is still a quenching 
behaviour (i.e. current interruptions), but this problem 
was significantly reduced by adding a low percentage of 
argon to the hydrogen working gas. 
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Introduction 
For the FAIR synchrotron SIS100 a bipolar kicker sys-
tem is to be developed as described in [1]. One concern is 
the possibility of cross-talk between the two thyratrons, 
which implies that both thyratrons are conductive al-
though only one has been triggered. In [1] first investiga-
tions were made with charging voltages of up to 35 kV, 
higher voltages were not possible at that time because of 
the limitations of the high voltage source. Up to this volt-
age level no problems occurred. The high voltage source 
has been changed to one which can deliver voltages up to 
the required charging voltage of 80 kV. In the following 
the findings with the new source will be presented. 
Measurements 
Two different thyratrons are used and thus the specified 
currents which can be handled by the switch differ. The 
CX2004X can handle currents up to 10 kA, but the 
CX1171 can only handle currents up to 3 kA. Therefore 
the circuit of the test set-up described in [1] had to be 
modified, not to exceed the allowed current of CX1171. 
The resistance was doubled to reach at least 50 kV charg-
ing voltage without excessive current. A higher resistance 
value was not used to avoid even higher impedance mis-
matching. The modified circuit can be seen in figure 1. 
 
Figure 1: Equivalent circuit of the test set-up, with 
Lx = 2.5 μH, Cx = 77 nF, R = 5.7 Ω and n = 8. 
With the new voltage source cross-talk was observed 
already at 20 kV charging voltage. As a countermeasure 
an electromagnetic shield, in form of a metal plate, was 
installed between the two thyratrons, see figure 2. 
 
Figure 2: Equivalent circuit for the test set-up with the 
electromagnetic shield. 
With this countermeasure a charging voltage of 50 kV 
was achieved. At higher charging voltages the problem of 
cross-talk re-occurred. The discharge current through the 
termination resistor for CX2004X can be seen in figure 3 
and respectively for CX1171 in figure 4. Because of the 
changed resistance a higher reflection will occur for 
CX1171. These can be seen in the graphs as the bumps 
after the main pulse. 
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Figure 3: Discharge current with triggering of CX2004X. 
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Figure 4: Discharge current with triggering of CX1171. 
Further investigations 
For a better understanding of the cross-talk further in-
vestigations are necessary. Firstly measurements will be 
made to gain knowledge on which of the gaps of the non-
triggered thyratron is conducting first in the case of cross-
talk. New shielding boxes have been built and are ready 
to be tested. 
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Only a very small part of the originally envisioned
atomic physics program contained in the Conceptual De-
sign Report (CDR) [1] is foreseen within the Modularized
Start Version (MSV) of the FAIR project [2]. However,
the major part of the original experimental program is fo-
cused on experiments with stored and cooled ions to be ei-
ther conducted at the NESR or on using the NESR as an
intermediate beam transport and deceleration facility for
FLAIR [3]. The NESR is not a part of MSV and it cannot
be expected that the NESR will be operational for experi-
ments within the next 10 years. Since this creates a difficult
perspective for the atomic physics community, the impact
of the MSV for SPARC was to some extent compensated
by the decision, to keep the ESR accessible for experiments
until the NESR will be available [2].
The MSV has triggered efforts to investigate alterna-
tives which may allow to perform already within the MSV
unique experiments in the realm of atomic physics using
stored and cooled ion-beams at FAIR. The High-Energy
Storage Ring (HESR) [4], whose primary aim is to allow
for experiments with stored and cooled antiprotons, turned
out to be a well-suited facility which can accommodate
a range of SPARC experiments with high-energy stored
heavy-ion beams. A feasibility study has been conducted
and the corresponding report can be found in [5].
The HESR can store cooled beams at energies of up to a
few GeV/u and thus can enable unique atomic physics ex-
periments which would even not be feasible at the NESR or
at any other place in the world. This is in particular true for
the use of cooled ion beams at highly relativistic energies
(γ ≈ 2 to 6). We note, that possible experimental activities
for atomic physics at the HESR were already mentioned
and discussed at a very early stage of the international FAIR
project, i.e. within the CDR [1]. Moreover, with respect to
the experimental installations needed for SPARC at HESR,
we like to emphasize that most of the equipment already
specified within the SPARC technical report [3] for exper-
iments at the NESR can be transferred to the HESR and is
covered by the FAIR cost book. This is in particular true
for the prototype detectors and target stations already de-
veloped for SPARC@NESR [3].
A possible location of the SPARC setup in the HESR
could be the missing dipole straights in arc sections of the
ring (see Figure 1). The already foreseen electron-cooling
and stochastic cooling will allow to cover from the very
beginning the whole energy regime accessible for heavy
ions at the HESR. Although these installations have been
optimized for the storage of antiprotons it turns out that
∗http://lxcms1.gsi.de/typo3/start/fair/fair experimente und kollaborationen/sparc/
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Figure 1: Possible location of the experimental installations
in the HESR (shown with a yellow star). The dimensions
of the tunnel are indicated on the drawings.
they are also well suited for heavy-ion beams. Also the
ion optic simulations have shown that the foreseen target
position appears to meet very well the requirements of the
planned experiments.
Thus, the HESR appears to be almost ideally suited for
the envisioned experimental program of the SPARC collab-
oration for the high and relativistic energy domain. Beam
cooling will allow for an up to now unprecedented beam
quality when compared to single-pass experiments at con-
ventional relativistic ion accelerators in combination with
a gain of luminosity by orders magnitude.
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Progress Report on the Bunch Phase Timing System (BuTiS) 
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GSI, Darmstadt, Germany
Abstract 
The Bunch Phase Timing System (BuTiS) performs as 
the precision time reference for the FAIR complex. Its 
construction has reached a preliminary state of operation. 
Since the first report [1] a number of improvements have 
been realized. These are reported here.  
Loose Fiber Tube Optical Distribution Cables 
The decision to use loose fiber tube optical cables for 
reference signal distribution was emphasized by the in-
vestigation of their exceptional delay stability [2]. The 
loose fiber tube structure is shown in figure 1. 
 
 
 
Common Signal Delay (Length Dependent) 
Fiber  
to 
 Fiber  
Delay 
Variation 
Loose Fiber Tube (Common Shell) 
 
Figure 1: Internal structure of the fiber tube 
 
The delay tracking over temperature between the fibers 
comprising the cable is shown in figure 2.  
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Figure 2: Typical relative thermal delay variation between 
fibers within a BuTiS fiber optical line of 1km length. 
The expected fiber to fiber delay deviation of a 1km run 
of distribution cable in a tunnel with typical temperature 
deviation of 10°C stays within 10ps.  
BuTiS Feedback Channel 
As shown in figure 1, if the delay of one fiber is meas-
ured, the delay of each other fiber is known. This enables 
an additional feedback path with known delay properties 
using one of the extra fibers.  
Clock Distribution Modules 
The main task of the BuTiS is to provide a reliable ref-
erence clock for the low-level rf modules for the FAIR 
synchrotrons [3]. Several modules require synchronous 
electrical clock signals. They are derived from the local 
reference synthesizer by the clock distribution module. 
Inside these modules individual clock division ratios as 
well as individual fine delay adjustments in the picose-
cond range can be performed. 
Interfacing to White Rabbit 
The White Rabbit Control and Timing Network [4] will 
be used for FAIR accelerator control. The White Rabbit 
timing master is synchronized to BuTiS so that commands 
and control system events are also synchronous. Control 
commands and events will be sent as data burst in ad-
vance to the next BuTiS time reference pulse T0 (period of 
10µs) and become valid at T0. UTC correlation of timing 
is achieved through GPS synchronization of both systems. 
System Status 
The BuTiS center prototype is operational. The optical 
distribution rack including the delay measurement switch 
is available for 16 BuTiS distribution lines. Local Refer-
ence Synthesizers as well as optical receivers are industri-
ally available. The clock distribution modules are under 
construction. The field testing for 6 complete local nodes 
is ongoing.  
BuTiS center control software is working. The software 
includes the delay measurement system as well as the 
network control of the local reference nodes. Control sys-
tem software to access BuTiS system status and a data 
base containing the line delay measurement values is un-
der development. 
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Control Theory for RF Feedback and Longitudinal Beam Stability∗
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1Technische Universita¨t Darmstadt, Darmstadt, Germany; 2GSI, Darmstadt, Germany
Introduction
Progress in digital hardware solutions such as field pro-
grammable gate arrays (FPGA) has raised the question of
how to design the algorithms of RF feedback. This espe-
cially applies to the feedback of the RF cavities and the lon-
gitudinal beam feedback for SIS100. For example, FPGAs
currently allow FIR (finite impulse response) filter lengths
of several tens of taps. This number of degrees of freedom
requires the appropriate modeling of the RF feedback loops
and a subsequent analysis and design. The status of current
control theory projects for RF feedback loops is described.
Progress in RF Feedback Analysis
Several aspects of the modeling of longitudinal single-
bunch oscillations and their RF feedback have been stud-
ied [1]. In particular, the dynamics of the quadrupole mode
damping loop were modeled and a stability analysis of the
feedback parameter space was performed. Measured and
simulated amplitude signals for three different experiments
agree well as shown in Figure 1. In addition, it has been
shown that the feedback of the sextupole mode behaves
distinctively different in linear vs. nonlinear simulations.
This result implies that the consideration of nonlinearities
is necessary for a proper analysis of the bunch feedback.
Therefore, the approach of [1] has been extended to in-
clude arbitrary nonlinear RF potentials [2]. The extended
models rely on a moment approach and can be applied for
small and long bunches in the stationary and acceleration
case and for single and dual-harmonic operation. In the
latter case, a linearization of the RF voltage is not feasi-
ble even for small bunch oscillations. To obtain models
suitable for controller design, a simplification is made that
neglects Landau damping. This makes the stability analy-
sis of the feedback more conservative. However, this may
be improved by including additional damping terms that
approximate the Landau damping rate. Comparison with
simulations shows a good agreement between the models
and the full nonlinear beam dynamics. Collective effects
are not covered explicitly, but may be incorporated in prin-
ciple within a robust feedback design.
In a design study, a so-called Fuzzy Controller was de-
veloped and simulated to examine a different feedback ap-
proach [3]. This feedback uses linguistic rules to calculate
the necessary phase shift for damping dipole oscillations.
Simulations show good results in keeping the rms emit-
tance at a very low level compared to Landau damping. In a
∗Work partly supported by GSI-TU Darmstadt cooperation contract
and by BMBF through contract 06DA9016.
† dlens@rtr.tu-darmstadt.de, H.Klingbeil@gsi.de
further work, RF models have been derived which include
Fourier coefficients [4]. This enables the analysis of beam
loading.
Figure 1: Experiment without feedback (black), with am-
plitude feedback (blue), and additional phase feedback
(red). Simulated curves lie on top of the measured curves.
Practical Implications
The analysis of RF loops has the following practical im-
plications: Due to dynamical coupling between modes, a
strong feedback that may damp a specific mode may there-
fore excite another. Thus, higher order modes should be
taken into account during the feedback design process. The
models reflect also the well-known fact that the RF phase
modulation acts on odd modes, wheres the RF amplitude
modulation acts on even modes. This is however only
true for the stationary case. During acceleration, the phase
modulation has a significant additional impact on the odd
modes. However, a simple transformation may decouple
this effect.
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Code development: Implementation of compensation electrons 
 for space charge dominated beams 
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Space charge dominated beams in LEBT and MEBT 
sections of linacs like in FRANZ project or in laser driven 
proton beam sources of the LIGHT collaboration (Laser 
Ion Generation, Handling and Transport) poses some 
unique features in presence of compensation electrons. 
Especially trapping of the electrons in high magnetic and 
electric fields can change the beam properties dramati-
cally. An example of the simulated proton beam dynamic 
for the FRANZ chopper system is shown by Figure 1. 
 
Figure 1: An example of the beam dynamic through the 
LEBT ExB chopper system for the FRANZ project. The 
proton beam is depicted in red. Secondary electrons pro-
duced on the aperture are in green.  
 
The 3D simulation code LASIN is developed for multi-
species (electrons, protons and ions) beam tracking 
through a solenoidal magnetic field with high space 
charge forces and at rapidly varying geometric bunch 
dimensions (from 10 µm to 5 cm transversely along a 
longitudinal drift of about 50 cm). The magnetic field is 
calculated by the Biot-Savart solver using a numerical 
integration scheme from a given distribution of current 
elements. At every exact particle position at a given time 
step, the B-field is calculated accordingly. 
In case of space charge forces, the charge density is 
integrated on a cylindrical mesh from a particle distribu-
tion by PIC (Particle-In-Cell) techniques [1]. Afterwards, 
the Poisson equation is solved numerically by the itera-
tion method BiCGSTAB (Bi-Conjugate Gradient Method- 
Stabilized) [2] on the mesh resulting in the potential dis-
tribution. For the tracking algorithm the electric field is 
interpolated at the particle position. 
A symplectic middle step scheme [3] in Cartesian 
coordinates is used to follow the particle motion in given 
fields. The code is implemented at the Frankfurt Center 
for Scientific Computing CSC cluster by fully exploiting 
the parallel processing capabilities. Typically, 50 proces-
sors and up to 107 macroparticles are used in proton track-
ing simulations from the laser target (TNSA) to the CH 
accelerating structure. For optimization purposes and 
memory requirement reduction the sparse format of stored 
vectors and matrices is used. 
The space charge force action on the beam dynamics 
of the single proton pulse along the magnetic solenoid 
was investigated in detail. 
Detailed investigation showed how the trapped elec-
tron column influences the beam focusing and spectral 
distribution of the proton pulse in the first 40ps after gen-
eration (Fig. 2). The momentum exchange between the 
species is present and results in a distribution splitting in 
phase space. This is a major factor for injection into a 
proposed CH-structure for further post-acceleration. As a 
consequence an optimized CH-linac was designed. Over-
all 72% transmission was reached in simulation from the 
target position to the end at energies of 40MeV. 
 
 
Figure 2: An example of the on axis potential distribution 
of a laser generated single proton pulse with co-moving 
electrons in a focusing solenoid. The electrons are trapped 
by a magnetic field on axis, while protons expand. 
A new simulation code is under development. It will 
cover the problematic of multi species in a more general 
and allow for arbitrary geometries by using various space 
charge methods (FEM, Multigrid, Gradient Methods). 
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An impressive advantage of Laser Ion Sources is an ex-
tremely high beam brilliance. The LIGHT (Laser Ion 
Generation, Handling and Transport) collaboration [1] is 
dedicated to build up at GSI a test stand for an investiga-
tion of the proton beam, accelerated with GSI laser 
PHELIX [2]. The installation is already integrated into a 
beam line (Fig. 1) of the GSI heavy ion high current linac 
UNILAC [3]. It provides for an unique possibility to tune 
the beam line and to calibrate diagnostics devices with an 
ion beams. 
 
Figure 1. Integration of the LIGHT test stand into existing 
UNILAC beam line. 
Generally the LIGHT collaboration combines together 
three different tasks:  
• Development of the powerful laser and delivery of 
the laser beam to the target; 
• Simulations of the very early expansion of the laser 
generated electron-ion cloud and an optimization of 
the target; 
• Capture, collimation and rotation of the ion beam in-
cluding its matching to the conventional accelerator. 
The versatile multiparticle code DYNAMION [4] was 
implemented to perform beam dynamics simulations for 
the transport line, which comprises a solenoid for trans-
verse beam focusing and an rf cavity decreasing the en-
ergy spread of the protons (bunch rotation) [5]. General 
feature of the code is a solving of the full 3D-equation of 
particle motion in 3D electromagnetic field. Therefore 
non-linear effects, as well as high order chromatic aberra-
tions, are included into the simulations automatically. 
The initial beam parameters (Tab. 1) for the simulations 
are based on the experimental data and dedicated calcula-
tions of plasma expansion.  
The bunch rotation is foreseen by means of an existing 
GSI 3-gap 108 MHz buncher [6]. It is planned to be in-
stalled into the beam line this year. A 3D electrical field 
inside the buncher was calculated with the DYNAMION 
package for the measured topology of the gaps and tubes. 
A comparison of the calculated and measured electrical 
field [7] shows good coincidence. 
Table 1: Estimated input parameters of the proton beam 
Energy 10 MeV 
Energy spread ± 50% 
Phase spread  ± 0.75° (at 108 MHz) 
Transverse emittance < 5 mm*mrad 
Transverse divergence ± 172 mrad 
Transverse radius ± 0.03 mm 
A good energy resolution behind the buncher can be 
observed on Fig. 2. This result is especially promising for 
the planned experimental parameter study of the laser 
generated beam at the LIGHT test stand. 
 
Figure 2. A longitudinal beam phase portrait at the end of 
the transport line.  
An unique installation for the transport, collimation and 
rotation of the proton beam, generated by powerful laser 
PHELIX, is integrated into GSI UNILAC beam line.  
An ion beam with variable energy from UNILAC can 
be used for tuning the beam line settings and for calibra-
tion of the beam diagnostics devices. 
Beam dynamics simulations by means of DYNAMION 
code are used for the design and optimization of the beam 
line. 
Experiments at GSI with laser generated proton beam, 
focused by the solenoid and rotated with the buncher, are 
already planned for 2012. 
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Introduction
ColMat is the name of WP8 of the joined R&D initiative
EuCARD funded by the EU in FP7 [1]. The topics of WP8
are collimators and suitable collimator materials for mod-
ern high power, high brightness accelerators. Contributors
are more than ten European institutes and universities.
Contribution by GSI groups to ColMat
GSI covers prototyping and testing of a cryogenic ion
catcher for SIS100, simulations and studies on activation
of accelerator components e.g. halo collimators as well as
irradiation experiments on materials foreseen to be used in
FAIR accelerators and the LHC upgrade program.
Cryo-catcher for SIS100
One of the main deliverables within ColMat is a proto-
type of the cryogenic ion catchers which will be placed in
the arcs SIS100 to control beam losses due to charge ex-
change. Controlling such losses prevent dynamic vacuum
effects and is mandatory to obtain the high beam intensities
foreseen for FAIR facility. The prototype was delivered to
GSI and tested with SIS18 beam in 2011 [2, 3].
Ion induced damage in materials for collimators
To study radiation-induced dimensional changes and
degradation of thermo-mechanical properties, graphite and
AC 150 carbon-carbon composite samples were irradiated
with heavy and light ions. The irradiation experiments
were performed at energies of 11.1 MeV/u, with GSI the
UNILAC accelerator at GSI. Similar studies have been
started on new candidate materials such as diamond-metal
composites. Depending on the specific modifications and
functional properties, the most suitable material will be se-
lected for the construction of collimators to be used for
FAIR and the LHC upgrade [4].
Beam-halo collimation studies for SIS100
SIS100 will be operated with high intensity proton and
ion beams. The ions will have intermediate charge states
(design Ion U28+). To collimate the beam particles two
different multi stage solutions are foreseen. Heavy ions
will interact with a charge striper foil and loose all elec-
trons. Due to the lower magnetic rigidity of those stripped
ions they will be deflected and dumped by the two warm
∗Work supported by EU, Grant Agreement No: 227579 EuCARD
† j.stadlmann@gsi.de
quadrupoles in the extraction section of SIS100 similar to
beam losses during slow extraction. The protons will be
scattered by a different primary collimator and dumped in
secondary beam stoppers. Studies on this collimator sys-
tems are performed within ColMat and are presented in this
report [5].
Simulation of beam interaction with collimators
The high intensities of modern accelerators require al-
ready very robust collimator designs to withstand the beam
loss during standard operation. In case of accidental beam
losses the risk of damage is very high. Numerical simula-
tions on the possible damage by LHC and SPS beams to
different targets have been performed within ColMat [6].
The studies concentrate on full impact of all or parts of
the LHC and SPS beams. The results obtained at GSI are
benchmarked with other contributor’s codes and future ex-
periments at the HighRadMat facility at CERN’s SPS. [7].
Summary and outlook
Several new collaborations with other institutes and in-
dustry participating in the EuCARD framework could be
established. Most GSI milestones and deliverables de-
fined in ColMat have already been achieved, some ahead of
schedule. The overall success led to a follow-up proposal
within the next EU accelerator R&D framework EuCARD2
which is supposed to start in 2013.
References
[1] ColMat web page http://eucard.web.cern.ch/
eucard/activities/research/WP8/
[2] L. Bozyk et. al., “SIS100 Prototype Cryocatcher” IPAC 2011
Conf. Proc. (TUPS007), San Sebastian, (2011).
[3] L. Bozyk et al., “Measurements with the SIS100 Cryoctacher
Prototype” within this GSI Sci. Rep. 2011.
[4] M. Tomut et al., “In-situ SEM investigations of ion- in-
duced damage in novel diamond-copper composite materials
for LHC collimators jaws” within this GSI Sci. Rep. 2011.
[5] I. Strasik and E. Mustafin “Halo Collimation of Protons and
Heavy Ions in SIS100” within this GSI Sci. Rep. 2011.
[6] N.A. Tahir et. al., “Simulations of Interaction of 7 TeV/c
LHC Protons with a Carbon Beam Stopper” within this GSI
Sci. Rep. 2011.
[7] N.A. Tahir et. al., “Simulations of BeamMatter Interaction
Experiments at the HiRadMat Facility at CERN” within this
GSI Sci. Rep. 2011.
PNI-ACC-13 GSI SCIENTIFIC REPORT 2011
482
GSITemplate2007 
Status of the Antiproton Production Area for FAIR 
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The first simulations of the expected radiation levels for 
the antiproton target area were already reported [1,2]. In 
order to ensure that a sufficient radiation protection of the 
neighboring areas can be achieved, a series of extensive 
simulations were performed for the latest layout of the 
antiproton production area for FAIR. 
The Monte-Carlo particle transport code FLUKA [3,4] 
was used for the simulations. A very detailed geometry 
file was needed as input to obtain reliable results. The 
latest architect drawings of the pbar target area were used 
as a basis for the geometry in the FLUKA input file. The 
magnetic fields in the magnetic horn right after the target, 
all quadrupole magnets and all dipole magnets were taken 
into account in the simulations. 
The region used for a simulation was slightly increased 
in comparison with the previous simulations. Due to the 
high energies and the long ranges of the primary and sec-
ondary particles a large region of 50 × 30 × 200 m³ (x × y 
× z) was used in the FLUKA calculations (see Fig. 1). In 
the simulations the antiproton production area of FAIR 
was extended in the direction of the CR/RESR building 
by about 50 m. Thus the geometry used for the FLUKA 
calculations became more realistic than before. 
Concrete is used as shielding material between and 
above the tunnels. Between antiproton target building (6c) 
levels and neighboring buildings 6c and 7, encapsulated 
soil is used for shielding. Inside the tunnels wet air is used 
to account for the moderation of neutrons. The target and 
magnetic horn are located in an iron shielding with 1.6 m 
thickness on the downstream side and 1.0 m thickness on 
all other sides. 
It was important to know the expected radiation level in 
the CR/RESR building caused by operation of the pbar 
separator. The CR/RESR hall is separated into two parts, 
inner part and the ring tunnel, by the central wall. It pro-
tects the inner part of the hall, equipment and personnel, 
during operation, either from radiation in the tunnel or 
from activation induced by the pbar separator. It is 
planned to have a free access to the inner part of the hall 
during CR operation. According to the German Radiation 
Protection Ordinance areas with dose rates below 0.5 
μSv/h (purple and white) are accessible without any re-
striction. It was found out that activation caused by anti-
proton production gave an increase of the radiation level 
in the inner part of the building to values which could not 
be accepted. In order to reduce the radiation level there a 
part of the central wall was enforced by means of addi-
tional 1.5 m of concrete. The entrance walls of the 
CR/RESR hall were modified as well in order to reduce 
activation coming from the pbar separator. 
The shielding wall between pbar target tunnel and the 
building 50 was modified according to the latest drawings 
and used in the simulations. Its thickness is about 8 m and 
it is enough for the protection of the neighboring building 
50 during antiproton production (see Fig. 1). Encapsulat-
ed soil layer was successfully introduced between the 
antiproton target and the CR/RESR buildings instead of 
large concrete volume. It is obviously a cheaper solution 
than before and it can be used as demonstrated in Fig. 1. 
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Figure 1: Prompt dose rates during operation with 2×1013 protons per pulse and a repetition rate of 0.1 Hz. The data are 
averaged over a height interval of ± 1.0 m relative to the beam line. The target is located at (0,0). The primary beam is 
dumped at z ≈ 40 m, the antiprotons are transported to the CR/RESR hall. 
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DNA Damage after High-LET Exposure 
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It has been known for several years that DNA dou-
ble-strand breaks (DSBs) evoked by particle radia-
tion are generally more slowly repaired than breaks 
induced by photon irradiation. Moreover, the frac-
tion of residual breaks after prolonged repair incuba-
tion correlates with the cell killing capacity of high-
LET radiation. However, the understanding of the 
molecular processes is still incomplete. 
In this study we focus on the complexity of DSBs 
induced by heavy ions, especially carbon-ions. Ow-
ing to the high ionisation density of high-LET parti-
cles, heavy ion irradiation induces DSBs that are 
generally more complex with additional lesions in 
very close proximity to the DSB. Recently we have 
reported that complex breaks require processing be-
fore repair, performed by the nuclease Artemis that 
is operating in a common repair pathway with the 
kinase ATM. Cells deficient in one of these factors 
are specifically defective in the repair of DSBs with 
slow repair kinetics and the level of unrepaired 
breaks seems to depend upon the complexity of the 
DSB ends. After α-particle irradiation a higher pro-
portion of DSBs is repaired in an ATM and Artemis 
dependent manner than after X-irradiation. By con-
trast ATM and Artemis are dispensable for the repair 
of “clean” DSBs induced by the topoisomerase II 
inhibitor etoposide [1]. 
To determine the amount of complex DSBs after 
heavy ions, we irradiated HeLa cells with 2 Gy 12C 
(LET: 170keV/µm) ions using the UNILAC at the 
GSI. We depleted the nucleases Artemis and CtiP in 
these cells by siRNA prior to irradiation, to measure 
the importance of these factors on the repair of com-
plex DSBs. The repair of the DSBs was monitored 
by a cell cycle specific γH2AX immunofluorescence 
assay. Artemis- and CtIP-depleted cells were seeded 
on cover slips and irradiated with 12C ions under a 
small angle to the beam. γH2AX foci along the ion 
tracks were analysed in G1 and G2 cells. In Artemis 
deficient cells a high repair defect was detected with 
this approach in G1(Fig.1 B) and G2-phase (Fig. 
1A) of the cell cycle, therefore supporting our notion 
that Artemis is indispensible for the repair of com-
plex DSBs. Interestingly, CtIP-depleted cells also 
showed a pronounced repair defect after irradiation 
in both cell cycle phases. 
Downregulation of CtIP and Artemis together re-
vealed that these factors work in the same repair 
pathway, because no pronounced epistatic effect was 
present in these cells. The defect of the double 
knockout was comparable to the repair defect ob-
served in Artemis deficient cells. Together, these 
results demonstrate that the nucleases Artemis and 
CtIP are indispensible for the repair of complex 
DSBs induced by high-LET particle irradiation. 
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Fig.1: DSB repair kinetic of HeLa cells treated with dif-
ferent siRNA prior to irradiation with 2 Gy carbon ions. 
Artemis- and CtIP- downregulated cells exhibit a pro-
nounced repair defect in G2 (A) and G1 (B).    
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Introduction 
 
Chromatin is a well organized complex of DNA and 
proteins. If damage occurs the DNA is repaired in a clear-
ly defined process involving repair proteins and chroma-
tin modifications. Here chromatin modifications are regu-
lating binding affinities of different proteins at sites of 
DNA double-strand breaks as well as the compaction of 
DNA. Histone modifications, especially Histone acetyla-
tion at defined Lysine residues, play a major role in 
changing the density of chromatin. 
Since it is shown that a local decompaction of hetero-
chromatic regions takes place at sites of DNA damage 
[1], we investigated the acetylation of different histone 
residues that might be involved in this process. We inves-
tigated the histone residues H4K16 as well as H3K56. It 
is known that these residues play a role in the DNA dam-
age response after irradiation with X-Rays and UV-Laser 
[2,3]. 
  
Methods 
 
Mouse embryonic fibroblast and human osteosarcoma 
cells were irradiated under low angle, causing a streak 
pattern which is produced as an accelerated heavy ion 
passes the nucleus. After fixing the cells at different 
timepoints, immunostaining and confocal microscopy 
were used to visualize proteins of interest. To examine 
their accumulation at damage sites a colocalization with 
γH2AX was assessed. 
 
Results and Conclusions 
 
Acetylated H4K16 is increased at damage 
sites after irradiation with heavy ions 
 
H4K16ac showed (in a fraction of cells) an increased 
signal at damage sites causing a streak pattern (white ar-
row in figure 1) that is clearly distinguishable from the 
H4K16ac signal in the whole nucleus. An accumulation 
of H3K56ac was not observed (data not shown). 
 
        H4K16ac              γH2AX                  merged 
   
Figure 1: Accumulation of H4K16ac in mouse embryonic fibro-
blasts. Cells were irradiated with Au ions (LET: 13000 keV/μm; 
Fluence: 3x106 p/cm2) under low angle and fixed after 1 hour. 
H4K16ac (green) is increased at damage sites. DNA damage is 
shown by γH2AX staining (red). DNA is counterstained with 
ToPro3 (blue). 
No visible recruitment of MOF in human 
osteosarcoma cells 
 
To get insight into the role of H4K16ac in the damage 
response, we focused on MOF, which is known as the 
major acetylase modifying H4K16 [3]. First we analyzed 
if MOF is recruited to damage sites after irradiation with 
heavy ions. A colocalization of MOF with γH2AX indi-
cating recruitment to damage sites was not visible (figure 
2). 
        MOF              γH2AX                  merged 
   
Figure 2: MOF is not recruited to damage sites after irradiation 
with heavy ions. After irradiation of human osteosarcoma cells 
with Au ions (LET: 13000 keV/μm; Fluence: 3x106 p/cm2), cells 
were fixed after 2 hours and stained for MOF (green). DNA 
damage is shown by γH2AX staining (red). DNA is counter-
stained with ToPro3 (blue). 
 
H4K16ac accumulates at damage sites after irradiation 
with Au-ions whereas an accumulation of H3K56ac at 
damage sites could not be observed. These findings sug-
gest that H4K16ac might play also a role in the damage 
response after irradiation with heavy ions. Since it is 
known that acetylation of H4K16 changes chromatin to a 
more open conformation it has to be elucidated if H4K16 
acetylation is involved in decompaction of DNA at dam-
age sites. 
Recently, it has been proposed that MOF is the major 
enzyme acetylating H4K16 [3]. Since we do not see an 
increase of MOF at damage sites, we suppose that even 
low amounts of MOF assembled at damage sites are suf-
ficient to acetylate H4K16. 
Further experiments are needed to elucidate the role of 
H4K16 acetylation in the ion – induced damage response 
more closely. 
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Introduction 
Emerging evidence suggest that the DNA damage re-
sponse has a major impact on the surrounding chromatin 
within the cell nucleus. Changes in histone modifications 
and recruitment or release of different chromatin interact-
ing proteins have been reported. One main role hereby 
plays the local decondensation of chromatin, which is 
thought to enhance access of repair proteins to sites of 
DNA damage. In a recent paper [1] we showed that we 
can visualise this chromatin decondensation after heavy 
ion induced DNA double strand breaks (DSB) directly by 
fluorescent DNA staining (DAPI), but only within the 
heterochromatic areas of mouse embryonic fibroblast 
cells. Heterochromatin represents the transcriptional inac-
tive and therefore more compacted part of the chromatin 
within the cell nucleus. Other than in human cells in 
mouse cells these heterochromatic areas are concentrated 
in DAPI bright spots, the so called chromocentres. Being 
even more compacted, these areas probably need a more 
efficient or an additional pathway, compared to euchro-
matic regions, for opening up the DNA before repair.  
Chromatin decondensation is carried out by so called 
chromatin remodelling complexes, which uses ATP hy-
drolysis to remove or translocate nucleosomes along the 
DNA or by changing the nucleosome histone composi-
tion. Two good candidates for triggering an early decon-
densation event after heavy ion irradiation within hetero-
chromatin are displayed by the NuRD and the ACF1 
chromatin remodelling complexes. Both reported to par-
ticipate in the DNA damage response pathway and addi-
tionally exhibiting specialised function in heterochro-
matin. While the ACF1 complex is responsible for decon-
densation within hetrochromatin to allow DNA to become 
replicated and is responsible for the recruitment of 
Ku70/80 at the DSB [2], the NuRD complex assembles at 
pericentric heterochromatin and is reported to be phso-
phorylated by ATM, one of the main kinases in DNA 
repair [3].  
Results  
Many proteins which are involved in the repair machin-
ery accumulate within so called repair foci around DSB. 
So looking for the recruitment of a protein to the side of 
damage is one of the easiest ways for testing the involve-
ment and the time dependency of the chosen protein in 
repair.  
After laser induced DNA damage a fast (within sec-
onds) accumulation of GFP-fusion proteins of ACF1 and  
CHD4 (the ATPase of the NuRD complex) was reported 
[3;4] and could be verified for both proteins with our 
newly established 405nm Laser system (Khan same GSI 
report). After heavy ion induced DNA damage however 
no obvious accumulation of either ACF1-GFP (Figure 1) 
or CHD4-GFP (data not shown) can be observed. 
 
 
 
 
 
 
 
 
Figure 1: No obvious accumulation of ACF1-GFP at 
sites of DSB. Mouse fibroblast cells were transiently 
transfected with ACF1-GFP (green) and irradiated with 
gold ions at the UNILAC (13.000 keV/µm). Counterstain-
ing with γH2AX (red) indicates sites of DSB (arrows).  
 
Conclusion 
 
While after irradiation with laser direct recruitment of 
ACF1- or CHD4-GFP to the DSB can be observed, no 
such accumulation is visible after irradiation with heavy 
ions, which might be due to very high local doses deliv-
ered by laser [4].  Further and more direct experiments 
will help to study the influences of ACF1 and CHD4 on 
chromatin decondensation in heterochromatic areas at 
early timepoints after irradiation with heavy ions. 
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Introduction 
In collaboration of GSI Biophysics and Material Re-
search, the microbeam is routinely employed for targeted 
irradiation of living cells in culture [1]. A custom-made 
epi-fluorescence microscope is used for beam targeting 
and cell observation via fluorescent dyes which specifi-
cally highlight biological proteins of interest. 
Over the past two years, we added a dedicated laser 
system to the microbeam to locally bleach these fluores-
cent markers [2]. Following up the intensity distributions 
after bleaching it is possible to gain information about 
dynamic processes after DNA damage induction induced 
by ion irradiation.  
Experiments with laser induced DNA damage have 
shown a change in chromatin structure after exposure 
with UV light [3]. 
Therefore, we used the new laser system at the GSI mi-
crobeam with the aim to see if there is a chromatin struc-
ture change after heavy ion irradiation analog to the one 
reported after UV irradiation [3]. 
Experiment 
The basic idea is to use the laser system to bleach a 
specific pattern into the fluorescence tagged chromatin of 
a cell nucleus. The bleached structure is expected to shift 
or distort after DNA damage induction produced by irra-
diation with ions. 
To measure chromatin structure changes we used a sta-
ble HeLa-H2B-GFP cell line1 where the structural histone 
H2B is tagged with green fluorescent protein. To visualize 
the DNA damage after ion irradiation these cells had an 
additional red fluorescent marker (RFP) tagged on repair 
protein XRCC12.
Figure 1: Hela-H2B-GFP cell nucleus before (left) and 
after bleaching (right). 
On the left side of figure 1 one cell nucleus is visible 
before bleaching. On the right side the same nucleus is 
shown after the focused 488 nm laser [2] has bleached 
two vertical lines into the GFP tagged H2B. 
The borders of the bleached lines have been irradiated 
with 4.5 μm long lines of 9 Au ions as shown in Fig. 2 left 
(white lines). DNA damage locations were verified by 
XRCC1-RFP (Fig. 2 right).  
Figure 2 left side: Bleached HeLa-H2B-GFP cell nucleus 
before irradiation with gold ions. Every white point was 
irradiated with one ion.  
Right side: In red the same cell nucleus, but after irradia-
tion with gold ions DNA damage sides are visible by 
XRCC1-RFP accumulation. 
As a measure for damage mediated chromatin move-
ment we evaluated the width of the GFP bleach lines 
where the surrounding DNA has been damaged by ion 
irradiation relative to the width where the local DNA was 
spared from damage. 
Results 
In these first measurements not major change in chro-
matin structure was observable. As only 7 cell nuclei have 
been involved in the experiment additional measurements 
are required. Nevertheless this first experiment demon-
strates the capability of the dedicated laser system. 
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DNA double strand break resection after heavy ion irradiation 
N. B. Averbeck1, O. Ringel1, M. Herrlitz1, B. Jakob1, F. Tobias1, A. L. Leifke1, M. Durante1, 2, and  
G. Taucher-Scholz1 
1GSI Helmholtzzentrum für Schwerionenforschung GmbH, Darmstadt, Germany;  
2TUD, Institut für Festkörperphysik, Darmstadt, Germany
It is well known that DNA double strand break (DSB) 
resection occurs as a pre-requisite of the repair pathway 
of homologous recombination that takes place in the late 
S and G2 cell cycle phase. We study DSB repair with 
heavy ion irradiation; it represents an excellent tool for 
investigating DSB repair as one can generate strictly lo-
calized DSBs within the nucleus and analyze the recruit-
ment of repair factors to these lesions by immuno-
fluorescence. Applying this technique we were able to 
show that several heavy ion irradiation induced DSBs in 
the cell cycle phase G1 require also resection as RPA 
located at DSBs in G1 (Figure 1); RPA is a protein that 
binds and protects single stranded DNA, which is gener-
ated during DSB resection. Since heavy ions represent 
high LET radiation that causes DSBs with high complex-
ity, most likely lesion complexity plays a critical role in 
the decision of DSB resection in G1.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: RPA is recruited to DSBs in G1 after heavy ion 
irradiation. Human tumor cells U2-OS (A) as well as hu-
man fibroblasts (B) were irradiated with 197Au ions  
(LET: 13000 keV/μm; fluence: 3 x 106 p/cm2) and fixed  
1 h after irradiation. Cells were immuno-stained for 
CENP-F and RPA. DNA was visualized by DAPI stain-
ing. No CENP-F signal: G1 cell; strong CENP-F signal: 
G2 cell. Scale: 10 μm 
 
The question arises, which nuclease is responsible for 
the DSB resection in G1. In G2 the endonuclease CTIP is 
crucial for DSB resection [1]. Thus, in a first step we 
tested whether or not CTIP is recruited to heavy ion in-
duced DSBs in G1. By immunofluorescence analysis we 
were able to show that CTIP is indeed recruited to DSBs 
in G1 (Figure 2). We further demonstrated that CTIP is 
important for the observed resection in G1 as down regu-
lation of CTIP expression by RNA interference (knock 
down, k. d.) diminishes resection in G1 (Figure 3). A de-
crease of CTIP expression reduces resection to the same 
degree in G1 as well as S/G2 cells, suggesting that CTIP 
plays an equal important role in G1 as well as S and G2 
after heavy ion irradiation (Figure 3). 
 
 
 
 
 
 
 
 
 
Figure 2: CTIP is recruited to DSBs in G1. Cells were 
irradiated with 238U ions (LET: 15000 keV/μm;  
fluence: 3 x 106 p/cm2) and fixed 1 h after irradiation. 
Cells were immuno-stained for CENP-F and CTIP. DNA 
was visualized by DAPI staining. Scale: 10 μm 
 
 
 
 
 
 
Figure 3: Down regulation of CTIP expression (CTIP  
k. d.) diminishes resection in G1 as well as S/G2 cells to 
the same degree. A Successful CTIP knock down;  
B Relative number of RPA positive irradiated G1 and 
S/G2 cells, respectively. Cells were irradiated with 119Sn 
ions (LET: 7900 keV/μm; fluence: 3 x 106 p/cm2) and 
fixed 1 h after irradiation. 
 Taken together, resection seems to represent an impor-
tant step in DSB processing upon heavy ion irradiation – 
not only in S and G2 cells but even in G1 cells. In future 
experiments we want to further characterize this G1 re-
section and find out whether this is coupled to a specific 
repair pathway. 
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Introduction 
The correct repair of damaged DNA is most crucial for 
cells to survive exposure to ionizing radiation. Cells pos-
sess various mechanisms to cure damaged DNA. In these 
processes many distinct proteins are involved, interacting 
with each other in a complex network. However it is high-
ly challenging to measure protein interactions in living 
cells. A process called Förster Resonance Energy Trans-
fer (FRET) enables interaction-measurements of fluores-
cently tagged proteins. FRET describes energy transfer 
within a range of typically a few nm from an excited do-
nor- to an acceptor fluorescent protein. Our experimental 
setup, measuring FRET by fluorescence polarization ani-
sotropy was described and validated for green/red fluo-
rescent proteins in a previous report [1]. Here we present 
the capability of our setup for measuring interactions be-
tween blue/yellow tagged proteins and first experimental 
results in the cellular response to charged particle irradia-
tion. 
Results 
Blue/yellow fluorescence protein interaction 
 
Figure 1: Blue (Cerulean) and yellow (Venus) fluorescent 
proteins in living human U2OS cells. C5V describes Ce-
rulean linked with Venus by 5 amino acids.  
To test the system for the capability of measuring 
interactions between the blue and yellow fluorescent 
proteins Cerulean and Venus, respectively, human U2OS 
cells were transfected with only Cerulean, only Venus, 
Cerulean and Venus or with a construct referred to as C5V 
in which each Cerulan is linked with a Venus by 5 amino 
acids† [2]. In the C5V construct each Cerulean protein is 
in close contact to a Venus protein resulting in a high 
FRET efficiency. The energy transfer from the donor 
(Cerulan) to the acceptor (Venus) provokes a reduction of 
the acceptor fluorescence polarization anisotropy [3]. The 
clearly reduced yellow polarization anisotropy of C5V 
with Cerulean excitation is in agreement with previous 
studies [4] and proofs our setup for detecting protein in-
teractions between blue and yellow tagged proteins. 
53BP1 after Au ion irradiation 
 
Figure 2: Human U2OS cells transfected with 53BP1-
GFP, after low angle Au-ion irradiation. 
Fluorescence polarization anisotropy based FRET 
measurements provide the unique possibility to detect 
FRET between identical tagged proteins. Reduced polari-
zation anisotropy would indicate protein oligomerization. 
Here the DNA repair protein 53BP1-GFP was analyzed 
after Au-ion irradiation. However no reduction of polari-
zation anisotropy along the streak patterned 53BP1-
aggregates at the DNA damage could be detected. Hence 
it is unlikely that GFP proteins of different 53BP1 mole-
cules come in close proximity of a few nm even after ir-
radiation with high LET particles. 
Conclusion 
Our fluorescence polarization anisotropy based FRET 
setup was validated for measuring protein interactions 
between blue/yellow tagged proteins in living cells. Fur-
thermore the repair protein 53BP1 did not show indica-
tions for local oligomerization at sites of damaged DNA.  
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Introduction 
Galactic cosmic rays are a complex mixture of high- 
and low-LET radiation types, but high-LET exposure 
induces formation of more complex DNA and chromo-
somal damage [1, 2]. Even though stem and progenitor 
cells of the hematopoietic system (HSPC) are the origin 
of radiation-induced leukemogenesis [3], very little is 
known about the repair of radiation-induced DNA dam-
age in HSPC, particularly in human HSPC or in response 
to high-LET radiation treatment. Consequently, we estab-
lished a DSB repair assay for the assessment of the re-
moval of radiation-induced DNA damage for this cell 
type. Importantly, the assay discriminates between error-
prone and error-free DSB repair mechanisms, which is 
particularly relevant regarding the repair of complex 
DNA damage following charged particle radiation [1, 2]. 
Moreover, error-prone DSB repair activities are thought 
to be responsible for generating chromosomal rearrange-
ments that can lead to hematopoietic malignancies [4]. 
 
Materials and Methods 
Human HSPC were isolated and cultivated for 72h as 
described [2]. Subsequently, cells were nucleofected ac-
cording to an Amaxa® protocol (Lonza) with DNA sub-
strates designed for the analysis of specific DSB repair 
pathways (figure 1A) [5]: Non-homologous end joining 
(NHEJ), homologous recombination (HR), and homolo-
gy-directed DSB repair, i.e. both HR and single-strand 
annealing (SSA). For DSB formation within the substrate, 
the nucleofection mixture also contained expression 
plasmid for endonuclease I-SceI. Alternatively, HSPC 
were exposed to X rays (16 mA, 250 kV) 2h after nu-
cleofection. The assay monitors reconstitution of wild-
type EGFP, so that EGFP-positive cells were quantified 
by the diagonal gating method in the FL1/FL2 dot plot 
(FACS Calibur®, BD). Each measurement was accompa-
nied by the analysis of split samples after nucleofection 
with the same DNA mixture plus wild-type EGFP ex-
pression plasmid for normalization of repair frequencies. 
 
Results 
Our previous work has led to the development of a 
powerful fluorescence-based assay for DSB repair with 
unique applications in the detection of cancer risk through 
discrimination of error-prone and error-free repair path-
ways [5]. Here, we optimized the conditions for fluores-
cence-based testing of DSB repair in HSPC and then ap-
plied the specific substrates for comparison of the major 
mechanisms. Upon targeted DSB repair formation within 
the substrate, we measured NHEJ and HR activities, both 
in the order of 10-4 and overall homology-directed DSB 
repair in the order of 10-3 (figure 1B). Lack of major data 
scattering indicated robust detection of these repair activi-
ties. Importantly for our research goals in this project, 
treatment of these cells with 2 Gy of X rays caused a 5-
fold increase of homology-directed DSB repair. The chal-
lenge will now be to characterize DSB repair in HSPC 
and mature cells of the hematopoietic system, i.e. lym-
phocytes, in terms of DSB repair pathway-usage in re-
sponse to X rays and particle irradiation as well as in re-
sponse to low- versus high-LET irradiation.  
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Figure 1: Analysis of DSB repair in human HSPC. (A) Design of 
DNA substrates for the detection of NHEJ, HR, and both HR and 
SSA. (B) DSB repair triggered by DNA lesions after expression of 
endonuclease I-SceI for targeted cleavage ( ) or exposure to X-ray 
(B). Mean values and SEMs from N = 3-12 
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Transient Ion Irradiation Induced Pan-nuclear H2AX Phosphorylation* 
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1GSI, Darmstadt, Germany; 2TUD, Darmstadt, Germany.
Introduction 
The histone H2AX is phosphorylated on serine 139 to 
form γH2AX locally at DNA double strand breaks after 
ionizing radiation. However, heavy ion irradiation induc-
es the nuclear-wide phosphorylation of H2AX despite the 
localized dose deposition of low energy ions. We reported 
earlier that the pan-nuclear γH2AX is bound to chromatin, 
directly dependent on the dose applied to the cell nucleus 
and not connected to apoptosis [1]. We further character-
ized this response with respect to time dependency com-
pared to the kinetics of γH2AX foci. 
Results 
To investigate the kinetics of the nuclear-wide H2AX 
phosphorylation we measured the immunofluorescence 
signal of γH2AX as formerly described [2]. First, we 
measured pan-nuclear γH2AX at different times after de-
fined microbeam irradiation of confluent human fibro-
blasts with single carbon ions aimed at one spot within 
the cell nucleus. The signal increases within the first hour 
followed by a rapid decrease until 6 to 8 hours with a low 
remaining signal up to 24 hours after irradiation (Fig.  1 
A).     
 
     
     
 
Figure 1: Confluent human fibroblasts (AG1522) were 
irradiated with (A) 40 carbon ions (290 keV/µm) or (B) 2 
gold ions (12800 keV/µm) per nucleus and the pan-
nuclear γH2AX signal was measured at different time 
points. Error bars show the standard deviation. 
Next, we tested if this kinetics is changed by irradiation 
with a higher dose and LET. However, after irradiation of 
human fibroblasts with 2 gold ions per nucleus a similar 
increase and decrease of pan-nuclear γH2AX could be 
detected (Fig. 1 B). To check whether the regulation of 
the pan-nuclear γH2AX is connected to the kinetics of 
γH2AX foci at DNA damage we analysed the γH2AX 
foci after low angle irradiation. After carbon irradiation a 
strong decrease of γH2AX foci was visible after 24 hours 
(Fig. 2 A), whereas the ion tracks are largely preserved 24 
hours after irradiation with gold ions (Fig. 2 B). 
 
Figure 2: The immunofluorescence signal of γH2AX foci 
(green) at the ion trajectories were investigated 1 and 24 
hours after low angle irradiation of confluent human fi-
broblasts with 3 · 106 p/cm2 (A) carbon (170 keV/µm) or 
(B) gold ions (12800 keV/µm). The DNA was stained 
with ToPro-3 (red). 
Conclusions 
We report that the heavy ion irradiation induced pan-
nuclear response is fully activated only within few hours 
after irradiation with a strong decline to nearly control 
level after several hours. In contrast to DSB repair as ob-
served by γH2AX foci detection the kinetics of the pan-
nuclear H2AX phosphorylation was not influenced by 
dose and LET though a clear dose dependency was shown 
for the magnitude of the pan-nuclear response [1]. This 
indicates a different mechanism for the regulation of the 
nuclear-wide γH2AX response and of γH2AX at DNA 
double strand breaks. 
References 
[1] B. Meyer et al., "Characterization of the Nuclear-
wide γH2AX Response after Ion Irradiation", GSI Scien-
tific Report 2010, 2011, p.440. 
 
[2] B. Meyer et al., "Evaluation of a Nuclear-wide 
γH2AX Response after Ion Irradiation", GSI Scientific 
Report 2009, 2010, p. 465. 
A 
 
 
 
 
 
B 
1h                     24h 
* Work supported by BMBF Grant 02NUK001A.  
   Work is part of HGS-HIRe. 
CANCER-08 GSI SCIENTIFIC REPORT 2011
492
GSITemplate2007 
X-rays or heavy ions-induced γH2AX distribution is correlated to the GC con-
tent in the human genome* 
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1FIAS, Frankfurt; 2GSI, Darmstadt; 3Technische Universität Darmstadt
Introduction 
Despite the DNA double strand break marker γH2AX 
being extensively studied, its distribution in the context of 
chromatin density (eu-/heterochromatin) remains not fully 
understood. As previously reported[1], ChIP-Seq technol-
ogy allows the mapping of DNA-protein interactions se-
quencewise and genomewide. In our work, we used ChIP-
Seq to provide a genome scale sequence-based map of 
γH2AX signature induced by different types of ionizing 
radiation (IR: X-rays, heavy ions). Compaction state of 
chromatin domains was characterized by multi-parametric 
analysis (e.g. GC content) and the distribution of IR-
induced γH2AX along such chromatin domains was in-
vestigated. 
Methods 
Unsynchronized HepG2 cells showing a rather high 
γH2AX background (~10 γH2AX foci per cell in im-
munofluorescence experiments) were irradiated with 10 
Gy X-rays (250 kV, 16 mA) or nickel ions (1 GeV/u, 174 
keV/µm) and incubated for convenient times to allow 
γH2AX propagation. Following a multi-step biochemical 
procedure[1],§, the DNA associated to γH2AX-enriched 
chromatin fractions is collected and sequenced. The se-
quences are then compared to the reference human ge-
nome and further bioinformatic analysis is performed. 
γH2AX positively correlates to GC content 
First, we measured the abundance of γH2AX along 
each chromosome. Figure 1 shows a typical ChIP-Seq 
profile (only γH2AX profile of chromosome 1 is shown). 
As expected, unirradiated cells (grey) show low abun-
dance of γH2AX with the exception of the p-telomere. 
This observation was reported previously[2] and we were 
able to reproduce it in our experimental conditions. Even 
in absence of IR, the γH2AX distribution appears to be 
uneven. After IR exposure (incubation time: 0.5 hours) 
the overall amount of γH2AX is increased (orange) but 
the distribution remains non homogenous. Specifically, 
chromatin domains encompassed in giemsa dark bands 
(GDB) showed a lower γH2AX signal when compared to 
non-GDB. GDB show a very low GC content (black line) 
and several other features of heterochromatic domains, 
suggesting that γH2AX is either less efficiently propagat-
ing or rapidly removed from low GC / heterochromatic 
domains. 
Conversely, non-GDB domains, including the p-
telomere, show high GC content and high γH2AX signal. 
 
Figure 1 
 
Conclusions and Perspectives 
Overall, our findings show that γH2AX is positively 
correlated to GC content. Such feature can be associated 
to the compaction state of the chromatin suggesting that a 
less compact state (high GC content) could be a more 
favourable environment for γH2AX spreading. 
To confirm our hypothesis, other parameters (e.g. tran-
scriptional activity, other histone modifications) are being 
investigated and will integrate the present data. 
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Introduction 
 
Here we describe and characterize a new setup to photo 
bleach or activate fluorescent proteins in living cells with a 
405 nm laser. The setup was validated using live cell meas-
urements of protein recruitment [1] and photobleaching of 
GFP-tagged proteins. 
 
Description of the setup 
 
The experimental setup is based on a Leica IRE2 inverted 
microscope equipped with LED light sources and a climate 
chamber controlling temperature, humidity and COa concen-
tration for long term live cell observations. Image acquisition 
is done by a Hamamatsu C7190 EB-CCD camera. A 405 nm 
diode laser was coupled to galvo-scanning mirrors (Fig. 1) . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Experimental setup and a detailed view of the de-
signed galvanometer module. The collimated laser can be 
moved precisely with the help of galvano-mirrors in both x 
and y directions 
 
The laser beam is than directed to a dichroic mirror mounted 
in a special holder in the filter revolver (Fig. 2) which re-
flects it to the specimen. In the developed Labview based 
software, one can select different patterns like circles, line 
scans or point illumination at defined coordinates by mouse 
click.  
 
 
 
 
 
 
 
 
 
 
 
Figure 2: Filter revolver with dichroic in a holder turned by 
90° to the normal fluorescence light path. 
 
The whole control of laser, galvanometers has been inte-
grated in our in house developed long term live cell imaging 
software. 
Results 
 
The collimated laser results in a 2.5 µm spot diameter 
(FWHM) at the specimen using a 63x NA 1.3 oil immersion 
lens. During first tests, it could be demonstrated that the sys-
tem works satisfactorily. However due temperature depend-
ent shifts, calibration should be performed on a daily basis. 
Examples for laser induced recruitment of chromatin re-
modeler ACF1 and CHD$ using our new setup are de-
scribed in [1, 2]. Photobleaching of GFP-tagged H2B in 
living Hela-Cells by the 405 laser is demonstrated in Fig. 
4. By turning and paning of the laser circle, the logo of 
the Beilstein Stiftung was visualised by pseudocolouring 
of the bleached regions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Living HeLa cells expressing histone H2B tagged 
to GFP were photobleached. Bleaching within a region of 
three sectors of a circle depletes fluorescence from the 
bleached region. Colors of the three regions were adjusted 
with ImageJ and the different channels were merged. 
 
Conclusion 
 
A microscopic setup was established that enables targeted 
local laser irradiation with 405 nm in combination with 
live cell imaging. The setup can now be used for photo-
activation, FRAP or protein recruitment studies related to 
the DNA damage response in living cells. 
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Influence of PARP on irradiation induced foci dynamics 
A. Becker, B. Jakob, A.L. Leifke, G. Becker, M. Durante and G. Taucher-Scholz  
GSI, Darmstadt, Germany
When cells are exposed to ion irradiation they exhibit 
changes in their chromatin structure along the ion tra-
versal. These ion traversals can be visualized by occurring 
foci of DNA repair related proteins which are recruited to 
the sites of double strand breaks (DSB) (Fig.1). The ap-
pearing track structure in the cell nucleus after irradiation 
with heavy particles can be detected over many hours and 
stays relatively stable in its position besides a fast small 
scale Brownian-like motion of repair foci [1]. Here, the 
influence of PARP, a signal protein in DNA repair, on 
dynamics of irradiation induced foci was determined by 
live cell experiments in different cell systems.   
 
 
 
Figure 1: U2OS cell expressing 53BP1-GFP 1 hour af-
ter irradiation with Au ions (LET 13000 keV/µm). Foci of 
53BP1 along tracks show traversals of ions through the 
cell nucleus. 
 
As the earliest modification which occurs after DNA 
damage Poly-ADP-Ribose-Polymerase (PARP) is known 
to cross-link chromatin structure due to the very fast for-
mation of PAR moieties which bind covalently to his-
tones and proteins surrounding the DSB. This generates a 
fast signalling cascade to recruit other DNA repair pro-
teins like XCRR1 as well as chromatin remodelers. 
Through PARylation and the recruitment of chromatin 
remodelers like the NuRD complex PARP influences 
changes in chromatin structure after DNA damage. Both 
the crosslinking as well as the modification of chromatin 
structure might lead to a different mobility of irradiation 
induced foci, which should be determined in this study. 
 
      
 
Figure 2: Movement of 53BP1 foci was tracked as 
shown for a single U20S nucleus (left) for 2 h after Au 
irradiation. Trajectories of motion of single IRIF (right). 
The dependence of PARP on irradiation induced foci 
stability was analyzed in living cells after charged particle 
irradiation in different mammalian cell lines. We used 
PARP deficient mouse cells as well as human cells treated 
with siRNA knockdown or inhibition of PARP. DNA 
damage at various densities was generated by traversing 
Sn, Au or C ions. A transient expression of the fluores-
cent marker protein 53BP1-GFP was used to detect ioniz-
ing radiation induced foci (IRIF). Movement of these 
53BP1 foci was tracked starting 30 min post irradiation 
for a period of 2 hours after irradiation as shown in Fig. 2. 
 
For wild type cells the movement of foci showed diffu-
sion like characteristics with a mean square displacement 
(msd) around 0.6 µm2/h independent on ion species for 
the two cell lines examined. This confirms earlier results 
of Brownian-like motion of repair foci on this time scale 
[1]. Deficiency or inhibition of PARP did not result in 
significant changes in foci movement (Fig.3). This result 
indicates that there is no direct influence of PARP on the 
dynamic behaviour of ion induced IRIF in the cell nucleus 
in the observed time window. 
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Figure 3: Mean square displacement (msd + SEM) of 
53BP1 foci tracked over 2 hours in U2OS cells after C 
irradiation (LET 168 keV/µm). 
 
Even though IRIF stay in a quite stable position in the 
nucleus, examples of changes in chromatin structure and 
altered mobility of DSBs related to the recruitment of 
DNA repair factors to the breaks have been shown [2]. As 
shown here, PARP does not influence foci mobility in the 
expected manner. Further research needs to determine 
factors which contribute to positional stability or instabil-
ity of IRIF and might be directly related to the formation 
of chromosomal translocations.  
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Relocation of heterochromatic DNA lesions to euchromatin is ATM-dependent * 
M. Beuke1, I. Müller1, B. Jakob1, K.-O. Voss1, B. Merk1, G. Becker1, M. Durante1,2,  
G. Taucher-Scholz1  
1GSI, Darmstadt, Germany; 2TUD, Darmstadt, Germany
DNA is highly compacted by wrapping around histones 
and folding into higher order structures building chroma-
tin. This chromatin can be subdivided in two classes: the 
highly transcriptional active, sparse euchromatin and the 
densely packed heterochromatin. The heterochromatin is 
transcriptionally inert but essential for the regulation of 
the gene expression and the entire architecture of the nu-
cleus [1]. Here, we studied the ATM dependency of DNA 
damage response within the heterochromatin. For an 
aimed irradiation of distinct heterochromatic mouse 
chromocenters with single ions we made use of the 
unique submicrometer resolution of the GSI microprobe. 
Results and Discussion 
Recent work in our group [2] indicated that there is 
damage induced H2AX phosphorylation in heterochro-
matin after ion irradiation, accompanied by a local decon-
densation at the sites of ion hits. Moreover we observed a 
damage relocation of initially central hit chromocenters 
toward their periphery within the first 20 minutes after 
damage induction. In order to uncover the mechanistic 
background behind this relocation process we checked for 
the role of one of the most prominent key players in DNA 
damage response – ATM.  
 
For analysis we divided the γH2AX-tracks in three 
classes: (i) centrally located tracks, where the damage 
marker signal peak is totally enclosed by bright DNA 
staining, (ii) intermediately located tracks which are only 
in part enclosed depending on the direction of the inten-
sity profile and (iii) peripherally located tracks which 
generally flank the chromocenter. We monitored these 
γH2AX-tracks in wildtype cells and observe a decrease in 
the central and intermediate fraction in favour of the pe-
ripheral fraction within the first half hour after damage 
induction (Fig. 1 A). 
By monitoring the relocation kinetic in an ATM defi-
cient cell line we prove a distinct influence of ATM on 
damage relocation. As mentioned above in WT cells the 
predominant majority of DNA lesions is relocated within 
the first half hour after damage induction. In contrast, the 
relocation process in ATM deficient cells is clearly de-
layed. After more then one hour a large fraction of DNA 
lesions is still central or intermediate (Fig. 1 B). However, 
preliminary results indicate that after two hours all DNA 
lesions are relocated. 
ATM is known to play a crucial role in the recruitment 
of DNA repair factors and chromatin remodeling. ATM 
deficiency can be partly compensated by other kinases 
(like ATR and DNA-PK) which might also substitute in 
the observed residual relocation ability. 
It will be important to determine whether a delay in re-
location is directly related to a diminished damage repair. 
 
Figure 1: (A) MEF wt cells and ATM deficient cells (B) 
irradiated with Au ions (4.8 MeV/u, 12815 keV/µm) or Ni 
ions (4.8 MeV/u, 3800 keV/µm), targeted at chromo-
centers at the GSI microprobe, fixed between 1 and 70 
min post irradiation. 
References 
[1] A.A. Goodarzi et al., DNA Rep. 9 (2010) 1273-1282 
[2] B. Jakob et al, Nucleic Acids Research (2011), Vol. 
39, No. 15, 6489-6499  
 
 
MEF-ATM -/-
36 27 19 13 16
44
34
20 24
19
39
51
67 60
30
0
20
40
60
80
100
n = 36 62 299 230 45
1 - 3 min 3 - 6 min 6 - 14 min 30 - 45 min 60 - 70 min
post irradiation time
re
l. 
oc
cu
re
nc
e
central intermediate peripheral
MEF wildtype
52
20
8 2
22
24
19
5
27
57
73
93
0
20
40
60
80
100
n = 64 122 257 380
1 - 3 min 3 - 6 min 6 - 14 min 30 - 45 min 60 - 70 min
post irradiation time
re
l. 
oc
cu
re
nc
e
central intermediate peripheral
A 
 
 
 
 
 
 
 
 
 
 
 
 
B 
*This work was partly supported by BMBF contract
[02NUK001A]. 
Work is part of HGS/HIRe. 
 
CANCER-12 GSI SCIENTIFIC REPORT 2011
496
GSITemplate2007 
Effects of X-rays and Carbon Ions on the Cardiac Differentiation of Mouse   
Embryonic Stem Cells* 
A. Helm1,2, D. Pignalosa1, M. Durante1,2, P. Layer2, D. Szypkowski1 and S. Ritter1,# 
1GSI, Darmstadt, Germany; 2Technische Universität Darmstadt, Germany
The impact of ionizing radiation on early embryonic 
development is poorly understood [1]. An ideal model 
system to study these effects in vitro are pluripotent 
mouse embryonic stem cells (mESCs) that are isolated 
from the inner cell mass of blastocysts. In vitro these cells 
give rise to all three germ layers and subsequently to a 
broad spectrum of differentiated cells, among them car-
diomyocytes. Embryonic stem cell derived cardiomyo-
cytes display features typically found in vivo, i.e. express 
cardiac specific genes, form sarcomeric structures and 
contract spontaneously [2]. Hence, the development of 
cardiomyocytes in an embryo can be recapitulated in vitro 
and this process can be easily monitored by observing 
beating cells. Due to these advantages this system (re-
ferred to as Embryonic Stem Cell Test, EST) has been 
used since several years to screen the embryotoxic poten-
tial of drugs [3, 4]. 
In the present study we examined the effects of high 
and low LET radiation on the development of cardiomyo-
cytes from mESCs. For the experiments the mESC line 
D3 was used. Cells were irradiated with either X-rays 
(250 kV, 16 mA) or Carbon ions (25-mm extended Bragg 
peak, energy range: 106-147 MeV/u with a mean LET of 
75 keV/µm at sample position). One day later cells were 
passaged, while initiation of the differentiation was in-
duced 3 days post-irradiation by creating embryoid bodies 
(EBs) as described elsewhere [5]. Per sample 48 EBs 
were generated and 10 days after initiation of differentia-
tion the fraction of spontaneously beating EBs was de-
termined (Fig. 1). The error was calculated according to 
Bernoulli's distribution. Fisher's exact test was used for 
significance evaluation. Additionally, to prove the forma-
tion of cardiomyocytes, beating EBs were enzymatically 
dissociated and cells were reseeded. Subsequently, the 
cardiomyocyte-specific structural protein Troponin I was 
visualized with a fluorescence labelled antibody and sam-
ples were analysed under a fluorescence microscope (Fig. 
2). 
As displayed in Fig. 1, after irradiation with 1 Gy Car-
bon ions the fraction of beating EBs was significantly 
lower than in the control (i.e. 73 vs. 38%, p < 0.001). In 
contrast, the exposure to 1 Gy X-rays did not affect the 
fraction of beating EBs formed: about 88% of EBs de-
rived from irradiated or unirradiated samples were beat-
ing. Furthermore, as shown in Fig. 1, both control values 
differ slightly, but are within the range normally observed 
for controls (i.e. 70% up to 100%). Further experiments 
are currently performed over a broader range of doses.  
The low number of beating EBs formed after Carbon 
ion exposure might result from an impaired cell survival 
that was observable up to 3 days post-irradiation (data not 
shown). Heavy ion induced changes in the expression 
pattern of genes that are involved in cardiac development 
might be another reason. In further studies we will focus 
on the latter point. Quantitative Reverse Transcriptase 
Polymerase Chain Reaction (qRT-PCR) will be used to 
quantify the expression of cardiac specific genes such as 
NKX2-5 or NPPA. 
 
Fig. 1: Fraction of beating EBs. Undifferentiated D3 cells 
were exposed to 1 Gy of X-rays or Carbon ions, differen-
tiated and after 10 days the number of beating EBs was 
determined (Error bars: Bernoulli's distribution). 
 
Fig. 2: Differentiated cardiomyocyte derived from mESCs 
(100x). Cell nuclei are stained blue, whereas the cardiac-
specific structural protein Troponin I is stained red. 
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Application of the Embryonic Stem Cell Test in Radiobiological Studies:      
Validation with Retinoic Acid* 
M. Materna1,2, A. Helm1,3, M. Durante1,3, W. Mäntele2 and S. Ritter1,# 
1GSI, Darmstadt, Germany; 2Goethe-Universität, Frankfurt, Germany; 3Technische Universität Darmstadt, Germany
Pluripotent mouse embryonic stem cells (mESCs) dif-
ferentiate in vitro spontaneously to cardiomyocytes 
thereby providing a tool to study the effects of ionizing 
radiation on cardiac development and on cardiomyocytes 
themselves [1]. So far, the system has been used in the 
pharmacological industry to screen the embryotoxic po-
tential of drugs or chemical compounds and has been 
validated by the European Centre for the Validation of 
Alternative Methods (ECVAM) [2]. To evaluate the qual-
ity of the assay, the ECVAM-protocol recommends the 
use of a positive control in each experiment. 
Likewise, we examined whether retinoic acid can be 
used as a positive control in radiobiological experiments. 
All-trans-retinoic acid (RA) is known to be strongly em-
bryotoxic and to affect the in vitro cardiac differentiation 
of mESCs [3]. During embryonic development (i.e. under 
physiological conditions) RA functions as an important 
signalling factor in a variety of processes, among them 
the organogenesis of the heart [4]. 
 
Fig. 1: Experimental schedule: RA was added at day 0 
when hanging drops were formed, at day 3 after the trans-
fer of embryoid bodies into suspension, at day 5 when 
cells were plated into 24-well-plates and when medium 
was changed. 
In vitro differentiation of the pluripotent mESC line D3 
into cardiomyocytes through embryoid bodies (EBs) was 
performed as described elsewhere [1]. Retinoic acid 
(Sigma Aldrich) was dissolved in ethanol to reach a con-
centration of 3 mg/ml. Thereafter, RA was serially diluted 
in cell culture medium and the effect of 1 nM and 5 nM 
RA on the formation of EBs was examined. As displayed 
in figure 1, mESC were exposed to RA in the beginning 
of the differentiation process, when hanging drops were 
formed (day 0), when EBs were transferred to suspension 
culture (day 3) and finally, when EBs were seeded into 
24-well tissue culture plates. In parallel, two controls 
were performed, i.e. a blank control and a solvent control 
(ethanol dilution 1:2x106). 
In two independent experiments we examined the effect 
of 5 nM on the formation of beating EBs (see Fig. 2). The 
solvent control did not differ from the blank control. As 
observed by others (e.g. Scholz et al. [3]) the addition of 5 
nM RA to the cell culture medium resulted in a strong 
inhibition of differentiation of D3 cells into beating car-
diomyocytes compared to control samples. At day 10 the 
difference was most pronounced, but became smaller with 
increasing age of the EBs. 
In a further experiment, where 1 nM RA was applied, 
the fraction of beating EBs was similar to those measured 
for 5 nM. Likewise, the time-course of beating EBs was 
comparable (data not shown). Interestingly, measurements 
of the size of the EBs showed that the RA-treated ones 
were remarkably smaller than the untreated EBs (data not 
shown). In this experiment the control levels of beating 
EBs were similar to other cardiac differentiation assays 
performed before (e.g. ≥ 70% on day 10). 
 
Fig. 2: Fraction of beating EBs after RA treatment. The 
combined data of 2 independently performed experiments 
are shown. 
 
Our experiments confirm that the effect of RA on the 
differentiation of mESCs to cardiomyocytes is significant 
and reproducible. Therefore, RA will be used in further 
radiobiological studies as a positive control. 
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Mouse embryonic stem cells surviving γ ray exposure carry stable chromosomal 
aberrations with low complexity  
D. Pignalosa1, P. Rebuzzini2, S. Garagna2, M. Durante1,3  S. Ritter1 
1GSI, Darmstadt; 2Pavia University, Pavia, Italy; 3TUD, Darmstadt, Germany .
Embryonic stem cells (ESCs) are undifferentiated cells 
derived from the inner cell mass (ICM) of the blastocyst 
and are characterized by an unlimited self-renewal capa-
bility in vitro. They are considered pluripotent since they 
contribute to the formation of all tissues of an individual 
and they are able to differentiate in vitro into cells of the 3 
embryonic germ layers. Because of their biological role, it 
has been proposed that ESCs have a strict control of their 
genome integrity. Indeed, recent studies have reported 
that DNA repair mechanisms are more active in ESCs 
than in their differentiated counterparts [1]. It has also 
been reported that ESCs with a high mutational burden 
are preferentially lost from the population [2], but further 
studies are needed to clarify the mechanism and the extent 
of this elimination process. In particular, nothing is 
known about the perpetuation of the DNA damage at 
chromosomal level.  
Due to the increasing interest in using ESCs for stem 
cell therapy, the investigation of their cytogenetic stability 
is essential. The aim of our work was to analyse the re-
sidual cytogenetic damage in the progeny of R1 mouse 
ESC (mESC) surviving the exposure to high doses of γ-
rays. We performed karyotype analysis with multicolour 
fluorescent probes (mFISH), a widespread method that 
allows the simultaneous detection of structural and nu-
merical (aneuploidies) abnormalities involving any chro-
mosome of the genome. R1 cells were cultured on glass 
slides and chromosome spreads were prepared 96 hours 
(equivalent to roughly 8 cell divisions) after irradiation 
with 2 or 5 Gy γ-rays. Cell culture, irradiation and prepa-
ration of chromosome samples were performed at the 
University of Pavia. Slides were shipped to GSI, where 
chromosome fluorescent labelling was carried out follow-
ing the protocol recommended by the manufacturer (Me-
taSystems). Metaphase images were captured using an 
automatic Zeiss Imager Z1 microscope and the analysis 
was performed with the ISIS software (MetaSystems). 
For each sample, around 100 metaphases were scored. 
Analysis criteria have been extensively described else-
where (3).  
In the control sample the yield of metaphases with a 
normal diploid karyotype (i.e. 40, XY) was low (20%). In 
the progeny of irradiated cells a similar yield was found. 
The most commonly aneuploidies observed (Fig.1a) were 
the gain of a chromosome number 8 (72±5% of aneuploid 
cells) or 11 (43±4%) or the loss of chromosome Y 
(30±3%). These observations confirm previous studies on 
other mESC lines, where trisomy of chromosome 8 was 
observed in 70% of the cells (4) and loss of the Y chro-
mosome in 25% (5).  
In the control sample also a high rate of structural aber-
rations was found (20%, Fig. 1b). Radiation exposure 
significantly increased the yield of aberrant cells in a 
dose-dependent manner, from 25±5% to 41±6% for 2 and 
5 Gy γ-rays, respectively. In control cells only simple 
exchanges (translocations and dicentrics) and fragments 
were observed. These aberration types were also detected 
in the progeny of irradiated cells, but also a few stable 
complex exchanges were found (Fig. 1a). The complexity 
of these rearrangements represented by the mean number 
(± SD) of chromosomes participating in the exchange was 
similar (1.9±0.9 and 2.0±0.7 after 2 or 5Gy, respectively). 
More than 80% of the exchanges observed were stable, 
i.e. transmissible to the progeny. Further experimental 
results are described elsewhere [3].  
 
 
Figure 1: (a) Aberrant karyotype from R1 cell line exposed to 5 Gy γ-
rays and visualized with mFISH. Additional copies of chromosome 8 
and 11 are present and a stable complex exchange. (b) Chromosomes 1, 
6, 17 and 18, involved in the complex exchange presented in (a). (c) 
Frequency of chromosomal aberrations observed in mESCs 96 h after 
the exposure to 2 and 5Gy γ-rays.  
 
In conclusion, the high level of abnormalities (numerical 
and structural) observed in the control sample suggests 
that careful cytogenetic analysis should be carried out 
when working with ESCs, especially for therapeutic pur-
poses. In the progeny of the cells surviving the radiation 
exposure we found more damaged cells than in the con-
trol population and aberrations were mostly of the simple 
and stable type. Obviously, cells carrying unstable aberra-
tions had already been successfully eliminated at 96 h 
post-irradiation. Interestingly, aneuploidies appear to be 
tolerated by mESCs.  
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Radiation response of pluripotent stem cells derived from early mouse embryos* 
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Embryonic stem cells (ESC) are intrinsically different 
from differentiated, somatic cells. One characteristic fea-
ture of ESC is the ability of self-renewal, a mechanism 
which ensures that the stem cell population is maintained. 
Another characteristic feature is the cell pluripotency. A 
pluripotent cell is able to give rise to all cell types of the 
three germ layers [1]. 
Since there is not much known about the risks of an ir-
radiation during early pregnancy (preimplantation pe-
riod), we used the murine embryonic stem line D3 as a 
model system. D3 cells were isolated by Doetschman et 
al. (1985) from the inner cell mass of a 4 days old blasto-
cyst of the mouse strain 129S2/SvPas. First, we tested the 
ability of unirradiated D3 cells for self-renewal. For this 
reason, the cells were passaged every 2-3 days up to 78 
days. Based on the number of cells seeded and harvested, 
the cumulative population doublings (CPD) were calcu-
lated and the cell generation time was determined. As 
shown in figure 1, the CPD of D3 cells increased steadily, 
while the growth curves of ageing, primary cells typically 
exhibit a shoulder (after about 50 cell divisions, see dot-
ted line). 
Furthermore, in first experiments we investigated the 
effect of X-ray (0.5, 2, 3 and 4 Gy) and carbon-ion expo-
sure (0.5, 1, 2 and 3 Gy, extended Bragg peak, 107-147 
MeV/u, LET=75 keV/µm) on D3 cells. The pluripotency 
markers Oct3/4 and Sox2 [2] were visualised by immu-
nohistochemical staining (see fig. 2) and quantified by 
flow cytometry at different time-points after exposure. 
Additionally, cells were stained with the DNA-dye 
Hoechst 33 342 and the number of apoptotic cells was 
determined based on morphological criteria [3] and cell 
survival was measured by the colony forming assay. 
The fluorescence intensity of the cells, resembling the 
amount of pluripotency markers in irradiated and unirra-
diated cells was measured up to 29 days after exposure 
and did not show any significant difference (data not 
shown). Analysis of the apoptotic index revealed that the 
frequency of apoptotic cells increased with culture time 
and was higher in irradiated samples (3 Gy carbon ions) 
than in control cultures. At 24 h and 72 h after carbon ion 
exposure the apoptotic index amounted to 20 % and 80 %, 
while in the control 10 % and 56 % were measured. 
Determination of the cell survival showed that carbon 
ions were more effective than X-rays (see fig. 3). 
In further experiments, we will extend these studies to 
human ESC, since there are essential differences between 
rodent and human ESC (like DNA repair mechanisms 
[4]), and data obtained for murine ESC cells cannot be 
directly applied to human cells.  
 
 
Figure 1: CPD of D3 cells measured in 2 independent 
experiments. No shoulder is seen, as it is typical for age-
ing, primary cells (dotted line). Based on the data the 
generation time of ESC was determined to be 17,0 ±0,2 h.  
 
 
 
Figure 2: Immunohistochemical staining of the pluripo-
tency factors Oct3/4 (green) and Sox2 (red) in unirradi-
ated D3-colonies after 15 days of cultivation. 
 
 
 
Figure 3: Cell survival of D3 cells after x-ray and carbon 
ion irradiation (n=1). Datapoints are the mean (± SD) 
from 3 independent samples. 
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of Urology and Pediatric Urology, University of Marburg, Germany 
 
 
Hypoxia inducible factors (HIF) regulate adaptive cellular 
processes in response to hypoxia. Also, HIF can be acti-
vated by non-hypoxic stimuli such as oncogenes and in 
particular by reactive oxygen species which are affected 
by irradiation [1]. Clinical trials demonstrated a direct 
relationship between tumor hypoxia and poor clinical 
outcome after photon radiation (X-ray) [2]. Here, we 
compared the effect of different irradiation qualities 
(heavy ions (12C) and X-ray irradiations) under hypoxic 
and normoxic conditions on the clonogenic survival of 
human non small lung adenocarcinoma cell line (A549). 
For hypoxia treatment, we seeded the cells in non-vented 
cell culture flasks and placed them for 24 h in a hypoxic 
chamber at 37 °C in humidified atmosphere containing 
5% CO2 and 1% O2. After immediate closing of the cul-
ture flasks, cells were submitted to irradiation with 12C 
(LET 70 keV/µm, energy 120.45-135.16 MeV/u on target, 
spread out bragg peak [SOBP]) and photons (6 MV-X). 
Under these conditions, we found increased HIF-1α 
abundance as analysed by Western Blot (data not shown) 
when compared to normoxia. The survival curves of 
A549 cells are shown in Figure 1. The relative biological 
effectiveness (RBE) of 10% survival was nearly 3.0. The 
oxygen enhancement ratio (OER) for X-Rays was 1.29 ± 
0.06 and the OER for 12C irradiation was 1.05 ± 0.07 in 
accordance with the literature [3].  
 
 
 
 
 
Figure 1. Survival curves of A549 cells after irradiation with  
carbon ions (12C SOBP), and 6 MV-X-rays. The curves were 
fitted by least squares to a linear-quadratic equation.  
 
 
 
In the next step we plan to analyse the role of HIF-1α for 
cellular survival in hypoxia after silencing of HIF-1α us-
ing siRNA. Initially, we tested the influence of transfec-
tion itself employing a random siRNA (siRNA-control) in 
complex with Lipofectamine 2000™. 
We compared the plating efficiency (PE) of untransfected 
(untreated) and siRNA control transfected cells. We 
found a slight increase of PE in the group of transfected 
cells (Figure 2) that was not significant different, reflect-
ing that the transfection procedure does not principally 
interfere with the assay. In further experiments we will 
study the cellular survival of hypoxic A549 cells that are 
treated with si-RNA-HIF-1α.  
 
 
 
 
Figure 2. Plating efficiency of A549 cells, which were untrans-
fected (untreated) and transfected with scrambled siRNA 
(siRNA-control). Data reflect the mean ± s.e.m. (n=13 [un-
treated] n=9 [siRNA-control]). 
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Construction of a new chamber for hypoxia experiments
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Introduction
Cancer is one of the most common causes of death in
Germany. It is known that hypoxia is a characteristic fea-
ture in solid tumors resulting from an inefficient growth of
blood vessels in the tissue. These hypoxic cells show an
aggressive phenotype resulting in enhanced migration and
risk for metastasis. [1]
Material and Methods
In the past a in-house developed videomicroscopy
system was used to investigate the effect of different states
of oxygenation on the behavior of the cells. For these
experiments CHO-K1 (Chinese hamster ovary) cells were
used. The observation time was 48 hours.
But with this systems it was only possible to perform
experiments in the state of reoxygenation. To get chronic
hypoxic (0,5% O2) or anoxic (0% O2) conditions the cells
were gased for 2 hours in previously designed hypoxic
chambers [2],[3] and then kept in the incubator for 24
hours. To look at the cells under the microscope the
chamber had to be opened and so the cells where in the
phase of reoxygenation when starting the measurement.
To observe cells directly in hypoxia or anoxia a new
chamber had to be developed.
For this new hypoxic chamber there was a set of specifica-
tions. The camber has to be adapted to the available space
under the microscope to get pictures with a high quality
and reproducible positions of the cells. This is important to
identify cells during the experiment. But the chamber also
must be gas proof to enable experiments directly under
hypoxic or anoxic conditions.
Results
The body of the chamber is made of PEEK
(Polyetheretherketon). It is a radio- and alcoholresis-
tant material that has no adverse effect on the behavior of
the cells.
The system consists of an upper and a lower part which
are connected by an o-ring seal. The gassing is realised
by automatically closing couplings. And the view through
the chamber is allowed over two windows made of acrylic
glas. Inside the chamber the cell cultivation vessels
are fixed in their position by a sample holder made of
aluminum so that reproducible results are possible.
A picture of the new hypoxic chamber can be seen in figure
1. In first tests after construction the picture quality, gas
proof and the fit to the microscope stage where checked.
Figure 1: Hypoxic chamber
As these tests where successfull first experiments with
CHO cells where done. The results can be seen in table 1.
In this experiments, cells where cultivated under oxic and
Table 1: Influence of oxygen on cell growing
O2-State local doubling time [h] number of cells
oxic 11,5 ± 1,0 64547 ± 5680
hypoxic 12,6 ± 3,4 43518 ± 7260
hypoxic conditions for 48 hours. For the measurement with
the microscope, positions in the cultivations vessels were
manually selected. Then the microscope automatically
took pictures every 30 minutes from this positions. So it
was possible to calculate the local doubling time at this
positions. The doubling time between the oxic and the
hypoxic cells is nearly the same. The difference in the
number of cells corresponds to this minor differences in
the local doubling time.
These results fit together with the experiments presented
in [4] that CHO-K1 cells have nearly the same doubling
time in hypoxic and oxic state but are more radioresistant
during hypoxia.
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E-cadherin gene response to carbon ions under different state of oxygenation * 
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Cadherins, named for Calcium- Dependent Adhesion, are 
a class of trans-membrane proteins important for the cell 
adhesion. Dependent on calcium ion (Ca2+) cadherin 
permits that the tissues are bound together [1]. The 
amount of E-cadherin decreases under hypoxic conditions 
and this could be one of the causes for the metastatic 
increase in tumors with high grade of hypoxia.  High in-
cidence of metastases in fact is associated with low oxy-
gen tension in the primary tumor [2]. In this report the E-
cadherin gene profile expression is shown through PCR 
Real Time, for 2 different states of oxygenation and after 
carbon and X-ray irradiation. 
Material and Methods 
• PC3 cell line (human prostate cancer cells). 
• For the hypoxic condition, cells were kept for 72 
hours in hypoxia: 0.5% oxygen, 94.5% nitrogen, 5% 
carbon dioxide, 37˚C. Oxic cells were kept for 72 
hours in norm-oxia, 5% CO2, 37˚C. After this time 
all cells were irradiated under oxic condition with 
different doses and then reseeded in tissue culture 
flasks. Seventy two hours later then, analyzed with 
PCR Real Time (endogenous gene: GAPDH).  
• Carbon irradiation was performed using a 1cm 
extended Bragg peak at a dose averaged LET of 
100keV/μm. 
Results 
The cells were irradiated with 0, 0.4, and 1.6 Gy with 
carbon ions and with 0, 0.4, 1.6 and 6 Gy with X-rays. E-
cadherin gene expression was down-regulated after 72 
hours of hypoxia, confirming a well known result in 
literature [3] and was even more down-regulated after X-
ray irradiation, at least at low doses (Fig 1). The E-
cadherin gene expression for carbon ion (Fig 2), instead, 
was surprisingly high at 0.4 Gy doses, almost 6 times 
more the reference condition, 0 Gy oxic, for the oxygen 
condition and 4 times more expressed for the hypoxic 
condition  
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Real time PCR for E-cadherin after X-ray 
irradiation, in 2 different states of oxygenation  
 
 
 
 
 
Figure 2: Real time PCR for E-cadherin after carbon ion 
irradiation, in 2 different states of oxygenation.  
 
Further analysis has been done to measure the protein 
expression in anoxia (24 hours 0% oxygen) and norm-
oxic with Western blot analysis (Fig 3). 
 
 
Fig 3. Western blot analysis of E-cadherin in anoxic and 
oxic conditions.  
Conclusions 
E-cadherin is one of many proteins responsible for the 
correct adhesion and migration of cells in all the tissue of 
the human body. It is now clear that anomaly in cadherin 
expression is a cause for a poor prognosis of a tumour. 
Hypoxia is one of the most common causes of metastatic 
increase. The understanding mechanisms between 
hypoxia and cadherin expression under irradiation could 
be important to predict the metastatic grade after tumour 
irradiation for different oxygen conditions. 
 
References 
[1] Eur J Cancer. 2000 Aug; 36 (13 Spec No):1607-20. 
The E-cadherin-catenin complex in tumour metastasis:                     
structure, function and regulation. 
[2] K Sundf0r1 et al. British Journal of Cancer (1998) 
78(6), 822-827 Rofstad2 Tumour hypoxia and vascular 
density as predictors of metastasis in squamous cell carci-
noma of the uterine cervix. 
[3] Tsutomu Imai et al. Am J Pathol. 2003 October; 
163(4): 1437–1447. Hypoxia Attenuates the Expression 
of E-Cadherin via Up-Regulation of SNAIL in Ovarian 
Carcinoma Cells 
 
* Work supported by EU, PARTNER PROJECT No. 
215840. 
E-cadherin 
Tubulin 
Anoxic Hypoxic Oxic 
C-Ion
0
1
2
3
4
5
6
7
0 0.4 1.6
Dose [Gy]
Re
la
tiv
e 
Q
ua
nt
ifi
ca
tio
n
Hypoxic
Oxic
X-ray
0
0.5
1
1.5
2
0 0.4 1.6 6
Dose [Gy]
Re
la
tiv
e 
Q
ua
nt
ifi
ca
tio
n
Hypoxic
Oxic
GSI SCIENTIFIC REPORT 2011 CANCER-19
503
GSITemplate2007 
Effect of C-ions with Differing LET on the Cell Cycle Progression of Human 
Lymphocytes from G0/G1- to S-Phase* 
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Human peripheral blood lymphocytes are a commonly 
used model system in radio-biological research, in par-
ticular to estimate the individual dose after acci-
dental, occupational, or medical exposure to ioniz-
ing radiation and to assess possible health conse-
quences. The main biological endpoint employed is 
the formation of structural chromosome aberra-
tions [1, and references therein]. However, one 
major problem in quantifying high LET induced aberra-
tions in cycling cells is the cell-cycle delay, which de-
pends on LET, dose and cell type studied. So far, studies 
investigating the relationship between radiation-induced 
cell cycle delay and the expression of aberrations in lym-
phocytes concentrated on the G2-arrest [1, 2].  
To gain information whether the transition of lympho-
cytes from the G0/G1-phase to S-phase is affected by C-
ion or X-ray exposure, BrdU-incorporation into DNA was 
measured up to 72 h post-irradiation. For the analysis, 
aliquots of chromosome samples were used [1], i.e. lym-
phocytes were differentiated in ultrapure water after 
Giemsa-staining [3]. BrdU-labeled nuclei appear blue, 
while non-labeled nuclei are rose as shown in Fig. 1. At 
each dose- and time-point about 2000 cells were scored. 
 
 
 
Fig. 1: BrdU-positive (blue) and negative lymphocytes 
(rose) marked with triangles and arrows, respectively. 
 
Analysis of the labeling indices revealed a dose-
dependent delay in the progression of the cells into S-
phase as exemplarily shown in Fig. 2 for 9.5 MeV/u C-
ions with LET=175 keV/µm. When iso-doses are com-
pared (2 Gy), 175 keV/µm LET C-ions were found to be 
more effective than X-rays (Fig. 2). To examine the effect 
of C-ions with differing LET, labeling indices measured 
at 72 h post-irradiation were compared. As shown in Fig. 
3, the effectiveness of X-rays and C-ions with LET values 
of 14 and 29 keV/μm were found to be similar (RBE=1). 
In contrast, C-ions with higher LET values (60-85 
keV/μm and 175 keV/μm) induced a more severe pro-
gression delay into S-phase, in other words a higher frac-
tion of cells suffered a prolonged arrest in the G0/G1-
phase, yielding an RBE of about 4.  
Altogether these data demonstrate for the first time that 
heavy ion exposure affects not only the G2/M-transition 
of human lymphocytes but also their progression from 
G0/G1- to S-phase. The relevance of both effects on the 
fate of damaged cells remains to be elucidated. 
 
 
 
Fig. 2: Fraction of BrdU-labeled lymphocytes as a func-
tion of time after irradiation with 9.5 MeV/u C-ions 
(LET=175 keV/μm) or X-rays (for details see [1,3]). 
 
 
 
 
Fig. 3: Fraction of BrdU labeled cells 72 h after exposure 
to X-rays and C-ions with various LET values. Error bars 
represent sample variations within an experiment and 
were in the range of 5-8%. 
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paraffin-embedded tissue of carbon ion exposed rat lung 
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Introduction 
To investigate radiation damage to the lung, the analysis 
of histological samples provides a better understanding of 
radiation effects than cell cultures. An initial step must be 
the identification of cell types such as fibroblasts, macro-
phages and epithelial cells, which can be performed by a 
staining of characteristical surface antigens of the cell 
types. 
There are two main options for preparing and staining 
tissue sections: First, cryosections, which are easier to 
stain because the antigens are not stressed by fixation. 
Cryosections need constant freezing from the moment of 
sectioning and are therefore hard to transport. Second, 
formalin-fixed, paraffin-embedded (FFPE) tissue sections 
are more difficult to stain because antigens are obscured 
during fixation and embedding, but are easier to store. 
The former method is more suitable for weak signals and 
immunofluorescence, while it is more common to use a 
peroxidase-based, chromogenic method for FFPE tissue 
sections due to its superior signal amplification.  
The imaging infrastructure at GSI Biophysics is fluores-
cence-based, with different epifluorescence and confocal 
microscopes being available. For logistical reasons, only 
FFPE tissue sections can be used. Fluorescence imaging 
of FFPE sections is challenging, because fixation en-
hances the already strong autofluorescence of lung tissue. 
Together with the low antigen signal of FFPE sections, 
the signal-to-noise ratio is low, which hinders a fluores-
cence staining. We established strategies to perform im-
munofluorescence on FFPE tissue sections and improve 
the signal-to-noise ratio, of which one is presented here. 
Materials and Methods 
Rats were irradiated with carbon ions at the SIS facility 
(GSI) and FFPE rat lung tissue was prepared at UMC 
(Groningen) after sacrificing the animals at different 
times after exposure. Deparaffinization was performed in 
Xylene, Antigen-retrieval was performed by boiling the 
slides for 10 min in 0.1 M citrate buffer, pH 6.0. Perme-
abilization was performed in 0.1% Triton X-100 in PBS 
for 20 min. 10% goat serum in PBS for 30 min was used 
for blocking. To quench the autofluorescence, slides were 
incubated 0.1% Sudan Black B (Sigma) in 70% EtOH for 
10 min after the secondary Ab incubation. 
All primary antibodies were chosen for IHC(P) compati-
bility and for specificity against rat antigens. Goat-anti-
rabbit-Alexa568 and goat-anti-mouse-Alexa488 (both 
Invitrogen) were used as secondary antibodies. 
Results and Discussion 
The autofluorescence of the paraffin-embedded tissue was 
very strong in DAPI and FITC channels, so measures to 
reduce it had to be taken. Red and far-red channels are not 
as prone to autofluorescence as channels with shorter 
wavelengths. It was reported previously [1] that Sudan 
Black B is able to reduce autofluorescence with good re-
sults in brain tissue. 
Incubation with Sudan Black B was able to completely 
abolish autofluorescence in the DAPI channel and reduce 
it in the FITC channel without noticeably reducing the 
actual signal from the secondary antibody.  
Erythrocytes showed a strong autofluorescence in the 
FITC channel, which proved problematic if blood leaked 
into the tissue during preparation. The erythrocyte auto-
fluorescence could not be reduced using Sudan Black B. 
Due to their different fluorescence spectrum, it was possi-
ble to remove the erythrocytes from the image using a 
linear unmixing algorithm in a first test. 
After autofluorescence reduction, all antibody signals 
were well distinguishable from the background (Fig. 1). If 
an antibody has been tested for IHC(P) by the manufac-
turer, it can be safely assumed that it works also for fluo-
rescence based detection in FFPE tissue. 
 
 
Fig. 1: Detection of fibroblasts (FSP1, red) and ciliated 
epithelium (alpha-Tubulin, green) in a 4 µm section of 
FFPE rat lung tissue. 
Work is part of HGS-HIRe and FOI Bad Gastein. 
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Hypoxia is known to contribute to radiation therapy re-
sistance directly by depriving cells of oxygen and indi-
rectly by influencing cell physiological factors [1]. To 
investigate the influence of chronic oxygen depletion on 
cell survival, the Chinese hamster ovary cell line CHO-
K1 was irradiated  with x-ray and carbon ions under dif-
ferent states of oxygenation. The cell survival and cell 
cycle distribution were measured. 
 
Material and Methods 
CHO-K1 cells, cultivated under standard conditions, 
were investigated under normoxia (air), hypoxia (0.5% O2, 
94.5% N2; 5% CO2) or anoxia (95% N2; 5% CO2). The 
method of gassing and irradiation using the hypoxia ex-
posure chamber has been described in [2]. For experi-
ments under chronic conditions, cells were kept for 24 
hours in hypoxia or anoxia. Irradiation was done using 
250 kVp x-ray and carbon-ions with a 1 cm extended 
Bragg peak, corresponding to a dose-averaged LET value 
of 100 NH9ȝP Cell survival was measured with a colony 
forming assay. Cell cycle analysis was performed with the 
flow cytometer PAS III (Partec). 
 
Results and Discussion 
From survival curves under different oxygenation 
states, we can see that CHO cells have a similar survival 
under both acute and chronic hypoxia (data not shown). 
In contrast, survival after irradiation under chronic anoxia 
is slightly reduced compared to acute anoxia.  A similar 
reduction of survival can be seen for cells irradiated 
within 1 hour after reoxigenation from chronic anoxia 
compared to oxic cells. This is true for x-ray as well as for 
carbon irradiation (fig. 1). To understand this effect, the 
cell cycle distribution after reoxygenation from chronic 
anoxia and hypoxia has been measured and compared to 
normoxic cells. This results  for chronic anoxia are shown 
in fig. 2. They show a block in G1 and a nearly complete 
depletion of S-phase cells directly after release from 
chronic anoxia. The distribution changed rapidly in the 
first 12 hours and is comparable to normoxic cells after 
15 hours.  Cell survival measured 15 hours after reoxy-
genation showed no enhanced sensitivity compared to 
normoxic cells (data not shown). For chronic hypoxia, a 
fairly uniform distribution of cell cycle under reoxygena-
tion resulted in  similar survival for 1 hour and 24 hours 
of  reoxygenation.  
  Furthermore, the cell cycle distribution after irradiation 
with x-rays was performed with 2 Gy and 6 Gy under 
oxic conditions and 2 Gy, 6 Gy and 11.6 Gy under 
chronic anoxia. This reduced the cell survival to 64%, 
18% and 80%, 50% and 18%, respectively.  
 
Figure 1 Survival of CHO-K1 cells under different states 
of oxygenation (open symbols: x-ray irradiation, closed 
symbols: carbon irradiation) 
 
A dose-dependent reduction of cells in G1 and S phase 
and a dose-dependent accumulation of cells in G2/M 
phase were shown after x-ray irradiation under oxic con-
ditions. The distribution of irradiated cells treated with 2 
Gy and 6 Gy after chronic anoxia changed rapidly in the 
first 12 hours and was comparable to normoxic cells after 
15-20 hours. There was no G2-block shown after irradia-
tion at both doses. There was a small G2-block shown 
after 12-20 hours after irradiation with 11.6 Gy.  
 
 
 
Figure 2 Cell cycle distribution under normoxia and dur-
ing reoxygenation after chronic anoxia. 
 
The study illustrates that for measurement in cell cul-
tures, changes in survival and OER  (Oxygengen En-
hancement Ratio) after chronic oxygen depletion are due 
to changes in cell cycle distribution. 
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Introduction 
Apoptosis and necrosis, two major types of cell death, 
are important processes which are involved in the inhibi-
tion or stimulation of inflammatory effects [1]. We have 
used the immortalized keratinocyte cell line HaCaT to 
perform experiments on the impact of exposure to ioniz-
ing radiation on cell growth, cell cycle regulation and the 
occurrence and mechanisms of cell death. We have used 
UVB as a naturally occurring radiation for comparison. 
Previously obtained results indicate that HaCaT cells un-
dergo apoptosis after irradiation with UVB and high dos-
es of γ-irradiation (10-20 Gy) [2]. 
 
Methods 
HaCaT cells (DKFZ, Heidelberg) were irradiated with X-rays 
(2 and 10 Gy), carbon ions (0,5 and 2 Gy, 170 keVµm-2) and 
UVB (15 and 60 mJcm-2) and experiments were conducted be-
tween 6 hours and 10 days after irradiation. Clonogenic survival 
was assessed after X-ray irradiation up to 5 Gy by counting the 
colonies after 7 days. Morphological changes like occurrence of 
anaphase bridges, apoptotic bodies, cells micronuclei as well as 
multinucleated, giant and aberrant mitotic cells were determined 
after nuclear staining (DAPI, fluorescent microscopy). To dis-
criminate between the occurrences of apoptosis or necrosis, cells 
were stained with Annexin-V and propidium iodide. Attached 
cells and detached cells in the cell culture supernatant were 
counted. The expression of apoptosis related proteins like acti-
vated Caspase 3 and 2 were analysed by western blot, lysis was 
performed by combining or separating attached and detached 
cells. 
 
Results and Discussion 
The response of keratinocytes to UVB light represents   
the major challenge of the upper layer of the skin due to 
environmental radiation exposure. Already shortly after 
irradiation with UVB apoptosis could be detected for the 
lower energy of 15 mJcm-2 with a maximum at 48 hours. 
In contrast, following exposure to 60 mJcm-2 HaCaT cells 
rather died by necrosis with maximum frequencies at 72 
hours after irradiation. This result reveals that HaCaT 
cells undergo apoptosis after treatment with low doses of 
non-ionizing radiation whereas at higher doses they die 
by necrosis (data not shown). 
Clonogenic survival after X-ray irradiation with up to 5 
Gy showed that HaCaT cells are rather resistant to ioniz-
ing irradiation (SF2 = 0,64). Also the morphology of the 
cell nuclei demonstrated that the cells continue to prolif-
erate after irradiation. However, starting from 48h an in-
creasing number of morphological changes could be de-
tected (figure 1) indicating mitotic catastrophe after a 
high but also after a lower dose (not shown).  
 
 
 
 
 
 
 
 
 
Figure 1: DAPI stained cell nuclei of HaCaT cells five 
days after X-ray irradiation (A: control; B: 10 Gy). 
 
No molecular changes typical for early apoptosis were 
observed, but at later times (maximum values at 5 days 
after exposure) activated Caspase-3 (cleaved form, figure 
2) and Caspase-2 (not shown) could be detected, indicat-
ing that the observed mitotic catastrophe is followed by 
apoptosis. This confirms published data [3]. In addition an 
increasing number of necrotic cells could be detected. In 
the samples with detached cells separated from attached 
cells we observed that the majority of cells with activated 
Caspase-3 had been detached from the cell culture dish 
indicating cell death. 
 
 
 
 
 
Figure 2: Western blot analysis of uncleaved and cleaved 
Caspase 3 in HaCaT cells (attached and detached cells 
combined) after irradiation with X-rays. 
 
The observation that HaCaT cells do not undergo pri-
mary apoptosis after irradiation with X-rays could be 
caused by the mutation of p53 in HaCaT [4]. Mitotic ca-
tastrophe is caused by defective cell cycle check points 
[3]. In contrast, after irradiation with UVB a p53 inde-
pendent pathway is probably responsible for cell death via 
apoptosis [5]. Based on our data we conclude that ioniz-
ing and non-ionizing irradiation induce different types of 
cell death in this cell type. We hypothesize that the effect 
of ionizing irradiation on HaCaT cells is related to mitotic 
catastrophe and late apoptosis or necrosis and thereby 
influence inflammatory processes. 
Supported by DFG-funded Graduiertenkolleg (GRK 
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Interaction of human lymphocytes to endothelial cells in a co-
culture model under laminar flow conditions 
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Introduction 
Chronic inflammatory diseases are efficiently treated by 
irradiation with low doses of photons or α-particles, but 
the cellular and molecular background remains widely 
unknown [1,2]. The reduction of adhesion by low doses 
of X-ray as a result of a changed interaction of peripheral 
blood mononuclear cells (PBMC) and endothelial cells 
(EC) is discussed as an effect possibly attributed to low 
dose radiotherapy [3]. Adhesion of PBMC on the EC wall 
of the blood vessels is one of the initial steps in the in-
flammation cascade to recruit immune cells to inflamed 
tissue. EC are exposed to a constant shear stress because 
of blood circulation. In the previously reported experi-
ments EC were all cultured under static conditions. The 
goal of the present study was to establish a system provid-
ing laminar flow conditions which mimics the wall shear 
stress imposed on EC in blood vessels, to investigate pos-
sible changes in the adhesion of peripheral blood lympho-
cytes (PBL) after irradiation . 
Materials and Methods 
A flow-chamber system was built, based on a publication by 
Freyberg et al. [4]. The system was modified to cultivate up to 8 
samples in parallel. The flow chamber was composed of a pet-
ridish (Ø 3,5 cm), two silicone membranes and a polycarbonate 
inlet (perfusion chamber). The flow was generated from a peri-
staltic pump through the perfusion chamber. Human umbilical 
cord vein endothelial cells (HUVEC) were used for the experi-
ments. They were cultivated for 72h prior to exposure to X-rays 
(250kV, 16mA). After irradiation EC were stimulated with 
TNF-α (1ng/ml) and incubated for 24h under laminar flow con-
ditions. Afterwards the complete medium was exchanged by 
medium w/o TNF-α supplementation. In parallel PBL were 
stained with the membrane dye PKH67 (Sigma) and subse-
quently suspended in the circulating cell medium. Afterwards 
they were conducted over the EC monolayer in a constant flow 
for 30min. The unbound PBL were removed by washing the 
samples with PBS and afterwards EC were fixed with parafor-
maldehyde. Analysis was performed using a fluorescent micro-
scope. As a comparison all experiments were performed as well 
under static conditions. 
Results and Conclusion 
In order to achieve laminar flow conditions, the flow rates 
of the peristaltic pump were determined at different pump 
speed settings (data not shown). To verify the laminar 
flow conditions the Reynold’s number was calculated for 
each flow rate. Laminar flow conditions are defined at 
Reynold’s numbers ≤2300 which was the case for all de-
termined flow rates. In a next step the cell growth was 
determined at different flow rates (data not shown). The 
optimal cell growth was achieved at a flow rate of 0.037 
m/s. Furthermore the cultivation of EC under static and 
dynamic flow conditions was compared. Therefore mor-
phological differences between both cultivation methods 
were analysed. As shown in [Fig. 1] ECs were more 
aligned in the direction of flow after a dynamic- [A] com-
pared to static cultivation [B]. Furthermore the changes in 
adhesion of PBL to EC were investigated after irradiation. 
First results indicate a different impact of irradiation on 
dynamic cultivated HUVEC compared to the static culti-
vated cells (data not shown). Whereas HUVEC showed 
under static cultivation no changes in adhesion after irra-
diation, the same cells showed under dynamic cultivation 
a reduced adhesion of PBL after irradiation with 0.5Gy.  
 
 
Figure 1: Comparison of dynamic- (A) and static (B) cultivation 
conditions of endothelial cells (HUVEC). EC were cultured for 72h, 
images were acquired with a Leica phasecontrast microscope at an 
optical magnification of 200.   
Taken together, we have successfully cultured EC under 
laminar flow conditions using the flow-chamber system. 
The comparison of the static and dynamic cultivation re-
vealed clear morphological differences between the culti-
vated EC. These results are in good agreement with the 
results published by Freyberg et al. Furthermore the culti-
vation conditions had an influence on the response of EC 
upon irradiation with respect to the adhesion of PBL. We 
assume that the dynamic cultivation is more comparable 
and less artificial to the situation in vivo as the static cul-
tivation. The differences in the radiation response ob-
served in our first experiments point to the importance of 
dynamic culture conditions to investigate radiation in-
duced changes in the interaction of the cell types relevant 
for adhesion. 
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New Collaborative Project on Cardiovascular Risk from Exposure to Low-dose 
and Low-dose Rate Ionizing Radiation (ProCardio) launched* 
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Cardiovascular disease, i.e. any disease involving the 
heart and blood vessels such as coronary heart disease, 
hypertension or arteriosclerosis, is estimated to be the 
leading cause of death in developing countries. One of the 
well-recognized risk factors for cardiovascular disease is 
the exposure to a high dose of ionizing radiation. For ex-
ample, several studies have shown an increased risk of 
heart disease and stroke in patients after radiotherapy for 
cancer (reviewed in [1, 2]). More recently, also a link 
between moderate doses of ionizing radiation (> 500 
mGy) and an increased risk of adverse cardiovascular 
effects was established, but considerable uncertainties 
remain about the health effects at low doses (e.g. <100 
mGy) [3].  
To fill the gap in knowledge on cardiovascular effects 
of low-doses and low-dose rates of ionizing radiation the 
ProCardio consortium was formed comprising a multidis-
ciplinary international team of epidemiologists, radiation 
biologists and physicists, molecular biologists and 
mathematical modellers. The project started on 1 October 
2011 and is funded for a period of 3 years with an amount 
of 3 million Euros by the Euratom 7th Framework Pro-
gramme. It is coordinated by Prof. Michael Atkinson, 
Helmholtz Centre for Environmental Health Munich 
(HMGU). 
Within the workpackage “Radiation Quality” treated by 
the biophysics group at GSI we will examine the influ-
ence of high and low LET radiation on both, beating car-
diac myocytes and human cardiac microvascular endothe-
lial cells (HCMEC). High LET exposure will be per-
formed at the SIS accelerator at GSI using C-ions or Fe-
ions at energies of 200-1000 MeV/u, LET in water will 
range from 20 to 400 keV/microns with a dose-rate of 
about 1 Gy/min. Low LET irradiation will be applied us-
ing Cs137 gamma- or X-rays.  
One of the endpoint studied is the impact of high and 
low LET radiation on cardiomyocyte electrophysiology. 
The electrical properties of cardiac myocytes will be non-
invasively analyzed up to 2 weeks after exposure using a 
microelectrode array system (MEA). This novel tool al-
lows a functional analysis of cell-cell interactions in elec-
trogenic tissue [4]. Endpoints such as beating frequency, 
arrhythmia and conduction velocity can be measured with 
a high spatial and temporal resolution.  
Concomitant, cellular parameters such as the intracellu-
lar coupling between cells, cell death, and premature se-
nescence will be examined. First, doses of 0.5 and 2 Gy 
will be applied. If there is an effect, doses from 100 mGy 
downwards will be studied. Since a large number of func-
tional (beating) cardiomyocytes is required for these ex-
periments, cardiac myocytes will be derived from mouse 
embryonic stem cells. The differentiation protocol for the 
mouse embryonic stem cell line D3 has been recently 
established and is currently improved [5, 6]. 
Furthermore, the influence of radiation quality on 
HCMEC (commercially available) will be investigated. 
Cells will be exposed to 0.01, 0.5 and 2 Gy heavy ions or 
photons and the cytokine release related to an inflamma-
tory response will be analysed at 4 h, 24 h and 1 week 
after irradiation, which includes the time frames for both 
acute and chronic phenotypic changes after low-dose irra-
diation (Tapio et al., unpublished data). In preliminary 
experiments the assay has already been successfully used 
to characterise the response of various endothelial cell 
lines following X-ray exposure (Fournier et al., unpub-
lished data). 
Finally, HCMEC and cardiomyocytes exposed at GSI 
to high and low LET radiation will be shipped to partner 
institutes for a detailed analysis of phenotypic changes 
affecting the transcriptome, epigenome and proteome. For 
example, proteomic alterations will be studied at HMGU 
to identify potential biomarkers, and at the same time 
provide insight into mechanisms affecting the heart at low 
doses. For this analysis protein extracts from sham and 
irradiated samples will be labelled, mixed, and separated. 
Differentially expressed proteins will be identified by 
mass spectrometry. Proteomic alteration patterns typical 
for low LET, high LET or both will then be analysed us-
ing bioinformatics tools. 
In summary, the ProCardio project aims to establish a 
scientific data base for accurate risk estimation of low-
doses and low-dose rates of ionizing radiation. In cellular 
experiments, as performed at GSI or HMGU, mechanisms 
that may influence the disease processes at low doses will 
be examined. These in vitro studies will complement in 
vivo studies using mouse models and epidemiological 
studies of childhood cancer survivors performed at part-
ner institutes. Finally, in one workpackage mathematical 
models of circulatory disease will be developed and tested 
against new biological information and available epide-
miological data. 
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Introduction 
Chronic inflammatory diseases such as arthritic disorders 
are efficiently treated by irradiation with low doses of 
photons or α-particles [1,2]. However, the molecular and 
cellular background of induction of anti-inflammation by 
low dose irradiation remains widely unknown. It was 
shown that the phagocytosis of irradiation induced apop-
totic cells is increased in comparison to viable ones and 
that immunosuppressive effects are observed only in acti-
vated macrophages after phagocytosis [3,4,5]. The induc-
tion of apoptosis in these studies was achieved by UV 
irradiation. In the present work the question was raised if 
the induction of apoptosis through ionizing radiation 
would have the same effect on the macrophages phagocy-
totic activity as described for UV irradiation. Furthermore 
possible differences between photon- and charged-particle 
irradiation were investigated. To achieve this goal, in a 
first step a simple phagocytosis assay was established for 
a quantitative measurement of phagocytotic activity. 
Materials and Methods 
Three different macrophage subsets were generated by in vitro 
differentiation for 7d with distinct stimulation factors (M-
CSF/GM-CSF) or by spontaneous differentiation. For the 
phagocytosis assay human peripheral blood lymphocytes (PBL) 
were stained prior to irradiation with the membrane dye PKH67 
(Sigma). Irradiation of PBL was performed using X-rays 
(250kV, 16mA) or carbon ions (LET 63-85keV/µm) and effec-
tive doses were chosen with respect to the induction of apop-
tosis. After irradiation PBL were cultured for 24h. Afterwards 
they were co-cultured with human macrophages for 1.5h +/-LPS 
(100ng/ml) or +/-TNF-α (1ng/ml). After co-incubation remain-
ing PBL were removed by washing with PBS. Subsequently the 
macrophages were detached and analysed by flowcytometry. 
The mean fluorescent intensity (MFI)of the dye PKH67 was 
measured, as an indication for phagocytotic activity to compare 
the phagocytosis of unirradiated vs. irradiated PBL. 
Results and Conclusion 
In a first approach we compared the phagocytotic activity 
of the different macrophage subsets. All subsets showed a 
diverse behaviour concerning the phagocytosis of apop-
totic PBL. The macrophages generated by spontaneous 
differentiation showed the highest phagocytotic activity, 
but interestingly they showed no significant difference 
between the phagocytosis of unirradiated and apoptotic 
PBL following exposure to 6Gy X-rays (data not shown). 
Compared to the unstimulated macrophages, the M-CSF- 
and GM-CSF subsets showed a lower phagocytotic activ-
ity, but in contrast the, co-incubation with irradiated PBL 
increased the phagocytotic activity of both subsets sig-
nificantly (shown in Fig. 1). The most pronounced differ-
ence between the uptake of unirradiated and apoptotic 
PBL was observed for the M-CSF stimulated macro-
phages. In further experiments a possible influence of a 
pro-inflammatory stimulation of the macrophages (LPS or 
TNF-α) was examined. In all performed experiments no 
difference in phagocytotic activity in the presence or ab-
sence of pro-inflammatory compounds was observed 
(data not shown). In first experiments the effect of pho-
tons was compared to carbon ion exposure. Freshly iso-
lated PBL were irradiated either with X-ray (6Gy) or car-
bon ions (0.5 or 2Gy) prior to the phagocytosis assay. 
Interestingly, X-ray irradiation caused a more pronounced 
increase of phagocytotic activity compared to carbon 
ions, although carbon ions were as effective as photons in 
inducing apoptosis (data not shown). 
 
Figure 1: MFI as an indication for phagocytotic activity of human 
macrophages, co-cultivated with unirradiated- or apoptotic PBL, irradi-
ated with X-ray (6Gy). Co-incubation was performed for 1.5h. Error 
bars are shown as SEM. (N=3-4, n=11-15) 
Our results show that the phagocytotic activity depends 
considerably on the macrophage subsets. The macrophage 
subset that had undergone differentiation in the presence 
of M-CSF showed significantly higher phagocytotic ac-
tivity for viable and irradiated PBL compared to the GM-
CSF subset. While GM-CSF generated macrophages are 
described as pro-inflammatory, M-CSF generated macro-
phages are discussed to have an anti-inflammatory role 
[6]. Therefore, for in vivo differentiation it is likely that 
M-CSF participates, if macrophages are involved in the 
uptake of apoptotic cells, which in turn might contribute 
to an anti-inflammatory reaction. Future experiments have 
to be carried out analysing the cytokine profile of acti-
vated M-CSF macrophages after Phagocytosis to sustain 
this hypothesis. Our results further indicate that a pro-
inflammatory stimulation has no effect on the amount of 
phagocytosed apoptotic cells. At the moment we have no 
explanation why carbon ions were less efficient in in-
creasing the uptake of the irradiated PBL by macro-
phages, although they were as efficiently as X-rays in 
inducing apoptosis (data not shown).  
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Predicting chromosome aberration yield at different time points after exposure
to energetic heavy charged particle radiation∗
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Cytogenetic data accumulated from the experiments
with peripheral blood lymphocytes exposed to densely ion-
izing radiation [1] clearly demonstrate that for particles
with LET>100 keV/µm the derived RBE will strongly de-
pend on time after exposure. A reasonable prediction of
radiation-induced chromosome damage and its distribution
among cells can be achieved by exploiting Monte Carlo
methodology along with the information about the radius of
the penetrating ion-track and the LET of the ion beam. In
order to examine the relationship between the track struc-
ture and the distribution of aberrations induced in human
lymphocytes and to clarify the correlation between delays
in the cell cycle progression and the aberration burden vis-
ible at mitosis, we have analyzed chromosome aberrations
in lymphocytes exposed to Fe-ions with LET values of 335
keV/µm and formulated a Monte Carlo model which re-
flects time-delay in mitosis of aberrant cells. Within the
model the frequency distributions of aberrations among
∗This work is supported by the International PhD Projects Programme
of the Foundation for Polish Science within the European Regional Devel-
opment Fund of the European Union, agreement no. MPD/2009/6. E.N.
and R.L. were funded by the German Federal Ministery of Education and
Research (BMBF), Bonn, under contract No. 02S8497
† joannadeperas@wp.pl
cells follow the pattern of local energy distribution and are
well approximated by a time-dependent compound Poisson
statistics. On the other hand, the passage or flux of un-
damaged and aberrant cells and chromosome aberrations
through mitosis are modelled as a renewal process repre-
sented by a random sum of (independent and identically
distributed) random elements SN =
∑N
i=0Xi. Here N
stands for the number of particle traversals of cell nucleus,
each leading to a statistically independent formation of X i
aberrations. The parameter N is itself a random variable
and reflects the cell cycle delay of heavily damaged cells
[3]. The probability distribution of SN follows a general
law for which the moment generating function satisfies the
relation ΦSN = ΦN (ΦXi).
Within the current project we focus on derivation of the
Monte Carlo model which allows to predict expected fluxes
of aberrant and non-aberrant cells based on several input
information: (i) experimentally measured mitotic index in
the population of irradiated cells (ii) scored fraction of cells
in first cell cycle (iii) estimated average number of particle
traversals per cell nucleus. By reconstructing the local dose
distribution in the biological target, the relevant amount of
lesions induced by ions is estimated from the biological ef-
fect induced by photons at the same dose level. Moreover,
the total amount of aberrations induced within the entire
population is determined. For each subgroup of intact (non-
hit) and aberrant cells the flux of cells passing through mi-
tosis has been analyzed reproducing correctly an expected
correlation between mitotic delay and the number of aber-
rations carried by a cell [3]. As discussed previously [2, 4],
this observation is of particular importance for the proper
estimation of the biological efficiency of ions and for the
estimation of health risks associated with radiation expo-
sure.
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Survival of RAT-1 cells irradiated with x-rays or carbon ions under hypoxic and 
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The purpose of this study was to investigate the effects 
of x-ray or carbon ion irradiation under different oxygen 
supply conditions on two rat cell lines grown together 
under co-culture conditions. Previous results of co-culture 
experiments had shown, that after x-ray irradiation the 
normal cells, IEC-6, had a proliferation gain, whereas it 
could not be found in the cancer cell line, RAT-1 [1]. 
However, to verify these results and to investigate 
whether there is an additional effect from formerly hy-
poxic tumor cells on the growth of the normal cells, a set 
of experiments was carried out. 
Materials and Methods 
Cell lines and culture 
RAT-1 cells (R3327 AT-1 from rats) and IEC-6 cells 
(the intestinal epithelium cells of rats) were cultured in 
RPMI-1640 medium supplemented with 10% fetal calf 
serum (FCS) and 1% Penicillin/Streptomycin, and kept in 
a humidified atmosphere of 5% CO2 at 37°C. 
Chronic hypoxia and clonogenic survival assay 
Acute hypoxia (2 h) and two kinds of chronic hypoxia 
(24 h) were performed in this study, using a standard hy-
poxia incubator or specially designed hypoxia chambers. 
The concentration of the oxygen was 0.5%. Cells were 
irradiated under hypoxic conditions, or were irradiated 
after reoxygenation. Then the clonogenic survival assay 
was carried out and the survival curves fitted with linear-
quadratic formula. 
Co-culture 
RAT-1 and IEC-6 were reseeded together in tissue culture 
flasks after certain treatments, hypoxia or/and irradiation 
(x-ray or Carbon ion beam) for the survival analysis. 
Results and Discussion 
Survival under hypoxia 
Fig. 1A shows the high effectiveness of C-ions in kill-
ing the RAT-1 cells, compared to x-rays. No difference 
was observed in the survival of cells after chronic hypoxia  
+ reoxygenation, compared to normal oxic conditions. 
RAT-1 cells irradiated in acute hypoxia showed a pro-
nounced radioresistance to x-rays (Fig 1B). Cells irradi-
ated under chronic hypoxia have only a slight survival 
advantage, compared to cells kept under normal oxic con-
ditions. In contrast to X-rays, the effect of the oxygen 
status on the cell survival is small after carbon irradiation, 
confirming that carbon ions are advantageous for the 
clinical application in treating tumors with hypoxic areas. 
 
Fig.1 Survivals of RAT-1 irradiated with X-ray and Car-
bon ions. A) Cells irradiated in reoxygenated conditions 
after chronic hypoxia and normal oxic conditions. B) 
Cells irradiated in acute hypoxia, chronic hypoxia and 
normal oxic conditions. 
Co-culture of RAT-1 and IEC-6 
The plating efficiency of IEC-6 cells was higher in co-
culture conditions than in mono-culture, confirming pre-
vious results (data not shown). Regarding the cell survival, 
co-culture conditions have only slight influences (Fig 2). 
The survival ratios (survivals in co-culture divided by 
survivals in mono-culture) of IEC-6 cells irradiated with 
X-ray were slightly higher than 100% under oxic condi-
tion and under hypoxia. In contrast, RAT-1 cells irradiated 
with C-ions under hypoxia show a decreased survival 
level in co-culture (Fig 2D), however, due to the limiting 
beam-time this experiment was performed only once, thus, 
for a reliable conclusion more works would be necessary.                        
                      
 
Fig. 2 Co-culture of RAT-1 & IEC-6. A) IEC-6 irradiated 
with X-ray; B) RAT-1 treated with X-ray; C) IEC-6 irra-
diated with C12; D) RAT-1 treated with C12 
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Introduction 
It is now well-established that heavy ion radiotherapy 
can offer some potential merits over conventional radio-
therapy. Elucidating the molecular mechanisms involved 
after carbon ions exposure is therefore a crucial step for 
improving hadrontherapy, particularly for the treatment of 
radioresistant tumors. 
Since recent clinical trials had shown that the local 
treatment of HNSCC by hadrontherapy is much less effi-
cient than that of other radioresistant cancers [1], we thus 
initiated fundamental studies on the mechanisms of cell 
death in two p53-mutated head and neck squamous cell 
carcinoma (HNSCC) with opposite radiosensitivity fol-
lowing carbon ions and X-rays exposure, We first showed 
that carbon ion irradiation does not modify the type of 
death involved, but amplifies it. In the radiosensitive 
SCC61 cell line, an early ceramide-dependent apoptotic 
cell death occurred after irradiation. In contrast, the radio-
resistant SQ20B cells underwent G2/M arrest associated 
with Chk1 activation and Cdc2 phosphorylation. Fur-
thermore, 5 days after carbon ion irradiation, SQ20B cells 
bypassed the G2/M arrest and underwent mitotic catastro-
phe cell death. Although a majority of SQ20B cell finish 
mitotic catastrophe by a ceramide-dependent apoptosis 
mechanism, a subpopulation of cells was able to escape 
mitotic catastrophe and continue to proliferate [2,3].  
Recently, the involvement of Cancer Stem Cells 
(CSC) in solid tumors recurrences following conventional 
irradiation has been demonstrated. We have then investi-
gated whether CSC might be the subpopulation of SQ20B 
cells resistant to carbon ion irradiation.  
Results 
We first demonstrated that a subset of SQ20B cells 
presents different markers of CSC such as CD44 expres-
sion, Hoechst efflux, ALDH over activation and spheroids 
formation. We then separated a 
SQ20B/SP/ALDH+/CD44+ subpopulation as putative 
HNSCC cancer stem cells. The radiation response of this 
subpopulation of cancer cells that are likely to be critical 
for success or failure of cancer therapy was then studied.  
The CD44+ SQ20B cells seems to be more resistant to 
photon irradiation than the CD44- cells as the surviving 
factors at 2 Gy (SF2) were respectively 0,81 and 0,54 in 
CSC and non-CSC. In response to carbon ions the same 
pattern of response is observed since the SF2 was 0.21 for 
the CSC compared to 0.09 for the non-CSC population. 
 
Fig.1: Cell survival curves after photon or carbon irradia-
tion for both SQ20B/CD44+ and SQ20B/CD44- cells. 
 
After the analysis of cell cycle we demonstrated that 
the lack of apoptosis induction due to an extend G2/M 
phase arrest induced by carbon ion irradiation are respon-
sible for this radioresistance.  
In light of these results, we investigated whether the 
inhibition of G2/M arrest, by UCN-01 could radiosensi-
tize the SQ20B/CD44+ cells and induce apoptotic cell 
death. As shown in Figure 2 a significant inhibition of the 
G2/M arrest was observed after carbon irradiation. Ac-
cordingly, the combination of UCN-01 and irradiation 
amplify the apoptotic cell death since the percentage of 
SQ20B/CD44+ cells in sub-G1 phase without UCN-01 
treatment was less than 30%, at 240 hours and raised 
more than 70% following the addition of UCN-01. 
 
Fig.2: Percentage of SQ20B/CD44+ cell in sub-G1 or 
G2/M phase after carbon irradiation +/- UCN-01. 
 
Our results demonstrated that targeting specifically 
apoptosis in CSC led to a significant sensitization to car-
bon irradiation. Thus, targeting of the HNSCC-CSCs 
would provide a critical step to disrupt the resistance 
mechanism and to improve overall tumor control with 
radiation treatment. 
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Multimodal Treatment Planning with TRiP98 ∗
M. Kra¨mer1, E.Scifoni 1, and M. Durante1
1GSI, Darmstadt, Germany
In ion beam radiotherapy dose optimization via inverse
planning, fully including radiobiological properties, is the
de-facto standard, pioneered by GSI’s TRiP98 treatment
planning system (TPS) [1]. In the context of the European
ULICE project, several new methods of ”adaptive treat-
ment planning” have been implemented in addition.
Combined Photon-Ion Boost Plans
In GSI’s radiotherapy pilot project about one third of pa-
tients received photon treatment with an additional carbon
ion boost on a tumour subvolume. Both treatments were
planned separately, however. In order to improve dose con-
formation one may use the ”prior knowledge” from preir-
radiation for ion plan optimization. As a proof of concept,
Figure 1 shows dose distributions for ion boost plans on top
of preirradiation base plans. The optimization algorithm is
able not only to fill the non-irradiated parts of the target
volume, but also compensates for the shallow dose gradient
of the base plan by allowing some extra dose at x=85mm.
The benign particle fluence maps of Fig. 2 show that the
solution of the inverse problem is reasonably stable.
Multi-Ion Plans
So far all clinical sites use a single ion species per pa-
tient plan. However, in certain cases it might be advanta-
geous to combine different ions in one irradiation. Hypoxic
subvolumes, for example, might require extra high LET ra-
diation such as stopping carbon or even oxygen beams [2],
whereas the bulk of the volume could be irradiated with less
critical radiation, such as protons. Thus it appears attrac-
tive to provide the means to generate multi-ion treatment
plans. As a proof of concept, Figure 3 shows simultane-
ously optimized dose distributions for combined irradiation
with protons and 12C. If only the target volume would be
considered, both partial fields would contribute equally. An
additional dose constraint (< 20% target dose) for the or-
gan at risk, however, leads to an automatic preference for
12C (and corresponding deemphasis for protons) at the in-
ner target edges. The benign particle fluence maps of Fig. 4
show that the solution of the inverse problem is reasonably
stable also for this scenario.
References
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Figure 1: Dose distributions for combined plans. Left: base
plan, middle: 12C compensation, right: combined plan
Figure 2: Fluence maps for positions indicated in Fig. 1
Figure 3: RBE-weighted dose distributions for multi-ion
plans. Left: combined, middle: protons, right: 12C
Figure 4: Fluence maps for position indicated in Fig. 3
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Introduction 
TRiP98 is a treatment planning program, which was 
used in the pilot project of heavy ion radiotherapy with 
scanned ion beam at GSI [1]. Over 400 patients have been 
treated from 1997 to 2008 [2]. 
At the moment, TRiP98 is only used for research pur-
poses. One current research topic concerns 4D treatment 
planning for moving tumors (e.g. lung tumors), that re-
quires handling large time-resolved 4D data sets [3]. De-
spite this increased amount of data, fast calculations are 
requested by the user. To increase computation speed, the 
dose calculation algorithm was parallelized [4] using the 
application programming interface OpenMP. 
Measurements 
Measurements to determine the speedup of the 
OpenMP implementation have been done for four patient 
data sets taken from the GSI pilot project. They were re-
calculated using the standard version of TRiP98 and the 
new parallel approach. In both versions the recalculation 
was done for the absorbed [1] and the biologically effec-
tive [5] dose taking alternative algorithms into account. 
For the OpenMP version different amounts of threads 
have been used up to the maximum of 32 threads avail-
able on the IBM BladeServer PS701 (IBM Power7, 8 
cores, 4-way-SMT) with 32 GB main memory. The 
speedup factor differs between the data sets depending on 
the amount of dose voxels. 
For both kinds of dose calculations Patient 290 was 
chosen as an average example. For up to 8 threads a linear 
growth of the speedup factor was determined (see fig. 1). 
Absorbed dose 
For the absorbed dose there are three algorithms which 
differ in the level of detail and therefore have differences 
in the execution time. The most complex one is the multi-
ple scatter (ms) algorithm. Here the best performance has 
been reached with a speedup factor of 20.8 (fig. 1). 
 
Figure 1: speedup for patient 290 
(absorbed doses) 
Biologically effective dose 
In case of the biologically effective dose, there are two 
alternative algorithms. The more complex classic (cl) al-
gorithm uses a two-level random number distribution in 
which a data dependency was discovered and solved. To 
make the calculation times comparable, this was changed 
in the parallel and original version of TRiP98. 
For the cl algorithm the speedup factor reaches a satu-
ration value of 11.8 already at 24 threads (fig. 2). We at-
tribute this to cache limitations due the larger amount of 
data which the cl algorithm takes into account. 
 
Figure 2: speedup for patient 290 
(biologically effective doses) 
Outlook 
It was possible to demonstrate the potential of paralleli-
zation with acceptable amount of work for TRiP98. To 
reduce the calculation time for the new developments of 
TRiP98, further parts should be parallelized. A good start-
ing point should be the dose optimization, which uses a 
lot of functions that were already parallelized for the pre-
sented dose calculation algorithms. 
Alternative parallelization techniques like GPU-based 
ones will require more severe changes in the current code. 
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Using Parallel Hardware for Biophysical Modelling:                                 
A Parallelized Implementation of the Local Effect Model*§ 
O. Steinsträter1, U. Scholz1, M. Durante1, and M. Scholz1 
1GSI, Darmstadt
Introduction 
In the past, the rapid increase in processor clock speed 
and transistor density led automatically to an accompany-
ing increase in the performance of existing software. But 
due to problems with power consumption and heat-
dissipation, virtually all vendors have switched to multi-
core CPUs to increase the processing power. Unfortu-
nately, this means that existing sequential code will no 
longer run automatically faster on faster hardware. On the 
other hand, parallel programming is challenging, error-
prone and needs a high degree of experience. This is in 
particular true for the programming of GPUs (graphics 
processing units) on graphic cards [1].  
In contrast, software developing in the scope of a bio-
physical research project is characterised by a high degree 
of heterogeneity: some software components will last for 
a long time, while other parts will only be used for a lim-
ited live time as the underlying model may turn out to be 
less effective than expected. In addition the programming 
skills of the involved scientist are as heterogeneous as the 
used hardware: from the laptop of a student to a high per-
formance cluster system. 
A good example is the implementation of the Local Ef-
fect Model [2], LEM, developed at the GSI.  Due to im-
provements in the underlying biophysical model, the 
software is under constant development but is used at the 
same time by other researchers for the generation of reli-
able and reproducible simulation results. Although an 
increase of the performance of the simulation software is 
very desirable its reliability and availability must also be 
ensured. 
Using the implementation of the Local Effect Model as 
an example, we tried to investigate to what extend soft-
ware developed in an academic environment can profit 
from the trend to highly parallel hardware. 
 
 Method 
We expected that typically only low resources for the 
development of parallel software is available and in gen-
eral reliability is more important than speed. Therefore, 
and as experiences in parallel programming can not gen-
erally be expected from biophysicists which will contrib-
ute to the LEM code in the future, the software should 
mainly stay in its sequential state. We therefore used 
OpenMP [3], an API (application programming interface) 
which allows the parallelization of existing code mainly 
by adding hints to the compiler (compiler directives). If a 
compiler does not understand these directives or if the 
compiler is instructed to ignore them, the code falls back 
to its pure sequential, i.e. original version.  
In addition we try to participate from the high theoreti-
cal processing power of a potentially available graphic 
card by substituting the generation of random numbers 
(monte carlo simulation) by a library function which uses 
a graphic card as a coprocessor: CURAND library (part of 
the NVIDIA’s CUDA toolkit [4]) .  
Results 
On an Intel Xeon processor L5506 (4 cores) we found 
that the parallel version of the LEM software typically ran 
around 5.5 times faster than the serial version. By using 
the graphic card an increase of the performance on a sys-
tem with an Intel Core i7-2600K CPU and an NVIDIA 
GeForce GTX 570 graphic card around 35% was ob-
served. As the graphic card has to calculate random num-
ber in large blocks (here 310,000,000 random numbers), 
its use is connected with a significant overhead. When 
random numbers are calculated by CPU and GPU in the 
same way (the same overhead), for the GPU solution we 
observed an increase in speed of more than 100%.  
Discussion and Conclusion 
Without significantly changing the original LEM code 
we could increase the processing speed on a four core 
processor by a factor of 5.5. The code is still basically 
sequential and runs on hardware independent on the num-
ber of processing units. If needed the parallelization could 
be turned off by a simple compiler switch. The reliability 
of the code is therefore not negatively influenced by the 
parallelization. The performance increase due to the 
graphic card was significant lower, but a performance 
gain of 35% could be reached simply by substituting a 
library function.  
We conclude that at least in simple cases parallelization 
of existing software can be easy and does not require a 
significant change of the structure of the program. If a 
basic knowledge about the principles of parallel software 
is available, sequential code could be structured and 
commented to ease a later parallelization.  
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The shape of dose response curves generated
by the full simulation extension of LEM IV∗
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The purpose of the Local Effect Model (LEM) is to cal-
culate the relative biological effectiveness of charged par-
ticle radiation with respect to conventional photon radia-
tion [1]. In the current LEM IV realization the biological
effectiveness of a single charged particle traversing a cell
nucleus is deduced by its double strand break (DSB) distri-
bution pattern [2]. While the initial slope αI of the linear-
quadratic-linear (LQL) ion dose response curve is obtained
by means of Poisson statistics, the curvature βI is deduced
by the assumption that the maximal slope of the curve is
the same as for photon radiation. Additionally, the thresh-
old dose Dt (the dose where the response curve gets linear)
for ion radiation is assumed to be identical to the one of
photon radiation.
In contrast to the low dose algorithm described above,
in the full simulation extension of LEM IV the DSB dis-
tribution pattern and the resulting biological effect is an-
alyzed for arbitrary patterns of multiple traversals for the
radiation type of interest [3]. Since an LQL description
is used for the reference radiation, the predicted ion dose
response curves are expected to exhibit also an LQL-like
behavior. Fitting of LQ parameters then will depend on the
dose range as depicted in Fig. 1, where Δχ2 is plotted, i.e.
the change of the χ2 fit value obtained by altering the fit
range. The fit gets worse by increasing the fit range above
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Figure 1: Δχ2 of LQ carbon ion dose response curve fits.
Photon input values: αγ = 0.25Gy−1, βγ = 0.05Gy−2,
Dt = 11Gy.
11Gy for the lowest LET, which is the photon input value
for Dt in this case. With increasing LET the dose at which
the fit gets worse decreases, i.e. the LQ model describes
the data decreasingly well in the same dose range. At LET
values higher than 80 keV/μm no increase of Δχ2 is ob-
servable as the dose response curves are almost linear in
∗Work is part of HGS-HIRe.
† u.scholz@gsi.de
the whole fit range. To be close to experimental conditions
when fitting the measured dose response curves we now
fit the dose response within the cell survival level between
100 % and 1 % by an LQ formula. The obtained values α I
and βI are then fixed in order to fit Dt on the same survival
curve by an LQL formula up to a maximal dose of 20Gy.
In Fig. 2 the parameters αI, βI and Dt, obtained by the
procedure mentioned above, and the LQL parameters of
the low dose algorithm are plotted. In the case of β = 0
values for Dt are mathematically undefined, depicted by
the dotted line for the low dose values. By construction
the Dt behavior is different to the one of the full simu-
lation algorithm: here Dt decreases with increasing LET.
The Dt bump in mid-LET region is an understood artefact,
originating from fitting the dose response values by an LQ
model where they actually are not purely linear-quadratic.
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Figure 2: Obtained LQL parameters for cell response after
carbon ion irradiation. Input parameters as in Fig. 1.
The presented two-step fit procedure allows us to de-
scribe fully simulated LEM IV dose response curves by
LQL parameters. Future tasks will be to investigate their
dependence on photon input parameters and to implement
the tabulated values for different ion species in treatment
planning software.
References
[1] M. Scholz et al., Radiat. Environ. Biophys., 36 (1997) 59.
[2] T. Elsa¨sser et al., Int. J. Radiat. Oncol. Biol. Phys., 78 (2010)
1177.
[3] U. Scholz et al., GSI Scientific Report, 2010.
GSI SCIENTIFIC REPORT 2011 CANCER-33
517
GSITemplate2007 
Possible approaches toward experimental validation of LEM mechanistic bases* 
F. Tommasino1, T. Friedrich1, U. Scholz1, M. Durante1, 2 and M. Scholz1 
1GSI, Darmstadt, Germany;  2Institut für Festkörperphysik, Technische Universität, Darmstadt, Germany
The main aim of the Local Effect Model is to predict 
the Relative Biological Effectiveness (RBE) after ion ir-
radiation starting from the corresponding experimental 
photon data and an amorphous track structure model [1].  
According to the model, the increased effectiveness of 
ions can be partially traced back to the increased yield of 
DNA Double Strand Breaks (DSB), resulting from the 
induction of Single Strand Breaks (SSB) closer than a 
threshold distance [2], then the local density of DSB re-
sulting from the spatial distribution of the damage inside 
the nucleus also determines the biological effect[3]. This 
mechanism of DSB production becomes relevant when 
the local dose deposited in the cell nucleus exceeds few 
hundreds grays, and plays consequently a primary role in 
the yield of DSB during particle irradiation, when the 
local deposition of dose in sub-volumes of cell nucleus 
can reach and overcome that values. Although at the mo-
ment a fixed value of 25bp is assigned to this threshold 
genomic distance, not full agreement has been found up 
to now in the literature, where values in the range be-
tween 3 and 60bp are actually under discussion. 
Due to the importance of the parameter in DSB yield 
calculations, a direct comparison between the predictions 
of the LEM in terms of increased induction of DSB and 
experimental data is actually under development. The 
γH2AX flow cytometric assay [4] will be employed to 
experimentally quantify the yield of  DSB. The method is 
based on the measurement of an integral fluorescent sig-
nal coming from the cell nucleus which is expected to be 
proportional to the number of induced DSB. A broad 
range of ion species and beam energies will be investi-
gated, aiming at the analysis of a broad range of ioniza-
tion densities. This will allow the study of radiation quali-
ties which are expected to determine significant variations 
in the amount of induced DSB. By comparing different 
ions at the same LET, useful informations concerning the 
impact of the track structure will be obtained. The effect 
of changes in the value of the SSB cluster threshold dis-
tance will be examined, and this will allow to appreciate 
the relevance of this parameter in a direct comparison 
with the flow cytometric data. 
 
Moreover, the recent version of the LEM is based on a 
detailed consideration of the spatial distribution of the 
initial damage (DSB) [3]. The structure of the chromatin 
organization in the cell nucleus is taken into account, as-
suming that ‘giant loops’ of DNA [5], comprising about 
2Mbp of DNA, represent the critical higher order struc-
ture of the DNA. This allows the definition of two differ-
ent classes of damage, namely ‘isolated’ (iDSB) and 
‘clustered’ (cDSB) double strand breaks, when only one 
and two or more than two DSB are induced in the loop 
structure respectively. The cell response to these two 
types of induced damage is expected to be different, since 
the repair is hypothesized to be easier to perform for the 
iDSBs compared to the cDSBs. Consequently, a higher 
probability of cell killing can be associated to the clus-
tered component of damage. Affecting the total number of 
induced DSB, the SSB threshold distance is naturally ex-
pected to play a role in the resulting proportion of induced 
iDSB and cDSB. In Fig. 1, results for the induction of 
iDSB and cDSB after carbon ion irradiation (LET 
=150keV/ μm) are reported. Obviously, compared to the 
standard 25bp, a larger value of the threshold distance 
corresponds to a higher number of induced DSB, and con-
sequently to an induction of less iDSB and more cDSB in 
a given nuclear volume, and the opposite behaviour is 
observed for a smaller value of the threshold. Considering 
the crucial role played by the clustered component of 
damage in the final cell survival calculations, it becomes 
clear that a more accurate description of the SSB thresh-
old distance will help to improve the predictive power of 
the model. 
 
 
Figure 1: simulated induction of iDSB and cDSB after 
carbon ion irradiation (LET=150kev/μm) for different 
values of the SSB cluster threshold 
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Introduction
In the GSI therapy pilot project from 1997 until 2008
about 450 cancer patients were successfully treated with
carbon ions. Due to the promising healing rates the clinical
radiotherapy facility HIT was opened in 2009.
For the treatment planning (TP) the software TRiP [1]
is used. A crucial part of the TP is the dose optimization
with the goal to achieve a homogeneous target dose dis-
tribution as close as possible to the prescribed dose distri-
bution by an appropriate sparing of critical structures, e.g.
the brainstem. These requirements can be mathematically
expressed by the minimization of a functional, where the
free optimiziation parameters are the particle numbers in
the individual raster spots.
Mathematics of the Optimization
The objective function is defined as follows [2]:
X2( ~N) =
∑
i∈Target
(Dipre − Dibio( ~N))2
ΔD2pre
+
∑
i∈OAR
(Dimax − Dibio( ~N))2
ΔD2max
· Θ(Dibio( ~N) − Dimax)
~N : vector that contains the particle numbers
Dpre : prescribed dose within the target
Dmax : maximum dose within OAR (Organ-At-Risk)
Dibio : RBE-weighted dose at voxel i
Θ : Heaviside function
The nonlinearity of the RBE-weighted dose D ibio leads to
the nonlinearity of X 2 and the minimization task can only
be solved with numerical methods. We tested the inverse
BFGS-method. As a startmatrix we use the identity ma-
trix and the stepsize is controlled with the Armijo-rule [3].
A so called angle test is implemented to force a stronger
decrease of X2. The full algorithm is described in [2].
The number of rasterspots and voxels are several ten
thousands, which leads to long computation times [4].
Results and Discussion
The results of the inv. BFGS are illustrated in Fig. 1,2
and compared to the Fletcher-Reeves variant of the method
of conjugated gradients (KGV). The KGV shows the best
results in comparison to other algorithms, which we pub-
lished in [5]. The data were taken from the plan #135.
The convergence results show, that the BFGS-method
works as efficient as the KGV concerning the iteration steps
(Fig. 1). However, due to the matrix update in the BFGS
iteration procedure this method requires by a factor of ap-
prox. 1.5 more computation time than the KGV (Fig. 2).
Figure 1: Minimization of the X 2-function in terms of it-
erations.
Figure 2: Minimization of the X 2-function in terms of
computation time.
Summary
The results show, that currently the KGV is the best algo-
rithm for the optimization step in our TP-procedure. With
this method complete patient plans can be optimized in an
acceptable computation time. Furthermore, this method is
robust and requires only modest amounts of RAM.
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Introduction
Dose-response curves for the tumor control of skull ba-
se chordoma have been published by Schulz-Ertner et al.
[1] based on clinical data with photons, protons and car-
bon ions. For the analysis, RBE-weighted doses for carbon
ion irradiation have been estimated using the Local Effect
Model (LEM I) [2]. Therefore the median isoeffective dose
related to the clinical results is based on RBE predictions
of the LEM I and the question arises in how far the dose-
response relationship is changing when the RBE predicti-
ons of the improved version LEM IV [3] and more recent
α and β estimates are considered.
Methods
For the analysis two different so called RBE tables ba-
sed on LEM IV were used in exchange with the RBE-table
(LEM I) used in the pilot project. For the simulation of the
irradiation process the software package TRiP98 was used
[4]. The same physical dose profiles leading to isoeffective
doses of 75 Gy(IsoE) and 96.25 Gy(IsoE) based on RBE
predictions of the LEM I were used to predict the isoeffec-
tive dose when using instead the RBE-table based on RBE
predictions of the LEM IV. The considered target volumes
are related to the PTV2 as described in Schultz-Ertner et al.
represented by a sphere with the corresponding diameter.
The first RBE-table AB2 IV is based on experimental da-
ta with the rat spinal cord and therefore represents the
endpoint of normal tissue complication [5]. The photon
input data for the second RBE-table AB2.45 IV is de-
rived from clinical local control data for chordoma and
therefore represents the endpoint tumor control [6]. The
dose-response relationship was determined with the logi-
stic dose-response model [5]. The two free parameters we-
re adjusted using the maximum likelihood procedure for a
binomial distribution.
Results
Recalculating the TCP-curve with different mathemati-
cal software and procedures was done to evaluate the me-
thod for further use with other experimental data from cli-
nical trials. In Fig. 1 the TCP curve is adjusted with re-
spect to the generated response data points due to the RBE
predicted by the RBE-table AB2.45 IV. The original data
points related to RBE predictions with the LEM I were re-
placed by the new ones. The change in the TCP curve il-
∗Work is part of HGS-HIRe
lustrates the influence of the LEM IV on the dose-response
relationship for skull base chordoma considering the smal-
lest (13.6 ml), median (78.3 ml) or largest (578.9 ml) plan-
ning target volume (PTV2) according to Schulz-Ertner et
al. [1]. Median dose values are only slightly shifted bet-
ween LEM I and LEM IV predictions, as indicated by the
arrows. For comparison also the corresponding response
data points representing the smallest and largest PTV2 and
the resulting TCP curves are given.
Figure 1: Adjustment of the dose-response curve for the
tumor control of skull base chordoma according to Schulz-
Ertner et al. [1] considering the response data points re-
sulting from calculations with the RBE-table AB2.45 IV in
comparison to the original ones.
Conclusion
On balance the RBE predictions of the LEM IV are in
good agreement with the dose-response relationship assu-
med so far. Hence it can be concluded that the LEM IV does
represent the clinical results in the same way the LEM I
does.
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After the success in leading the GSI pilot project for ion
beam therapy, the TRiP98 code [1], first complete treat-
ment planning system for ion beams, is further develop-
ing as a research prototype for all the growing centres now
dealing with particle therapy. One of the main direction
where ion beam therapy is promising new outcomes is the
battle against hypoxic tumors [2], and then naturally this
has become also a major direction of TRiP98 development.
The possibility to introduce a selective treatment of dif-
ferently oxygenated areas of a tumor, painting the dose ac-
cordingly, has been exploited: after developing a paramet-
ric description of the oxygen enhancement ratio (OER) as a
function of LET and pO2 [3], this has been introduced into
the code allowing not only to perform forward planning
but also to inverse plan, getting to an effective OER driven
optimization. In figure 1 the scheme of the code implemen-
tation is given, including the ongoing PET data conversion
module ptx-tool (collaboration with PoliMi), which is in-
tended to handle the input from hypoxia imaging into the
TPS. In figure 2 an exemplary tumor tissue with differently
oxygenated regions is considered and the performance of
the code in compensating the dose is shown.
The targeted irradiation of hypoxic regions is going to be
tuned in different ways in order to maximize the high LET
beam components, also taking advantage on the possibility
to use different ions, e.g. in the HIT facility, a feature that
has been already implemented in the new multi-ion version
of TRiP98 [4]. The relative advantage of using oxygen, e.g.
as compared to carbon, with the constraint to keep the same
survival in the entrance channel, is shown in fig.3.
The code has been also experimentally verified with ded-
icated extended volume irradiation experiments during the
3 carbon beamtimes held in 2011. Details on these results,
as well as on the implementation of the code are given in a
forthcoming publication [5].
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Figure 1: Scheme of the implementation of hypoxia driven
treatment planning in TRiP98.
Figure 2: TRiP98 computed survival profiles, without (left)
and with (right) taking into account the non uniform oxy-
gen concentration of the target tissue into the optimization.
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Figure 3: Comparison of the computed OER along a target
tissue, for carbon (black curves) and oxygen (red curves)
at different pO2 levels. Hatched areas represent the clinical
interesting regions for hypoxia (0.15 < pO2 < 0.5%).
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Introduction
One rationale for using carbon ions in radiation ther-
apy is the enhanced effectiveness of carbon ions in com-
parison to photon radiation, parameterized by the relative
biological effectiveness (RBE). This quantity depends on
both physical (particle species, energy, dose) and biologi-
cal parameters (radiosensitivity of the cells or tissue type).
The Local Effect Model (LEM) which has been developed
at GSI is able to predict the RBE. In its recent version
LEM IV the RBE is determined by a comparison of the
spatial distribution of induced double strand breaks after
photon and ion irradiation [1, 2]. With the LEM a bio-
logical oriented treatment planning is possible, which opti-
mally respects the RBE for each voxel of a treatment plan.
For the clinical usage modelled RBE values must reveal
sufficient accuracy, which in turn means that the model pa-
rameters of the LEM have to be determined correctly. The
sensitivity analysis is concerned with all relevant parame-
ters and their influence on the modelled RBE values.
Methods
The LEM has two different classes of model parameters:
Some parameters are fixed while others represent input data
related to the cell or tissue type under investigation. The
latter specify the radioresistance or the geometric exten-
sions of the cell nuclei. In the current implementation we
use the linear quadratic - linear (LQL) model, where the
radiobiological effect is given by a linear quadratic dose
response with coefficients α and β for low doses and en-
ters into a constant slope beyond a threshold dose Dt. The
general strategy for a sensitivity analysis is to monitor the
change in RBE when changing one of the input parameters.
We chose a ± 25% change of each of the input parameters
and recorded the changes in the RBE in the limit of low
doses (RBEα) and for 10 % survival level (RBE10). We
carried out this analysis for different particle species for a
typical situation of in-vitro cell lines irradiated under track
segment conditions, where two cases of the dose response
curves have been considered, distinguished by the photon
parameter ratio α/β = 2 Gy and α/β = 10 Gy.
Results
Figure 1 shows exemplarily the changes of the RBEα vs
LET relationships for carbon ions under parametric varia-
tion of the photon parameters α and β for both α/β = 2 Gy
∗Work supported by Siemens Healthcare. Work is part of HGS-HIRe.
and 10 Gy. An increase of α (β) implies a decrease (in-
crease) of the corresponding RBE. The following trends
were found: (i) The relative change of the RBE never ex-
ceeds the relative change of the input parameter. (ii) For
higher doses and higher effects, RBE values become more
robust against parameter changes. (iii) Similarly, changes
in RBE are largest for small α/β. (iv) The relative change
in RBE is comparable for different ion species.
Figure 1: RBEα vs LET for cells irradiated with carbon
ions with α = 0.1Gy−1 (0.5Gy−1), β = 0.05Gy−2, and
Dt = 8 Gy (14 Gy) for α/β = 2Gy (10Gy) as solid
lines along with the corresponding curves after lowering
or rising α (upper row) or β (lower row) about 25% of its
initial value (dashed and dotted lines, respectively).
Conclusions and further work
The sensitivity analysis can be used to assess uncer-
tainties of calculated RBE values. The results are helpful
for the interpretation of, e.g., in-vitro cell survival experi-
ments. All findings can be understood by the radiobiologi-
cal meaning of the parameters within the LEM. An exten-
sion of the work to a more treatment like situation of tissue
within a spread out Bragg peak was also carried out fol-
lowing the same strategy, which allows to assess calculated
RBE values as modelled by the LEM with respect to RBE
values obtained from clinical studies.
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One of the major concerns in modern radiotherapy is 
the risk of possible late effects like secondary cancers. 
This point is becoming more relevant the more successful 
a therapy is and the longer the patients live thereafter. To 
assess the relative risk for late effects after carbon ion 
radiotherapy, compared to conventional treatment, a study 
investigating chromosomal aberrations in radiotherapy 
patients was performed. Chromosomal aberrations in pe-
ripheral blood lymphocytes are a useful biomarker for 
radiation exposure, and can predict the relative risk for 
late effects. Lymphocytes in the peripheral blood are con-
stantly replaced by new ones produced in the bone mar-
row, thus originally irradiated peripheral lymphocytes 
will die out over time. However, if bone marrow cells 
were irradiated, they could pass their radiation damage to 
their daughter cells which differentiate into lymphocytes. 
Thus, not only the aberration yield at the end of therapy is 
of interest, but also its development over time. 
For the present study, blood samples were obtained 
from prostate cancer patients treated with carbon ion irra-
diation combined with conventional IMRT (called 
C+IMRT, n=13) or IMRT alone (called IMRT, n=5). For 
more details, see [1,2]. The analysis was performed using 
the mFISH technique, which allows assigning different 
artificial colours to the 22 human chromosome pairs plus 
the sex chromosomes (see fig. 1A), and thus can be used 
to detect exchanges of DNA between different chromo-
somes (see figure 1B). From all patients several blood 
samples were obtained, including one at the end and one 1 
year after therapy. From selected patients (all from 
C+IMRT group) an additional sample 2-3 years after 
treatment was taken (n=5). For each time point at least 
1200 cells were analyzed. 
  
Figure 1: Examples of karyotypes found in a patient 2.5 
years after radiotherapy.  A: normal human male karyo-
type. B: Human karyotype with an aberration in chromo-
somes Nr.1 and Nr 5. 
The results at the end of therapy showed no higher 
yield of chromosome aberrations after C+IMRT, com-
pared to IMRT, indicating that there is no higher risk for 
late effects after carbon ion therapy [3]. 
In the year after therapy, a significant decline in aberra-
tion frequency of about 25% was observed. No further 
significant decrease in the aberration frequency after 2-3 
years compared to 1 year after treatment was found. 
mFISH allows to identify many different types of chro-
mosomal aberrations. For the present study, it is useful to 
distinguish transmissible and non-transmissible aberra-
tions, i.e. aberrations which can or cannot be passed to the 
daughter-cells. Regarding simple chromosomal inter-
changes, these aberrations are translocations (transmissi-
ble, example is shown in Fig 1B) and dicentric chromo-
somes (non-transmissible, not shown). These aberration 
types are expected to be induced with similar frequencies 
[4]. This was confirmed in the present study, the ratio of 
dicentrics to translocations was about 1 directly after 
therapy. However, in the year after therapy, a significant 
change in the ratio to about 0.5 was observed, indicating 
that some non-transmissible aberrations had “died-out”, 
while the number of translocations stayed constant. No 
further significant difference was found between the sam-
ples taken 1 and 2-3 years after therapy. These results 
show that bone marrow was exposed during the radio-
therapy (which is in line with the treatment plans) and 
that the bone marrow cells were damaged by the treat-
ment and passed this damage to their progenies. 
In summary, the results at the end of therapy showed, 
that no higher risk for late effects after carbon therapy 
compared to conventional therapy must be feared. The 
results of the three-year follow-up period showed that the 
aberration yield decreases significantly with time, and 
that the bone marrow exposure during radiotherapy leads 
to a change in the aberration pattern, underlining the bio-
logical relevance of treating bone marrow as an “organ at 
risk” during treatment planning. 
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Introduction 
The treatment planning system TRiP98 [1] developed 
at GSI for heavy ion radiotherapy predicts the biological 
effect of an ion beam based on an externally calculated 
set of dose response curves for all contributing ion types 
(the primary ion, e.g. carbon, as well as its fragments) at 
all relevant energies. The response curves are calculated 
according to the Local Effect Model (LEM) [2], also de-
veloped at GSI. They are provided in the framework of 
the Linear-Quadratic (LQ) model (characterized by the 
parameters α and β) extended by a threshold parameter Dt 
marking the high-dose transition from linear-quadratic to 
purely linear dose response (LQL model). In addition to a 
Monte Carlo based technique, a much faster method 
based on the Theory of Dual Radiation action (TDRA) [3] 
is used in TRiP98 to derive mixed beam α and β parame-
ters as dose-mean values of the monoenergetic response 
parameters. The Dt parameter is difficult to include in this 
theory, but as the previous versions of LEM do not pro-
vide an individual Dt for each ion type, the constant Dt 
could be added after the calculation of the mixed beam α 
and β values as the dose where the slope of the dose re-
sponse curve of the mixed beam becomes constant. The 
most recent version of the LEM now provides individu-
ally calculated α, β, and Dt values for each ion (character-
ised by type and energy) and an extension of the internal 
structure of the TDRA based model for mixed beams is 
therefore needed.   
Methods 
The TDRA relates the linear part (α) of the LQ curve to 
the effects (mean numbers of lethal events) )(iαε  of indi-
vidual ions i and the quadratic part (β) to the interaction 
of events  originated from different ions i, j: ),( jiβε . This 
leads to ( ) ( ) ( )∑∑ +=
ji
ji
i
i DDD
,
),()(
βα εεε  for the total 
effect (D =∑ iD  total dose, Di individual dose contribu-
tions of ions i). As Dt describes the transition from quad-
ratic to linear response, in the theory proposed here, the 
linear part of the TDRA model is kept unchanged 
)/( DDii =μ : ( ) DD iii μαεα =)( . The Dt transition is 
added to the quadratic part: 
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Here, the threshold dose for the interaction of two ions i 
and j is modelled as Dt(i,j) = (Dt(i))1/2(Dt(j))1/2.  
Results 
If no explicit Dt is used (Dt = ∞) the proposed model is 
identical to the original TDRA model. In the case of a 
constant Dt the proposed model is identical to the Dt ex-
tension currently used in TRiP98. 
 In Figure 1 a mixture of two beams according to three 
different models is shown. In addition to the models al-
ready discussed, the mixed beam model proposed by Lam 
[4] is shown which is similar to the beam mixing realised 
in the Monte Carlo branch of TRiP98. 
 
 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
10−6
10−5
10−4
10−3
10−2
10−1
100
ABSORBED DOSE [Gy]
SU
RV
IV
AL
 F
RA
CT
IO
N
 
 
beam 1:   μ = 0.5
α = 0.45, β = 0.045, Dt = 3
beam 2:   μ = 0.5
α = 0.10, β = 0.035, Dt = 7
TDRA based mixed beam:
Zaider & Rossi [3]
TDRA based mixed beam:
proposed Dt extension
mixed beam according
to Lam [4]
 
Figure 1: Mixture of two beams (solid lines) according to 
different models (dashed lines). 
 Discussion and Conclusion 
As shown in the Fig., for D ≤ Dt(1) < Dt(2), the TDRA 
based model and our extension are identical. For D > Dt(1) 
results based on our model are typically only slightly dif-
ferent from results based on the model proposed by Lam 
[4]. We conclude that the proposed model is therefore a 
reliable extension of the TDRA mixed beam model. 
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Recent advances in radiotherapy have enabled the use 
of different types of radiotherapy, such as proton and 
heavy ion therapy, as well as refinements to the treatment 
of tumours with standard radiotherapy sources (X-rays). 
However, the risk of second malignant neoplasms (SMN) 
arising in long-term survivors continues to be a problem. 
The long-term risk from treatments such as particle ther-
apy, have not yet been determined and are unlikely to 
become apparent for many years hence. Therefore, there 
is a need to try and develop risk assessments based on our 
current knowledge of radiation-induced carcinogenesis.  
 
Modeling SMN 
Contemporary SMN risk models typically take into ac-
count a variety of host related factors that influence pre-
dicted risk, including age at exposure, attained age, and 
sex.  Typically, risks are larger for females, decrease with 
age at exposure, and continue to increase with attained 
age decades after exposure.  To accurately predict radio-
genic risk using the models described above, one must 
calculate the radiation doses in the tumor as well as in 
healthy tissues and organs throughout the entire body. 
Fortunately, this is now entirely possible, thanks to stri-
dent progress in radiation transport models, nuclear inter-
action data and models, and high-performance computing. 
This means that, in principle, we can now calculate the 
dose to the patient and transform it in a cancer-risk map in 
the body (Fig. 1). In fact, our understanding of the physics 
of particle therapy is advanced, and for the purposes of 
SMN risk assessment, nearly complete. Most of the un-
certainty remains in the biology. The risk estimates in Fig. 
1 are therefore only qualitative, but the calculation with 
the color-scale clearly shows how the dose is a poor pre-
dictor of risk, and large organ-specific differences can be 
found between incidence and mortality risks [1]. 
 
Particles vs. X-ray therapy 
Studies comparing SMN risks associated with contem-
porary proton and photon therapies have consistently 
found that proton therapy confers smaller overall pre-
dicted risk of SMN for children with medulloblastoma, 
and adults with prostate cancer and liver cancer.  The 
models found a negligible difference between lifetime 
risk of SMN incidence from passive versus scanned pro-
ton craniospinal irradiation: the risk was mostly attribut-
able to therapeutic radiation, not leakage neutrons.  These 
studies revealed that the largest reductions in predicted 
risk were obtained by replacing IMRT with proton ther-
apy, even after taking into account the stray and leakage 
neutrons associated with proton therapy.   
 
 
Future plans 
The SMN model described in Figure 1 will be extended 
to heavy ions, and will include different biological mod-
els: non-targeted effects, genetic predisposition, fractiona-
tion effect, age-dependence for different organs as a func-
tion of the dose to the organ. The final goal will be to 
produce a reliable tool for the radiotherapist providing 
comparison of treatment plans for different modalities not 
only in terms of dose to the target volume and organs at 
risk, but also as risk of SMN. 
 
 
 
Figure 1 This 9-year old girl received craniospinal irradia-
tion for medulloblastoma using passively scattered proton 
beams at M.D. Anderson Cancer Center.  The color scale 
illustrates the difference for absorbed dose, incidence and 
mortality cancer risk in different organs. Risk of SMN 
incidence and mortality varies strongly with radiation 
dose, but it also varies strongly between organs, with the 
patient’s age at exposure and attained age, sex, genetic 
profile, and other factors [1].  
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GSI-NIRS International Open Laboratory: measurements of oxygen effect*  
M.Durante1,2,E. Scifoni1, W. Tinganelli1,3 and Y. Furusawa3 
1GSI, Darmstadt, Germany; 2Darmstadt University of Technology, Germany; 3NIRS, Chiba, Japan.
The GSI-NIRS International Open Laboratory (IOL) 
“Radiation Quality Research Unit” had a delayed kick-off 
caused by the earthquake in Japan. The kick-off meeting 
was held in Darmstadt on 5.9.2011. An inter-IOL meeting 
was held in Chiba on 21.1.11, where the links among the 
4 different IOL were discussed (see http://www.gsi.de/ 
forschung/bio/nirs_iol.html). During these meeting we 
outlined the detailed program of the Radiation Quality 
Research Unit and applied for beam time at HIMAC. 
 
IOL Goal 
This Research Unit will concentrate on clinical radiobi-
ology, and specifically on the oxygen effect (Figure 1). 
The final goal will be to allow the fulfillment of  an adap-
tive treatment planning system where tumor oxygen con-
centration is taken into account, through filling a long-
standing experimental data gap, and a molecular under-
standing of the interplay between hypoxia and radiation 
therapy in tumor metastatization.  
 
Detailed plans 
Year 1: measurements of the OER-LET relationship at 
different oxygen concentration (Figure 2), between anoxic 
and oxic conditions; in vivo tests on tumor metastatic 
potential after irradiation. 
Year 2: further measurements of the OER-LET rela-
tionship at different oxygen concentration, with different 
ions, between anoxic and oxic conditions; role of hypoxia 
in tumor metastatic potential after irradiation. 
Year 3: incorporation of the new OER-LET data at dif-
ferent O2 concentration into the treatment planning sys-
tem and further validation experimental tests; molecular 
analysis of the mechanism of metastasis formation after 
X-rays or C-ions. 
Budget 
Budget will be used to pay the salary of a postdoc from 
GSI working full time at NIRS and to support 1-2 visits 
from other GSI scientists per year. 
 
Collaborations 
The unit can have several links with all the other 3 
units: molecular analysis (particularly the adhesion mole-
cule E-catherins) can be performed in collaboration with 
Particle Therapy Molecular Target Unit; in vivo carcino-
genesis/metastasis with the Space Radiation Research 
Unit; modeling the oxygen effect in collaboration with the 
Radiation Response Model Unit. 
 
* Supported by the NIRS IOL grant to GSI 
 
Figure 1: Model of the dependence of OER from LET for 
different oxygen partial pressures under implementation 
in TRiP98 [2] (lines) and independent experiments per-
formed at GSI  (points). The IOL will be used to measure 
experimental points, clearly at the moment lacking, to test 
the model and eventually modify it. 
 
Figure 2: The bars overlapped to the plot in Figure 1 rep-
resent the LET values that will be measured at HIMAC 
within this IOL project. Different ions will be used: or-
ange, 12C; blue, 20Ne; green, 28Si. 
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Attenuation of a therapeutical carbon beam in bone-like materials
A. Eichhorn1,2, C. La Tessa1, M. Rovituso3, and M. Durante1,2
1TUD, Darmstadt, Germany; 2GSI, Darmstadt, Germany; 3University of Catania, Catania, Italy
The extension of heavy ion therapy to further types of
cancer might require a detailed characterization of the in-
teraction of the primary particles with specific biological
materials. The majority of data available in literature is
measured in water targets, since the latter is considered tis-
sue equivalent representing up to 70% of the human body
composition. However, when treating tumors seated, for
example, in the skull or in the prostate, the amount of bones
that the primary ions have to transverse can range from a
few mm up to 5 cm.
In this study, the attenuation of a 12C beam was inves-
tigated using different targets with varying thickness of
Gammex RMI 450 as an equivalent of compact bones and
Gammex RMI 456 as an equivalent of spongious bones.
For the measurement two different beam energies (200 and
400 MeV u−1) were used.
Target Density
(
g
cm3
)
Atomic number
(
g
mol
)
Spongious 1.133 10.895
Compact 1.819 14.017
Table 1: Material properties of the different types of bone
used as target [1].
Experimental setup
A scheme of the experimental setup is shown in Fig. 1.
It consists of three different detectors: two plastic scintilla-
tors (Start and Veto) and a barium fluoride detector (BaF);
the targets were placed between the Start and the Veto de-
tectors.
Figure 1: Scheme of the experimental setup.
Results
The survival fraction is the ratio between incident N in
and outgoing Nout primary ions from the target and is re-
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Figure 2: Survival fraction of a 400 MeV u−1 carbon beam
in spongious and compact bones as function of the target
thickness; a single value was also measured for a real skull
bone 1.1 cm thick. The survival fraction in water [2] is
added for comparison.
lated to the total charge-changing cross section σcc accord-
ing to the following formula:
Nout
Nin
= exp
(
−σccρNad
A
)
(1)
where Na is the Avogadro number and ρ and d the density
and thickness of the target, respectively. An estimate of
σcc can be obtained by fitting the attenuation values with
an exponential function of the form of Eq. 1. The results
for 400 MeV u−1 carbon beam in all targets are shown in
Fig. 2. The attenuation increases with increasing density of
the target, therefore the value for spongious bones is a bit
higher than for water. From the survival fraction curves, the
total charge-changing cross sections in compact and spon-
gious bones were calculated to be 730 ± 51 mb and 780 ±
50 mb, respectively. Both the survival fraction and the to-
tal charge-changing cross section were found to be energy
independent in the range of selected energies. The energy
loss measured in the targets was compared with values pre-
dicted by LISE and a very good agreement was found. In
the future, the measured data will be implemented in the
treatment planning system and a rescaling factor has to be
found to mix the amount of compact and spongious bones
as present in the human body.
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Characterization of a 160 MeV/u 4He beam interacting with water∗
C. La Tessa1, C. Schuy1, A. Rusek3, M. Sivertz3, and M. Durante1,2
1GSI, Darmstadt, Germany; 2TU Darmstadt, Germany; 3NSRL (BNL), USA
Radiotherapy with charged particles has shown several
advantages compared to conventional treatments [1] and its
application is being extended to a wider range of clinical
cases. Furthermore, several particles have been considered
as alternative candidates to protons and carbon ions; among
them, helium and oxygen projectiles appears to be the most
promising. The former suffers less lateral scattering and
has a higher relative biological effectiveness (RBE) than
protons, while it undergoes less fragmentation and deposits
less energy in the entrance channel than carbon ions. Oxy-
gen shows great benefits for the treatment of tumors charac-
terized by a higher radioresistance caused, for example, by
the presence of an extensive hypoxic region, which require
a higher LET to be “killed”. In this frame, the interaction
of 160 MeV/u 4He and 360 MeV/u 16O beams with water
targets were investigated at NSRL (NASA Space Radiation
Laboratory), Brookhaven National Laboratory (BNL), Up-
ton, USA. The results of the experiment with helium ions
are reported here while the characterization of the oxygen
beam is described in [2].
Data analysis
The production of primary ions, secondary charged par-
ticles and neutrons was investigated for several thicknesses
of water in correspondence with the plateau (5 cm), slope
(15 cm) peak (17 cm) and tail (19 cm) of the Bragg curve.
Particle identification was achieved with a ΔE-E telescope
composed of a 9 mm plastic scintillator and a 14 cm long
BaF2 placed at 3 m from the targets. A detailed descrip-
tion of the experiment setup can be found in [2]. The mea-
surements were repeated placing the detector telescope at
difference angles (0, 5, 15 and 30 deg from the beam direc-
tion) to study the angular distribution of all particle types.
ΔE-E spectra were acquired as well Time-Of-Flight (TOF)
spectra between the start detector placed just downstream
of the exit window and the ΔE-E telescope. Furthermore,
the collection of the BaF2 signals with a short (70 ns) and
a long (2 µs) gate allowed particle discrimination though
the pulse shaping technique. An example of a TOF versus
ΔE plot collected at 5 deg after 15 cm of water is given
in Fig. 1. The quality of the radiation field was character-
ized through the measurements of microdosimetrical spec-
tra collected with a TEPC (Tissue Equivalent Proportional
Counter) at different water depths both in-beam and out-of-
field at distances of 2, 5 and 10 cm from the beam direction.
The yd(y) spectra recorded at several positions are shown
in Figure 2.
The analysis of the data is currently in progress. The
results will provide the energy spectra of charged and un-
∗Nasa space radiation health program (NSRHP)
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Figure 1: TOF versus ΔE plot recorded at 5 deg from the
beam direction after 15 cm of water.
Figure 2: yd(y) spectra measured in-beam at the Bragg
peak position (175 mm depth in water) and at 20, 50 and
100 mm off-beam (150 mm depth in water).
charged particles at different target thicknesses and posi-
tions compared to the primary beam direction from which
the angular distribution can be estimated. As a satisfac-
tory statistics could not be achieved for all target-angle
combinations, the measurements are planned to be com-
pleted next summer; moreover, the attenuation of the pri-
mary beam in water will be investigated.
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Characterization of 360 MeV/u 16O beam interacting with water targets∗†
C. Schuy1,2, C. La Tessa1, A. Rusek3, M. Sivertz3, and M. Durante1,2
1GSI, Darmstadt, Germany; 2TU Darmstadt, Germany; 3NSRL (BNL), USA
Clinical trials have shown benificial effects using particle
therapy with protons and carbon ions compared to conven-
tional radio therapy. As a likely alternative for particle ther-
apy, the characteristics of the radiation field generated by
16O ion beams in water targets was investigated in NSRL
(NASA Space Radiation Laboratory) at BNL (Brookhaven
National Laboratory), Upton, USA.
Experimental setup
Schemes of the experimental setups are shown in Figs. 1,
2 and 3.
Figure 1: Setup used for measuring the attenuation of the
primary beam.
Figure 2: Setup used for measuring the angular distribution
of the primary ions surviving the target as well as charged
and uncharged fragments.
Figure 3: Setup used for measuring microdosimetrical
spectra and dose distributions in-beam and out-of-field.
• Setup A was used to investigate the attenuation of the
primary beam traversing water targets of thicknesses
∗Nasa space radiation health program (NSRHP)
† Work is part of HGS-HIRe.
between 2.5 and 19 cm. Charged fragments and pri-
mary ions were identified with a ΔE-E telescope.
• The angular distribution of changed and uncharged
fragments was studied with setup B. The primary ions
traversed water thicknesses of 5, 15.5, 17 and 19 cm
and the ΔE-E spectra of all outgoing particles were
measured under different angles (0, 5, 15, 30 degrees)
as well as their Time-Of-Flight (TOF).
• Lineal-energy distributions were measured inside a
water phantom both in-beam and out-of-field (2, 5
and 10 cm from the beam position) at different water
depths.
In all setups, a 2 mm plastic scintillator (Sc) was placed
just downstream of the exit window to monitor the primary
ions; when the intensity of the oxygen beam exceeded a
rate of 105 particle/s, the scintillator was replaced by a 12
mm thick ion chamber. Particle identification was achieved
with a telescope composed of a 9mm plastic scintillator to
measure the energy loss (ΔE) and a 14 cm BaF2 scintillator
to measure the residual energy (E). The microdosimetrical
spectra were acquired with a TEPC (Tissue Equivalent Pro-
portional Counter).
Status of analysis
The analysis of the data is currently in progress. As soon
as all the results are available they will be compared to
Monte Carlo simulations and implemented into the treat-
ment planning TRiP.
Figure 4: TOF versus ΔE (Veto) distribution recorded at 5
deg from the beam direction for 16O ions after transversing
5 cm of water.
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Photoneutron spectra in radiotherapy
R. Kaderka1,4,5, D. Schardt1, M. Durante1,4, T. Berger3, U. Ramm2, J. Licher2, and C. La Tessa1
1GSI, Germany; 2KGU, Germany; 3DLR, Germany; 4TU Darmstadt, Germany; 5HGS HIRe, Germany
The ALLEGRO project (grant agreement no. 231965)
investigated the late health effects following radiotherapy.
Among the goals of the study was a comparison of the out-
of-field dose in conventional and particle therapy [1, 2]. In
fact, side effects induced by radiation treatment are well
known to be related to the exposure of normal tissue sur-
rounding the tumor. Furthermore, the characterization of
secondary neutrons produced in photon therapy was ad-
dressed specifically because of their potentially high bio-
logical effectiveness.
Methods and materials
Experiments were performed using a water phantom and
an anthropomorphic phantom. In the former, an 18 MV
photon beam was used to irradiate an area of 5×5 cm2 and
photoneutron spectra were recorded on the water surface
and in a water depth of 10 cm at several positions.
The anthropomorphic phantom was equipped with 5 de-
tector holders along its main axis and was irradiated with a
25 MV IMRT beam delivered through 7 fields for treating
a target volume of 5×2×5 cm3 at the center of the head.
For both experimental geometries, the neutron spectra
were measured with a bubble detector spectrometer (BDS)
from BTI, Canada, composed of a set of 6 different types
of detectors, each with a specific sensitivity threshold cov-
ering an energy range between 10 keV and 25 MeV. The
raw data were unfolded with the BUNTO code [3].
Results and discussion
Fig. 1a shows the results from the irradiation of the water
phantom. The shape of the spectra are similar for all posi-
tions except for the one in-field which peaks at a higher
energy. Out-of-field, the dependency of the spectra on the
distance to the target is very weak whereas the water depth
has a large influence on the amount of neutrons detected.
The measurements performed with the anthropomorphic
phantom are shown in Fig. 1b. As for the simpler geome-
tries, the spectra are very similar out-of-field regardless of
the distance to the target. A large difference can only be
seen in-field where the spectrum peaks at a higher energy.
The emission of secondary neutrons during photon ir-
radiation is a direct consequence of the photo absorption
by the target nuclei. The cross section related to this pro-
cess was observed to have a broad giant resonance (Giant
Dipole Resonance) in the energy range typical of high-
energy photon radiotherapy. In detail, the GDR leads to
the production of two types of neutrons: a fast and for-
wardly directed component directly emitted after the ab-
sorption and and an isotropic and lower-energy component
due to the de-excitation of the target nuclei through evap-
oration. The energy of the photoneutrons is in the area of
their maximum biological effectiveness (around 1 MeV), as
also observed in the figure. Therefore, it is strongly advised
to employ countermeasures in photon therapy to minimize
the dose deposited by secondary neutrons outside the tumor
volume and thus decrease the risk of inducing a secondary
malignancy. The measurements have confirmed the strong
neutron attenuation capability of water, recommending it
as an optimal shielding material in photon therapy.
Figure 1: Photoneutron spectrum measured at several dis-
tances to the field in (a) a water phantom during its irradia-
tion with 18 MV photons, (b) an anthropomorphic phantom
during its irradiation with 25 MV IMRT photons.
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Detection of secondary particles from 12C fragmentation in an
anthropomorphic phantom for SOBP position monitoring
M. Vanstalle1, C. La Tessa1, C. Schuy1, A. Sarti2, L. Piersanti2, V. Patera2, A. Sciubba2, and
M. Durante1,3
1GSI, Darmstadt, Germany; 2Universita` di Roma La Sapienza, Roma, Italy; 3TUD, Darmstadt, Germany
The real time monitoring of the Spread-Out-Bragg-Peak
(SOBP) position represents one of the major concerns in
modern ion therapy as it would allow a direct check of the
patient alignment in combination with the treatment plan-
ning delivered. A possible method to achieve this goal is to
exploit the fragmentation of the primary ions in the patient,
correlating the production of secondary particles with the
tumor position. Results have already been obtained with
prompt gammas [1] but no data are available so far for sec-
ondary charged particles. A first experiment was performed
at GSI in cave M with carbon ions. The goal of this mea-
surement was to study the relation between the SOBP lo-
cation and the yield of secondary particles (ions, neutrons
and gammas) as a function of their angular distribution.
Material and methods
The experimental setup is similar to the one described
in [2]. The carbon ions beam was impinging on an anthro-
pomorphic RANDO phantom according to different con-
figurations of irradiation:
• a spot irradiation with a monoenergetic pencil beam
of 200 MeV/u stopped at the center of the phantom
head;
• a 3D irradiation for treating a 2x5x7.6 cm3 volume
placed at the center of the phantom head;
• a 3D irradiation for treating a C-shaped volume placed
at the center of the phantom head and having a length
of 7.8 cm along the beam direction and a height of 2
cm.
All irradiations were performed under full treatment
conditions. A scheme of the experimental apparatus is
shown in Figs. 1 and 2. The primary ions outgoing from
the exit window were monitored with a 2 mm plastic scin-
tillator (start counter). On the upper and left arm, two
drift chambers were placed to reconstruct the trajectories
of secondary charged particles. Two ΔE − E telescopes
composed of a plastic scintillator (VETO) for measuring
the energy loss (ΔE) and a barium fluoride (BaF2) to de-
termine the residual energy (E) were placed on the upper
arm, behind the chamber, and on the right arm, behind a
lead collimator (1 mm aperture pointing at the center of the
SOBP). On the left arm, a plastic scintillator was placed
upstream of the drift chamber while a LYSO scintillator
was positioned downstream. Both lateral arms could be
rotated around he head to allow the study of the produc-
tion of secondary particles as a function of the angle. The
data acquisition system was triggered when a coincidence
between the start counter and either one of the BaF2 or
the LYSO occurred. Particle identification will be possi-
ble thanks to Time-Of-Flight (TOF) measurement between
the start counter and the BaF2 or LYSO detectors as well as
from 2-dimensional ΔE − E plots. Furthermore, the sig-
nals of the BaF2s were integrated over a short (70 ns) and
a long (2 μs) gate to apply the technique of pulse shaping.
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Figure 2: Scheme of experimental setup, top view.
Prospects
The data analysis is still in progress. The first step is to
identify the peak of the prompt γ in the TOF spectrum for
the time calibration. Monte Carlo simulations of the full
setup will be carry out to estimate the geometry acceptance
and compare the number of tracks measured with the ex-
pected values.
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TRAX Code Extensions
C. Wa¨lzlein∗1,2, M. Kra¨mer1, E. Scifoni1, and M. Durante1
1GSI, Darmstadt, Germany; 2FIAS, Frankfurt, Germany
The GSI track structure Monte Carlo (MC) code
TRAX [1], whose purpose is to properly describe creation
and transport of low energy electrons, has been extended.
Electrons with initial energies below 1 keV are the most rel-
evant for radiation damage. TRAX is intended to be suit-
able for a variety of different target materials and projec-
tiles. One of our goals is to reproduce the data from the
GSI Toroid experiment [2].
Auger electrons
The creation of Auger electrons was implemented in the
TRAX code. Auger electron data tables are now part of
the base data set automatically loaded on startup. The data
was taken from the Livermore Evaluated Atomic Data Li-
brary [3]. The data contains the probabilities for the differ-
ent Auger transitions as well as the flourescence yields.
So far, Auger data are only implemented for some atomic
materials like carbon and oxygen. Auger yields for other
materials can easily be added.
The implementation of the Auger effect was neccesary to
reproduce data from the GSI Toroid experiment [2] where
Auger electrons could be clearly seen in the electron spec-
tra (Figure 1). One of the ideas of the Toroid experiment
was to use the Auger electrons as a probe for interaction
processes inside the target. This purpose failed as most of
the Auger electrons are coming from the surface and not
from inside the target.
Figure 1: Electron spectrum behind a 15.9 nm thick car-
bon foil irradiated with 8.77 MeV protons from the Toroid
experiment [2]. TRAX simulations without implementa-
tion of Auger effect could reproduce the continous part of
the spectrum. With implemented Auger effect, reasonable
agreement with experimental data was achieved. Auger
electrons from carbon and oxygen were detected. Devia-
tions probably are due to unknown molecular surface con-
taminations. To account for surface contaminations in the
simulation, 3 nm of atomic carbon and oxygen were placed
behind the carbon target.
∗Work supported by Beilstein Institute (NanoBiC project).
Work is part of HGS-HIRe.
Elastic Ion Scattering
The elastic scattering of ions has been neglected so far in
the TRAX code, only excitation and ionization were con-
sidered. The elastic scattering of electrons was already im-
plemented. Screened Rutherford cross sections according
to Berger [4] are used to describe ion elastic scattering.
The correct implementation of the scattering was tested
by reproducing experimental results. The data were taken
from experiments by Gottschalk [5]. As an example,
the angular distribution of 158.6 MeV protons incident
on several different target materials and thicknesses was
simulated with TRAX and showed good agreement to
Gottschalk‘s results (Figure 2). The target materials ranged
from light materials such as beryllium and carbon to heavy
materials like iron, lead and uranium.
Additionally, the results were compared to Highlands’s
formula [6] which is a parametrized approximation of the
Molie`re theory.
Figure 2: Simulated angular distribution of 158.6 MeV pro-
tons incident on 0.3018 cm carbon with TRAX. The bin-
ning of the histogramm in the TRAX simulation is 0.03◦.
Fitting a Gaussian distribution to the simulated data re-
sulted in a gaussian width of σ = 0.28(1)◦. Gottschalk de-
termined this width to be 0.26(1)◦. Highlands formula led
to a width of 0.24◦.
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Estimation of carbon ion induced activity distributions with the yield approach
M. Priegnitz1, W. Enghardt1,2, K. Laube2, and F. Fiedler1
1Helmholtz-Zentrum Dresden-Rossendorf, Germany; 2OncoRay, TU Dresden, Germany
Phantom irradiation with pencil-like beams of car-
bon ions have been performed at GSI Darmstadt. The
induced β+-activity has been monitored by means of
the dedicated in-beam PET scanner mounted at the ir-
radiation site. On the basis of the yield approach ion
beam induced positron emitter distributions have been
predicted for these irradiation and activity distributions
have been estimated. The comparison of predicted and
measured activity profiles provides promising results.
Introduction
Tumor therapy with ion beams allow for a precise irra-
diation with high tumor conformality and protection of the
surrounding healthy tissue. However, in order to take ad-
vantage of this high precision a monitoring of the dose de-
livery is required. Currently, the only method in clinical ap-
plication is positron emission tomography (PET). The first
in-beam PET installation has been operated at GSI Darm-
stadt. Carbon ion treatment of more than 400 patients has
been monitored there and thus, the clinical benefit of this
method was proven [1].
In-beam PET data evaluation aiming at the validation of
the correct dose application requires a comparison of the
measurement with a simulated expected activity distribu-
tion. Currently, this prediction is performed by means of
Monte Carlo simulations, which depend on partial cross
sections for all nuclear reactions occuring in the tissue and
leading to positron emitting nuclei. These cross sections
are available only for a few reaction channels in the re-
quired energy range. For several other reaction channels,
especially for the use of other therapeutically interesting
ions than carbon, these cross sections have not been mea-
sured in the required energy range yet and semi-empiric
modeling often provide insufficient accuracy. Thus, an ap-
proach for activity prediction has been developed, which is
based on experimental positron emitter yields rather than
on cross sections. The feasibility of this yield approach
has been shown by comparing measured activity profiles
of phantom irradiation with the predicted ones.
Materials and Methods
Monoenergetic pencil beams of 12C-ions with therapeu-
tically relevant energies have been applied to homogeneous
targets consisting of water, graphite and polyethylene. The
ion beam induced β+-activity has been measured by means
of the in-beam PET scanner implemented at the former
therapy site at GSI Darmstadt [1]. From these irradiation
depth dependent thick target yields of induced positron
emitters have been deduced. With the yields of these ref-
erence materials a database has been compiled from which
the prediction of positron emitter distribution in any target
consisting predominantly of carbon, hydrogen and oxygen
is possible. By taking into account the actual time course of
irradiation, i.e. the duration of beam extraction pulses and
of the pauses within, the expected activity distribution in
those materials can be predicted [2].
Results
Figure 1 shows the prediction of depth dependent
positron emitter yields in a homogeneous polymethyl
methacrylate (PMMA) target, which was irradiated with
a carbon beam of two energies. The prediction was made
from the database of the positron emitter yields in the refer-
ence materials mentioned above. The lower part of the fig-
ure shows the derived predicted activity distribution com-
pared with the measurement. The positions of the activity
peaks differ less than 1 mm. It is shown that the yield ap-
proach is a suitable alternative to rather extensive partial
cross section measurements.
Figure 1: Top: Calculated yields of 11C, 15O and 10C in a PMMA
target irradiated with 163AMeV and 260AMeV carbon ions. Bot-
tom: Comparison between measured and predicted activity. The
vertical dotted lines indicate the primary particle ranges.
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Introduction
Continuous density changes due to intra-fractional mo-
tion can strongly affect the particle range in ion beam ther-
apy. Although using complex beam delivery techniques
like gating, tracking or rescanning and choosing optimal
beam directions where density changes are low and no or-
gans at risk are likely to move into the beam path there re-
mains a remarkable risk for an inaccurate dose deposition.
(In-beam) positron emission tomography (PET) can visual-
ize the autoactivation of the tissue occuring under treatment
along the beam path. The distal fall-off of the β+-activity
distribution is correlated to the Bragg peak position and is
used as an indication of the particle range. Under target
motion blurring effects have to be compensated during re-
construction to determine the correct distal edge position.
Materials and Methods
Plexiglas targets (13.5×20×9 cm3) were irradiated with
monoenergetic 12C ions at the former medical treatment
site at GSI. The applied treatment plan consisted of 60 res-
cans at a 14 cm long horizontal line at isocenter height. The
pencil beam of about 295 AMeV passed an 8 cm thick ab-
sorber imitating the wedge system for range compensation
[1] and had a residual range of about 6 cm in the target.
The one-dimensional (1D) sinusoidal target motion (2 cm
peak-to-peak amplitude, 6 s period) parallel to the scanning
direction of the incident beam was compensated by lateral
beam tracking. Cuboid structures of 1 cm width and differ-
ent thicknesses (1.75 cm, 0.75 cm and 1.25 cm) at the prox-
imal target surface caused systematic underranges in the
target. The induced β+-activity distribution in the target
was measured in listmode operation with the double head
in-beam PET scanner BASTEI [2] during the irradiation
and 5 minutes afterwards with ongoing target motion. A
static follow-up measurement of the residual activity with
the target positioned at the isocenter was done for about
6.5 minutes to be used as a reference for the moving target
measurement. PET images were generated from both data
sets regardless of motion by the well-established 3D max-
imum likelihood expectation maximization (MLEM) algo-
rithm with median filtering of the image after each itera-
tion step. Corrections for attenuation, limited solid angle
coverage of the scanner and its detection efficiency were
included. Another reconstruction using the motion infor-
mation was done by a 4D MLEM algorithm [3, 4]. For
that, listmode data were divided into 9 phases based on the
target motion amplitude. The 3D and 4D MLEM results of
the moving target measurement were compared to the static
reference by an automated range verification system [5].
∗Work supported by EU, ENVISION contract No. 241851.
Results
The reconstructed β+-activity distributions are visual-
ized in the top row of figure 1. The static activity distribu-
tion of the reference measurement is well reproduced un-
der target motion by the 4D MLEM algorithm. With the
uncorrected 3D MLEM reconstruction the range influence
of the 1 cm wide structures is not correctly reproduced in
the resulting activity. The gaps in the activity distribution
at maximal particle depth are almost vanished due to blur-
ring effects. Consequently, overranges similar to the thick-
nesses of the cuboids are found at these positions by the
range verification system as it is shown in the bottom row
of figure 1. A nearly ideal identity in range is found be-
tween the reference and the 4D MLEM along the whole
width of the activity distribution. These experiments con-
firmed that the 4D MLEM algorithm compensates correctly
the motion influence onto the distal edge position in PET
images to allow for a precise ion range verification.
Figure 1: Top: Color coded β+-activity distribution (maximum in red
and minimum in white) in the target (dashed line) shown in bird’s eye view
(incident beam impinges the target from the left) for the static reference
(left) and the moving target measurement reconstructed by 3D (middle)
and 4D MLEM (right). Bottom: Detected range deviations (superposed
to the CT) between the static reference and the 3D MLEM (left) and the
4D MLEM (right), respectively. Unmodified ranges are shown in green,
underranges in blue and overranges in yellow, red and brown.
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Proton therapy and radiography project (PaNTERA) 
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Proton therapy is now a well established method in 
treatment of cancer and noncancer diseases [1]. The ra-
tionale of using protons with energies between 60 and 250 
MeV is based on the favourable depth-dose distribution, 
so that the targets can be located on a spread-out Bragg 
peak while the normal tissue is exposed on the plateau 
region. However, the proton beam is broadened by multi-
ple scattering in the beamline materials and in the pa-
tient’s body. This broadening produces a “dose halo” in 
the treatment plan and worsens the dose contours. For a 
charged particle with atomic number z and mass number 
A, the lateral scattering is roughly proportional to z/Aβ2, 
and therefore the lateral scattering can be reduced either 
using heavy ions such as carbon, or by increasing the par-
ticle velocity. In the latter case, using protons in the GeV 
region the targets cannot be exposed on the Bragg peak 
(for instance, the range of 1 GeV protons is ~3.2 m in 
water), and then requires various beams cross-fired to the 
target from different angles, similarly to X-ray therapy.  
The advantage of the “plateau” (non-Bragg-peak) ra-
diotherapy will be a stable beam profile providing very 
sharp dose contours for sparing of critical organs. For this 
reason, relativistic protons were proposed for plateau 
stereotactic radiosurgery already in Berkeley. The only 
clinical experience comes from St. Petersburg in Russia:   
more than 1,000 patients have been treated with 1 GeV 
protons at the Petersburg Nuclear Physics Institute (PNPI) 
since 1975 [2].  
A major advantage of relativistic protons is that the 
beam crossing the patient can be exploited for proton ra-
diography.  Proton radiography was investigated since the 
early 1970s because of its low radiation dose and high 
density resolution, but until recently the image blurring 
due to multiple Coulomb scattering was limiting its prac-
tical applications. However, about a decade ago research-
ers of Los Alamos National Laboratory (LANL) have 
introduced a magnetic lens after the object for imaging 
and chromatic aberration corrections. This allowed to 
reach unprecedented spatial resolution with high-energy 
protons, as proved by many dynamic experiments with 
800 MeV beam at LANL. (Fig. 1). A project for proton 
microscopy at FAIR (PRIOR project) plans to exploit a 
4.5 GeV proton beam for radiography, reaching a spatial 
resolutions below 10 μm and a time resolution below 10 
ns. The high-precision in beam delivery combined with 
online high-resolution imaging and dose verification leads 
to reduced target margins and improved image-guided 
stereotactic proton radiosurgery (IGSpRS) for cancer (e.g. 
small brain metastasis, pituitary adenoma, vestibular 
Schwannoma) and noncancer (e.g. arteriovenous malfor-
mations, trigeminal neuralgia, epilepsy, intracranial aneu-
rysm, macular degeneration) lesions (Fig. 2). 
 
 
 
Figure 1. Correction of image blurring in proton radiogra-
phy using magnetic lenses. The idea was originally pro-
posed by Morris and Zumbro (LANL Technical Report 
LA-UR-974172, 1997).  
 
Figure 2: Proposed setup for IGSpRS using relativistic 
protons. Patient has to be rotated to allow cross-firing of 
the proton beam from different angles. A magnetic lens 
system is used for high-resolution radiography. This im-
aging system makes possible online guidance. 
A first test has been performed at ITEP in Moscow 
(Russia), where a proton radiography setup is installed on 
the 800 MeV beamline [3]. Moreover, we have completed 
a full biophysical characterization of a 1 GeV proton 
beam (Brookhaven National Laboratory, Upton, NY, 
USA), measuring the dose profile in 3D and cell survival 
(relative biological effectiveness) in 3 different mammal-
ian cell lines [4]. These preliminary results support the 
rationale of the PaNTERA project.  
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High energy proton microscopy (HEPM) provides
unique capabilities in penetrating radiography including
the combination of high spatial resolution and field-of-
view, dynamic range of density for measurements, in addi-
tion to the key attribute of reconstructing the density vari-
ations to less than 1% inside volumes and in situ environ-
ments [1]. The PRIOR (Proton Microscope for FAIR) fa-
cility which is currently being constructed at the HHT area
of GSI will use a 4.5 GeV proton beam from SIS-18 syn-
chrotron and allow for a significant step forward in spa-
tial resolution (< 10µm) to advance high-energy-density
physics and heterogeneous materials research. Recently,
it was proposed to employ PRIOR to radiobiological and
medical therapy studies (the PaNTERA project [2]).
Figure 1: Zebrafish (Danio rerio) embedded in 1 cm-thick
paraffin (left) and a 8 mm-thick PMMA slab with 1 mm-
thick, 1 mm-deep letters milled on its surface (right).
A first test of using HEPM for biological objects has
been performed at ITEP in Moscow (Russia) in Decem-
ber 2011, using a 800 MeV proton beam from the TWAC
synchrotron facility and the PUMA x4 proton microscope.
A set of biological targets has been prepared at GSI. The
targets included small fishes and fish organs fixed in paraf-
fin slabs and in tubes with agarose gel to be installed inside
a vacuum target chamber. In addition, a few PMMA phan-
tom targets have been prepared at IPCP (see Fig. 1).
Since the microscope has been prepared for high ex-
plosives dynamic experiments and was not optimized for
high-precision measurements, the obtained spatial resolu-
tion was about 150µm (RMS) only. The proton beam in-
tensity was up to 2.5 · 1010 per image. In order to enhance
the contrast, several images have been collected for each
irradiated target. The white field images had to be recorded
separately and the beam position at the object was consid-
erably fluctuating for every shot due to unstable beam ex-
traction conditions. This did not allow for the perfect white
field correction. The obtained HEPM images of a zebrafish
fixed in paraffin and a PMMA phantom target are shown in
Fig. 2 and Fig. 3, respectively.
It is planned to continue the PaNTERA experiments at
GSI in 2012–2013. It is expected that by the optimized
∗Supported by HRJRG-112 and FRRC.
Figure 2: HEPM image of zebrafish (Fig. 1, left).
Figure 3: HEPM image of PMMA slab (Fig. 1, right).
PRIOR microscope and high-energy protons from SIS-18,
the spatial resolution, contrast and imaging quality will be
significantly improved.
[1] http://1.usa.gov/y9hQha.
[2] Durante M et al. 2012 this report.
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Dosimetry and biological effectiveness of a 1 GeV proton beam for image-guided       
stereotactic radiosurgery* 
 C. La Tessa1, A. Rusek2, M. Vanstalle1,Z. Yu1,3 and M.Durante1,4 
1GSI, Darmstadt, Germany; 2NSRL Brookhaven National Laboratory, Upton, NY, USA;  3Fudan Cancer Center, 
Shanghai, China; 4TU Darmstadt, Germany
In the framework of the PaNTERA project [1], we 
measured the physical and radiobiological characteristic 
of 1 GeV protons for possible applications in stereotactic 
radiosurgery (image-guided plateau-proton radiosurgery). 
 
Materials and Methods 
A proton beam was accelerated at 1 GeV at the Brook-
haven National Laboratory (Upton, NY). A target in  po-
lymethyl methacrylate (PMMA) with a maximum thick-
ness of 20 cm was used to simulate the target. A broad-
beam (10x10 cm) was used for beam tuning and tests of 
proton radiography (Fig. 1) while a 1.79 cm FWHM small 
beam was used for measurements of radiosensitivity in 3 
mammalian cell lines.  
 
 
Figure 1: proton radiography with a pixel chamber of a 
centrifuge tube containing cells in tissue culture medium. 
 
Figure 2: FWHM of proton beams at different energies 
in PMMA. Simulations either by the Monte Carlo code 
GEANT4 or by the Molière approximation. 
 
Results 
Measurements and simulations demonstrate that the lat-
eral scattering of the beam is very small (Fig. 2).  
 
* Experiment supported by NASA SRHP grant 
The lateral dose profile was measured with or without 
the 20 cm plastic target, showing no significant differ-
ences up to 2 cm from the axis (Fig.3). The relative bio-
logical effectiveness at 10% survival level ranged be-
tween 1.0 and 1.2 (Fig.4).  
 
 
Figure 3: Lateral dose profile of the small beam after 20 
cm air or PMMA 
 
Figure 4: Survival of V79 hamster cells exposed to 
graded doses of  1GeV protons or 137Cs γ-rays. 
 
Conclusions 
The very low lateral scattering of relativistic protons 
and the possibility to use online proton radiography dur-
ing the treatment make them attractive for image-guided 
plateau (non-Bragg-peak) stereotactic radiosurgery. The 
data presented here should be incorporated in treatment 
plans for comparison to other stereotactic X-ray tech-
niques. 
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Laser driven ion acceleration, LDIA, has been fre-
quently discussed to be used in particle therapy because 
its compactness compared to conventional acceleration, 
[1]. But the medical quality requirements are very strict 
and will prevent a medical use of LDIA in near future. 
However, the extreme short pulse lengths of a few pico-
seconds of the LDIA created secondary particle beams 
can be used to study the kinetics of the cellular response 
to exposure of ionizing radiation in a time scale that was 
not accessible up to now. 
Such experiments carried out with mammalian cells 
need some special set up where the beam is extracted 
from vacuum into normal air under atmospheric condi-
tions. Therefore, a re-entry tube with special sample hold-
ers have been installed as shown in fig.1&2 
 
 
Figure 1: Experimental set up: the laser beam enters the 
reaction chamber from the lower left side and hit the tar-
get foil under 45° at the center. The re-entry tube enters 
from the left under and angle of 90° to the target foil 
 
Figure 2: The sample holders (left) are filled with me-
dium and cells from the top and put together with two 
distance rings in a sample box (right) for exposure 
Experimental setup 
The re-entry tube with a total length of 625 mm had a 
12-16 μm Ti entrance window of 30 mm in diameter and 
of 50 mm in distance from the Laser target point. The cell 
sample box could be placed in various distances behind 
the window. The free space inside the entry tube was 
filled with solid material and closed with a blind flange in 
order to reduce the air volume that could inflate the reac-
tion chamber in case of a vacuum leak. 
The holder for the biological target was a plastic ring 
covered at both sides with biocompatible foils having 
cells attached at one foil (fig.2). The spacing between the 
rings was 2 mm filled with medium. With additional ab-
sorber foils in front of the samples energy and intensity 
could be varied (fig 3). 
 
  
Figure 3: Typical proton energy spectrum. Arrows indi-
cate the cut off in energy but also in intensity by the exit 
window (red) and additional absorber foils of 100, 200 
and 300 mg/cm² 
 
      Experiment 
For the experiment 9 laser pulses within one week 
could be used, two of them for dosimetry. First problem 
was the stability of the entrance window which was stable 
for the 16μm foils but imploded for the thinner ones.  
The optimal exposure conditions seem to be 10 cm 
from the laser target where the beam was homogenous 
over most of the target area with a fluence in order of exp 
11 part/cm². With these high particle intensities layers of 
human AG fibroblast cells were exposed and processed 
according to standard γH2AX procedures in order to visu-
alize the induced double strand breaks DSB (fig 4). 
 
 
Figure 4: Distribution of DSBs in the exposed cell nu-
clei, in the center (left) and at the very border of the sam-
ples (right). 
[1] G.Kraft ,S.D.Kraft Research needed for improving 
heavy-ion therapy New J. Phys. Focus on Heavy 
Ions in Biophysics and Medical Physics, 11 :025001-
(16pp) (2009) * Work is part of HGS-Hire 
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Introduction
Treatment of tumours situated in organs which are af-
fected by breathing motion is a big challenge in radiation
therapy. Tumour motion tracking is often done by measur-
ing the breathing motion by means of a surrogate signal,
e.g. the thorax skin motion or the abdominal expansion
during breathing. In this case good correlation between
the external surrogate signal and the internal actual tumour
motion is essential [3]. A patient study is presented which
was performed to investigate and compare the correlation
of two external motion detection systems in respect of the
actual tumour motion.
Material and Methods
At the University Clinic Heidelberg two motion monitor-
ing systems are available: the Anzai system (Anzai Medi-
cal Co.,Ltd, Tokyo, Japan) and the VisionRT system (Vi-
sionRT Ltd., London, UK). The Anzai system includes
a belt which measures the abdominal or thoracic expan-
sion. The VisionRT system is a stereoscopic camera sys-
tem which measures the thorax motion in 3D. A certain
pre-defined region of interest can be tracked.
During the conventional photon treatment of five lung
cancer patients (one to five fractions, six or seven fields)
these two systems were used to generate an external mo-
tion signal temporal correlated to MV fluoroscopy. For four
patients the Anzai belt was put around the abdomen while
in one case it measured the extension of the thorax due to
an abdominal compression. The VisionRT system always
tracked the motion of the sternum. Due to technical issues
in some cases temporal correlation was not possible which
reduced the number of correlated data sets.
After data acquisition the tumour motion was extracted
from the MV fluoroscopy sequences [1, 2]. Since base line
drifts, signal jumps and phase shifts were observed minima
and maxima were estimated and all signals were normal-
ized to the local amplitude to correct for base line drifts and
signal jumps. Correction for phase shifts was performed by
adapting the temporal correlation. After that for the uncor-
rected and corrected signals the correlation coefficient was
calculated.
Results and Discussion
In all of the three signals base line drifts or jumps oc-
curred. Phase shifts of up to one second could be observed.
∗Work supported by DFG (KFO 214 TP 5)
In the four cases the Anzai belt was placed around the ab-
domen phase shifts between the Anzai system and fluo-
roscopy were below 140 ms while in the one case where the
thorax motion was measured the phase shifts were larger
(up to 400 ms). Phase shifts between sternum motion (Vi-
sionRT) and fluoroscopy ranged between 500 ms and 1 s.
This leads to the impression that there can occur a phase
shift between thoracic and abdominal motion. The lung tu-
mour motion seems to be most affected by the abdominal
motion.
The mean correlation coefficients of Anzai system ver-
sus VisionRT system turned out to be 0.43, 0.64 and 0.81
for uncorrected, phase shift corrected and base line drift
corrected signals, respectively. The mean values for Anzai
system versus fluoroscopy were 0.73, 0.73 and 0.89, and
for VisionRT versus fluoroscopy 0.29, 0.57 and 0.78, re-
spectively. Thus, phase shifts showed a large impact on the
correlation which is reasonable. The results for the cor-
rected signals showed that the difference between Anzai
system and VisionRT system seem to be a result of phase
shifts and base line drifts. Since these occurred in signals
of all systems and the number of data sets was very low
a general difference between the VisionRT system and the
Anzai system cannot be concluded from this data. Further
investigation is necessary which leads to a continuation of
this project.
Conclusion
To compare the two external motion monitoring systems
of VisionRT and Anzai we acquired their signals parallel
to MV fluoroscopy during conventional photon therapy of
five lung cancer patients. Based on correlation to the inter-
nal motion no difference between the two systems could be
observed based on the data. Since data basis was small fur-
ther investigations are needed. Anyhow it should be kept
in mind that phase shifts between internal and external mo-
tion of up to 1 s can occur when using an external motion
monitoring system e.g. for gating.
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Experimental validation of motion phase interpolation when tracking a
moving tumor with a scanned ion beam∗ †
A. Constantinescu1,2, R. Lu¨chtenborg1,2, M. Durante1,2, and C. Bert1
1GSI, Darmstadt, Germany; 2Technische Universita¨t Darmstadt, Germany
Introduction
Time-resolved Computed Tomography scans (4DCTs)
are the basis of treatment planning and delivery for intra-
fractionally moving tumors. The respiratory motion of the
patient is subdivided into N quasi-stationary sections (mo-
tion phases). In every motion phase a regular 3DCT is re-
constructed. One method for treating a moving tumor with
a scanned ion beam is tracking, i.e. adapting the beam po-
sition to the current tumor position at any time of the treat-
ment session. Using this technique, motion look up tables
(MLUT) provide the needed compensation vectors (lat-
eral and longitudinal direction) for each rasterpoint/motion
phase combination [2]. During the irradiation the motion
of the tumor is continously assigned to one of the N mo-
tion phases and the corresponding compensation vector is
applied. Information on the tumor motion within a motion
phase is not utilized. Interpolation in between the known
motion phases during irradiation could improve this [1] and
was implemented into the GSI therapy control system. The
results of the experimental tests will be presented here.
Material and Methods
All measurements were carried out on KODAK X-
OMAT V films, which were mounted on a motion slide and
moved periodically in a left-right direction (from beam’s
eye view) with a peak-to-peak amplitude of xm = 4 cm.
The target trajectory was measured using a displacement
sensor [2]. The allocation of the voltage signal to the corre-
sponding motion phase was based on the amplitude. Differ-
ent experiments were carried out. Measurements of track-
ing without interpolation included variations in the num-
ber of used motion phases in the corresponding MLUTs (2,
11, 21, 41 motion phases). In the measurements in which
tracking was combined with motion phase interpolation, a
MLUT with only 2 motion phases was used. For reference
also a non-moving film was irradiated. The obtained re-
sults were classified by analyzing the dose deposition on
the film. The standard deviation σ and the mean value μ
of the optical density within a region of interest (3x3 cm2)
in the target area (5x5 cm2) was determined, resulting in
homogeneity H according to
H = 1− σ
μ
. (1)
∗Work is in part supported by Siemens AG, Particle Therappy
† Work is part of HGS-HIRe
Results and Conclusion
In table 1 the result for the homogeneity of the optical
density is listed for the different irradiations. For beam
tracking experiments the homogeneity increases with the
number of used motion phases in the MLUT (see also
fig.1). With a high number of motion states results com-
parable to the static case are obtained. When using beam
tracking with interpolation, only two motion phases are
needed in order to obtain the same result.
Exp. static w/o interpol interpol
No.MP - 2 11 21 41 2
H[%] 95 23 86 92 91 94
Table 1: Homogeneity of the optical density within the re-
gion of interest. MP: motion phase
Figure 1: Optical density within the region of interest for
tracking experiments (w/o interpolation). The number of
used motion phases in the MLUT are: A) 2 MP, B) 11 MP,
C) 21 MP and D) 41 MP.
Studying the interpolation between motion phases of the
MLUT it can be concluded that the implemented modality
can drastically improve tracking of a moving target for this
simplified geometry. Studies with patient data are planned.
References
[1] Y.Suh et al., PMB 54, 3821, 2009
[2] N.Saito et al., PMB 54, 4849, 2009
GSI SCIENTIFIC REPORT 2011 CANCER-57
541
Experimental verification of real-time dose compensation∗
R. Lu¨chtenborg1,2, N. Saito1, M. Durante1,2, and C. Bert1
1GSI, Biophysics, Darmstadt, Germany; 2TU Darmstadt, Germany
Introduction
Scanned particle beams are used successfully for treat-
ment of tumors showing no considerable motion during ir-
radiation [1]. Interference between tumor motion and dy-
namic beam delivery yields distinct patterns of under- and
overdose if no countermeasures are taken [2, 3]. Different
beam delivery techniques aiming at preserving dose homo-
geneity in the presence of tumor motion are currently inves-
tigated [4]. One of these techniques, namely beam tracking
(BT), adapts the beam position to the changing tumor po-
sition [5]. Taking into account more complex motions than
pure translations dose inhomogeneities will occur despite
the use of beam tracking (BT) [6]. These dose deviations
are typically not predictable and thus can only be counter-
acted in real-time during beam delivery.
A method for real-time dose compensation combined
with beam tracking (RDBT) has been implemented to the
GSI therapy control system (TCS) [7]. While initial results
on a rotated but stationary phantom were already presented
in [8] results on a phantom moving during dose delivery
are presented here.
Material & Methods
A method to evaluate dose changes based on real-time
motion measurements and a pre-calculated base data has
been implemented to the GSI TCS. Motion induced dose
changes for each raster position of the treatment plan are
accumulated during beam delivery and the deposited parti-
cle number of the respective beam position is adjusted ac-
cordingly. Details concerning the TCS implementation can
be found in [7].
Treatment plans for a BOX and a SPHERE geometry have
been optimized. Nominal dose was 1Gy. A water phantom
equipped with an array of pinpoint ionization chambers has
been used for dose measurements [9]. The phantom was
placed on a dedicated rotational table. Three different de-
livery modes have been measured:
• REF: Phantom was in reference position, i.e., not ro-
tated.
• BT: Phantom was rotating between −14◦ and 10◦. BT
was applied.
• RDBT: Phantom was rotating between −14◦ and 10◦.
RDBT was applied.
Dose differences between REF and BT as well as between
REF and RDBT have been evaluated. Under- and over-
doses were analyzed seperately. RDBT is not expected to
∗Work supported by Siemens Healthcare, Imaging & Therapy, Particle
Therapy, Erlangen. Robert Lu¨chtenborg is member of HGS-HIRe.
shift the mean in the dose difference distribution but rather
to yield a more narrow distribution around zero. Thus the
Bartlett test at 5% significance level has been used to assess
the significance of variance changes in the dose difference
distributions of BT and RDBT, respectively.
Results
As can be seen in Table 1 the measured under- as well
as overdoses could be reduced when RDBT was used com-
pared to when BT was used. The Bartlett test showed sig-
nificant variance changes for both geometries.
Table 1: Average (± 1 standard deviation) measured under-
as well as overdoses in BT and RDBT compared to REF.
Dose values are in mGy. Nominal dose was 1000mGy.
Only ionization chambers (IC) inside the target volume are
considered. The number of ICs for each geometry is listed.
Table from [7].
geometry # ICs underdose
BT RDBT
BOX 20 52 (±36) 12 (±14)
SPHERE 12 30 (±30) 24 (±13)
geometry # ICs overdose
BT RDBT
BOX 20 53 (±30) 37 (±32)
SPHERE 12 27 (±33) 13 (±26)
Conclusion
The RDBT implementation to the GSI TCS has success-
fully been verified. Measured under- as well as overdoses
were significantly reduced when RDBT was used instead
of BT.
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Fractionated treatment of moving tumours with scanned carbon ions 
J. Wölfelschneider1,2, T. Friedrich1, C. Graeff1, M. Scholz1, K. Zink2, M. Durante1 and C. Bert1 
1GSI, Biophysics, Darmstadt, Germany; 2TH Mittelhessen, Gießen, Germany
Introduction 
Tumour treatment of moving targets with scanned par-
ticles induces interplay effects, which cause inhomogene-
ous dose distributions [1]. These effects have to be com-
pensated. Fractionation is one possible method for motion 
mitigation and can also actually be implemented in clini-
cal practice. Studies at the National Institute of Radiolog-
ical Sciences (NIRS) in Japan showed promising results 
with hypo-fractionation of non-small cell lung cancer 
(NSCLC) [2]. Nevertheless, hypo-fractionation seems to 
be contra-productive for motion mitigation. 
In this study, the influence of different fractionation 
schemes on the homogeneity of the target dose distribu-
tion was investigated for lung cancer treatment. 
Material & Methods 
4D-CT data, including 10 motion states, of a male pa-
tient with a NSCLC in the right lower lobe of the lung 
were used. Using a 4D extension of the treatment plan-
ning system TRiP98 together with transformation fields, 
an internal target volume was created by a propagation of 
the clinical target volume (CTV) from the reference state 
(end-exhale) to the other motion states.  The 3D motion 
amplitude at isocentre was 21 mm and the tumour volume 
160 cm³. To compare the results with the data from NIRS, 
comparable beam geometries and treatment plan parame-
ters were used. This resulted in four different beam angles 
per fraction for which the beam intensities were deter-
mined in a simultaneous multifield optimization to the 
RBE-weighted dose. 
Dose-per-fraction values for the different fractionation 
schemes studied were derived from clinical tumour con-
trol probability (TCP) data of carbon beam treatment in 
18 fractions [3]. The dose per fraction was derived via eq. 
1 that describes the TCP for different fractionation 
schemes: 
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To simulate realistic breathing parameters, a surface 
motion according to Lujan et al. [4] was chosen and 72 
possible dose outcomes per fraction were calculated. 
Thereby, different breathing periods of 2, 4 and 6 s and 
starting phases of 0, 90, 180 and 270° were varied. 
To get the total RBE-weighted dose after each fraction-
ation scheme, randomly chosen dose distributions were 
taken out of the possible outcomes. By application of the 
Linear-Quadratic-Linear Model (LQL) a total effect per 
voxel Ev was determined, using equations 2 and 3 [5]: 
 
2DDEv βα +=     D < Dt (2) 
( )( )ttttv DDDDDE −+++= βαβα 22  D ≥ Dt (3) 
 
A summation of the effect per voxel after each fraction 
results in the total effect per voxel, which could be recal-
culated into an effective dose using the LQL-model in-
versely. 
Results 
The analysis was mainly focused on the Dose-Volume-
Histograms (DVH). The figure shows the average DVHs 
after one, five and ten fractions in a Box-Plot. The error 
bars indicate the minimum and maximum values; the box 
quantifies lower and upper quartiles as well as the medi-
an. 
With increasing number of fractions, the DVHs getting 
steeper and the error bars shrink. While the interquartile 
range is greatly reduced after ten fractions, the maximum 
error range remains at up to 12 %. 
 
 
Whisker-Box-Plot of DVHs after 1, 5 and 10 fractions. 
Discussion 
The homogeneity of the dose distributions improves 
with a higher number of fractions. But even after ten frac-
tions considerable uncertainty remains and the quality of 
the stationary irradiation is not reached. 
Nevertheless, fractionation with scanned particles is a 
clinically available possibility to treat moving tumours. 
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Image registration for moving tumour treatment with ion beam* 
N. Saito1, M. Durante1,2 and C. Bert1 
1GSI, Darmstadt, Germany; 2TU-Darmstadt, Darmstadt, Germany
Introduction 
Image registration technique is widely used to analyse 
multi-dimensional images. For radiotherapy of moving 
organs, time-resolved (4D) computed tomography (CT) 
can be used to extract anatomical changes. A 4DCT data 
set consists of several 3-dimensional (3D) CT volumes 
(typically 10), and each volume corresponds to the ana-
tomical 3D image at a motion phase of the breathing cy-
cle. By comparing two image volumes in a 4DCT set, 
internal motion including organ deformation can be ex-
tracted. Image registration has many degrees of freedom 
to meet a good matching of the images. In this report, the 
choice of the registration parameters and quality assess-
ment of the performed deformable registration is pre-
sented. 
Materials and Methods 
At GSI biophysics two image registration tools are in-
stalled and used for 4D treatment planning studies. This 
year, the deformable registration software plastimatch [1] 
has been used for most of the available 4DCT data sets at 
GSI. Registration parameters have been investigated un-
der a trial with the 4DCT data set that was provided by 
DIRLab [2,3] with anatomical landmark information in 
lung. As a measure of registration quality landmark dis-
placement between the reference landmark and the trans-
formed landmark was used and correlation to the corre-
sponding plastimatch score (based on pixel-wise CT value 
difference) was investigated. Plastimatch B-spline mode 
was selected to perform deformable registration. Registra-
tion has been tested with various combinations of parame-
ters (grid spaces, number of iterations, CT resolutions). 
The optimized parameters have been used for 10 DIRLab 
4DCT data sets.  
Results 
Correlation of landmark displacement and the plasti-
match score showed a linear relation. Therefore the plas-
timatch score can be used as a measure of registration 
quality for the tested lung cases. The optimized parame-
ters resulted in two stage B-spline registrations with grid 
space of 35 and 11 for the first stage and the second stage 
respectively. An averaged displacement of 300 landmark 
pairs is shown for each DIRLab 4DCT data set (case 1 to 
10) together with the results of DIRLab group [2] in Fig-
ure 1. In comparison to the displacements without regis-
tration (Fig.1 label noR) the plastimatch registration 
achieves a good accuracy for all cases except for the cases 
7 and 8 with a total average displacement of 1.8mm. The 
case 8 has CT artefacts that makes the registration diffi-
cult. The cases 7 and 8 need further optimization of pa-
rameters or improved implementation of the registration 
algorithm. 
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Figure 1: Image registration results as an averaged land-
mark displacement without registration (noR) and with 
registration (Reg) by plastimatch (square) and DIRLab 
(circle) for 10 cases of 4DCTs. 
Discussion 
In this study the landmark displacement and the plasti-
match score showed a linear relation. However in general, 
pixel-wise matching can be arbitrarily achieved if the 
structural constrain (e.g. regularization) has not been ap-
plied. Therefore inspection of transformation vectors is, in 
general, worthwhile to be done to judge registration qual-
ity when landmark information is not available. The pa-
rameters chosen were optimized for case 5 that has a mi-
dium motion amplitude among the data in this study. The 
optimization of parameters could be done in case of insuf-
ficient accuracy that can be judged by the output score. As 
a general tendency, finer spacing of the B-spline grid 
makes finer adjustment in CT matching, therefore small 
grid space is preferable at least for the last stage of the 
registration process. However, it is time consuming and 
may catch local artefacts. Inspection and regularization of 
transformation vectors can avoid unrealistic local warps 
and leads to more practical image registration for treat-
ment planning.     
Conclusion 
Image registration of 4DCT data sets has been per-
formed with an optimized parameter sets for thorax 
4DCT. The accuracy of plastimatch registration was 
tested with DIRLab data and resulted in 1.8 mm as aver-
age displacement for all 10 cases.  
References 
[1]  J.A. Shackleford, et al., Phys. Med. Biol., Vol 55, No 
21, pp 6329-6351, Nov 7, 2010 
[2] http://www.dir-lab.com 
[3] E. Castillo et al, Phys. Med. Biol. 55 305 (2010) 
* Work supported by Siemens AG, particle therapy 
CANCER-60 GSI SCIENTIFIC REPORT 2011
544
GSITemplate2007 
Range-Dependent Internal Target Volumes for IMPT in Ion Therapy* 
C. Graeff1, M. Durante1, and C. Bert1 
1GSI, Darmstadt, Germany
Introduction 
Particle therapy offers benefits over conventional photon 
therapy but also introduces sensitivity to the water-
equivalent path length (WEPL) and its potential changes 
in case of a moving target such as a lung tumor. A com-
mon approach to address target motion is the internal tar-
get volume (ITV), defined as the CTV but including any 
target movement, i.e. the union of all CTVs in all motion 
states (GEO-ITV). Together with e.g. rescanning to 
counter interplay effects, this allows for sufficient target 
coverage in the absence of WEPL-changes. 
Methods 
An ITV that also covers range changes can be defined as 
the union of all CTVs converted to a WEPL-equivalent 
axis along beam’s eye view [1]. The resulting ITV is 
field-specific and not suited for Intensity Modulated Par-
ticle Therapy (IMPT) [2]. An IMPT-compatible solution 
can be achieved by using the geometric union of all CTVs 
as a common target for all fields. A field-specific trans-
formation function converts the WEPL of the geometric 
union to the actual WEPL-ITV for each field. Such im-
plicitly defined margins are not visible to other fields. 
The inhomogeneous fields used in IMPT cause additional 
problems. Though the fields gradients will match in the 
reference phase, this is in general no longer the case for 
other motion phases with differing water ranges. A 4D 
optimization approach carried out in multiple phases can 
alleviate this problem. To this end, the optimization is 
given additional constraints in the form of target voxels 
from other motion phases, which are combined with the 
original raster of beam positions to form a new, larger 
dose correlation matrix. The optimization algorithm itself 
is not changed. 
A complete 4D-optimization includes the CTV in all mo-
tion phases but leads to a prohibitively large optimization 
problem. This approach appears feasible for gating with a 
reduced number of motion phases. As an alternative, the 
WEPL-ITV in the reference phase is combined with the 
CTV from a selected subset of other phases (4D-WEPL-
ITV). The selected phases must be representative for the 
breathing cycle, e.g. end-exhale and end-inhale, to mini-
mize the residual error from neglected motion phases. 
Patient Study 
The developed methods were applied to a lung tumor pa-
tient using a 4 field-treatment plan geometry typically 
applied at National Institute of Radiological Sciences, 
Chiba, Japan [3]. For this simulation the CTV and the 
heart as an OAR with a tolerance dose of 50% of the tar-
get dose were considered in the optimization. Heart and 
CTV partially overlap, so that perfect dose coverage is 
not possible. The dose was computed using TRiP4D, with 
a simulated 5 s breathing period and 15 rescans.  
Figure 1 shows the DVH for the 4D-dose distribution. 
While the GEO-ITV leads to a considerable underdose 
(V95: 90.6%), the WEPL-ITV can correct this at the cost 
of overdose (V107: 5.6%). The 4D-WEPL-ITV leads to a 
conformal plan (V95: 98.0%, V107: 1.7%), comparable to 
a static plan on the CTV in the reference phase. In addi-
tion, the more precise range estimate over the whole 
breathing cycle leads to a reduced OAR dose; in 3D op-
timization the beam is partially stopped in the OAR. 
The 4D-optimization leads to a more homogeneous dose 
distribution to the individual motion phases, making the 
method more robust against irregular breathing. 
 
Figure 1: DVH of the 4D-dose to the CTV (bold lines) 
and the OAR for the 3 ITV plans. 
Conclusions 
We developed a method to define an ITV that includes 
changes in range, which together with rescanning can 
readily be applied to clinical use. 
IMPT and the 4D-WEPL-ITV allows for enhanced OAR 
sparing and good dose coverage of a moving target. 
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Raster-file transformation as a first step in adaptive prostate cancer treatment* 
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Introduction 
We are currently developing different treatment ap-
proaches for slow moving tumors e.g. tumors of prostate. 
As the prostate is located between the bladder and the 
rectum its location and shape is not stable over the entire 
treatment or even a single treatment course [1]. Sparing 
the radiation sensitive rectum and ensuring a significantly 
high prostate dose can therefore be improved with adap-
tive treatment approaches. 
By means of daily computer tomography (CT) scans we 
plan to adapt or re-optimize the treatment plan with the 
aim to correct for changes of internal geometry. The time 
spent for optimization and treatment is limited by the fact 
that the likelihood of prostate displacement increases with 
elapsed time [2].  
Materials and Methods 
To avoid the time consuming biological optimization 
we adapted the treatment plan calculated on a planning 
CT to the daily-CT. The raster file is thereby modified in 
raster point position and energy using the transformation 
matrix gained from a rigid registration of the daily scan to 
the planning-CT. Due to a decrease of energy loss in the 
Bragg peak region with increasing initial energy (Figure 
1) the particle numbers also have to be adapted in order to 
avoid over/under dosage in the target volume: 
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Figure 1: depth dose distribution of C12 in H2O (Basedata 
extracted from TRiP98 [3] ) 
Results / Current status 
We showed the basic proof of concept with simulations 
on spherical geometries. The over dosage of the adapted 
plans could be compensated by changing the particle 
numbers (Figure 2). Changing the particle numbers also 
effects the pre-irradiation which is responsible for most of 
the dose to proximal seated raster position. This fact 
causes the simple approach of adapting the particle num-
ber to over / under compensate depending on direction 
and magnitude of displacement. Simple shifts of up to 
2.5cm which would correspond to an extreme prostate 
displacement could never the less be compensated for. 
 
 
Figure 2: Plan adaptation results on shifted prostate – like 
geometry. TOP: no particle correction, BOTTOM: with 
particle correction 
Outlook 
This adaptation method serves as a first step into fast 
plan adaptation. It is a rather straight forward method 
with clear limits concerning its performance. Future work 
will focus on more elaborate methods to adapt the particle 
numbers to improve the results and maintain the calcula-
tion speed of this process. 
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Rescanning - phase dependence experiments with a moving phantom* 
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1GSI, Darmstadt, Germany, 2TU Darmstadt, Germany, 3HGS-HIRe
Introduction 
Treatment of moving targets can result in local over and 
under dosage due to interference effects of the beam ap-
plication and the motion of the target. First experimental 
studies [1] as well as theoretical works [2, 3] showed that 
multiple irradiations with an accordingly reduced dose per 
irradiation reduce these inhomogeneities due to averaging 
effects. If the multiple irradiations are performed within 
one fraction this method is called rescanning. 
Since rescanning is based on statistical smoothing of 
the dose, there is - at least for low rescan numbers - a cer-
tain likelihood that the generated cold and hot dose spots 
are beyond the ICRU-50 limits of 95/107% of the pre-
scribed dose.  
In the scope of this work we performed irradiations of 
radiographic films with simple geometries with slice by 
slice rescanning. Different starting phases were investi-
gated. 
Material & Methods 
 
Experiments were performed at the Heidelberger Ion 
Beam Therapy Center (HIT). The experiment plan was 
designed close to extreme moving conditions expected in 
patients since it can be assumed that more realistic condi-
tions will yield even better results. We chose an amplitude 
of 5 cm peak-to-peak perpendicular to the beam direction 
with a sinusoidal motion and a period of 5 seconds.   
The irradiation plan was designed with the following 
parameters. We used an energy of 200.28 MeV/u, a raster 
grid of 2x2 mm2 with a particle number of 1.6×106 per 
rasterpoint, a beam intensity of 8×107 s-1 and slice-by-
slice rescanning with a scanpath perpendicular to the mo-
tion direction [4]. To account for motion we expanded the 
target area of 5x5 cm2 to an internal target area of 
10x5 cm2. 
To achieve comparable motion conditions for each sin-
gle measurement we build a phantom which can move up 
to six Kodak X-Omat V films simultaneously with a 
phase difference of 60°. Films are stacked in beam direc-
tion. To minimize the influence of slightly different depth 
and of different conditions in the developing process, a 
homogeneous area was irradiated on each film without 
motion. All data are normalized to this area. 
We report absolute homogeneity H = σ/μ values, with σ 
as the standard deviation and μ as the mean value of the 
optical density of the X-ray films in the target area.  
 
Results 
Figure 1 shows the dependence of the homogeneity in the 
target area on the number of rescans. As expected, the 
homogeneity approaches the reference value with increas-
ing rescan numbers and is in some cases even superior. 
Notably, the rescan numbers R = 5 and 7 show the statis-
tical character since there is always some likelihood that 
the homogeneity decreases despite an increased number 
of rescans. In addition, the strong phase dependence of 
rescanning is very obvious in this region 
 
 
Figure 1: phase dependence of the homogeneity as a func-
tion of the rescan number 
Discussion 
A recently published article [5] shows simulation re-
sults for proton beam therapy that state that even in the 
region 1 ≤ R ≤ 6 there is almost no difference in the ho-
mogeneity due to phase variations if all the other parame-
ters are kept constant. These results are conflictive with 
our experimental findings. This might be due to the fact 
that patient plans were used in these simulations. Due to 
multiple fields and numerous iso-energy slices patient 
plans benefit of an intrinsic rescanning effect (each field 
can be considered as a volumetric rescan, proximal en-
ergy slices are rescanned due to dose contributions from 
distal slices). Patient plans therefore tend to give better 
outcome than artificially designed plans.  
For comparison, we plan rescanning simulations for pa-
tient geometries with a carbon beam as a next step. 
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Introduction
In scanned ion beam radiotherapy interference of the dy-
namic beam delivery and moving organs can lead to clini-
cally unacceptable under- and over-dosage in the target vol-
ume and critical irradiation of healthy tissue [1]. Gating is a
proposed technique to mitigate these effects by irradiation
of the target in a pre-defined window only [2] and clinically
available at HIT. The choice of the gating window (GW)
size is an issue in treatment planning for gated beam deliv-
ery. We compared uncompensated and gated beam delivery
with different GW sizes for a patient with hepatocellular
carcinoma in treatment planning simulations.
Materials and Methods
A 4DCT of a liver patient was used as the basis for the
treatment planning simulations. Deformable registration of
the 4DCT was performed with the open source software
Plastimatch [3]. The target volume and critical structures
were delineated by a physician on a 3DCT of the patient
and propagated to the end exhale 4DCT phase. Contour
propagation, treatment plan optimization and dose calcula-
tions were performed with the in-house 4D treatment plan-
ning system TRiP4D [4]. The target dose of the reference
phase CTV was optimized to 8.1Gy(RBE) using a carbon
ion beam. The standard beam parameters for liver treat-
ments at HIT were used (2mm raster, 3mm iso-energy
slice spacing, 10mm beam FWHM).
Inputs to the 4D treatment simulations were the treat-
ment plan, a breathing trajectory of the patient and a
simulated beam delivery sequence (BDS) describing the
chronology of the irradiation. For uncompensated treat-
ment sixteen different starting phases were chosen by shift-
ing the patient trajectory in 200ms steps. GWs of 20, 30
and 50% of the amplitude range around the end exhale
phase were used for gating. Simulation of the BDS was
performed using a dedicated software which takes into ac-
count the technical framework of the HIT accelerator and
the respective motion trajectory (for gating). Analysis was
performed by visual inspection of the dose distributions
and calculation of dose volume histograms (DVHs).
Results
Figure 1 displays DVHs for uncompensated (gray) and
gated treatments (blue) for the CTV, the Liver and the re-
maining tissue. Under- and over-dose is improved for gat-
∗Work is part of HGS-HIRe for FAIR
Figure 1: DVHs for uncompensated (gray) and gated treat-
ments (blue). The small figure shows a representative dose
distribution out of the 16 calculated distributions.
ing in general and increasing for smaller GWs. For gating
with a 20% GW more than 99% of the volume receive at
least 95% of the planned dose. Dose to the healthy tis-
sue dose remains largely unaffected for both the uncom-
pensated and gated treatments.
Discussion
Results indicate that dose coverage can be significantly
improved using gated beam delivery compared to uncom-
pensated treatment. Additional use of an internal target vol-
ume (ITV) is expected to further improve dose coverage.
However, also healthy tissue dose is expected to increase.
In this particular case we could not observe a strong im-
pact of interplay on the healthy tissue dose which can be
attributed to the motion pattern and the plan geometry.
Acknowledgments
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Introduction
Efforts to mitigate dosimetry problems caused by organ
motion during ion scanning have been underway for sev-
eral years [1] and show potential that scanned ion beams
may eventually be used to treat moving tumors, e.g., lung
cancers. However, the optimal motion mitigation approach
has not been fully established and likely depends on the
specific site of organ motion. The purpose of the current
work was to develop a spatiotemporal (4D) optimization
approach for scanned ion therapy of moving tumors using
beam tracking [2]. The focus was to reduce dose to nearby
healthy tissues, compared to a 3D optimized beam tracking
approach. The rationale was that 4D optimization of ion
fluence provides more degrees of freedom to attain plan
objectives than 3D optimization approaches for moving tu-
mors.
Methods and Materials
4D optimization algorithms were developed using the
C programming language and implemented in a research
version (TRiP4D) of the TRiP98 treatment planning sys-
tem [3, 4]. Existing conjugate gradient (3D) optimization
codes in TRiP4D were extended to perform 4D optimiza-
tion. For example, the calculation of a dose correlation
matrix (i.e., dose per number of incident particles for each
pencil beam) was extended to include correlations for (1)
all pencil beams to (2) all target and organ-at-risk voxels
for (3) all motion states.
Carbon ion dose distributions were simulated using
TRiP4D for 3D optimized tracking and 4D optimized
tracking. For 3D optimized tracking, pencil beam flu-
ence, planned for a reference motion state, was equally dis-
tributed to each motion state with appropriate beam track-
ing offsets. For 4D optimized tracking, pencil beam flu-
ence was varied for individual pencil beams for each mo-
tion state to reach plan objectives, i.e., 100% of prescription
dose to the target and less than 10% of prescription dose to
the avoidance volume.
To evaluate the 4D optimization code, a hypothetical,
spherical target with 3 cm diameter was simulated in a
moving water slab phantom with an avoidance volume po-
sitioned in a proximal, static 2 cm depth water slab. Sphere
target motion was described by x(t) = Axsin4(ωt/2) with
an amplitude Ax = 2 cm and angular frequency ω = 2π/4
(radians / s).
∗Work supported in part by Rosalie B. Hite Fellowship, The University
of Texas M. D. Anderson Cancer Center, Houston, USA.
Results and Discussion
Results of 4D optimized ion tracking therapy are com-
pared with 3D optimized tracking in Figure 1. Both meth-
ods achieved similar target dose coverage, indicated by the
red colorwash region (95-105% of prescription dose), and
similar dose fall-off lateral and distal to the target. How-
ever, dose in the static avoidance volume was greatly re-
duced using 4D optimized tracking instead of 3D optimized
tracking. In order to maintain target dose coverage, fluence
for pencil beams that did not intersect the avoidance vol-
ume was increased, resulting in higher dose regions in the
proximal slab lateral to the avoidance volume for 4D opti-
mized tracking, compared with 3D optimized tracking.
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Figure 1: Dose color planes for (a) 3D and (b) 4D opti-
mized tracking. Moving sphere target (dashed circle) with
static avoidance volume (black rectangle). Carbon beams
incident in −z direction.
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The Status of the FIRST Project 
R. Pleskac on behalf of the FIRST collaboration 
GSI Helmholtzzentrum für Schwerionenforschug GmbH, Darmstadt, Germany 
The FIRST experiment (Fragmentation of Ions Rele-
vant for Space and Therapy) [1,2] started extensive meas-
urements on projectile fragmentation with the 12C at 400 
MeV/u beam on a thin 8 mm graphite and 0,5 mm Au 
target behind the SIS18 accelerator in cave C in August 
2011. 
The original ALADiN detector setup was modified 
several times in order to perform high-accuracy meas-
urement [3]. The major changes were done mainly in the 
target region in front of the magnet. The target vacuum 
chamber was completely omitted and all small area detec-
tors as a start scintillator, a beam monitor, a target holder 
with several targets, a silicon vertex and a Kentros detec-
tor were mounted in the air. The pre-target reaction prob-
ability is less than one percent in this case [4] and tech-
nical realization of the detector setup is much simpler. 
The start detector [5] is a 250 μm thin scintillator disc 
delivering the trigger signal for the DAQ system and start 
signal for time-of-flight measurements. The beam monitor 
[5] is a drift chamber consisting of 6 planes of vertical 
and horizontal wires, filled with the Ar/CO2 (80/20) gas 
mixture and determining trajectory of primary beam par-
ticles in front of the target. The silicon pixel detector [6] 
is based on MIMOSA26 sensors organized in 4 planes 
and performing the tracking of charged particles in front 
of the magnet in a very accurate way. The Kentros [7] is 
measuring the energy deposition and time-of-flight of 
charge particles at angles from 5º to 90º relative to the 
beam. Behind the magnet large area detectors from the 
former ALADiN experiment as TP -MUSIC-IV and TOF 
wall were applied in order to measure the position, energy 
loss and time-of-flight of charge particles at small angles 
relative to the beam. At the end the LAND was included 
to measure high-energy neutrons. 
Preparative works for the experiment started already in 
September 2009. The MUSIC detector, its gas purifica-
tion system and the TOF wall were tested both in cave B 
and C at GSI experimental facility. A large area vacuum 
window for the rear side of the ALADiN magnet was 
produced and tested in the technology laboratory at GSI. 
The target region consisted fully from brand-new detec-
tors. The start detector, beam monitor and vertex detector 
were developed, built and tested in different beams by 
INFN in Italy and by IPHC in France. The Kentros detec-
tor was planned and built within one year by INFN. Dur-
ing the main experiment all detectors showed a very good 
and stable performance apart the large MUSIC which had 
to be completely excluded from the measurement because 
of a problem with the HV on the cathode (~ 20 kV). The 
exact cause will be investigated in the detector laboratory 
at GSI during first months in 2012. The time resolution of 
the start scintillator was 150 ps with an outstanding stabil-
ity of 5 ps during the whole experiment. The position res-
olution of the beam monitor was 140 μm and time resolu-
tion of the Kentros about 250 ps. 
 
 
Figure 1: interaction region of the FIRST experimental 
setup (area in front of the ALADiN magnet) 
 
The data was collected by MBS based DAQ system 
with the rate of ~ 350 Hz and about of 37 million of 
events were recorded for both reaction systems. Although 
the MUSIC was completely excluded from the DAQ sys-
tem, tracks of charged particles can be reconstructed by 
means of the silicon vertex detector and complete data 
analysis can be performed. Preliminary results show a 
good quality of the data. At present the collaboration con-
siders a possibility to replace the MUSIC by another 
tracking detector in order to increase the accuracy of the 
measurement in our future experiments. 
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The FIRST experiment: Status of vertex analysis
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Overview
The FIRST (Fragmentation of Ions Relevant for Space
and Therapy) experiment was performed in August 2011 at
GSI’s cave C with the aim to measure double-differential
cross sections using 12C ions at 400 MeV/u on carbon and
gold targets. The experimental setup as well as the re-
construction software is based on the ALADIN setup [1]
with a newly designed interaction region [Figure 1]. It
consists of thin EJ-228 scintillator attached to 4 PMTs as
a start counter, a drift chamber with 36 sensing wires ar-
ranged in 6 planes as beam monitor, 8 MIMOSA-26 silicon
pixel sensors [3] arranged in 4 planes with an active area
of 21.2*10.6 mm2 each as Vertex Detector and KENTROS
(Kinetic Energy and Time Resolution optimized on Scintil-
lator) to measure time of flight and energy release of frag-
ments. The data acquisition was developed using the GSI
Multi Branch System (MBS [4]) utilizing all the needed
readout modules as well as handling the trigger logic. Be-
cause of an anomaly in the detector the TP-MUSIC IV
could not be used durring the experiment which lead to an
increase of the event rate to 350 Hz. A total of 37 million
events were collected as well as runs with special condi-
tions used for e.g. calibration purposes. A detailed descrip-
tion of the experimental setup is reported in [2]. A full re-
port on detector performance will be submitted in the near
Future.
Figure 1: Schematic of interaction region.
Status of vertex analysis
Alongside improvements in the data reconstruction
framework, implementation of the alignment the low level
analysis is currently in progress and will yield first results
in early 2012. Currently the analysis of the vertex is fo-
cused on:
• Multiplicity analysis of number of tracks in vertex vs.
number of hits in TOF wall and Kentros
∗Work is part of HGS-HIRe.
• Angular distribution of tracks in vertex
• Matching of beam monitor and vertex
Preliminary analysis of number of events with recon-
structed tracks vs. number of physical trigger shows a
tracking efficiency of about 98%. Most of these tracks
consist of four or more clusters. The distribution of the
total number of clusters per plane is quite uniformly.
The code for the multiplicity analysis is currently under
development and a first version, with vertex and TOF wall
implemented, shows reasonable results. The final code
should be avaliable early 2012.
The angular distributions of reconstructed tracks is cur-
rently calculated for all available runs. First plots show
reasonable behavior.
The low level analysis results will be compared to a
monte carlo simulation as soon as all results are avaliable.
Figure 2: Vertex event display: the target and incoming
beam and the 8 sensor planes are shown. The reconstructed
clusters and tracks of a fragmented event are also depicted
[5].
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Beam Monitor and Start Counter detectors for FIRST experiment
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The Beam Monitor and Start Counter
detectors for the FIRST experiment
The FIRST (Fragmentation of Ions Relevant for Space
and Therapy) experiment[1] is performed at GSI heavy
ion synchrotron (SIS) in Darmstadt. Its aim is to mea-
sure carbon fragmentation at different energies between
100 and 1000 MeV/u. The requested precision on frag-
ment mass separation directly translates into performance
requirements (time and momentum resolution) for all the
detectors that are used in the FIRST experiment. Here we
review two Interaction Region target upstream detectors:
the thin scintillation counter (Start Counter) and the drift
chamber (Beam Monitor) .
The Start Counter has been designed for triggering and
timing purposes. It has been optimized through a careful
balancing of detector time resolution (time of flight mea-
surements will be used to disentangle the different frag-
ments) and thickness minimization. The design goal was
to have a pre–target beam interaction probability nearly 1%
with respect to the on–target one, reducing to a negligible
amount the Start Counter contribution to the cross section
measurement systematics.
In FIRST a 5–8 mm thick graphite target was foreseen,
so the final final Start Counter layout, taking into account
the different material density and interaction cross sec-
tions, was designed as a 250 μm thick disc, 52 mm di-
ameter, of plastic scintillator (EJ-228). Light is collected
by means of 160, 1 mm diameter, step-index plastic optical
fibers (reference standard: IEC 60793-2-40) radially glued
and grouped in four bundles, and finally connected to four
fast Hamamatsu UBA H10721-201 photo-multipliers (40%
quantum efficiency). The fibers have a low attenuation (¡
200 dB/km) for the scintillator output wavelength (400 nm)
and their layout has been chosen in order to maximize the
light collection from the scintillator. A picture of the Start
Counter is shown in Fig. 1.
The Beam Monitor is a drift chamber designed for
charged particles trajectory reconstruction. This detector
provides the ion position on the target, together with valu-
able information on possible projectile pre–target fragmen-
tation. The design performances for fragmentation mea-
surements in FIRST are a single cell spatial resolution <
200 μm with an high particle detection efficiency. The de-
tector is made of alternated horizontal and vertical wire
layers (or planes). Each layer is composed of three rect-
angular cells, 16 mm x 10 mm along the beam direction,
for a total of 36 sense wires. The geometrical layout has
Figure 1: Start Counter picture.
been optimized in order to minimize beam interactions with
the wires. The twelve planes (six on each “view”) provide
tracking redundancy and ensure a high tracking efficiency
and an excellent spatial resolution. In order to minimize
tracking ambiguities, the consecutive layers of each view
are staggered by half drift cell.
Detector performance in the FIRST
experiment at GSI
The FIRST experiment took data on August 2011, per-
forming 400 MeV/u 12C on 8 mm graphite and Au colli-
sions. In order to assess the Start Counter efficiency we
required at least one photomultiplier fired when a carbon
ion is traversing the detector. The efficiency, for an applied
threshold of 30 mV was stable around 99.5% during the
whole data taking. Also time resolution has been measured
fitting with a gaussian the distribution of the time differ-
ence between two selected photomultipliers. The time res-
olution showed an outstanding stability during all the ex-
periment, with a fluctuation of ≈ 5 ps around an average
value of σt ≈ 150 ps. The Beam Monitor was operated,
at GSI, at 1.8 kV with and Ar/CO2 (80%/20%) gas mix-
ture. Drift chamber spatial resolution was found to be re-
ally stable during the data taking with an average value of
σx = 140 μm.
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Introduction
Nuclear fragmentation processes of ions are of impor-
tance in several fields of basic and applied physics. De-
tailed fragmentation measurements are required in partic-
ular for the development and verification of models de-
scribing radiation fields for ion beam radiotherapy and
space radiation protection. The scientific program of the
FIRST (Fragmentation of Ions Relevant for Space and
Therapy) experiment at GSI (Gesellschaft fu¨r Schwerio-
nenforschung, Germany) aimes to provide accurate mea-
surements of ion fragmentation cross sections at beam en-
ergies between 100 and 1000 MeV/u, details see [1, 2]. The
general Monte Carlo (MC) simulation of the FIRST ex-
periment provides simulated detector response data of a
full FIRST event. It aims at supporting design decisions,
the optimization of the experimental set-up and providing
training data for the reconstruction software in the prepara-
tory stage of the experiment. In the data analysis phase,
it facilitates the evaluation of acceptances, reconstruction
efficiencies and other systematics. The simulation of the
particle transport and interactions is based on the multi-
purpose MC code FLUKA [3, 4]. In addition to an ac-
curate description electromagnetic processes, FLUKA was
shown to provide a modelling of nuclear interactions which
is judged to be satisfactory in the energy regime of FIRST
[5, 6].
Structure of the simulation
The implementation of the general FIRST simulation
breaks up into several sub-sectors: (1) description of set-up
configuration (beam phase space, set-up geometry and ma-
terials, parameters describing detector properties and the
magnetic field), (2) particle transport with the MC code
FLUKA and retrieval (scoring) of basic physical quanti-
ties of the tracks (i.e., primary particles and created sec-
ondary particles which are propagated through the detec-
tor geometry) and hits (i.e., energy depositions of tracks
in sensitive detector elements), (3) modelling of the sub-
detector responses and digitization, and (4) storing of sim-
ulated track, hit and detector signal data for further pro-
cessing and analysis. The data flow of the simulation is
illustrated in figure 1. In order to facilitate a flexible and
object-oriented coding of the geometry and processing of
the MC simulation data, the FORTRAN77-based FLUKA
code was interfaced with C++. Amongst others this allows
∗This research project has been supported by a Marie Curie Early Ini-
tial Training Network Fellowship of the European Community’s Seventh
Framework Programme under contract number (PITN-GA-2008-215840-
PARTNER).
the smoothless conversion and storage of virtually arbitrar-
ily large simulated event samples in the ROOT tree format
[7]. The reconstruction and analysis software of the FIRST
experiment reads and processes the MC events from the
ROOT files.
Figure 1: Data flow of the simulation.
The experimental set-up was implemented including all
eight sub-detectors and the ALADiN spectrometer. The ge-
ometry of the detectors is modelled with a considerable de-
tail, e.g. including wires of the beam monitor and the 192
scintillator slats of the two walls of the TOFWALL, and im-
plementing materials such as vacuum windows and gases
which the primary beam and the created fragments traverse
before their detection.
The focus of the signal modelling in the general simu-
lation is to be able to predict the sub-detector responses in
terms of their principal features, the characteristics of the
measured signals and eventual effects on the reconstructed
physical quantities, such as charge collected, position res-
olution, etc.
Conclusion
The FIRST MC simulation supports the FIRST exper-
iment in the design phase and during data analysis. The
deployment and evaluation of the software is currently in
progress.
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The KENTROS detector for the FIRST experiment* 
B. Golosio1,2 for the FIRST collaboration 
1Università di Sassari, Italy; 2Istituto Nazionale di Fisica Nucleare, Sezione di Cagliari, Italy. 
KENTROS (Kinetic ENergy and Time Resolution Opti-
mized on Scintillator) is a relatively compact detector for 
charged particles energy deposition and time of flight 
(TOF) measurement. The angular region covered by 
KENTROS goes from about 5 degrees up to about 90 
degrees polar angle between the detected particles and the 
beam direction. The active part of the KENTROS detector 
is made of organic scintillator modules and scintillating 
fibers. The modules are made using the EJ-200 fast scin-
tillator by Eljen technology, which has a decay time of 
2.1 ns, 10000 photons/MeV light yield, 425 nm wave-
length of maximum emission, 1.58 refractive index, 4 
meters attenuation length. The scintillating fibers are 1 
mm diameter BCF-10 fibers by Bicron, which have a 
decay time of 2.7 ns, 8000 photons/MeV light yield, 432 
nm wavelength of maximum emission, 1.60 core refrac-
tive index, 2.2 meters attenuation length. The signal is 
read using silicon photomultipliers (SiPM) by AdvanSiD, 
4x4 mm2 active area, which are relatively cheap and have 
excellent timing resolution. The scintillation light is driv-
en from the scintillator modules to the SiPM using plexi-
glass light guides. 
The detector, shown in Fig. 1,  has a cylindrical shape, 
and is structured in three main parts: a barrel, which will 
detect particles with polar angle between about 36 and 
about 90 degrees, a big endcap, for particles with polar 
angle between about 15 and about 36 degrees,  and a 
small endcap, for particles with polar angle between about 
5 and about 15 degrees. In Fig. 2, the TDC time as a 
function of the QADC counts, measured by a single 
module of the KENTROS small endcap, is shown. The 
shape of the distribution is influenced by the time-walk 
effects which must be corrected. The two regions in the 
scatter plot on the top-left and on the bottom-right 
correspond to the ion fragments with Z=1 and Z=2, 
respectively. The time resolution of the detector in our 
experimental conditions was measured to be   about  250 
ps. The time of flight and the energy release, combined 
with the information on the tracks reconstructed by the 
vertex detector, will be used to evaluate the fragment 
kinetic energy. 
Figure 1: three-dimensional view of the KENTROS de-
tector. 
Figure 2: TDC vs QADC counts measured by a single 
module of the small endcap. The two regions in the scat-
ter plot on the top-left and on the bottom-right correspond 
to the ion fragments with Z=1 and Z=2, respectively. 
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The ESA Space Radiation Laboratory at GSI* 
M. Durante1,2 and O.Angerer3 
1GSI, Darmstadt, Germany; 2TU Darmstadt, Germany; 3ESA-ESTEC, The Nordwijk, The Netherlands.
The IBER-08 project has been successfully carried out at 
GSI and has produced interesting preliminary results for 
risk estimates [1-3]. The new announcement of opportu-
nity IBER-10 has been issued by ESA in 2010. A work-
shop with scientists potentially interested, who had sub-
mitted a LoI,  was held at GSI on 24.11.2010. During the 
workshop, the investigators of the previous IBER project 
presented their results and status reports. 
The GSI Bio-PAC met at ESTEC on February 21-22, 
2011. A total of 15 out of 28 proposals were selected with 
scores from “very good” to “excellent”. The topic distri-
bution of the proposals is given in Table 1.  
 
Main Topic Subtopic Proposals 
Noncancer effects Cardiovascular 
diseases 
2 
 Eye 2 
 Membranes 1 
 Bones 1 
 CNS 1 
Carcinogenesis DNA repair 4 
 Biodosimetry 2 
Countermeasures Biological 1 
 Physical 1 
Table 1: topics of the selected proposals 
 
As to the geographical distribution, 10 proposals are 
fom Germany, 3 from Italy, and one each from Belgium 
and Greece. The reports of the selected experiments fol-
lows this report and represent the ESA-section in the 2011 
Annual Report. 
 
 
Figure 1: inauguration of the ESA Space Radiation Labo-
ratory (SRL), former Annex building, at GSI on 
16.11.2011 
 
 
 
* Project supported by the ESA-TIBER grant 
To host the new research program, the ESA Space Ra-
diation Laboratory (ESA SRL - former Annex building for 
therapy) has been inaugurated officially on 16.11.2011 
(Figure 1). 
 
Figure 2. The air conditioning supply for the ESA SRL 
installed at GSI. The system allows air exchange and 
temperature control. 
 
The air conditioning-filter-air exchange system is 
shown in Figure 2. The new chemistry and tissue culture 
laboratories include state-of-the-art S1 flowboxes and 
incubators. ESA SRL includes two office spaces and a 
warehousing (Lager). It will be used by external users in 
the 1st IBER-10 beamtime in 2012 (March-April). 
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Analysis of electrophysiological characteristics of cardiomyocytes  
following radiation exposure* 
F. Steger1,2, S. Ritter2 
A. Daus1, J. Frieß1and C. Thielemann1 
1biomems lab, University of Applied Sciences Aschaffenburg, 2biophysics division, GSI, Darmstadt 
Motivation 
There is increasing evidence that the exposure to ionis-
ing radiation can have adverse effects on the cardio-
vascular system [1, 2]. These effects usually occur 
many years after the exposure. Yet, little is known on 
the effects of high LET radiation. With the increasing 
use of heavy ions in cancer therapy, an assessment of 
their possible cardiovascular late effects is important, 
in particular when young patients are treated. Likewise, 
for manned space missions the risk of developing ad-
verse cardiovascular effects by exposure to space radia-
tion must be seriously considered [3]. To address the 
question, if and to what extent an exposure to heavy 
ions affects cardiac function, avian cardiomyocytes 
were irradiated with C-ions and the electrophysiologi-
cal functionality of the cardiac cells was measured with 
microelectrode array chips (MEAs). For comparison 
cells were exposed to X-rays.  
Material and Methods 
Cardiomyocytes were isolated from embryonic chick-
ens at stage E8 and cultivated [4]. To detect electro-
physiological changes, cells were seeded onto MEAs 
(Fig. 1). These chips contain an array of 60 microelec-
trodes with a diameter of 30 µm able to extracellularly 
record cardiac action potentials. 
To study the effects of low and high LET radiation, 
cardiomyocytes were exposed at GSI to X-rays (250 
kV, 16 mA, 1 mm Al and 1 mm Cu filtering) or C-ions 
(25-mm extended Bragg peak, energy range: 106-147 
MeV/u with a mean LET of 75 keV/µm at sample posi-
tion). While cell samples can be exposed to X-rays in a 
horizontal position, irradiation with C-ions at the SIS18 
requires that samples are in a vertical position. There-
fore, for C-ion exposure, MEA containers were cov-
ered tightly with Parafilm and adjusted upright into the 
ion beam (Fig.1). The dose rate was in the range of 1-6 
Gy/min for heavy ions, resulting in an irradiation time 
in the order of 1-5 min. X-ray exposures were done 
with a dose rate of about 2-3 Gy/min.  
 
The electrophysiological properties of the cells 
were measured before and after exposure. Signals 
could be recorded for about one week and were ana-
lysed in terms of signal amplitude, shape, beat rate, and 
spreading velocity. 
Results 
The experiments revealed a high robustness of the cells 
to radiation damage. In no case the functionality of the 
cells was severely affected. All networks remained 
active and uniformly contractive (Fig. 2). Also no in-
fluence on signal amplitude and shape was observed. 
However, slight changes of beating rate and signal 
propagation could be detected at higher doses (data not 
shown). Further experiments are required to statistical-
ly verify radiation induced effects. 
Figure 2: Beating rate of cells after exposure to high 
LET C-ions. 
Conclusions 
The study of cardiac electrophysiology allows for a 
rapid assessment of the cardiac functionality as a func-
tion of dose rate of exposition to low and high LET 
radiation. Complementary immunohistochemical stud-
ies on radiation-induced cell death and the intracellular 
coupling of cells (i.e. the expression of connexins) will 
be performed in the future. 
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the Promotion of Tumor Therapy with Heavy Ions 
Figure 1: Covered MEA con-
tainer with cell medium. The
MEA is attached to a water
filled cell culture flask to enable
irradiation in an upright posi-
tion. The markers allowed an
easy tracking by the Ion-Beam. 
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Studies on the Role of Backup Pathways of NHEJ in Heavy Ion Carcinogenesis:
50WB0929 
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FRPELQDWLRQUHSDLU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DQGWKH'1$3.FVGHSHQGHQW
QRQKRPRORJRXV HQG MRLQLQJ 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 DOVR DQ DOWHUQD
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 RSHUDWLQJ ZLWK VORZHU
NLQHWLFV DQG LPSOLFDWHG LQ FKURPRVRPDO WUDQVORFDWLRQV
DQG WHORPHUH IXVLRQVZKLFK DUH WKH JHQHUDO KDOOPDUN RI
FDUFLQRJHQHVLV,QWKLVSURMHFWZHLQYHVWLJDWHWKHFRQWULEX
WLRQRI%1+(-WRWKHUHSDLURI'6%VJHQHUDWHGE\KLJK
DQGORZ/(7UDGLDWLRQKHDY\LRQVQHXWURQVDQG;UD\V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%ULHIO\WKHJRDOVRIWKHSURMHFWDUH
6SHFLILF$LP'HWHUPLQHWKHFRQWULEXWLRQRI%1+(-
WRWKHUHSDLURI'6%VDVDIXQFWLRQRI/(7
6SHFLILF$LP'HWHUPLQHWKHFRQWULEXWLRQRI+55DV
D IXQFWLRQ RI /(7 XVLQJ 5DG IRFL IRUPDWLRQ DV HQG
SRLQW
6SHFLILF$LP([DPLQHYDULDWLRQV LQFKHFNSRLQWVLJ
QDOLQJ LQ*DQG*SKDVHFHOOVDIWHUH[SRVXUH WR UDGLD
WLRQV RI GLIIHUHQW /(7 DW WKH FHOOXODU DQG WKH PROHFXODU
OHYHO
6XUYLYDOVWXGLHVXVLQJFRORQ\IRUPDWLRQDVHQGSRLQWLQ
GLFDWH WKDW LQ WKHDEVHQFHRIRSHUDWLRQDO'1+(-WKH LQ
FUHDVHG NLOOLQJ HIILFLHQF\ RI KLJK/(7 UDGLDWLRQ LV FRP
SURPLVHG LQ ERWK H[SRQHQWLDOO\ JURZLQJ DQG SODWHDX
SKDVHFHOOVLQFRPSDULVRQWRZLOGW\SHFHOOV1RWDEO\WKH
GLIIHUHQFHLQUDGLRVHQVLWLYLW\EHWZHHQ0.DQG0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FHOOVLVEOXUUHGDIWHUH[SRVXUHWRKHDY\LRQV
3XOVHGILHOGJHOHOHFWURSKRUHVLVUHVXOWV)LJLQGLFDWH
D VOLJKW UHGXFWLRQ LQ '6% UHSDLU HIILFLHQF\ ZKHQ ZLOG
W\SH FHOOV DUH H[SRVHG WR KHDY\ LRQV DV FRPSDUHG WR;
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FHOOVVXJJHVWLQJWKDWZKHQWKHEXONRI'6%VLVDQDO\]HG
%1+(- LV FRPSURPLVHG E\ WKH LQFUHDVHG OHVLRQ FRP
SOH[LW\RIKLJK/(7UDGLDWLRQ WRDJUHDWHUH[WHQG WKDW'
1+(-DQGPRUH'6%VDUHUHSDLUHGVORZO\
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UD\V 53$ IRFL DUH HYLGHQW K DIWHU LUUDGLDWLRQ DQG LQ
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DJUHHPHQW ZLWK H[SHULPHQWV VKRZLQJ WKH IRUPDWLRQ RI
5DGIRFLDPDUNHURIRQJRLQJ+55

)LJ ([SRQHQWLDOO\ JURZLQJ 0- FHOOV ZHUH LUUDGLDWHG ZLWK 
*H9 )H RU;UD\V$IWHU LUUDGLDWLRQ VDPSOHVZHUH IL[HG DQG VWDLQHG
ZLWKDQDQWLERG\DJDLQVW53$1XFOHLZHUHFRXQWHUVWDLQHGZLWK'$3,
,Q VXPPDU\ WKH UHVXOWV VXJJHVW WKDW DIWHU H[SRVXUH WR
KHDY\ LRQV%1+(- LVFRPSURPLVHG7KLVFRPSURPLVHG
IXQFWLRQ PD\ LQFUHDVH WKH SUREDELOLW\ RI PLVMRLQLQJ DQG
WKXVWKHIRUPDWLRQRIFKURPRVRPHDEHUUDWLRQVDKDOOPDUN
RIWKLVW\SHRIUDGLDWLRQ7KHUROHRI+55LQWKLVSURFHVV
DQGWKHSRVVLELOLW\WKDWDEURJDWHG+55IHHGV'6%VWR%
1+(-UHTXLUHVIXUWKHULQYHVWLJDWLRQ
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Cell cycle and radiation associated activation of ion channels in the plasma 
membrane of primary lymphocytes  
Roth B1, Kraft D2, Knoop J1,2, Klinger J2, Fournier C2 and Thiel G1  
1Membrane Biophysics, Technische Universität Darmstadt; 2GSI, Darmstadt, Germany 
 
Introduction 
Peripheral blood lymphocytes (PBLs) generally have in 
the resting state a low proliferation activity. For experi-
mental purposes mitotic division can be induced by the 
mitogen phytohaemagglutinin (PHA) [1]. This induction 
process is associated with a complex signal transduction 
cascade including the activation of particular K+ channels 
[1, 2]. In the present study we examine, whether ionizing 
radiation has any effect on the ensemble of active ion 
channels in lymphocytes and if this is linked to a modula-
tion of cell propagation.  
 
Material and Methods 
PBLs were isolated from the peripheral blood of healthy 
donors. As PBLs rest in the G0-phase after isolation (fig-
ure 1a) cells were cultured for 48-72h in expansion media 
supplemented with PHA to allow cell cycle entry (figure 
1c). Patch Clamp experiments were performed on a port-
a-patch device according to standard conditions [3]. 
 
Results 
After the Patch-Clamp technique had been optimized for 
primary PBLs we were able to record the K+ channels in 
these cells with high confidence. The results show that the 
ensemble of K+ channels, which is active in these cells, is 
modulated by PHA treatment. The data show that the ac-
tivity of Kv1.3 channels is absent in non-stimulated cells 
in G0-phase (figure 2 a-b) and appears after stimulation of 
cell proliferation (figure 2c-d). In pilot experiments we 
have also established a protocol to measure the activity of 
the membrane channels in non-stimulated lymphocytes 
after irradiation with sparsely ionizing X-rays or densely 
ionizing heavy ions. First experiments imply that also 
radiation alters the ensemble of active channels in lym-
phocytes and elicits activity of Kv1.3 (not shown). 
 
 
Figure 1: Cell cycle distribution of cultured PBLs: un-
stimulated cells directly after isolation from peripheral 
blood (a). After 48h cultivation without PHA cells remain 
in the G0/G1 phase (b). If cells are treated with PHA they 
progress under the same conditions to S/G2 -phase (c). 
 
 
Figure 2: Exemplary current-responses of PBLs before 
(a) and after (c) stimulation with PHA. Currents were 
recorded in whole cell mode using the port-a-patch de-
vice. Exemplary Kv1.3 currents with c-type inactivation 
were elicited by a voltage step from the holding potential 
to +40 mV for 800 ms before (b) and after stimulation 
with PHA (d).  
 
Discussion 
Our work has so far established the methods for measur-
ing channel activity in PBLs as a function of the cell cycle 
distribution. Experiments indicate that PHA stimulation 
but also ionizing radiation alters the ensemble of active 
channels in these cells. Following experiments are de-
signed to uncover the signal transduction cascade between 
radiation damage and channel regulation. The experi-
ments will further examine whether and how the activa-
tion of these channels is related the further differentiation 
of PBLs. In the next step the same experiments will be 
conducted in CD3 and CD19 enriched lymphocyte popu-
lations to discriminate the reaction between these differ-
ent cell types. 
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Motivation 
There is emerging epidemiological evidence of an in-
creased risk of adverse cardiovascular effects at low or 
moderate doses of ionizing radiation occurring many 
years after the exposure. However, essentially no infor-
mation is available on the potential cardiovascular risks 
associated with the exposure to heavy ions. To address 
this issue the induction of cellular late effects of particle 
exposure in beating cardiac myocytes grown in a two- or 
three-dimensional cell culture environment is studied.  
Experiments 
For the experiments beating cardiac myocytes derived 
from chicken and mammalian embryonic cells will be 
used. Cells will be grown as monolayer or three dimen-
sional cell culture systems, so called spheroids. The latter 
model resembles more closely the in vivo situation in 
particular with regard to the number of cell-cell contacts. 
Myocytes will be irradiated with high energy heavy ions 
as described below. For comparison X-ray experiments 
will be done to enable a comparison of high and low LET 
radiation. Furthermore the effect of high and low LET 
radiation on prestressed cardiac myocytes, i.e. after phar-
maceutical induction of arrhythmia will be examined. 
 
 
 
 
 
 
 
Figure 1: Cardiac myocytes from embryonic rat, green: 
FITC labelled α-actinin, blue: DAPI labeling of nuclei. 
Electrophysiology 
The electrical properties of cardiac myocytes will be 
measured by use of a microelectrode array system. This 
novel tool allows a functional analysis of cell-cell interac-
tions in electrogenic tissue. Endpoints such as beating 
frequency, arrhythmia and conduction velocity can be 
measured with a high spatial and temporal resolution. The 
system has been already successfully used to study the 
anti- and pro-arrhythmic effects of pharmacological sub-
stances on cardiac cells [1,2] and is expected to provide 
new insights into the impact of heavy ion exposure on the 
electrical and mechanical activity of cardiac myocytes.  
Biochemical endpoints 
Recent evidence suggests that the development of apop-
tosis, or “programmed cell death” in response to patho-
logical, physiologic, and/or genetic signals, may be a key 
developmental factor in causing cardiac arrhythmias [3, 
4]. For example, apoptosis associated with atrophy and 
fibrofatty replacement of right ventricular tissue has been 
identified as the likely mechanism for arrhythmia devel-
opment in arrhythmogenic right ventricular dysplasia, a 
condition that may lead to sudden death in otherwise 
healthy young individuals [5]. Based on this indication we 
intend to investigate apoptosis of cardiac myocyte cells 
induced by low and high LET radiation. Additionally, the 
intracellular formation of ROS will be measured, which 
plays a vital role in the aging of cardiomyoctes and as 
well as the development of radiation induced cardiovascu-
lar diseases. Persistently elevated levels of ROS have 
been associated with the appearance of nuclear and mito-
chondrial DNA damage, mitochondrial dysfunction and 
altered morphology, genomic instability, membrane dam-
age and premature cellular senescence [6-10]. 
Summary 
For the first time the MEA technique, a non-invasive 
method to investigate the electrical activity of cardiac 
myocytes, will be applied for the analysis of the impact of 
heavy ion irradiation on the mechanical and cardiac activ-
ity of cardiac cells. As further endpoints with relevance to 
cardiovascular disease cellular parameters such as the 
intercellular coupling between cells, cell death, and prem-
ature senescence will be studied. The comparative evalua-
tion of these parameters will help to clarify the role of 
high LET radiation in the etiology of radiation induced 
cardiovascular disease. 
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Introduction 
In deep space, the ionizing radiation quantity and quali-
ty is very different from that on Earth or in low Earth or-
bit because of the shielding characteristics of the Earth's 
atmosphere and electromagnetic field. Whereas typical 
terrestrial radiation mostly consists of low linear energy 
transfer (LET) radiation such as X- and gamma rays, 
space radiation is comprised of high-energy protons and 
high-charge and energy (HZE) nuclei. The increased can-
cer risk due to exposure to ionizing radiation from galac-
tic cosmic rays and solar particle events is considered as 
the most important hindrance to interplanetary space trav-
el [1,2]. Besides cancer, also other adverse health effects 
(e.g. impaired immune system, cardiovascular diseases, 
cataract) may arise in astronauts after exposure to cosmic 
radiation. In order to better understand and define these 
risks it is important to identify biomarkers of exposure 
and of prediction of individual sensitivity towards radia-
tion-induced biological damage. High throughput bioas-
says for gene expression (microarrays) or cytokine moni-
toring (Luminex assays) can be powerful tools to achieve 
these goals. In this project, human peripheral blood sam-
ples from healthy donors will be irradiated ex vivo with 
heavy ions using different doses and energies. To investi-
gate possible differences related to radiation quality, re-
sults will be compared to X-irradiated samples. 
Objectives 
The main aim of this project is to identify biomarkers 
(genes, exons, microRNAs, secreted proteins) that can be 
used for tracing exposure to radiation (biodosimetry) as 
well as to predict individual radiosensitivity to heavy 
ions. We will therefore irradiate peripheral blood mono-
nuclear cells (PBMCs) from healthy volunteers with dif-
ferent doses (ranging from 0.05 Gy to 1 Gy) of HZE par-
ticles with high LET values which are relevant for human 
space flight.  
Microarray analysis will be performed at different time 
points after irradiation in order to identify genes, exons 
and/or microRNAs that can be used to classify samples 
depending on the received doses. Based on these data, we 
will select proteins (cytokines) to be used for multiplex 
protein quantification (Luminex system) as a screen to 
test their usefulness as radiation biomarkers. For each 
condition, results will be compared with samples which 
will be exposed to similar doses of X-rays. This will al-
low us to verify whether differences exist in the biological 
response to high- versus low-LET radiation. 
Concomitantly, we will quantify DNA damage (γ-
H2AX phosphorylation) in response to high doses of X-
rays in order to score the different donors for their indi-
vidual radiosensitivity. These results will be integrated 
with data (microarrays, Luminex) from HZE and X-ray 
irradiations as a means to identify biomarkers for individ-
ual radiosensitivity.  
Preliminary results from X-irradiations [3] 
Until now, studies which aimed at identifying gene ex-
pression signatures as biomarkers for radiation exposure 
have focussed on doses within the range of 0.5 to 10 Gy, 
which are less relevant for astronauts in the ISS or during 
an interplanetary mission. In our laboratory, we have per-
formed preliminary experiments on isolated PBMCs from 
healthy donors which were irradiated with doses of 0.1 
and 1 Gy of X-rays. Gene expression was analyzed in 
these cells using Affymetrix Human Gene 1.0 ST Arrays, 
which allow simultaneous detection of gene expression, 
exon expression (transcript variation) and expression of 
pre-microRNAs. The data indicated that both at low and 
high doses, mainly genes involved in DNA damage re-
sponse were induced, albeit in a dose-dependent manner. 
Therefore, based on the expression levels of specific 
genes, we could accurately separate samples which had 
been irradiated with different doses. Our data further indi-
cate that gene expression signatures may be used to accu-
rately predict radiation exposure to doses below 0.1 Gy, 
which is below the sensitivity range of most classically 
used radiation biomarkers such as chromosomal aberra-
tions and micronuclei. These experiments also showed 
that this sensitivity might be further enhanced by using 
the expression levels of single exons instead of genes. We 
further observed that individual differences exist in the 
regulation of transcript variants in response to radiation, 
indicating that these differences may explain, at least in 
part, individual differences in radiation sensitivity.  
Our project will further elaborate on these very promis-
ing results, by using heavy ion (and X-ray) irradiations of 
PBMCs at doses of as low as 0.05 Gy. 
References 
[1] F.A. Cucinotta and M. Durante (2006). "Cancer risk 
from exposure to galactic cosmic rays: implications for 
space exploration by human beings." Lancet Oncol 7(5): 
431-5. 
[2] M. Durante and F. A. Cucinotta (2008). "Heavy ion 
carcinogenesis and human space exploration." Nat Rev 
Cancer 8(6): 465-72. 
[3] R. Quintens (2010). "Identification of radiation-
dependent gene / splice variation signatures". ESA Topi-
cal Team meeting. Brussels, Belgium, 6-7 July 2010. 
* Work supported by Belspo, PRODEX-9 project "MO-
SAIC-2 (42-000-90-380)". 
GSI SCIENTIFIC REPORT 2011 CANCER-77
561
GSITemplate2007 
IBER-10 SPARTACUS annual report 
C. Lobascio1#and E. Tracino1 
1Thales Alenia Space Italia, Torino, Italy 
Project Status 
The SPARTACUS “SPAce Radiation Testing in Ac-
celerator of CoUntermeasureS (SPARTACUS)” pro-
ject,  selected for the definition phase as per ESA letter 
HSO-AS/2011 – 23 could not be started so far.  As for 
the other Italian selected projects in the frame of IBER 
2010, national funding for this activity is not secured, and 
no planning can be performed on funding availability.  In 
fact, several requests for clarification in this respect have 
been made to the Italian Space Agency (ASI), in the per-
sons of Dr. F. Svelto and Dr M. Cosmo.  The latest (in-
formal) answer was provided in mid July by Dr Svelto, 
reporting that since the ASI PTA (3-y Activity Plan) was 
not approved yet, there could be no basis to issue a Call 
dedicated to the ESA approved IBER proposals. In fact, 
as of today there is no further public information on the 
issue of the PTA and of the expected dedicated national 
Call to support the IBER-10 projects. 
A letter addressed to the president of the Italian Space 
Agency was written by all the selected Italian science 
team leader to request information about the issue of a 
dedicated tender and the foreseen funding to sustain the 
proposal; for the time being the letter remains without any 
answer.  
This stall situation, resulting in an inability on our side 
to proceed, performing adequate resource allocation, pro-
curement and planning, is cause of deep concern for our 
team.  
 
Project objectives 
The objective of the project is to assess through tests in 
accelerator the efficacy of novel Habitat Protection Struc-
tures (HPS) to shield the crews in view of the envisaged 
extended presence of humans in space foreseen by the 
new exploration scenarios. 
A HPS “integrated shielding structures” is the ensemble 
of primary structure, the micro-meteoroids and debris 
protection system and the thermal protection system. 
Building on the strong knowledge acquired in the past 
decade on physical passive radiation shielding systems, 
we propose to develop and test new HPS configurations 
comparing them with the more classical ones.  
In particular, a new approach will be followed to select 
new materials and design innovative structures through 
the use of Monte Carlo simulations - based on 
Geant4/GRAS tool - and experimental data.  
The selection of the materials and configurations will 
be driven by radiation protection considerations as op-
posed to the usual approach where the shielding effec-
tiveness is a secondary characteristic. New space materi-
als have been identified and will be subjected to experi-
mental tests as necessary to prove their radiation shielding 
capabilities. Secondary structures and internal outfitting 
will be tested and simulated, as well as the presence of 
additional materials dedicated to the radiation shielding. 
 
The following quantities will be used to characterize 
the different targets: 
 
a) Bragg Curve 
c) Microdosimetry of the radiation field behind the 
target 
 
To determine these quantities the measurement of the 
dose and the lineal energy spectra will be performed. 
 
Project plans 
Thales Alenia Space Italia will continue requesting the 
necessary information to ASI about the funding of the 
project and will kept ESA and GSI informed about the 
evolution of the situation. 
An excessive kick-off delay in the mid term could 
result in fact in schedule conflicts and difficult (or 
even impossible) exploitation of available GSI beam-
time windows. 
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Visual System Activation by Ionizing Radiation: experiments and models (VISAIR) 
L. Narici for the VISAIR collaboration 
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  The Italian Space Agency still does not have set up the 
procedures for providing financial support for the project. 
For this reason the experimentation did not start yet.  
  In the following a brief summary of background and 
strategy of the project. 
 
  Risks due to cosmic radiation are a major issue when 
planning deep space manned missions. However, the con-
cept of radiation dose (also dose equivalent, effective 
dose) appears inadequate to univocally assess the associ-
ated risks and may be even more so in the study of the 
functional effects on exposed tissues (e.g. the CNS). 
 
   Experiments in space showed that the phosphenes 
(anomalous Light Flashes; LF) observed by astronauts are 
triggered by single particles, suggesting that single ions 
can trigger the CNS multiplicative cascade processes and 
generate functional anomalies [1]. The reported effects of 
radiation on sensory channels other than visual suggest a 
direct action on neurons or neural networks. Recent find-
ings suggest that also low LET ions can elicit LF [2] 
 
   Our previous work on the mechanisms of LF generation 
[3] shows that radicals produced by radiation in, or near 
the retina can activate rhodopsin and start the photo-
transduction cascade mediating in vision. In this previous 
work, we demonstrated the effect, but did not approach 
the issue of the efficiency of the interaction at different 
LET and Z, and, being based on spectrophotometric 
measurements, could not produce information on single 
particle effects. 
 
   In this project, A LET/charge modulation of rhodopsin 
activation is hypothesized.  
   We will i) study experimentally the behavior with LET 
and Z and ii) provide detailed simulations of the radiation 
driven radical generation, to help the extrapolation of the 
results to single ion/track effect. Two kind of simulations 
will be provided, one entirely based on a biophysical 
Monte Carlo code, PARTRAC, and a second one based 
on experimental results in literature about radical forma-
tion and analytical functions. The comparison between 
these two approaches will be of help not only for this par-
ticular project but also for the other many investigations 
aimed at defining the radical role in the risk assessment.  
In more detail we will 
- Define the modulation with Z and LET of the chemilu-
minescence effect. The hypothesis is that this modulation 
will be linked to the efficiency of different Z/LET in pro-
ducing free radicals. The approach will be experimental 
(as previously, measuring with spectrophotometric tech-
niques the rhodopsin activation after irradiation) and 
modelistic, using stochastic and deterministic codes to 
provide insights on the single track behavior to be linked 
to the results of the measurements). The results will be 
also used to identify possible processes where LET and 
dose plays a weak role, and also to provide inputs on the 
radiation selective mechanisms of action on the retinal 
functional organization that we observed in the mice ex-
periments and finally help estimate the biologi-
cal/functional hazard in greater detail. 
- Test the efficiency of different kind of scavengers as 
countermeasures to prevent rhodopsin bleaching. The 
approach will be experimental, concurrent with the previ-
ous irradiation / spectrophotometric measurements 
- Provide preliminary results on possible direct effect of 
radiation on calcium signaling in the photo-transduction 
cascade. These information will help to identify mecha-
nisms of neuronal interaction possibly common to all sen-
sory modalities. 
-  Finally based on previous results, countermeasures will 
be proposed. 
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Space radiation produces distinct biological damage 
compared to radiation on Earth, leading to large uncer-
tainties in the projection of cancer and further health 
risks. On these terms, almost all human physiological 
systems are affected. However, the detailed impact on the 
skeletal system has not been defined. Our hypothesis is 
that exposure to ionizing radiation of different qualities 
effects the commitment and differentiation of multipotent 
human mesenchymal stem cells to the osteoblastic line-
age. This may result in a severe reduction of osteoblast 
function leading to an elevated fracture risk.  
 
 
Figure 1: Calcium deposition of osteogenic-
differentiated human adipose tissue derived stem cells. 
Single doses of 2 Gy and 4 Gy were applied. Calcium 
deposition was measured at day 7, 14, 21 and 28. Non-
induced ATSCs (A) and induced cells (B). 
 
To understand how differentiation is affected after expo-
sure to ionizing radiation, we intend to use multipotent 
stem cells with the potential to differentiate into several 
different cell types, like osteoblasts, myoblasts, adipo-
cytes or chondrocytes, given the appropriate conditions. 
Adipose tissue derived stem cells (ATSCs) were isolated 
out of lipoaspirate of human donors (Zuk et al., 2001). 
Preliminary data from our lab showed that ATSCs ex-
pressed the characteristic stem cell markers CD70, CD90 
and CD105. Furthermore, we were able to demonstrate 
the osteogenic lineage-specific differentiation by histo-
chemical staining of the extracellular calcium deposi-
tions. Osteoblastic function was further quantified by 
fluorescent staining of the calcium deposition (Fig.1). 
The quantification is based on specific binding of the 
fluorescent OsteoImage™ staining reagent to the hy-
droxyapatite portion of the bone-like nodules deposited 
by osteoblasts.  
In addition, the human osteosarcoma cell line SaOs-2 was 
included in the experiments, known to be easily inducible 
to the osteoblastic lineage. It has further been suggested 
that accumulated DNA damage could be a principal 
mechanism underlying age-dependent stem cell decline. 
 
 
Figure 2: DSB induction and repair in ATSCs as 
measured by Ȗ-H2AX foci formation. Ȗ-H2AX foci, 
(A) 30 min 0 Gy , (B) 2 h after 1 Gy, (C) 4 h after 1 
Gy, (D) 6 h after 1 Gy. The Scale bars correspond to 
20 μm. 
 
Therefore, assessment of H2AX phosphorylation as a 
reporter of DNA damage will be performed after expo-
sure to low and high LET radiation (Fig.2).  
Culture conditions 
ATSCs were cultivated under established culture condi-
tions (37°C with 5% C02). Media was changed twice a 
week. DMEM was supplemented with 50 μM Ascorbic 
Acid, 10mM ß-Glycerophosphate, 100nM Dexa-
methasone for osteogenic differentiation. 
Outlook 
Giving the fundamental requirements, ATSCs provide a 
promising tool in further research related to radiation 
effects on bone tissue. In future work, we will evaluate 
ALP activity and the number of mineralized bone nodules 
by alizarin red S staining. Real time RT-PCR will allow 
us to identify any modulation of the bone matrix proteins 
osteopontin, BSPII (bone sialoprotein II), osteocalcin and 
collagen I. Additionally we aim to evaluate the expres-
sion of genes involved in osteoblast differentiation. The 
proposed experiment OSIRIS 2.0 will thus provide valu-
able information necessary for estimating the health risk 
of astronauts, especially regarding long term space sce-
narios for exploration of Moon and Mars.  
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Introduction 
Long-term space flights go along with a long-term 
exposure of astronauts to unpredictable doses of 
space radiation. Due to its ionizing character, this 
radiation might have deleterious effects on the ge-
nomic integrity of the exposed persons, thereby 
probably evoking the degeneration of various tissues 
or cancer development. Since there are only few 
studies about the impact of ionizing radiation on the 
retina, as our light-sensitive tissue, we started to 
analyze the development of this tissue after its ex-
posure to X-rays by using three-dimensional cell 
culture models as well as in vivo experiments.  
Materials and Methods 
The impact of ionizing radiation (IR) on retinal tissue 
from the chick as a model system for distinct colour 
vision was analyzed by using different experimental 
setups. Three-dimensional retinal cell spheres, so 
called retinospheroids, arising from dissociated 
retinae of six days old chick embyos, mimicking the 
retinal structure in vitro, as well as whole chick em-
bryos were used for irradiation experiments. After 
irradiation, spheroids and retinae were analyzed for 
their histotypical structure by immunostainings of 
cryosections against retinal marker proteins.    
Results and Conclusion 
Irradiation of chick spheroids 
To analyze the impact of IR on the structure of the 
retinal tissue alone, without any interference from its 
surrounding tissues, we irradiated chick retinospher-
oids after five days in vitro with various doses of X-
rays.  
Figure 1: Analysis of the influence of  IR on the Müller 
glia scaffold and the connectivity of amacrin cells in reti-
nal spheroids. Staining of nuclei (blue), Müller glia spe-
cific glutamine synthetase (red) and Calretinin in 
amacrine cells (green)  show no differences within their 
organization  in controls and spheres treated with 6 Gy 
X-Ray (90kV, 33,7 mA) 24 hours past irradiation. 
When analyzed 72 hours after the irradiation, we 
observed no changes within the alignment of Müller 
glia and interneuronal amacrine cells, even after 
high doses up to 6Gy (see Fig.1). 
Irradiation of chick embryos 
To analyze the impact of whole body irradiation on 
retinal integrity, 13 day-old chick embryos were ex-
posed to 1Gy of X-rays. Rod photoreceptor (PR) 
morphology and their expression of typical proteins 
were analyzed 5 days after the treatment by immu-
nostainings of retinal cryosections against rhodopsin 
(see Fig. 2). DAPI-stainings revealed no alterations 
within the appearance of PR-nuclei after irradiation, 
when compared to untreated controls. Furthermore, 
irradiation showed no effect on the development of 
the outer segments of PRs: In both cases, photore-
ceptors developed these typically elongated struc-
tures which contained high amounts of the light-
sensing protein rhodopsin.  
Figure 2: Rod photoreceptor development is not affected 
after whole body irradiation with 1Gy of X-rays. Retinae 
of 18 day old control embryos and embryos that received 
1Gy of X-rays (90kV, 33,7 mA) 5 days before were stained 
against nuclei with DAPI (a, c) and rhodopsin (b, d).  
Conclusion and Outlook 
In this project we have, and will further analyze the 
impact of IR on the structuring and the protein ex-
pression patterns of the retina, thereby trying to 
evaluate the risks of long-term space irradiation ex-
posure of astronauts for their visual capacities. Up to 
now, our experiments show a surprising resistance 
of this tissue against IR-induced degeneration.  
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AO-10-IBER-16: Ground based radiation field simulation of the MATROSHKA 
experiment: Physical and Biological Experiments for Radiation Risk Assessment 
– PART II
T. Berger1, G. Reitz1, C. Baumstark-Khan1, C. Hellweg1, M. Hajek2, P. Bilski3, J. K. Pálfalvi 4, L. Hager5, S. 
Burmeister6, L. Sihver7, C. La Tessa8
1DLR, Germany; 2TU Vienna, ATI, Austria; 3IFJ, Poland; 4AERI, Hungary; 5HPA, UK; 6CAU, Germany,  7CTH,
 Sweden; 8GSI, Germany.
Introduction 
    The work to be performed within the AO-10-IBER-16 
proposal is a follow up to the ESA-IBER experiment AO-
08-IBER-12: “Ground based radiation field simulation of 
the MATROSHKA experiment: Physical and Biological 
Experiments for Radiation Risk Assessment”. Within the 
previous experiment three beam times at GSI have been 
performed using 1 x Fe and 2 x Ni with 1 GeV/n in the 
years 2009 and 2010 with LET values of 150 and 174 
keV/μm.
The rationales and motivation for the AO-10-IBER-16 
experiment proposal “Ground based radiation field simu-
lation of the MATROSHKA experiment: Physical and 
Biological Experiments for Radiation Risk Assessment 
PART II” are the following: 
 To include ions with lower LET range (as for 
example 1 GeV/n C) up to 100 keV/μm 
 To include ions with higher LET range starting 
from around 200 keV/μm 
 To irradiate the applied phantom head not only 
in CAVE A but also in CAVE M applying the 
GSI developed 3D spot scanning technique 
 To increase the data gathered by passive and ac-
tive radiation detectors applied for depth dose 
measurements for further benchmarking and 
simulation with radiation transport codes as 
GEANT4 and PHITS 
Phantom Head Exposures 
  Irradiation of the detectors within the head of the phan-
tom upper torso will include :
Irradiation of passive detectors within the head of the 
phantom upper torso under simulated space radiation en-
vironmental conditions. 
Including TLDs and CR-39 track etch detectors together 
in the simulated organ dose boxes for the estimation of 
the dose equivalent – based on a simulated space radiation 
“heavy ion field” 
Comparison of the data from the passive organ dose box-
es with the active Silicon Szintillation Detectors provided 
by the Christian Albrechts University zu Kiel.  
Figure 1: Head of the phantom at Cave A 
There is a lack of experimental data for the radiation 
transport through the phantom material for high-energy 
ion beams. It is therefore planned to compare the meas-
ured results with the model output for the irradiation con-
ditions and also thereby benchmark the radiation transport 
codes. PHITS and GEANT4 will be used as Monte Carlo 
codes within the experiment. 
Detector Characteristics 
Irradiation of the TLD materials applied during the MA-
TROSHKA experiment onboard the ISS under identical 
irradiation conditions (heavy ions available from GSI, 
Co-60 and Cs-137 photon fields), using equivalent detec-
tor holders to precisely determine TL efficiency and har-
monize the generated dosimetric data. 
* The work performed within the proposal up to Septem-
ber 2011 was supported by the FP7 Project HAMLET 
http://www.fp7-hamelt.eu (Project # 28817). 
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Cardiovascular tissue degeneration, altered platelet production and adhesion, and thrombus 
formation in space crews: effects of high-LET ion exposure on platelet production and platelet 
endothelium interaction (AO-10-IBER-9)
L. De Marco1, A. Balduini2, G. Grossi3, 
1C.R.O.-IRCCS Aviano, Italy; 2Università di Pavia, Italy; 3Università di Napoli „Federico II, Italy.
The Italian Space Agency still did not set the proce-
dures for providing financial support for the project. For 
this reason the experimentation did not start yet. In the 
following a brief summary of background and strategy of 
the project. 
Ionising radiation exposure can result in an increased 
risk of late-occurring cardiovascular disease. However, it 
is still unclear to what extent Galactic Cosmic Radiation 
(GCR) may impact cardiac tissue, whose progressive loss 
of function is related to vascular damage. Being the maes-
tro of thromboregulation, endothelial cells (ECs) 
represent the target for the pathogenesis of cardiovascular 
radiation injury. Space mission crews are not likely to 
experience acute microvascular injuries, typical of high 
doses. On the other hand, chronic high-LET radiation 
may cause accelerated cellular senescence, which is in-
ducible in vitro by a variety of stressors, hence termed 
stress-induced premature senescence or SIPS, and can be 
associated with telomere length shortening and genomic 
instability. Moreover, space radiation may alter platelet 
homeostasis and induce abnormal platelet interaction with 
ECs through release of high-molecular weight von Wille-
brand factor (vWF), which is required for platelet adhe-
sion. Increased platelet adherence results in a higher 
probability of pathologic occlusion of vessels and throm-
bus formation. Radiation is already known to exert a pro-
thrombotic effects since an increased release of von Wil-
lebrand factor (vWF) stored  in ECs and to have a major 
impact in megakaryocytes maturation. 
With these premises, we will expose cardiac fibroblasts, 
the dominant cell type in the myocardium, or ECs of um-
bilical and aortic origin and CD34+ stem cells to high-
LET particles. The onset of SIPS will be studied using ȕ-
galactosidase activity and will be related to telomere 
length. The latter will be measured by IQ-FISH. To assess 
the influence of ion irradiation on the antithrombotic ac-
tivity of the endothelial lining of the arteries, platelet-
endothelium interaction will be studied under different 
flow conditions with a new video-imaging apparatus 
(SMART CLOT). The influence of ion irradiation will be 
also studied on the different stages of megakaryocyte ma-
turation, platelet production and platelet function using 
either using a static system or our newly developed 3D 
bioreactor. 
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The adipocyte-derived hormone leptin as novel tool for immunodepression  
consequent to cosmic ray exposure 
G. Matarese1, C. Procaccini1, V. De Rosa1, M. Galgani1, F. Natale2, S. Pappata3, and A. La Cava4  
1Laboratorio di Immunologia, IEOS-CNR, Napoli, IT; 2GSI Darmstadt, 3Nuclear Medicine, IBB-CNR, Napoli, IT; 
4Dept. of Medicine, UCLA, Los Angeles, CA, USA
Leptin is an adipocyte-derived cytokine-like hormone 
that links nutritional status to neuroendocrine and immune 
functions. The presence of leptin is important for immune 
homeostasis and survival of immune cells. An increased 
radiosensitivity has been reported in either leptin (ob/ob) 
or leptin receptor deficient (db/db) obese mice. Since as-
tronauts are exposed to space radiation (chronic but also 
possibly acute, in case of solar particle events) under con-
ditions of severe immunosuppression induced by the 
space environment (including microgravity), we propose 
the use of leptin as a countermeasure and possible im-
mune-reconstituting agent for acute and late effects of 
exposure to cosmic radiation. Recent reports have shown 
that leptin administration has the capacity to stimulate the 
immune system in cases of immunosuppression and infec-
tions, and actually clinically used in leptin deficient indi-
viduals, which are susceptible to infections in young age. 
We will investigate in human lymphocytes and in differ-
ent groups of mice either normal or leptin/LepR deficient 
how recombinant leptin replacement can be effective in 
preventing or treating immune depression and immune 
depletion observed upon exposure to X-rays and heavy 
ions at doses of 0.5 and 5 Gy. Parallel haematological and 
physiological parameters (including body weight and fat 
mass) will be also investigated. The results should indi-
cate whether leptin supplementation can be used as a 
countermeasure for space radiation exposure and immune 
suppression/depletion during spaceflight. 
 
 
Preliminary data 
 
Our group of research has generated substantial evi-
dence that supports the notion that leptin is able to main-
tain survival of human and mouse T lymphocytes. In hu-
mans leptin has been shown to be a safe and effective 
treatment to increase the number of T cells in leptin-
deficient subjects. Our group has been contributing to 
such study in humans. Also, it has been shown that leptin 
and LepR deficient mice have an increased susceptibility 
and reduced survival to radiation exposure. 
Mouse: We have shown in leptin deficient mice that 
leptin increases the number of T cells and increases the 
size of lymphoid organs such as spleen and thymus upon 
0.5 Gy X-ray irradiation. 
Human: In malnourished humans the condition of im-
mune depletion resembles that observed in individuals 
exposed to low doses of radiations. In this context, we 
have currently a clinical trial, in which women with hypo-
thalamic amenorrhea and malnutrition (HA subjects) 
show a reduced number of T cells in the periphery similar 
to radiation exposed humans. Leptin vs placebo treatment 
(36 weeks) showed in these women a significant increase 
in lymphocytes of the CD4+ T cell subset in the periphery, 
suggesting the capacity of leptin to revert the immune 
depletion and immune suppression observed in HA and 
malnutrition. The other cell types were not affected such 
as B and NK cells. Also in the CD4+ subset both memory 
and naive T cells were significantly restored at levels 
comparable to normal individuals. These data suggest that 
leptin replacement is affective and safe in reversing im-
mune suppression in individuals with reduced nutritional 
intake. Taken together mouse and human data suggest 
that leptin in vivo could be considered and tested as pos-
sible countermeasure to treat radiation exposed-
individuals, due to it marked and effective capacity to 
increase survival of immune cells in conditions of leptin 
deficiency and reduced caloric intake. 
 
References 
[1] De Rosa V, Procaccini C, Calì G, Pirozzi G, Fontana 
S, Zappacosta S, La Cava A, Matarese G.A key role of 
leptin in the control of regulatory T cell proliferation. 
Immunity. 2007 Feb;26(2):241-55. 
[2] Galgani M, Procaccini C, De Rosa V, Carbone F, 
Chieffi P, La Cava A, Matarese G. Leptin modulates the 
survival of autoreactive CD4+ T cells through the nutri-
ent/energy-sensing mammalian target of rapamycin sig-
naling pathway. J Immunol. 2010 Dec 15;185(12):7474-9. 
[3] La Cava A, Matarese G.The weight of leptin in im-
munity.Nat Rev Immunol. 2004 May;4(5):371-9.  
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Novel and in situ shielding materials for protection of planetary bases from    
cosmic rays* 
M.Durante1,2 and F.A. Cucinotta3 
1GSI, Darmstadt, Germany; 2TU Darmstadt, Germany; 3NASA Johnson Space Center, Houston, TX, USA.
Shielding is very difficult in space: the very high en-
ergy of the cosmic rays and the severe mass constraints in 
spaceflight represent a serious hindrance to effective 
shielding. Active shielding would have to overcome chal-
lenging technical hurdles to protect against GCR. Passive 
shielding can be effective for solar particle events; how-
ever, it is limited for galactic cosmic rays (GCR). Devel-
opment of novel materials and exploitation of in situ re-
sources for shielding may greatly reduce the radiation risk 
on planetary bases [1]. 
 
Novel materials 
Polyethylene has been identified as a useful structural 
polymer for spacecraft shielding with various fabrication 
strategies developed for damage tolerant stiff structure 
and inflatable vehicles. An important challenge is how to 
form high-density polyethylene fiber with polyethylene 
matrix and bond the resulting composite face sheets to 
form polyethylene foams. Approaches considered are 
plastic thermo-sets, aliphatic systems and e-beam curing. 
Aliphatic systems lose strength at both low and high tem-
peratures to be expected under space conditions. Wilson 
has discussed the usage of aliphatic/aromatic hybrid 
polymers as improvement to a purely aliphatic systems. 
Carbon nano-tubes with high hydrogen content offer a 
distinct approach and are under investigation for im-
proved structural layouts.  
 
In situ materials 
Because of the high costs of launch mass in-situ shield-
ing on the lunar or Mars surface are of interest and may 
require distinct approaches since a higher relative fraction 
of astronaut exposures on the Mars surface are due to 
neutrons compared to the lunar surface due to the Mars 
atmosphere both depleting heavy ions and adding neu-
trons. The exposure to astronauts will depend on which 
region of Mars a habitat occupies, because large varia-
tions in secondary neutrons can occur due to the soil 
composition as well as seasonal variations due to the 
presence of protective ice (water or perma-frost) as shown 
in Fig. 1. Landing sites will likely be chosen by science 
requirements, however may require distinct shielding ap-
proaches dependent on the fractional contribution from 
neutrons to the total risk. Digging regolith to shield plane-
tary habitats with bring along equipment is one approach 
considered. Certainly, exposures could be reduced sub-
stantially if several meters of regolith are used to cover a 
habitat albeit the view and creation of astronaut moles is 
not preferred.  
 
* Work supported by ESA-ISRU grant  
The moon is known to contain lava tubes as well as cra-
ters that partially shield space radiation, and Mars has 
similar  geographical features to increase habitat shield-
ing. In situ hydrogen or perhaps launched boron could be 
used to create regolith shielding bricks, however will re-
quire new manufacturing approaches on  planetary sur-
faces.  
 
Accelerator tests 
    A campaign of measurements of novel and in situ ma-
terials for heavy ion shielding is under way at GSI and 
supported by ESA [2]. Materials will be produced in 
blocks and tested for (a) dose attenuation (Bragg curves); 
(b) neutron production; and (c) microdosimetry spectra. 
Results will be used to develop new shielding strategies 
on planets. 
 
 
 
Figure 1 Seasonal variation of the integral neutron flu-
ence above 10 MeV on Mars due to ice buildup reducing 
regolith backscattered neutrons [1].  
References 
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Juni 2011)  
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Experiments performed at the GSI accelerators in 2011 
Compiled by Andreas Tauschwitz, beam time coordinator 2011 
 
 
 
In all tables 1 shift represents 8 hours of beam delivered to an experiment including necessary ac-
celerator tuning time. 
 
 
Exp Short title Spokesperson Area Ion Shifts  main 
Shifts 
parasitic
U224 X-ray projectile and target radiation Rosmej Z6 50Ti  3 
U239 Towards element 117 Düllman X8 40Ar, 48Ti 22  
U245 Electron-capture delayed fission in the lead region Andreyev Y7 60Ni 13  
U258 Synthesis of New Elements at TASCA Düllmann X8 50Ti 131  
U261 X-ray Fingerprinting of Z=115 Decay Chains Rudolph X8 48Ca 18  
U264 Investigation of rare isotopes with SHIPTRAP Block Y7 48Ca, 50Ti 20 21 
U265 Energy loss in indirectly heated dense plasma  Roth Z6 48Ca  24 
U266 Investigation of  low Z foams as plasma targets  Rosmej Z6 50Ti  12 
U267 Study of superheavy elements using 248Cm targets Hofmann Y7 54Cr 105  
UBIO Biology Experiments at UNILAC Friedrich / Voss X0, X6
C, Au, Cr, 
Sn 12 43 
UMAT Material Science Proposals at the UNILAC Severin / Voss X0, UU, M Au, Xe 79 71 
 
 
E064 Light-ion induced reactions in storage rings Chartier ESR 40Ar 6  
E074 Radiative Double Electron Capture Warczak ESR 54Cr 6  
E075 HITRAP commissioning Herfurth HI TRAP Xe, 
54Cr,14N 37  
E079 Isotope shift in dielectronic rec. of L-shell ions Brandau ESR U 17  
E082 Single-Ion spectroscopy of two-body beta-decays Litvinov ESR 152Sm 16  
E083 Laser spectroscopy of lithium-like bismuth  Nörtershäuser ESR Bi 21  
E087 Breakout from the hot CNO cycles in X-ray bursters Woods ESR 22Ne 4  
E090 Bremsstrahlung during Electron Transfer to  Continuum Hagmann ESR Bi 9  
E092 Radiative transitions into bare heavy ions Tashenov ESR U 20  
E101 Electron-impact excitation of K-shell transitions  Thorn ESR Bi 2  
E103 Quasi-Molecular Radiation:  Impact Parameter  Studies  Gumberidze ESR Bi 9  
E111 Measurement of Breit interaction in Be-like U-ions Trotsenko ESR U 10  
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Exp Short title Spokesperson Area Ion Shifts main 
Shifts 
parasitic
S323 Beta-decay of very neutron-rich Rh, Pd, Ag nuclei  Montes FRS U, Bi 11 8 
S338 Strangeness in heavy ion collisions Herrmann HTB 14N 1  
S339 Pion-induced In-medium Production of  Strangeness Hartmann HTB 14N 42  
S358 Nuclear spatial structure of neutron-rich B and C  Khanzadeev FRS-HTC 
22Ne 30  
S362 Test of the GEM-TPC prototype for PANDA  Ketzer HTB 22Ne  12 
S364 Proton and neutron radial distributions  Benlliure HFS 112Sn, 124Sn 15  
S370 Investigation of excited states in He-like uranium  Reuschl HTA U 8  
S371 Nuclear reactions for medical and space applications Cuttone HTC C 32  
S375 Recoiling through ferromagnetic hosts Jungclaus HFS 54Cr  8 
S377 Neutron-deficient sd-shell nuclei  Reiter HFS 36Ar, 54Cr 12 12 
S378 Characterization of the H2-target at PRESPEC Obertelli HFS 54Cr  8 
S386 DIRCs for the PANDA detector Schwarz HTD 14N  16 
S390 Test of the AIDA Detector System for DESPEC Liu HTD Bi  6 
S391 PRESPEC Commissioning Request Bentley HFS 54Cr  8 
S394 Symmetry Energy at Supra-Saturation Densities  Lemmon HTC Au, Ru, Zr 37 12 
S395 Determination of proton radii and neutron skin  Kanungo HFS 22Ne, 40Ar 20  
S398 Electrical Conductivity of  WDM  Udrea HHT   18 
S402 Cryogenic Ion Catcher for SIS100 Bozyk HHT Bi, Au, Ta 4 14 
S405 64Ni(p,n) reaction in inverse kinematics  Reifarth HTC 152Sm 16  
S407 Investigation of baryon rich dense nuclear matter  Salabura HAD Au 11 12 
S408 Constraining the symmetry energy of the EoS  Krasznahorkay FRS-HTC 
124Sn 12  
S410 Measurement of beta-delayed neutrons  Domingo-Pardo FRS U 16  
S411 Cryogenic Stopping Cell for the Super-FRS Dendooven FRS U 11  
S415 R&D on advanced detection techniques  Taieb HTD U, 124Sn  19 
S419 Commissioning of HISPEC/DESPEC detectors Algora FRS U  3 
S420 Activation of FAIR relevant construction materials Chetvertkova HHD U, 14N 2 8 
S423 Radiation hardness of FAIR insulating materials Seidl HTA, X0 U, 
54Cr 2 3 
SBIO Biology Experiments at SIS Scholz HTA, HTM C 12,5  
STHE Therapy Studies: Physics and Technology Bert HTM  16  
STUN Beam Tuning for Bio- and Therapy Experiments Scholz/Bert HTM  14  
SMAT Materials research at SIS Trautmann / Schuster HTA Bi, Au 14  
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GSITemplate2007 
Cross references to experimental proposal numbers, GSI F&E projects and 
main universities contracts 
 
Experimental proposal numbers 
 
10-IBER-13: CANCER-80 
50WB0929: CANCER-74 
AO10IBER1: CANCER-78 
AOIBER10: CANCER-85 
BIO05002: CANCER-17 
BIO-05-003: CANCER-13, CANCER-14, CANCER-15, 
CANCER-16, CANCER-20, CANCER-25, CANCER-27, 
CANCER-72,  
BIO-05-009: CANCER-02, CANCER-03, CANCER-04, 
CANCER-05, CANCER-06, CANCER-08, CANCER-10, 
CANCER-11, CANCER-12 
BIO-05-011: CANCER-29 
CBM: PHN-NQM-CBM-28 
E000: PNI-AP-25 
E048: PHN-NUSTAR-FRS-15, PHN-NUSTAR-FRS-16 
E062: PHN-NUSTAR-NR-23 
E064: PHN-NUSTAR-NR-08 
E067: PNI-AP-03 
E083: PNI-AP-01 
E084: PHN-NUSTAR-FRS-19, PHN-NUSTAR-FRS-21 
E090: PNI-AP-15 
E103: PNI-AP-09 
IBER-16: CANCER-81, CANCER-83 
IBER2 ESA: CANCER-07 
P035: PNI-PP-21 
P036: PNI-PP-05 
P041: PNI-PP-04 
P045: PNI-PP-18 
PANDA: PHN-HSD-PANDA-12, PHN-HSD-PANDA-
13, PHN-HSD-PANDA-14 
PT-05-002: CANCER-57, CANCER-58, CANCER-63 
PT16: CANCER-49, CANCER-50 
S130: PHN-NQM-CBM-32, PHN-NQM-CBM-33 
S200: PHN-NQM-HADES-05 
S287: PHN-NUSTAR-NR-21 
S295: PHN-NUSTAR-NR-15 
S296: PHN-NUSTAR-NR-18 
S306: PHN-NUSTAR-NR-20 
S318: PHN-NUSTAR-NR-17 
S323: PHN-NUSTAR-FRS-03, PHN-NUSTAR-FRS-05 
S325: PHN-NQM-FOPI-01, PHN-NQM-FOPI-02 
S333: PHN-NQM-HADES-08, PHN-NQM-HADES-14, 
PHN-NQM-HADES-15 
S339: PHN-NQM-FOPI-05, PHN-NQM-FOPI-06, PHN-
NQM-FOPI-07 
S341: PHN-NUSTAR-FRS-09 
S349: PHN-NQM-FOPI-03, PHN-NQM-FOPI-04 
S369: PHN-NUSTAR-FRS-11 
S370: PNI-AP-06 
S371: CANCER-66, CANCER-67, CANCER-68, CAN-
CER-69, CANCER-70 
S377: PHN-NUSTAR-FRS-10 
S378: PHN-NUSTAR-FRS-13 
S389: PHN-NUSTAR-FRS-07 
S393: PHN-NUSTAR-NR-12, PHN-NUSTAR-NR-13, 
PHN-NUSTAR-NR-14 
S394: PHN-NQM-FOPI-11, PHN-NQM-FOPI-12 
S395: PHN-NUSTAR-FRS-08 
S402: PHN-ACC-RD-29 
S405: PHN-NUSTAR-NR-22 
S410: PHN-NUSTAR-FRS-04, PHN-NUSTAR-FRS-05 
S411: PHN-NUSTAR-FRS-24, PHN-NUSTAR-FRS-26 
S8355: CANCER-75 
U14: PHN-ACC-RD-58 
U182: PHN-NUSTAR-SHE-12 
U200: PHN-NUSTAR-SHE-06 
U207: PHN-NUSTAR-SHE-15 
U225: PHN-NUSTAR-SHE-05 
U249: PHN-IS-DL-05 
U249: PHN-IS-DL-06 
U250: PHN-NUSTAR-SHE-04 
U252: PNI-PP-08 
U255: PHN-NUSTAR-FRS-23 
U258: PHN-NUSTAR-SHE-02 
U258: PHN-NUSTAR-SHE-08, PHN-NUSTAR-SHE-13 
U261: PHN-NUSTAR-SHE-03 
U264: PHN-NUSTAR-SHE-07, PHN-NUSTAR-SHE-09 
U266: PNI-PP-07, PNI-PP-15, PNI-PP-16, PNI-PP-17 
U267: PHN-NUSTAR-SHE-01, PHN-NUSTAR-SHE-16 
U270: PNI-MR-13 
U271: PNI-MR-14, PNI-MR-15, PNI-MR-16, PNI-MR-
21 
U274: PNI-PP-11 
UMAT: PNI-MR-09 
 
GSI E&E projects 
 
BOWIED1012+27: PHN-HSD-PANDA-12, PHN-HSD-
PANDA-13, PHN-HSD-PANDA-14 
DDPLUN1012+21: PNI-AP-27, PNI-AP-28, PNI-AP-30, 
PNI-AP-34,  
DDWEBE1012+24: PNI-MR-12 
DDZSCH1012+30: PNI-AP-19 
EILIAK+9: CANCER-74 
EREYRI1012+3: PHN-HSD-PANDA-06 
GFMARX1012+18: PHN-NUSTAR-SHE-07 
HDENSS+2: PNI-AP-21 
HDHERR+8: PHN-NQM-CBM-31, PHN-NQM-CBM-
35, PHN-NQM-CBM-36, PHN-NQM-FOPI-01, PHN-
NQM-FOPI-02 
KJOLIE1012+10: PHN-NUSTAR-FRS-05, PHN-
NUSTAR-FRS-11, PHN-NUSTAR-FRS-30 
LMTHIR1012+23: PHN-NUSTAR-SHE-18 
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MSKHOU1012+13: PHN-HSD-PANDA-01 
MSWESS1012+26: PHN-NQM-CBM-22, PHN-NQM-
CBM-25, PHN-NQM-CBM-28 
TMFABI1012+4: PHN-NQM-FOPI-03, PHN-NQM-
FOPI-09, PHN-NQM-HADES-14 
TMKRUE1013+20: PHN-HSD-PANDA-04, PHN-HSD-
PANDA-05, PHN-NQM-FOPI-10 
TMPAUL1012+14: PHN-IS-DL-01, PHN-NUSTAR-NR-
08, PHN-NUSTAR-NR-09, PHN-NUSTAR-NR-14, 
PHN-NUSTAR-NR-16, PHN-NUSTAR-NR-20 
TMWEIS1012+25: PHN-NQM-T-HQ-02 
WKAMPE1011+11: PHN-NQM-CBM-23 
WMUELL1012+16: PNI-MR-34 
WOKEID1012+12: PHN-IS-EE-08 
 
 
Main universities co-operations contracts 
Darmstadt  
CANCER-01, CANCER-04, CANCER-05, CANCER-24, 
CANCER-26, CANCER-34, CANCER-46, CANCER-52, 
CANCER-56, CANCER-58, CANCER-60, CANCER-63, 
CANCER-64, CANCER-75, CANCER-76, CANCER-81, 
CANCER-82, CANCER-84, PHN-ACC-RD-16, PHN-
ACC-RD-19, PHN-ACC-RD-20, PHN-ACC-RD-21, 
PHN-ACC-RD-26, PHN-ACC-RD-29, PHN-ACC-RD-
32, PHN-ACC-RD-33, PHN-ACC-RD-37, PHN-ACC-
RD-41, PHN-ACC-RD-51, PHN-ACC-RD-52, PHN-
ACC-RD-53, PHN-ACC-RD-59, PHN-ACC-SP-07, 
PHN-IS-IT-13, PHN-NQM-CBM-51, PHN-NQM-CBM-
52, PHN-NQM-CBM-53, PHN-NQM-CBM-56, HN-
NUSTAR-FRS-09, PHN-NUSTAR-FRS-23, PHN-
NUSTAR-FRS-28, PHN-NUSTAR-NR-01, PHN-
NUSTAR-NR-03, PHN-NUSTAR-NR-12, PHN-
NUSTAR-NR-14, PHN-NUSTAR-NR-17,PHN-
NUSTAR-NR-18, PHN-NUSTAR-NR-19, PHN-
NUSTAR-NR-21, PHN-NUSTAR-SHE-15, PHN-
NUSTAR-T-03, PHN-NUSTAR-T-04, PHN-NUSTAR-
T-05, PHN-NUSTAR-T-08, PHN-NUSTAR-T-10, PHN-
NUSTAR-T-13, PNI-ACC-07, PNI-ACC-10, PNI-AP-18, 
PNI-MR-02, PNI-MR-17, PNI-MR-18, PNI-MR-19, NI-
MR-20, PNI-PP-05, PNI-PP-08, PNI-PP-09, PNI-PP-11, 
PNI-PP-18, PNI-PP-25, PNI-PP-28, PNI-PP-31 
 
Frankfurt  
PHN-ACC-RD-07, PHN-ACC-RD-08, PHN-ACC-RD-
09, PHN-ACC-RD-10, PHN-ACC-RD-11, PHN-ACC-
RD-23, PHN-ACC-RD-25, PHN-ACC-RD-50, PHN-
ACC-RD-58, PHN-IS-DL-04, PHN-IS-EE-06, PHN-IS-
IT-08, PHN-NQM-ALICE-03, PHN-NQM-ALICE-04, 
PHN-NQM-ALICE-06, PHN-NQM-ALICE-07, PHN-
NQM-ALICE-08, PHN-NQM-ALICE-09, PHN-NQM-
ALICE-10, PHN-NQM-ALICE-12, PHN-NQM-CBM-03, 
PHN-NQM-CBM-04, PHN-NQM-CBM-05, PHN-NQM-
CBM-06, PHN-NQM-CBM-08, PHN-NQM-CBM-09, 
PHN-NQM-CBM-10, PHN-NQM-CBM-11, PHN-NQM-
CBM-26, PHN-NQM-CBM-38, PHN-NQM-CBM-39, 
PHN-NQM-CBM-40, PHN-NQM-CBM-41, PHN-NQM-
CBM-44, PHN-NQM-CBM-45, PHN-NQM-CBM-46, 
PHN-NQM-CBM-47, PHN-NQM-CBM-49, PHN-NQM-
CBM-50, PHN-NQM-CBM-54, PHN-NQM-CBM-55, 
PHN-NQM-HADES-01, PHN-NQM-HADES-03, PHN-
NQM-HADES-04, PHN-NQM-HADES-05, PHN-NQM-
HADES-07, PHN-NQM-HADES-11, PHN-NQM-
HADES-12, PHN-NQM-HADES-13, PHN-NQM-T-HQ-
01, PHN-NQM-T-SI-01, PHN-NUSTAR-FRS-07, PHN-
NUSTAR-NR-06, PHN-NUSTAR-NR-13, PHN-
NUSTAR-NR-15, PHN-NUSTAR-NR-22, PHN-
NUSTAR-NR-23, PHN-NUSTAR-NR-26, PHN-
NUSTAR-NR-27, PHN-NUSTAR-T-11, PNI-ACC-06, 
PNI-ACC-11, PNI-ACC-12, PNI-AP-09, PNI-AP-10, 
PNI-AP-15, PNI-AP-26, PNI-PP-04, PNI-PP-07, PNI-PP-
10, PNI-PP-12, PNI-PP-13, PNI-PP-14, PNI-PP-15, PNI-
PP-16, PNI-PP-17, PNI-PP-26, PNI-PP-27, PNI-PP-32 
 
 
Gießen  
PHN-HSD-PANDA-10, PHN-NQM-CBM-48, PHN-
NQM-T-SI-02, PHN-NQM-T-SI-03, PHN-NQM-T-SI-
04, PHN-NUSTAR-FRS-01, PHN-NUSTAR-FRS-03, 
PHN-NUSTAR-FRS-04, PHN-NUSTAR-FRS-05, PHN-
NUSTAR-FRS-19, PHN-NUSTAR-FRS-20, PHN-
NUSTAR-FRS-21, PHN-NUSTAR-FRS-24, PHN-
NUSTAR-FRS-25, PHN-NUSTAR-FRS-26 
 
 
Heidelberg  
CANCER-55, PHN-IS-EE-08, PHN-NQM-ALICE-11, 
PHN-NQM-CBM-31, PHN-NQM-CBM-32, PHN-NQM-
CBM-33, PHN-NQM-CBM-35, PHN-NQM-CBM-36, 
PHN-NQM-FOPI-01, PHN-NQM-FOPI-02, PNI-AP-14, 
PNI-AP-21, PNI-AP-23, PNI-AP-25, PNI-AP-29, PNI-
AP-31, PNI-AP-32, PNI-AP-33, PNI-MR-23 
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Statutory organs and scientific advisory committees of GSI (2011) 
 
Compiled by K. Füssel 
 
Supervisory Board/Aufsichtsrat: 
 
Dr. B. Vierkorn-Rudolf [chair], 
Bundeministerium für Bildung und Forschung, Bonn/Berlin (Germany), 
as representative of the Federal Republic of Germany 
 
Ministerialrätin O. Keppler, 
Bundesministerium für Bildung und Forschung, Bonn/Berlin (Germany), 
as representative of the Federal Republic of Germany 
 
Ministerialdirigent Dr. R. Bernhardt, 
Hessisches Ministerium für Wissenschaft und Kunst, Wiesbaden (Germany), 
as representative of the State of Hesse in Germany 
 
Prof. Dr. K.-H. Kampert 
Bergische Universität Wuppertal (Germany), 
as representative of the Scientific Council of GSI 
 
Scientific Directorate/Wissenschaftliches Direktorium WD: 
 
Prof. Dr. H. Stöcker, P. Hassenbach (since September 1, 2011) 
Dr. H. Eickhoff, Prof. Dr. K. Langanke  
 
Divisions/Bereiche: 
Accelerator: O. Kester 
Finances / Controlling / admin. Organisations: N.N. 
Personnel and Legal Services: A. Lambert 
Research: K. Langanke 
Technical Infrastructure: B. Schönfelder 
 
Research Areas/Forschungsschwerpunkte: 
APPA / PNI + Health: T. Stöhlker 
CBM / NQM: J. Stroth 
NuSTAR / ENNA: C. Scheidenberger 
PANDA / HSD: K. Peters 
IT: V. Lindenstruth 
 
Research Divisions/Forschungsabteilungen: 
ALICE: P. Braun-Munzinger/ S. Mascciochi (since October 1, 2011) 
Atomic Physics: T. Stöhlker 
Biophysics: M. Durante 
CBM: P. Senger 
Core-IT: K. Miers (since October 1, 2011) 
FOPI: Y. Leifels 
FRS/SFRS: H. Geissel 
Gamma-Spectroscopy: J. Gerl / N. Pietralla 
HADES: J. Stroth 
Hadron Physics I: K. Peters 
Hadron Physics II: F. Maas 
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High Performance Computing: W. Schön 
Materials Research: C. Trautmann  
Nuclear Reactions: T. Aumann 
Plasma Physics and PHELIX: T. Stöhlker (provisional) 
Scientific Computing: P. Malzacher 
SHE-Chemistry: C. E. Düllmann 
SHE-Physics: F.-P. Hessberger 
Theory: H. Feldmeier, C. Greiner, F. Karsch, J. Wambach 
 
 
Scientific Council/Wissenschaftlicher Rat WR: 
http://www.gsi.de/informationen/users/EAC/wr/ 
 
K.-H. Kampert [chair], Bergische Universität Wuppertal (Germany);  
D. von Harrach [vice chair], Johannes-Gutenberg-Universität Mainz (Germany);  
A. Bracco, University of Milano (Italy); P. Chomaz, Irfu/SPP, Gif-sur-Yvette (France); R. 
Hayano, University of Tokyo (Japan); R. Heuer, European Organization of Nuclear Research, 
CERN, Geneva (Switzerland); B. Jacak, Stony Brook University, Stony Brook, New York 
(USA); S. Myers, CERN AB, Geneva (Switzerland); T. Roser, BNL, Upton (USA); R. 
Sauerbrey, Forschungszentrum Rossendorf, Dresden (Germany); D. Vernhet, Université Paris 
(France); M. C. Wiescher, University of Notre Dame, Notre Dame, Indiana (USA). 
Secretary: K.-D. Groß 
 
Scientific Committee/Wissenschaftlicher Ausschuss WA: 
http://www-w2k.gsi.de/wa/scientific_committee.htm 
 
H. Simon [chair]; Y. Leifels [vice chair]; D. Ackermann; E. Badura; J. Heuser; B. Lommel; 
M. Lutz; P. Malzacher; M. Reich-Sprenger; C. Schmidt; L. Schmitt; M. Scholz; G. Schreiber; 
J. Stadlmann; M. Steck; C. Trautmann; H. Weick; U. Weinrich; A. Bräuning-Demian (guest); 
H. Kreiser (guest). 
 
 
Scientific Advisory Committees of GSI 
 
GSI General Program Advisory Committee G-PAC: 
http://www.gsi.de/informationen/users/EAC/ea/ 
 
P. Giubellino[chair], INFN Turin, Turin (Italy);  
B. Blank, CEN Bordeaux-Gradignan, Gradignan (France); Y. Blumenfeld, CERN, Geneva 
(Switzerland); W. Catford, University of Physics, Guilford (UK); R. Hoekstra, KVI 
Groningen, Groningen (The Netherlands); S. Leupold, Uppsala University, Uppsala (Sweden); 
N. Pietralla, Technische Universität Darmstadt, Darmstadt (Germany); H. Schatz, Michigan 
State University, East Leasing (USA); R. Schuch, Stockholm University, Stockholm 
(Sweden); A. Türler, Paul Scherer Institut, Villigen (Switzerland); M. Wada, RIKEN, Saitama 
(Japan); M. Weidemüller, Ruprecht-Karls-Universität Heidelberg, Heidelberg (Germany). 
 
GSI Phelix and Plasmaphysics Program Advisory Committee (PPAC): 
http://www.gsi.de/informationen/users/EAC/ppac/ 
 
D. Schneider [chair], LLNL-PAT/NIF, Livermore, California (USA);  
S. Jacquemot, LULI, Ecole Polytechnique, Palaiseau (France); B. G. Logan, LBL, Berkeley, 
California (USA); G. Maynard, CNRS, Orsay (France); O. Willi, Heinrich Heine Universität 
Düsseldorf, Düsseldorf (Germany). 
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GSI Biophysics & Radio-Biology Program Advisory Committee (Bio-PAC): 
http://www.gsi.de/informationen/users/EAC/bio-pac/ 
 
G. Reitz [chair], Deutsches Zentrum für Luft- und Raumfahrt (DLR), Cologne (Germany);  
F. A. Cucinotta, NASA Johnson Space Center, Houston, Texas (USA); D. Goodhead, 
Emeritus Director of the Med. Res. Council Rad. and Genome Stability Unit, Oxford (United 
Kingdom); T. Haberer, HIT Betriebs GmbH am Universitätsklinikum Heidelberg, Heidelberg 
(Germany); A. Kronenberg, Lawrence Berkeley National Laboratory, Berkeley, California 
(USA); L. Sabatier, Institute of Cell. & Mol. Radiation Biology, Fonteney-aux-Roses 
(France). 
 
GSI Materials Research Program Advisory Committee (Mat-PAC): 
http://www.gsi.de/informationen/users/EAC/mat-pac/ 
 
P. Apel, JINR, Dubna (Russia); S. Bouffard, CEA-CNRS-ENSICAEN, Caen (France);  
K. Hjort, University of Uppsala, Uppsala (Sweden); W. Wesch, Friedrich-Schiller-Universität 
Jena, Jena (Germany). 
 
Program Advisory Committee for FAIR-Related Beam Time Proposals  
(F-PAC): 
 
J. Stadlmann [chair], GSI; L. Schmitt, GSI; W. Müller, GSI; C. Trautmann, GSI; H. Weick, 
GSI. 
 
GSI Users' Group Executive Committee (UEC): 
http://www.gsi.de/forschung/usersgroup/index.html 
 
Nuclear Structure: 
T. Faestermann (Germany); M. Pfutzner (Poland); D. Cortina (Spain); A. Jungclaus (Spain); 
P. Regan [past chair], (UK) 
Nuclear Collision: 
P. Salabura (Poland); T. Matulewicz (Poland); Nicole Bastid (France) 
Atomic Physics: 
D. Dauvergne (France); A. Mueller (Germany) 
Plasma Physics: 
J. Jacoby (Germany); T. Kühl (Germany) 
Heavy Elements: 
J. Kratz (Germany); A. Türler (Germany) 
Theory: 
W. Cassing (Germany) 
Biophysics: 
M. Löbrich (Germany) 
Materials Research: 
W. Ensinger [chair], (Germany) 
Students: 
B. Schuster (Germany) 
 
Scientific Coordination: 
 
Dr. K.-D. Groß 
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