Gesture recognition is a challenging problem in the field of biometrics. In this paper, we integrate Fisher criterion into Bidirectional Long-Short Term 
Introduction
Towards natural human-computer interaction, the emergence of smartphones has changed our lives and made our lives more convenient. The interaction recognition systems.
2. We integrate Fisher criterion into BLSTM network to improve the traditional softmax loss training function. Extensive experiments on our MGD, BUAA Mobile Gesture database, and a public database are conducted to verify the superior performance of the proposed networks.
The rest of the paper is organized as follows. Section 2 introduces the related works, and Section 3 describes the details of the proposed method. Experiments and results are presented in Section 4. Finally, Section 5 concludes the paper.
Related Work
Gesture recognition has been extensively investigated in the last two decades, and remarkable advances are achieved using inertial sensors in mobile devices [22, 23, 24, 25] . For the application of human computer interaction, Rekimoto et al. [22] detected the movement of arm using a specific wearable device. But it is difficult to get high precision in practice because of large size of the equipment.
Fresca et al. [26] studied and recognized human gesticulation and the manipulation of graspable and movable everyday artifacts as a potentially effective means for the interaction with smart things. Parsani et al. [27] designed an embedded system which could analyze and recognize smartphone gestures involving a combination of straight line motions in three dimensions. Roy et al. [28] suggested that the walking direction should be detectable through the accelerometer and get blended into various other motion patterns during the act of walking, including up and down bounce, side-to-side sway, swing of arms or legs, etc.. They also analyzed the human walking dynamics to estimate the dominating forces and used this knowledge to find the heading direction of the pedestrian. For the application of biological monitoring, Park et al. [29] demonstrated a very promising application to classify and monitor heartbeats, while Nandakumar et al. [30] monitored sleep apnea using the sensors in smartphones to develop more convenient conditions for gesture recognition [31] . Besides, there are also some other applications. As reported in [32] , Agrawal et al.proposed a system called PhonePoint Pen that uses the built-in accelerometer in mobile phones to recognize the human writing. The system, based on Nokia N95 platform, was evaluated through 10 students and 5 hospital patients. Results showed that English characters can be identified with an average accuracy of 91%. The system presented a promising prospect for mobile based gesture recognition.
Mobile gesture recognition has provided new directions and also delivered compelling performance for the application of machine learning. Hofmann et al. [33] proposed a recognition scheme based on Hidden Markov Models (HMM) [34] and used discrete HMM (dHMM) to recognize dynamic gestures.
The approach essentially divided the input data into different regions and assigned each of them to a corresponding codebook for classifying them with dHMM. The vector codebook was obtained by a clustering method, serving as an unsupervised learning procedure to model the feature vector distribution in the input data space. The experiments were carried out using 500 training gestures with 10 samples per gesture, yielding an accuracy of 95.6% for 100 test gestures. In [24] , gestures were captured with a small wireless sensor-box that produced three dimensional acceleration signal. Kallio et al.trained the dHMM model by using five states and a codebook size of eight. They measured the recognition accuracy of system using four degrees of complexity. In [35] , an HMM model was trained with five states, achieving a rate of 96.1% accuracy for classifying 8 gestures. Pylv et al. [36] proposed a method based on continuous HMM (cHMM), which takes correlated time information into consideration.
The experiment achieved reliable results, with 96.67% of correct classification on a database of 20 samples for 10 gestures. In [37] , multi-stream HMM consisting of EMG and ACC streams was utilized as decision fusion method to recognize hand gestures. For a data set of 18 gestures, each trained with 10 repetitions, the average recognition accuracy was about 91.7% in real application.
Besides HMM, a few other popular techniques have been used in gesture recognition. Akl et al. proposed a gesture recognition system based primarily on a single 3 dimensional accelerometer, by employing DTW [38] . The system defined a dictionary of 18 gestures and a database of 3700 repetitions from 7 users and got up to 90% classification accuracy in the experiment. David et al. [39] proposed two approaches including Naive Bayes and DTW for recognizing four gesture types from five different subjects in the experiment. The results revealed Bayesian classification is better than DTW. Wu et al. [40] employed multi-class Support Vector Machine (SVM) for user-independent gesture recognition and demonstrated that SVM significantly outperformed other methods including DTW, Naive Bayes and HMM. In [41] , Wang et al. combined LCS and SVM to perform the classification task and achieved the classification accuracy of 93%. Another line of research focuses on the feature extraction and selection. For example, the principle component analysis was used for feature selection and dimensionality reduction in gesture classification [42] . In [43] , the hybrid features combined short-time energy with Fast Fourier Transform, denoting the fusion of time-domain features and frequency-domain features, were presented for recognizing seventeen complex gestures on cell phone. An average recognition accuracy of 89.89% was obtained using multi-class SVM.
Driven by the tremendous success of deep learning, the research paradigm has been shifted from traditional approaches to deep learning methods for mobile gesture recognition [20, 21] . Shin et al. [20] developed a dynamic hand gesture recognition technique using recurrent neural network (RNN) algorithm. The gesture recognition model was trained using the SmartWatch Gestures database [44] . Each gesture sequence contains acceleration data from the 3 dimensional accelerometer. An evaluation of the network size was presented, and the best performance was obtained by using the LSTM layer with the size of 128. Lefebvre [21] carried out gesture recognition experiments on a database consisted of both accelerometer and gyrometer sensors. The sensor data was captured using an Android Nexus S Samsung device. 22 participants, from 20 to 55 years old, contributed to the database of the 14 symbolic gestures.
The results showed that gesture recognition utilizing both sensors can achieve better performance than using each individual sensor. Moreover, the BLSTM based method achieved an accuracy of 95.57% on the database of total 1540 gestures. To the best of our knowledge, the BLSTM based method is currently the state-of-the-art baseline and performs better than previous approaches such as cHMM, DTW, FDSVM and LSTM.
The Proposed Approach
In this section, we first describe the network structures of Bidirectional LongShort Term Memory (BLSTM) and its variant -LSTM with Gate Recurrent Unit (BGRU). Then, we propose to incorporate the Fisher criterion to improve the discriminative power of these deep models, dubbed F-BLSTM and F-BGRU.
Bidirectional LSTM
We briefly describe the LSTM unit which is the basic building block of the proposed F-BLSTM model. The neurons of LSTM contain a constant memory cell name, which has a state c t at time t. A LSTM neuron unit is presented in detail at the bottom of Fig. 2 . Each LSTM unit for reading or modifying is controlled through a sigmoidal input gate i t , a forget gate f t and an output gate o t . At each time step t, LSTM unit receives inputs from two external sources at each of the three gates. The current frame x t and previous hidden states h t−1 are two sources, and the cell state c t−1 in the cell block is an internal source of each gate. The gates are passed through the tanh non-linearity and activated by logistic function. After multiplying the cell state by the forget gate f t , the final output of the LSTM unit h t is computed by multiplying the activation o t of the output gates with updated cell state. Denoting all W * are diagonal matrices, the updates in a layer of LSTM units are summarized as follows:
(1)
Mean Pooling
Forward Layer
Problem:
Softmax loss with Fisher criterion The model of BLSTM uses Recurrent Neural Nets (RNNs) made of LSTM units, which have shown the great ability to deal with temporal data in many applications [8] . We consider the gesture data using 3 dimensional accelerome- 
a vector at timestep t and N denotes the sensor number, and (y 1 , ..., y n ) is the BLSTM output set with n being the number of gestures to be classified.
The softmax activation function is used for this layer to give network response between 0 and 1. Classically, these outputs can be considered as posterior probabilities of the input sequence belonging to a specific gesture class, and the softmax loss function is presented as follows
where O i = (o 1 , ..., o M ) denotes the ith output belonging to the y i th class. W j denotes the jth column of the weights W in the last layer and b is the bias term.
m is the size of mini-batch and n is the number of classes.
Deep Fisher Discriminant Learning
To further enhance the performance of BLSTM, we incorporate the Fisher criterion into the softmax loss function, which is shown in Fig. 2 . First, the input layer consists of the concatenation of 3 dimensional accelerometer and 3 dimensional gyrometer signals synchronized in time (i.e. N = 6). The sensor data is normalized between 0 and 1 according to the maximum value that sensors can provide. In order to minimize the intra-class variations and maximize the inter-class variations of gesture data, we propose a new Fisher criterion based on Fisher Linear Discrimination as follows:
where µ yi is the y i th class mean of output vectors, and δ is the discriminative factor. As updating the mean vector µ yi when learning BLSTM, the Fisher criterion utilizes the whole training set and mean vectors of each class in every iteration. We propose to augment the loss in Eq. (2) with the additional Fisher criterion term in Eq. (3) as follows:
where θ and δ are bounded in [0, 1], and these two parameters are used for balancing three parts of the loss function. In forward and backward processes, we set output vector O i , mean vector µ j , loss parameter W , scalar parameters θ, δ and learning rate λ, BLSTM parameters H f and iteration number e, respectively. In each iteration, we compute the loss of F-BLSTM by Eq. (3) 
Then, we update the parameter W , mean vector µ j and BLSTM parameter H f in the e + 1 iteration by the following formulas until the converge stopping criterion.
With proper scalar parameters θ, δ and α, the discriminative power of F-LSTM can be significantly enhanced for hand gesture recognition. This network is learned using classical online backpropagation through time with momentum. For classifying a new gesture sequence, we use a majority voting rule over the outputs along the sequence (i.e. keeping only the most probable class argmax i∈ [1,n] O i ) to determine the final gesture class. A detailed parameter analysis of θ, δ and α is presented in Section 4.3.
Bidirectional GRU and F-BGRU
To further enhance the performance of network, a variant of BLSTM termed Bidirectional Gated Recurrent Unit (BGRU) was proposed in [45, 46] to make each recurrent unit to adaptively capture dependence of different time scales.
Similarly to the BLSTM unit, the BGRU has the activation h t , candidate activationh t , update gate z t and reset gate r t units to modulate the flow of information in unit without some separate memory cells, as shown in Fig. 3 .
The flows in BGRU are summarized as follows:
where the activation h t at time t is a linear interpolation between previous activation h t−1 and the candidate activationh t , the candidate activationh t is computed same as traditional recurrent unit. The update gate z t decides the number of units to update its activation, and so as the reset gate r t .
It is easy to notice that the BGRU unit also controls the flow of information like the BLSTM unit, but without having to use a memory unit. Similar to F-BLSTM, we also apply the Fisher discriminative function for BGRU and learn a new variant named F-BGRU model to recognize hand gestures. 
Experiments

Hardware Device
Our mobile hand gesture database is collected using a Huawei device with Android system, which has a 3 dimensional accelerometer and a 3 dimensional gyrometer. According to [21] , we collect the data of both accelerometer and gyrometer, and record each gesture by pressing, holding and releasing the "Sensor"
button on the touch screen.
Gesture Dictionary
As shown in Fig. 4 , the gesture dictionary consists of two categories including 
Database Collection
The database named MGD consists of 12 gestures performed by 32 participants (23 males and 9 females) with about fifteen times per gesture. Therefore, there are a total of 5547 gesture sequences. The sampling time of accelerometer and gyrometer sensors is 5ms corresponding to a frequency of 200Hz. To the best of our knowledge, it is the largest database so far for mobile based gesture recognition, which is of benefit to the research community.
Implementation Details
In this section, we present the details of the implementation of our experi- sequences. Specifically, we first normalize a signal x n i (t) by
, ∀i ∈ {1, ..., 6} .
Then, we use cubic spline interpolation to normalize the length of a sequence to a fixed size (we set this size as 1000 in our experiments). Fig. 6 shows the preprocessed accelerometer and gyrometer data, where the sequence has been filtered and normalized. 
Study of Fisher Criterion Parameters
In our model, the hyperparameter θ impacts the Fisher criterion, α controls the update rate of mean µ in F-BLSTM, and δ adjusts the relationship of intra-class distance and inter-class distance between features. These parameters would affect the performance of gesture recognition. In order to configure an optimal parameter setting, we conduct parameter tuning experiments for the F-BLSTM model as follows.
Experiment 1. We fix α to 0.5, δ to 0.01 and vary θ from 0 to 1 to investigate the effect of parameter θ. Fig. 7 shows the classification accuracy on testing set. The result shows that the model trained with only softmax loss has poor performance, which certificates the necessity of introducing Fisher criterion.
Experiment 2. We fix α to 0.5, θ to 0.1 and vary δ from 1e-5 to 0.1 to verify that the inter-class distances joining promote the classification ability. As shown in Fig. 8, δ balances the relationship of intraclass distance and inter-class distance. We can set δ to an appropriate value to make the classification better according to different circumstances.
Experiment 3. We fix θ to 0.1, δ to 0.01 and vary α from 0 to 1 to train different models. The classification accuracy of these models on our gesture database are illustrated in Fig. 9 . We find that the classification performance of our model remains relatively stable across a wide range of α, but a moderate value of α has a better performance. 
Analysis of Model Effect
As shown in the analysis mentioned above, the F-BLSTM and FBGRU achieves a better discriminant ability than the baseline BLSTM and BGRU.
This section further discusses the better feature disctribution has been achieved.
By the study in last section, we set θ to 0.1, δ to 0.01 and α to 0.5 in the F-BLSTM model, and set the parameters to 0.3, 0.01, 0.5 in the F-BGRU model, respectively. Fig. 10 shows the feature visualizations on MGD database. In Fig. 10(a) and Fig. 10(b) , the BLSTM and BGRU features of 12 classes are visualized by t-SNE [48] with the parameters of initial dimension 100 and perplexity dimension 30, while the F-BLSTM and F-BGRU features are illustrated in Fig. 10(c) and Fig. 10(d) , respectively. Clearly, the fisher discriminant learning features are more discriminative than the original baseline features, especially the F-BGRU feature in Fig. 10(d) can be better discriminated than the BLSTM feature in Fig. 10(a) . As another verification, the quantitative evaluation is performed based on three databases in the next section.
Comparison with State-of-the-Arts
Experiment on MGD Database. For the proposed database, we select 3500 sequences for training our model and 2047 sequences for testing. After preprocessing, the length of each data sequence is set to 1000, thus each input sample (3-axis accelerometer and gyrometer signals) is a matrix of 1000 × 6. Experiment on BUAA Mobile Gesture Database [47] . This database has 1120 samples for gestures A, B, C, D, 1, 2, 3, 4. Each sample includes threedimensional acceleration and angular velocity of the mobile phone. The training and testing sets are divided randomly into 70% and 30%, respectively. We conduct the experiments using the same setting for F-BLSTM and F-BGRU. We set θ to 0.1, δ to 0.03 and α to 0.5. Model training is finished at 400 iterations. baselines on a smaller dataset. Similarly, the models converge faster and yield lower classification error rates with the Fisher criterion as shown in Fig. 12 .
Experiment on SmartWatch Gesture Database [44] . Furthermore, with even less data, the proposed Fisher criterion helps the LSTMs obtain a better result. This proves that it has a significant effect on a small database, showing the Fisher criterion has a widespread application scope.
Conclusion
In this paper, we have collected a large gesture database, namely MGD, for the application of mobile based gesture recognition. We proposed a novel Fisher criterion for F-BLSTM network to effectively classify the mobile hand gestures. Based on F-BLSTM, we also extended the F-BLSTM to a variant F-BGRU. By conducting numerous experiments, we proved that the mobile gesture recognition based on F-BLSTM networks which is supervised by the 
