Inverse eigenproblem for R-symmetric matrices and their approximation  by Yuan, Yongxin
Journal of Computational and Applied Mathematics 233 (2009) 308–314
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Inverse eigenproblem for R-symmetric matrices and their approximation
Yongxin Yuan ∗
School of Mathematics and Physics, Jiangsu University of Science and Technology, Zhenjiang, 212003, PR China
a r t i c l e i n f o
Article history:
Received 26 July 2007
Received in revised form 17 May 2009
MSC:
65F18
15A24
15A57
Keywords:
Inverse eigenproblem
R-symmetric matrix
Canonical correlation decomposition (CCD)
Best approximation
a b s t r a c t
Let R ∈ Cn×n be a nontrivial involution, i.e., R = R−1 6= ±In. We say that G ∈ Cn×n is
R-symmetric if RGR = G. The set of all n × n R-symmetric matrices is denoted by GSCn×n.
In this paper, we first give the solvability condition for the following inverse eigenproblem
(IEP): given a set of vectors {xi}mi=1 in Cn and a set of complex numbers {λi}mi=1, find amatrix
A ∈ GSCn×n such that {xi}mi=1 and {λi}mi=1 are, respectively, the eigenvalues and eigenvectors
of A. We then consider the following approximation problem: Given an n×nmatrix A˜, find
Aˆ ∈ SE such that ‖A˜− Aˆ‖ = minA∈SE ‖A˜− A‖, where SE is the solution set of IEP and ‖ · ‖ is
the Frobenius norm. We provide an explicit formula for the best approximation solution Aˆ
by means of the canonical correlation decomposition.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paperwe shall adopt the followingnotations:Cm×n denotes the set of allm×n complexmatrices.UCn×n denotes the
set of all unitary matrices in Cn×n. A∗ and A+ stand for the conjugate transpose and the Moore–Penrose inverse of a complex
matrix A, respectively. For A, B ∈ Cm×n, we define an inner product in Cm×n : 〈A, B〉 = trace(B∗A), then Cm×n is a Hilbert
space. The matrix norm ‖ · ‖ induced by the inner product is the Frobenius norm. In represents the identity matrix of order
n. For A = (aij), B = (bij) ∈ Cm×n, A∗B represents the Hadamard product of thematrices A and B, i.e., A∗B = (aijbij) ∈ Cm×n.
Throughout this paper R ∈ Cn×n is a nontrivial involution, i.e., R = R−1 6= ±In. We say that G ∈ Cn×n is an R-symmetric
matrix [1] ifRGR = G. R-symmetricmatrices play an important role in a number of areas such as pattern recognition, antenna
theory, mechanical and electrical systems, signal processing, the numerical solution of differential equations, and quantum
physics [2–7]. Let Jn = (ji,k) represent the exchange matrix of order n defined by ji,k = δi,n−k+1 for 1 ≤ i, k ≤ n, where
δi,k is the Kronecker delta, i.e., Jn is a matrix with ones on the cross-diagonal and zeros elsewhere. By taking R = Jn, then
the R-symmetric matrices reduce to the centrosymmetric matrices. Therefore, centrosymmetric matrices, whose special
properties have been under extensive study [8–15], are a special case of R-symmetric matrices. In the following we denote
the set of all n× n R-symmetric matrices by GSCn×n.
Much attention has been devoted to inverse problems for matrices, especially inverse eigenvalue problems. The recent
development of inverse eigenvalue problems in both the theory and the algorithmic aspects has been summarized by Chu
and Golub [16] and an extensive bibliograghy of literature is presented there. In the present paper, we will consider two
inverse problems related to R-symmetric matrices.
Problem I (Inverse Problem). Given X = [x1 x2 · · · xm] ∈ Cn×m,Λ = diag{λ1, . . . , λm} ∈ Cm×m, find a matrix A ∈ GSCn×n
such that
AX = XΛ. (1)
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Problem II (Approximation Problem). Let SE be the solution set of Problem I. Given an n× nmatrix A˜, find Aˆ ∈ SE such that
‖A˜− Aˆ‖ = min
A∈SE
‖A˜− A‖.
We first characterize the class of R-symmetric matrices and give the solvability condition of Problem I over this class
of matrices. Then in the case when Problem I is solvable, we give an explicit formula for the minimizer Aˆ based on the
canonical correlation decomposition (CCD). Clearly, the results obtained are shown to include those given in [17–20] as
particular cases.
2. The solution of Problem I
If λ is an eigenvalue of S ∈ Cp×p, let VS(λ) denote the eigenspace of S corresponding to the eigenvalue λ. We will say
that a vector z ∈ Cn is R-symmetric (R-skew symmetric) if Rz = z (Rz = −z). Thus, VR(1) and VR(−1) are the subspaces of
Cn×n consisting respectively of R-symmetric and R-skew symmetric vectors. Write r = dim(VR(1)) and s = dim(VR(−1)).
Since an involution is diagonalizable and R 6= ±In, then r, s ≥ 1, and r + s = n. Let {p1, p2, . . . , pr} and {q1, q2, . . . , qs} be
the bases for VR(1) and VR(−1) respectively, and define
P = [p1 p2 · · · pr ] ∈ Cn×r , Q = [q1 q2 · · · qs] ∈ Cn×s. (2)
Then [P Q ] is a nonsingular matrix. Let
[P Q ]−1 =
[
M
N
]
, (3)
whereM ∈ Cr×n,N ∈ Cs×n. Then R has the following spectral decomposition:
R = [P Q ]
[
Ir 0
0 −Is
] [
M
N
]
. (4)
In the following P,Q ,M,N are always defined by (2) and (3).
The relation of (4) yields the following characterization of n× n R-symmetric matrices.
Lemma 1. G ∈ GSCn×n if and only if
G = [P Q ]
[
GMP 0
0 GNQ
] [
M
N
]
,
where GMP = MGP and GNQ = NGQ .
Proof. It follows from (4) that
RGR = G⇐⇒
[
Ir 0
0 −Is
] [
M
N
]
G[P Q ]
[
Ir 0
0 −Is
]
=
[
M
N
]
G[P Q ]. (5)
Let [
M
N
]
G[P Q ] =
[
GMP GMQ
GNP GNQ
]
.
Then the relation of (5) holds if and only if
GMQ = 0, GNP = 0,
which implies the conclusion. 
In order to solve Problem I, we also need the following lemma [21].
Lemma 2. If Y ∈ Cm×l, Z ∈ Cq×l then BY = Z has a solution B ∈ Cq×m if and only if ZY+Y = Z. In this case, the general
solution of the equation BY = Z can be expressed as B = ZY+ + L˜(Im − YY+), where L˜ ∈ Cq×m is an arbitrary matrix.
Let the singular value decompositions (SVDs) of matricesMX and NX be respectively given by
MX = U1
[
D1 0
0 0
]
V ∗1 , NX = U2
[
D2 0
0 0
]
V ∗2 , (6)
where Ui = [Ui1 Ui2], Vi = [Vi1 Vi2] (i = 1, 2) are unitary matrices and their partitions are compatible with the sizes of
Di = diag{d(i)1 , . . . , d(i)fi } > 0 (i = 1, 2). Denote f1 = rank(MX) and f2 = rank(NX).
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Theorem 1. Let R be a nontrivial involution given by (4), and let X ∈ Cn×m and Λ ∈ Cm×m. Suppose that the SVDs of MX and
NX are given by (6). Then Problem I is solvable if and only if
MXΛ(MX)+MX = MXΛ, NXΛ(NX)+NX = NXΛ, (7)
in which case, the solution set SE of Problem I can be expressed as
SE =
{
A ∈ Cn×n
∣∣∣∣A = [P Q ] [A10 + LU∗12 00 A20 + JU∗22
] [
M
N
]}
, (8)
where A10 = MXΛ(MX)+, A20 = NXΛ(NX)+ and L ∈ Cr×(r−f1), J ∈ Cs×(s−f2) are arbitrary matrices.
Proof. If A ∈ GSCn×n, it follows from Lemma 1 that there exist A1 ∈ Cr×r , A2 ∈ Cs×s satisfying
A = [P,Q ]
[
A1 0
0 A2
] [
M
N
]
. (9)
Therefore, Eq. (1) is equivalent to the following two equations:
A1MX = MXΛ, (10)
A2NX = NXΛ. (11)
It follows from Lemma 2 and (6) that the equations of (10) and (11) have solutions A1 and A2 if and only if the condition (7)
holds. In which case, the general solutions of Eqs. (10) and (11) can be expressed as
A1 = MXΛ(MX)+ + LU∗12, (12)
A2 = NXΛ(NX)+ + JU∗22, (13)
where L ∈ Cr×(r−f1), J ∈ Cs×(s−f2) are arbitrary matrices. Inserting (12) and (13) into (9) yields (8). 
3. The solution of Problem II
In the preceding section we have shown that if the condition (7) is satisfied, then the solution set SE is nonempty. Now,
we shall focus our attention on seeking the best approximation solution Aˆ in SE. Without loss of generality, we assume that
r ≥ s, then the canonical correlation decomposition (CCD) (see [22]) of the matrix pair [P Q ] is
P = WΣ1E, Q = WΩ1F , (14)
whereW ∈ UCn×n, and E ∈ Cr×r , F ∈ Cs×s are nonsingular matrices and
Σ1 =

Ir1 0 0
0 Λ1 0
0 0 0
0 0 0
0 Θ1 0
0 0 It1

r1
s1
l1
n− s− s1 − t1
s1
t1
r1 s1 t1
,
Ω1 =

Ir1 0 0
0 Is1 0
0 0 Il1
0 0 0
0 0 0
0 0 0

r1
s1
l1
n− s− s1 − t1
s1
t1
r1 s1 l1
,
r1 + s1 + t1 = r, l1 = s− r1 − s1, r1 = rank(P)+ rank(Q )− rank([P Q ]),
Λ1 = diag{λ(1)1 , . . . , λ(1)s1 }, Θ1 = diag{θ (1)1 , . . . , θ (1)s1 }
with
1 > λ(1)1 ≥ λ(1)2 ≥ · · · ≥ λ(1)s1 > 0, 0 < θ (1)1 ≤ θ (1)2 ≤ · · · ≤ θ (1)s1 < 1,
(λ
(1)
i )
2 + (θ (1)i )2 = 1 (i = 1, . . . , s1).
Let W = [W1 W2 W3 W4 W5 W6] and its column partitions are compatible with that of the row partitions of Σ1, i.e.,
W1 ∈ Cn×r1 ,W2 ∈ Cn×s1 , and so on.
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Likewise, we assume that r− f1 = rank(M∗U12) ≥ rank(N∗U22) = s− f2, then the CCD of thematrix pair [M∗U12 N∗U22]
is
M∗U12 = HΣ2K , N∗U22 = HΩ2T , (15)
where K ∈ C(r−f1)×(r−f1), T ∈ C(s−f2)×(s−f2) are nonsingular matrices, and
Σ2 =

Ir2 0 0
0 Λ2 0
0 0 0
0 0 0
0 Θ2 0
0 0 It2

r2
s2
l2
n− h2 − s2 − t2
s2
t2
r2 s2 t2
,
Ω2 =

Ir2 0 0
0 Is2 0
0 0 Il2
0 0 0
0 0 0
0 0 0

r2
s2
l2
n− h2 − s2 − t2
s2
t2
r2 s2 l2
,
r2 + s2 + t2 = r − f1, l2 = h2 − r2 − s2, h2 = rank(N∗U22) = s− f2,
r2 = rank(M∗U12)+ rank(N∗U22)− rank([M∗U12 N∗U22]),
Λ2 = diag{λ(2)1 , . . . , λ(2)s2 }, Θ2 = diag{θ (2)1 , . . . , θ (2)s2 }
with
1 > λ(2)1 ≥ λ(2)2 ≥ · · · ≥ λ(2)s2 > 0, 0 < θ (2)1 ≤ θ (2)2 ≤ · · · ≤ θ (2)s2 < 1,
(λ
(2)
i )
2 + (θ (2)i )2 = 1 (i = 1, . . . , s2).
H = [H1 H2 H3 H4 H5 H6] ∈ UCn×n is unitary with its columns partitioned in compatible.
Theorem 2. With the same notations as in Theorem 1, suppose that the solution set SE in (8) of Problem I is nonempty. Let the
CCDs of the matrix pairs [P Q ] and [M∗U12 N∗U22] be given by (14) and (15), respectively. Partition W ∗DH into the following
form:
W ∗DH =

D11 D12 D13 D14 D15 D16
D21 D22 D23 D24 D25 D26
D31 D32 D33 D34 D35 D36
D41 D42 D43 D44 D45 D46
D51 D52 D53 D54 D55 D56
D61 D62 D63 D64 D65 D66
 , (16)
where D = A˜ − PA10M − QA20N,Dij = W ∗i DHj, i, j = 1, 2, 3, 4, 5, 6. Then the best approximation solution Aˆ ∈ GSCm×n of
Problem II can be expressed as
Aˆ = [P Q ]
[
A10 + LU∗12 0
0 A20 + JU∗22
] [
M
N
]
, (17)
where
L = E−1
D11 − J11 D15Θ−12 D16Θ−11 D51 L22 Λ1D26 +Θ1D56
D61 D62Λ2 + D65Θ2 D66
 (K ∗)−1, (18)
J = F−1
 J11 D12 − D15Θ−12 Λ2 D13D21 −Λ1Θ−11 D51 D22 −Λ1L22Λ2 D23
D31 D32 D33
 (T ∗)−1, (19)
L22 = Φ ∗ (Λ1D25Θ2 +Θ1D52Λ2 +Θ1D55Θ2),
Φ = [φij], φij = 1
(λ
(1)
i )
2(θ
(2)
j )
2 + (θ (1)i )2
, i = 1, . . . , s1; j = 1, . . . , s2, (20)
and J11 is an arbitrary matrix.
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Proof. It follows from (8) that
‖A− A˜‖ = ‖PLU∗12M + QJU∗22N − (A˜− PA10M − QA20N)‖. (21)
Using (14), (15) and the unitary invariance of Frobenius norm, the relation of (21) can be written as
‖A− A˜‖ = ‖Σ1ELK ∗Σ∗2 +Ω1FJT ∗Ω∗2 −W ∗DH‖, (22)
where D = A˜− PA10M − QA20N . Write
ELK ∗ =
[L11 L12 L13
L21 L22 L23
L31 L32 L33
] r1
s1
t1
r2 s2 t2
, (23)
FJT ∗ =
[J11 J12 J13
J21 J22 J23
J31 J32 J33
] r1
s1
l1
r2 s2 l2
. (24)
Inserting (16), (23) and (24) into (22), we get
‖A− A˜‖ =
∥∥∥∥∥∥∥∥∥∥
L11 + J11 − D11 L12Λ2 + J12 − D12 J13 − D13 −D14 L12Θ2 − D15 L13 − D16
Λ1L21 + J21 − D21 Λ1L22Λ2 + J22 − D22 J23 − D23 −D24 Λ1L22Θ2 − D25 Λ1L23 − D26
J31 − D31 J32 − D32 J33 − D33 −D34 −D35 −D36
−D41 −D42 −D43 −D44 −D45 −D46
Θ1L21 − D51 Θ1L22Λ2 − D52 −D53 −D54 Θ1L22Θ2 − D55 Θ1L23 − D56
L31 − D61 L32Λ2 − D62 −D63 −D64 L32Θ2 − D65 L33 − D66
∥∥∥∥∥∥∥∥∥∥
.
Therefore, ‖A− A˜‖ = min if and only if
L13 = D16, L31 = D61, L33 = D66, (25)
J13 = D13, J23 = D23, J31 = D31, J32 = D32, J33 = D33, (26)
‖L11 + J11 − D11‖ = min, (27)
‖L12Λ2 + J12 − D12‖2 + ‖L12Θ2 − D15‖2 = min, (28)
‖Λ1L21 + J21 − D21‖2 + ‖Θ1L21 − D51‖2 = min, (29)
‖Λ1L22Λ2 + J22 − D22‖2 + ‖Λ1L22Θ2 − D25‖2 + ‖Θ1L22Λ2 − D52‖2 + ‖Θ1L22Θ2 − D55‖2 = min . (30)
‖Λ1L23 − D26‖2 + ‖Θ1L23 − D56‖2 = min, (31)
‖L32Λ2 − D62‖2 + ‖L32Θ2 − D65‖2 = min . (32)
From (27)–(29), we have
L11 = D11 − J11, (33)
L12 = D15Θ−12 , J12 = D12 − D15Θ−12 Λ2, (34)
L21 = Θ−11 D51, J21 = D21 −Λ1Θ−11 D51. (35)
Clearly, the minimization problem (30) is equivalent to
J22 = D22 −Λ1L22Λ2 (36)
and
f (L22) = ‖Λ1L22Θ2 − D25‖2 + ‖Θ1L22Λ2 − D52‖2 + ‖Θ1L22Θ2 − D55‖2 = min .
Let D25 = [d(25)ij ], D52 = [d(52)ij ], D55 = [d(55)ij ] ∈ Cs1×s2 and L22 = [yij] ∈ Cs1×s2 , then
f (L22) =
s1∑
i=1
s2∑
j=1
(∣∣∣λ(1)i yijθ (2)j − d(25)ij ∣∣∣2 + ∣∣∣θ (1)i yijλ(2)j − d(52)ij ∣∣∣2 + ∣∣∣θ (1)i yijθ (2)j − d(55)ij ∣∣∣2) .
Now we minimize the quantities
qij =
∣∣∣λ(1)i yijθ (2)j − d(25)ij ∣∣∣2 + ∣∣∣θ (1)i yijλ(2)j − d(52)ij ∣∣∣2 + ∣∣∣θ (1)i yijθ (2)j − d(55)ij ∣∣∣2 , 1 ≤ i ≤ s1; 1 ≤ j ≤ s2.
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It is easy to obtain the minimizers
yij =
λ
(1)
i d
(25)
ij θ
(2)
j + θ (1)i d(52)ij λ(2)j + θ (1)i d(55)ij θ (2)j
(λ
(1)
i )
2(θ
(2)
j )
2 + (θ (1)i )2
, 1 ≤ i ≤ s1; 1 ≤ j ≤ s2. (37)
By rewriting (37) in matrix form, we immediately obtain (20).
In a similar way, from (31) and (32), we get
L23 = Λ1D26 +Θ1D56, (38)
L32 = D62Λ2 + D65Θ2. (39)
Substituting (25), (26), (33)–(36), (38) and (39) into (23) and (24) yields (17). 
4. A numerical example
Based on Theorems 1 and 2 we can state the following algorithm.
Algorithm 1 (An Algorithm for Solving the Optimal Approximation Problem II).
1. Input R, X,Λ and A˜.
2. Form the matrices P and Q by the bases of eigenspaces VR(1) and VR(−1).
3. ComputeM and N by (3).
4. If the condition (7) is not satisfied then stop.
5. Compute the SVDs of the matricesMX and NX by (6).
6. Compute the CCDs of the matrix pairs [P Q ] and [M∗U12 N∗U22] by (14) and (15), respectively.
7. Compute A10 = MXΛ(MX)+, A20 = NXΛ(NX)+ and D = A˜− PA10M − QA20N .
8. Partition matrixW ∗DH as in (16) to get Dij (i, j = 1, 2, 3, 4, 5, 6).
9. Compute L22 by (20) and Compute L, J by (18) and (19), respectively.
10. Compute Aˆ according to (17).
Example 1. Given
R =

−0.1269 0.5215 −0.2378 0.5698 −0.1422 0.5572
0.5215 0.1840 0.3346 0.5714 0.2741 −0.4250
−0.2378 0.3346 −0.0733 −0.2266 0.8783 0.0572
0.5698 0.5714 −0.2266 −0.5021 −0.2091 −0.0416
−0.1422 0.2741 0.8783 −0.2091 −0.1408 0.2639
0.5572 −0.4250 0.0572 −0.0416 0.2639 0.6590
 ,
X =

−0.1702 −0.2032 −0.4389
−0.1525 0.1041 −0.7469
0.6516 −0.3087 −0.2229
0.4352 0.0871 −0.3893
−0.5695 −0.3953 −0.2110
0.0971 −0.8299 0.0605
 ,
Λ = diag{19.6813, 16.1750, 4.3317},
A˜ =

4.1027 1.3889 0.1527 8.4622 6.8128 3.0462
8.9365 2.0277 7.4679 5.2515 3.7948 1.8965
0.5789 1.9872 4.4510 2.0265 8.3180 1.9343
3.5287 6.0379 9.3181 6.7214 5.0281 6.8222
8.1317 2.7219 4.6599 8.3812 7.0947 3.0276
0.0986 1.9881 4.1865 0.1964 4.2889 5.4167
 .
It is easy to verify that the condition (7) holds (‖MXΛ(MX)+MX − MXΛ‖ = 1.2221e−014, ‖NXΛ(NX)+NX − NXΛ‖ =
5.0536e−014). According to Algorithm 1 we obtain the optimal approximation solution of Problem II as follows:
Aˆ =

1.0040 −0.0382 −1.6929 2.0749 5.5645 1.9062
3.2556 3.6291 −0.4803 −2.6287 0.3208 −2.6201
−3.8327 −0.6167 10.4227 5.2342 −4.3258 5.6100
−2.3256 1.3215 4.5998 4.9015 −5.6039 0.5101
3.0173 −0.0850 −4.0314 −4.3205 11.3325 2.6031
1.7602 −1.7203 6.6748 −3.3721 3.5170 11.0169
 .
Also, we can figure out
‖RAˆR− Aˆ‖ = 2.1630e−014, ‖A˜− Aˆ‖ = 32.9888.
314 Y. Yuan / Journal of Computational and Applied Mathematics 233 (2009) 308–314
Acknowledgement
The authorwishes to express his sincere thanks to an anonymous referee for the detailed suggestions on an earlier version
of the paper.
References
[1] W.F. Trench, Characterization and properties of matrices with generalized symmetry or skew symmetry, Linear Algebra Appl. 377 (2004) 207–218.
[2] H.-C. Chen, Generalized reflexive matrices: Special properties and applications, SIAM J. Matrix Anal. Appl. 19 (1998) 140–153.
[3] H.-C. Chen, A. Sameh, A matrix decomposition method for orthotropic elasticity problems, SIAM J. Matrix Anal. Appl. 10 (1989) 39–64.
[4] W. Chen, X. Wang, T. Zhong, The structure of weighting coefficient matrices of harmonic differential quadrature and its application, Comm. Numer.
Methods Engrg. 12 (1996) 455–460.
[5] L. Datta, S. Morgera, On the reducibility of centrosymmetric matrices - applications in engineering problems, Circuits Systems Signal Process. 8 (1989)
71–96.
[6] J. Delmas, On adaptive EVD asymptotic distribution of centro-symmetric covariance matrices, IEEE Trans. Signal Process. 47 (1999) 1402–1406.
[7] G.L. Li, Z.H. Feng, Mirrorsymmetric matrices, their basic properties, and an application on odd/even decomposition of symmetric multiconductor
transmission lines, SIAM J. Matrix Anal. Appl. 24 (2002) 78–90.
[8] A.L. Andrew, Solution of equations involving centrosymmetric matrices, Technometrics. 15 (1973) 405–407.
[9] A.L. Andrew, Eigenvectors of certain matrices, Linear Algebra Appl. 7 (1973) 151–162.
[10] A. Cantoni, P. Butler, Eigenvalues and eigenvectors of symmetric centrosymmetric matrices, Linear Algebra Appl. 13 (1976) 275–288.
[11] I.J. Good, The inverse of a centrosymmetric matrix, Technometrics. 12 (1970) 925–928.
[12] W.C. Pye, T.L. Boullino, T.A. Atchison, The pseudoinverse of a centrosymmetric matrix, Linear Algebra Appl. 6 (1973) 201–204.
[13] D. Tao, M. Yasuda, A spectral characterization of generalized real symmetric centrosymmetric and generalized real symmetric skew-centrosymmetric
matrices, SIAM J. Matrix Anal. Appl. 23 (2002) 885–895.
[14] J.R.Weaver, Centrosymmetric (cross-symmetric)matrices, their basic properties, eigenvalues, eigenvectors, Amer.Math.Monthly. 92 (1985) 711–717.
[15] M. Yasuda, Spectral characterizations for Hermitian centrosymmetric K-matrices and Hermitian skew-centrosymmetric K-matrices, SIAM J. Matrix
Anal. Appl. 24 (2003) 601–605.
[16] M.T. Chu, G.H. Golub, Inverse Eigenvalue Problems, Theory, Algorithms and Applications, Oxford University Press, Oxford, 2005.
[17] Z.-J. Bai, R.H. Chan, Inverse eigenproblem for centrosymmetric and centroskew matrices and their approximation, Theoret. Comput. Sci. 315 (2004)
309–318.
[18] Z. Liu, H. Faßbender, An inverse eigenvalue problem and an associated approximation problem for generalized K-centrohermitianmatrices, J. Comput.
Appl. Math. 206 (2007) 578–585.
[19] Z.-Y. Peng, X.-Y. Hu, The reflexive and anti-reflexive solutions of the matrix equation AX = B, Linear Algebra Appl. 375 (2003) 147–155.
[20] W.F. Trench, Inverse eigenproblems and associated approximation problems for matrices with generalized symmetry or skew symmetry, Linear
Algebra Appl. 380 (2004) 199–211.
[21] A. Ben-Israel, T.N.E. Greville, Generalized Inverse: Theory and Applications, Wiley, New York, 1974.
[22] G.H. Golub, H.Y. Zha, Perturbation analysis of the canonical correlation of matrix pairs, Linear Algebra Appl. 210 (1994) 3–28.
