As it happened, he was wrong in what he thought about the production of syllables and stress. He followed Stetson in thinking that each syllable was produced by a contraction of the internal intercostal muscles, and stressed syllables by the contraction of abdominal muscles. Abercrombie introduced me to a great physiologist, David Whitteridge, who showed me how we could record muscular action potentials. Whitteridge taught me much more than electromyography, He showed me how to keep a proper protocol for an experiment, and how to quantify what one observed. It was from him that I learned Lord Kelvin's dictum that "YOU do not really know anything until you can express it in terms of numbers."
Or, as my wife Jenny was later to put it, "Numbers are a scientist's security blanket."
The Edinburgh studies of the use of the respiratory muscles in speech are summed up in the first part of Ladefoged (1967) . We found that only stressed syllables had an increase in subglottal pressure produced by the respiratory muscles. We also showed that the respiratory system displayed what we would now call motor equivalence, in that different muscles are used to produce the subglottal pressure needed in speech, depending on the amount of air in the lungs. Usually, in normal conversational speech, the respiratory power is provided by contractions of the internal intercostal muscles.
In 1951 I heard the world's first parametric speech synthesizer. There had been vocoders for many years. Frank Cooper had designed the Haskins Pattern Playback; and Gunnar Fant was beginning to manipulate his electronic vocal organs to produce formants. But in 1950 Walter Lawrence built the first Parametric Artificial Talker FAT). It was a room full of equipment that produced sets of formants with a varying fundamental frequency and added filtered noise for fricatives and stop bursts.
Lawrence was looking for a university that would house his speech synthesizer project, and Abercrombie saw the value of combining work in speech synthesis with our new found skills in acoustic analysis.
He had recently equipped the Phonetics Lab with what was probably the first Kay SonaGraph outside the United States. I was busy analyzing cardinal vowels produced by eleven phoneticians under the sensitive ears of Daniel Jones, and others were examining fricatives and stop bursts. We were a natural home for work on synthetic speech.
An important contributor to the speech synthesis team was Donald Broadbent, a young psychologist interested in the perception of speech.
He was intrigued by the possibilities of Lawrence's machine, and came up to Edinburgh to help us devise experiments.
Together we showed that the perception of the quality of a vowel depended on the perceived quality of neighboring vowels -at least as far as synthetic speech was concerned. We now realize that the quality of a vowel in natural speech is less influenced by adjacent sounds, and that the results of these experiments, summarized in the second part of Ladefoged (1967) , are subject to other interpretations.
Broadbent also helped with experiments on a fact that I had accidentally stumbled on when playing a faulty recording over and over again on a spectrograph.
The recording had a click on it, but I could not say where the click occurred. It is difficult to locate the exact moment when an extra noise such as click appears in a sentence. Our experiments indicated that normal conversational speech is perceived in chunks of the size of a syllable or a stress group, We both believed -as I still do (Broadbent, alas, is dead) -that when we listen to normal speech we do not attend to segment size pieces. We can, of course, hear small differences in a sequence of auditory events. In laborato~experiments we can answer question about events that are only a millisecond or so apart. We almost certainly attend to patterns of whole words and syllables, without considering the individual segments unless we are asked to analyze them.
When I left Edinburgh 1 worked in Africa and realized the vastness of the range of sounds in the world's languages. 1 had been well trained to hear and produce all the sounds of the International Phonetic Alphabet. But the subtleties of the Isoko in producing three kind of 'r', and the mechanics of labial velars in Yoruba were new to me. I began to wonder if I would ever be able to describe the full range of articulator gestures that could occur in languages. I still do.
UCLA
After leaving Africa I went to UCLA, and shortly thereafter received funds from NIH for the construction of a working model of the vocal organs. Vicki Fromkin, James Anthony and I were soon busy with rubber molds and plaster casts while working on emg studies of what we had to get the pseudo muscles in our model to do. Fortunately for us we were saved from complete ignominy in our failure to make a mechanical model by the success of Minoru Hirano, John Ohala and others in using emg to discover much more about the physiology of speech.
Our first computer was described in our lab report as "a large general purpose computer with 8K of memory." With those 8K and a few later additions, Lloyd Rice rescued our articulator speech synthesis program by building a sotiare model of the vocal tract. We had data on movements of the tongue from x-ray studies -at that time permitted without worrying about use of human subjects. (I, having had more x-rays than any of our subjects, am still living to show that some of us are lucky in that respect.)
The measurements of Louis Goldstein, George Pappun and others, and the talents of Richard Harshman who provided us with a statistical tool, PARAFAC, enabled us to find the factors underlying the movements of the tongue. We were able to recover vocal tract shapes from formant frequencies with reasonable success for vowel -like articulations.
By now we were being financed by NSF to build a computer model of the articulations necessary for the sounds of the world's languages, and I was enjoying traveling around the world in search of little known sounds. I have been able to visit every continent that has a native language (thus neatly avoiding Antarctica), all the time trying to produce the sounds that I heard. I feel very strongly that people who describe speech sounds should also be able to make them. Practical phonetic training is an important part of becoming a speech scientist.
We never managed to make a computer model that would produce a wide range of articulations. But with my colleague Ian Maddieson and others too numerous to mention we have been able to describe many of sounds of the world's languages. (Ladefoged and Maddieson, 1996) . Maddieson neatly compliments my flip style, holding me to the highest standards of scholarship.
Computer programming has played an important role in developing my thinking on many problems. I would now revise Lord Kelvin's dictum, and say that we do not really understand a process until we can make a computer model of it. From the early days of reading Gunnar Fant's Acouslic Theory of Speech Production to currently reading Ken Stevens's new book, Acoust;c phonefics, I have tried to construct small computer models so as to make sure that I really understand what they are saying. My ideas have also been solidified by realizing the importance of teaching. When you try to honestly explain something to someone else, with no hand waiving or efforts to bluff them with fuzzy phrases, you really find out the Iimitat ions of your own thoughts.
In my studies of speech communication 1 have moved through physics, physiology, psychology, computer science and linguistics. But I have yet to learn how speech acts are organized in the brain. The new techniques of neuroscience are interesting, although it seems to me that they have so far told us little that we did not already know, Nevertheless, if I were starting again, that's where I would go. But perhaps that's only because I have never been there. Ladefoged, P. (1967) . Three areas of experimental phonetics. London: Oxford University Press.
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