Abstract. In this article we study some statistical aspects of surface diffeomorphisms. We first show that for a C 1 generic diffeomorphism, a Dirac invariant measure whose statistical basin of attraction is dense in some open set must be supported in the orbit of a sink. We then construct an example of a C 1 -diffeomorphism having an invariant Dirac measure, supported on a hyperbolic fixed point of saddle type, whose statistical basin of attraction is a nowhere dense set with positive Lebesgue measure.
Introduction
A general issue in Ergodic Theory is to describe the space of all probability measures which are invariant under some given dynamical system. There is a large variety of different types of such spaces, ranging from being a singleton (as for irrational rotations) to infinite dimensional simplex with dense extreme points (as for transitive Anosov systems).
This variety of behaviours can also be detected in a pointwise fashion. For instance let f : M → M be an arbitrary (say continuous) map on a smooth compact manifold M . Given x ∈ M , consider the empirical probability measure of x at time k: µ k (x)
, where δ y is the Dirac mass at the point y. An asymptotic measure of x is an accumulation point of the sequence µ k (x), in the weak-* topology. By elementary arguments, every asymptotic measure is invariant. We denote by M(x) the set of asymptotic measures of x. Again, this set can be rather complicated sometimes, as in the case of transitive Anosov diffeomorphisms for which one has a dense set of points x ∈ M such that M(x) equals the whole space of invariant measures. In particular,
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Conversely, given an invariant probability measure µ, one can look for the set of points x whose statistics are captured by µ. This leads to the notion of the statistical basin of attraction of a measure µ:
B(µ) = {x ∈ M ; M(x) = {µ}} .
In other words, the statistical basin of µ is the set of points x ∈ M such that:
for every continuous function φ : M → R. An important and difficult question arises: given a dynamical system, pick a "random" initial condition x ∈ M . Does x has its statistics well described by some measure? How many of such measures exist? This question is part of the well known Palis conjecture: for a C r dense set, f admits a finite number of physical measures whose statistical basins cover a full Lebesgue measure set on M [26] . Remember that µ is a physical measure if m(B(µ)) > 0, where m denotes the Lebesgue measure on the compact manifold M . Thus, a major problem in smooth Ergodic Theory is whether any given dynamical system supports a physical measure, and what properties this measure has. By Birkhoff's Ergodic Theorem, an invariant ergodic probability measure which is absolutely continuous with respect to Lebesgue, is a physical measure. As it is wellknown, such measures always exist for C 1+α uniformly expanding maps on compact manifolds [23, Chapter III.1] . However, in the early eighties, Jakobson proved that many one-dimensional maps, presenting a critical point, also preserve an absolutely continuous ergodic probability measure [17] . After his seminal work, many papers have addressed the problem of the existence of absolutely continuous measures, most notably for one-dimensional dynamics with critical points (see for instance [1, 2, 5, 7, 10, 21, 22] and the references therein).
In higher dimensions, ergodic invariant measures whose Lyapunov exponents are non-zero and which are absolutely continuous with respect to volume along unstable manifolds are special types of physical measures. These are the so-called SRB measures, named after Sinai-Ruelle-Bowen. For C 2 uniformly hyperbolic systems, SRB measures are the sole physical measures. A survey on this subject may be found in [33] .
On the other hand, there exist physical measures without any geometrical structure, e.g. Dirac measures on fixed points. Of course the most trivial example would be the Dirac measure supported on a topologically attracting fixed point (whenever it exists). However, Dirac physical measures may be supported on an indifferent fixed point (for instance, for the so-called Manneville-Pomeau map, see [32] ), or even on a hyperbolic repelling fixed point (for instance, for some quadratic polynomials leaving invariant the unit interval, see [15] ).
More examples of Dirac physical measures may be obtained from deformations of Anosov diffeomorphism on the two-dimensional torus, with indifferent unstable direction at the fixed point [16] , or from transitive flows on surfaces [28] .
Although examples as in [16] have positive topological entropy and are topologically mixing, the fixed point where the Dirac physical measure is supported is not hyperbolic, due to the indifferent unstable direction. Also, a physical measure on a hyperbolic saddle is easily built for some systems with zero topological entropy, such as the figure eight attractor (see [33] ).
Further examples of a Dirac physical measure supported on a hyperbolic saddle-type fixed point, whose statistical basin contains wandering domains, are built in [8] and in [18] , by means of some explicitly built Newhouse domain.
In light of all the examples mentioned above, we pose the following questions:
Problem 1.1. What dynamical configuration/mechanisms are responsible for the existence of a Dirac physical measure supported on a saddle-type hyperbolic periodic orbit? What is the relation between such a physical measure and the presence of homoclinic tangencies associated with the given periodic orbit?
One should not expect a simple answer since, for instance, there exist Cherry flows presenting Dirac physical measures of saddle type and no tangency [29] . Notice, however, that one can create a tangency by small perturbations.
Nonetheless, all above mentioned examples suggest that a Dirac physical measure supported on a saddle type hyperbolic fixed point is a highly non-generic phenomenon. Therefore, as a testing conjecture for Problem 1.1, we propose the following: Conjecture 1.2. The set of all f ∈ Diff 1 (M d ) which present a Dirac physical measure in hyperbolic saddle type fixed (or periodic) point is meagre (i.e, is a countable union of closed sets with empty interior).
In [30] it is proven a special case of this conjecture, namely when one assume that the basin of the physical measure is also dense in M . We were not able to fully prove this conjecture, but we were able to prove the following, which is our first main result.
Theorem A. For any closed manifold M , there exists a dense G δ (residual) subset R of Diff 1 (M ) such that for every f ∈ R, if σ ∈ Per(f) is such that δ σ is a physical measure whose statistical basin B(δ σ ) is dense in some open set, then σ is a periodic sink. In particular, if σ is a saddle such that δ σ is a physical measure, then the basin B(δ σ ) is a nowhere dense set.
The main reason why our proof does not suffices to solve Conjecture 1.2 is that it is based on the entropy estimation result of [6] , which demands the saddle point to be inside some non-trivial Lyapunov stable set (see Section 2). For obtaining this we need some denseness assumption. Nevertheless, we are not aware of any other technique that can be used to prove non-existence of Dirac physical measures on saddle fixed points for any given class of systems. For instance, even for partially or uniformly hyperbolic systems, the entropy estimation in [6] is the only tool we know (see Section 2.2.3 for details).
Moreover, to the best of our knowledge, in all known examples of Dirac physical measures, the basin of attraction either contains wandering domains (and so has nonempty interior) or has full Lebesgue measure. Thus, one may ask if the remaining case for completing Conjecture 1.2 left by Theorem A indeed exists. We prove in this paper that the answer is yes. Our second main result is the following.
Theorem B. Let S 2 be a closed surface. There exists f ∈ Diff 1 (S 2 ), with positive topological entropy and infinitely many periodic orbits 1 , having a saddle-type hyperbolic fixed point p such that its statistical basin of attraction B(δ p ) is a nowhere dense set (in particular, it has empty interior) with positive Lebesgue measure in S 2 .
Although it only uses elementary tools from real analysis, the proof of Theorem B (that is, the example's construction) contains the majority of the technical part of this paper. We begin with an explicitly devised figure eight attractor (see §3), where we can ensure that the statistical basin of the saddle fixed point contains wandering domains (in particular, it contains open sets). This first part of the construction has already been done in much more generality, see [8] and [18] and the references therein. The main task and novelty in this paper is to remove a big set of points from the basin, in order to obtain a nowhere dense set with positive Lebesgue measure. This is done by an orbit exclusion procedure, which consists of two different parts. In the first and most difficult one, we create a trapping region by pushing points away from the stable manifold of the saddle fixed point (see §4). After this deformation (which is huge in the C 1 topology), we are able to ensure that the statistical basin of the saddle fixed point consists of wandering domains up to a nowhere dense zero Lebesgue measure set. An interesting feature is that by the very form of those deformations, we end up creating positive entropy as well as many periodic points (see Proposition 4.13). In the second part of the orbit exclusion procedure, we remove from the statistical basin the complement of a nowhere dense set with positive measure (see §5). This is achieved by composing infinitely many arbitrarily small pushes with disjoint supports that accumulate in a flat tangency interval. Unfortunately, for this perturbation to be able to really expel out points from the basin the resulting map is C 1 but not C 2 . There is, however, a natural strategy to build a C ∞ example that could emerge from our arguments, but the complexity of the construction seems to increase drastically (see the end of Section 5 where we make a precise remark on that).
Finally, we notice that, with the same proof, it is possible to get a similar result for points with historic behaviour instead of points in B(δ p ) (Proposition 5.6).
1.1. Organization of the paper. This paper is organized as follows: in Section 2 we first introduce some notation and give the basic definitions we shall use, and then we present the proof of Theorem A. The remaining sections are devoted to the construction of the example in Theorem B. In Section 3 we construct an specific figure eight attractor, with suitable affine returns. In Section 4 we perform the first part of the orbit exclusion procedure, which is completed in Section 5, and finishes the proof of Theorem B.
Generic diffeomorphisms: proof of Theorem A
The proof of Theorem A is a modification of the argument given by the third author in [30] . Here we only have the denseness assumption of [30] in a small part of M and we manage to obtain the same conclusions using Gourmelon's version of Franks Lemma [14] . The argument is by contradiction and the idea behind is to show that there exists some point in the manifold whose ω-limit set is Lyapunov stable and contains the support of the physical measure. Being Lyapunov stable, it admits a dominated splitting and the result of [6] allows us to perform an entropy estimation leading to a contradiction.
2.1. Notations and definitions. Let M be a closed manifold of dimension d ≥ 2. We denote by Diff 1 (M ) the space of diffeomorphisms over M , endowed with the C 1 topology. Given f ∈ Diff 1 (M ) and x ∈ M , the orbit of x is the set O(x) = {f n (x); n ∈
Z}.
We denote by Fix(f ) the set of fixed points of f . Recall that a periodic point is an element p ∈ Fix(f n ), for some integer n > 0. The smallest of such n is called the period of p, and is denoted by π(p).
We denote by m the normalised Lebesgue measure of M .
2.1.1. The weak star topology. P(M ) denotes the set of probability measures on M , endowed with the weak-star topology. Recall that, by compactness of M , we can give a metric generating this topology in the following manner. Fix {ϕ n } n∈N a countable dense subset of C 0 1 (M ), the space of continuous functions over M bounded by 1. Then, given µ, ν ∈ P(M ), putting
defines a metric which gives the weak star topology. We denote by P f (M ) the subset of P(M ) formed by measures which are invariant under the element f ∈ Diff 1 (M ).
2.1.2. Lyapunov exponents. For x ∈ M and v ∈ T x M \ {0}, the Lyapunov exponent of at x in the direction of v is
whenever the limit exists. By Oseledets' theorem, given µ ∈ P f (M ) there exists a full measure set, called the set of regular points, and measurable functions
In the particular case µ = δ σ , for some σ ∈ Fix(f ), the Lyapunov exponents are the logarithm of the modulus of the eigenvalues of Df (σ). For details, see [23] .
2.1.3. Homoclinic classes and dominated splitting. Given a compact Λ ⊂ M , invariant under f ∈ Diff 1 (M ), we say that Λ admits a dominated splitting if there exists a decomposition of the tangent bundle T Λ M = E ⊕ F , which is invariant under the derivative Df , and numbers C > 0, 0 < λ < 1 such that for every x ∈ Λ and n > 0 one has
In particular, the orbit of any hyperbolic periodic point p (i.e no eigenvalue of Df π(p) (p) have modulus 1) admits a dominated splitting E s ⊕ E u . The stable manifold theorem [25] gives submanifolds W s (p) and W u (p), which are tangent to E s and E u , respectively, at p. We denote
Given two hyperbolic periodic points p and q we say that they are homoclinically
The homoclinic class of a periodic point p, denoted by H(p), is the closure of the set of periodic points q, homoclinically related with p.
If | det Df π(p) (p)| < 1, we say that the hyperbolic saddle type periodic p is dissipative 2.1.4. Lyapunov stable sets. A compact set Λ ⊂ M , invariant under f ∈ Diff 1 (M ), is said to be Lyapunov stable if for every neighborhood U of Λ it is possible to find a neighborhood V of Λ such that if x ∈ V ∩ U then f n (x) ∈ U , for every n > 1.
2.2.
Tools for the proof. Let us begin by summarizing the results we shall invoke in our proof.
2.2.1. Generic results. We collect in a single statement the C 1 -generic results we shall use.
Theorem 2.1. There exists a residual set R ⊂ Diff such that every f ∈ R satisfies:
(1) f is Kupka-Smale (see [25] ) (2) If σ ∈ Fix(f ) and δ σ is a physical measure then | det(Df (σ)|) < 1 (see [30, Lemma 4.7] ). Moreover, the homoclinic class H(σ) is non-trivial (this follows from the connecting lemma and a standard semicontinuity argument). Theorem 2.2. Let f be a diffeomorphism of a d-dimensional compact manifold, and γ n = O(p n ) be a sequence of periodic orbits whose periods π(p n ) tends to infinity and that converges in the Hausdorff topology to a compact set Λ. Assume that
• Λ admits a dominated splitting E ⊕ F.
• There exists 0 < s ≤ dim(E) < d such that for every n, the point p n is hyperbolic of saddle type with stable index s.
• there exists a hyperbolic fixed point σ ∈ Fix(f ) of saddle type such that
Then, given ε > 0 there is N such that for every n ≥ N there exists an ε-C 1 -perturbation g of f with support in an arbitrarily small neighbourhood of γ n , preserving the orbit γ n , and such that γ n is a sink for g and
Entropy estimation.
The main tool we shall employ is the result below.
Theorem 2.3 (Catsigeras-Cerminara-Enrich [6] ). Let Λ be a Lyapunov stable set for f ∈ Diff 1 (M ). Suppose that there exists a dominated splitting T Λ M = E ⊕ F . Then, for every physical measure µ supported in Λ one has
We are now in position to give the proof of Theorem A.
2.3.
Proof of Theorem A. Let f ∈ R, where R is the residual set of Theorem 2.1. Let σ ∈ Fix(f ) be that δ σ is a physical measure. Assume by contradiction that σ is not a sink. that and B(δ σ ) is not a nowhere dense set. Then, since f is Kupka-Smale and since σ cannot be a source, we have that σ is hyperbolic of saddle type.
Moreover, as Int B(δ σ ) = ∅ there exists some closed ball B(x, r) ⊂ M such that B(δ σ ) is dense inside B(x, r). By Lemma 3.3 of [30] the set {y ∈ B(x, r); δ σ ∈ M(y)} is residual. Thus, there must exist a point y ∈ R f (the generic subset of M given in (4) of Theorem 2.1) such that δ σ ∈ M(y) and, in particular, σ ∈ ω(x).
This implies that the homoclinic class H(σ) is a Lyapunov stable set. By Theorem 2.1 we obtain a dominated splitting T H(σ) M = E ⊕ F .
Let U be C 1 neighbourhood of f given by (5) of Theorem 2.1. In particular, for every g ∈ R ∩ U, the homoclinic class H(σ g ) is a non-trivial (i.e. not reduced to a single periodic orbit) transitive set.
We claim that | det(Df (σ))| F | > 1. Indeed, let us assume on the contrary that
Then, as the homoclinic class is not trivial we can create a sequence of periodic orbits γ n = O(p n ), all of them heteroclinically related with σ, and which spend arbitrarily large portions of their orbit as close as we may please to σ. Thus, this sequence satisfies the assumptions of Theorem 2.2 and we can create a sink γ = γ n for an arbitrarily small perturbation g of f , with σ ∈ Fix(g), and such that the unstable manifold of σ is contained in the basin of the sink γ. As the latter is an open condition, we can require that g ∈ R ∩ U. However, this implies that H(σ g ) is Lyapunov stable and so W u (σ) ⊂ H(σ g ). Since g was created such that γ ⊂ W u (σ), this implies that γ ⊂ H(σ). But H(σ), being a transitive set, contains no sinks. This gives a contradiction and proves that | det(Df (σ))| F | > 1. Now, since δ σ is a physical measure we can apply Theorem 2.3 and obtain that
where the numbers λ i are the modulus of the eigenvalues of Df (σ) in the subspace F . Since det(Df (σ)| F ) > 1, one obtains that h δσ (f ) > 0. This contradiction ends the proof of Theorem A.
A figure-eight attractor with affine returns
In this section we shall perform our basic construction of a suitably devised figureeight like attractor in R 2 . We shall glue a hyperbolic linear flow with an elliptic rotation, with the main feature being a perturbation that undoes a part of the nonlinearity raised by the gluing. At the end we shall have a diffeomorphism having a saddle type hyperbolic fixed point whose statistical basin contains a wandering domain inside which the dynamics is affine.
Let us state in precise terms the result of our construction. Fix an arbitrarily σ > 1 and consider two sub intervals
10 (this requirement will be used later in the paper). For each n ∈ N consider the sets
• O Figure 1 . The diffeomorphism f 0 called, respectively, stable boxes, exterior stable boxes and unstable boxes. Consider, for each n, the affine map
which identifies each stable box S n with the square [−1, 1] 2 , and also each exterior stable box S n with the square [α, β] 2 , for some appropriate choice of α, β > 1.
Definition 3.1. For any n ∈ N large enough, we define the first return map
Our goal in this section will be to prove the result below.
Lemma 3.2. For any σ > 1, there exists f 0 ∈ Diff ∞ (R 2 ) compactly supported, such that the origin O ∈ R 2 is a hyperbolic fixed point for f 0 , with the following properties:
(iv) For n ≥ n 0 , the first return map g satisfies
is a rotation by π/2; (v) f 0 is symmetric with respect to O, i.e commutes with − Id.
The configuration we will build to prove this lemma is depicted in Figure 1 . Item (iii) of Lemma 3.2 implies thatS n ⊂ B(δ O ) for every n ≥ n 0 (see the next subsection for more details). The most important feature of this Lemma is item (iv). For instance, by a direct computation, one can deduce from it that
The fact that the first return map iterated four times preserves the horizontal coordinate will be crucial in Section 5, where we shall finish the proof of Theorem B.
3.1. Detecting points in the statistical basin. We start by giving a very simple criterion to ensure that a point belongs to the statistical basin of a hyperbolic saddle type fixed point. This criterion will be satisfied by all of our constructions and thus will be used several times.
Lemma 3.3. Let f ∈ Diff(M ), and O ∈ M be such that O is a hyperbolic saddle type fixed point. Let V be a Hartmann-Grobman neighbourhood 3 of O. Let x ∈ V be a point whose forward orbit has the following property: there exists N ∈ N and a sequence of integers 0 = a 0 < b 0 < a 1 < b 1 < a 2 . . . such that a n → +∞, a n+1 − b n < N and
The configuration of Lemma 3.3 is depicted in Figure 2 . This lemma proves the assertion above about the diffeomorphism f 0 , given by Lemma 3.2, thatS n ⊂ B(δ O ) for every n ≥ n 0
The proof of Lemma 3.3 is fairly simple but we include it here for the sake of completeness.
Proof. Let ε > 0 be arbitrary. We shall prove that the asymptotic average visiting time to
The fact that the dynamics is C 0 conjugated with the linear map Df (σ) inside V together with conditions (1) and (2) 
This establishes the lemma. The rest of this section is devoted to the proof of Lemma 3.2.
3 Recall that this means that g is C 0 conjugated with its linear part at O inside V .
3.2.
Gluing a rotational flow with a hyperbolic flow. Consider the linear vector field on R 2 induced by the diagonal matrix
The associated flow {X t } t∈R is given by X t (x, y) = (σ −2t x, σ t y) for all t ∈ R and (x, y) ∈ R 2 . Notice that the trajectories of the flow are contained in the level curves of (x, y) → xy 2 , and that the time-one map of the flow is the linear diffeomorphism X 1 (x, y) = (σ −2 x, σy). Moreover, the origin is dissipative for X 1 , meaning that the divergence of X 1 is negative (it is − log σ).
For now we fix a real number β ∈ (π/8, π/4). Notice that the matrix
represents a rotation of angle π/2 around the origin in the negative sense (clockwise) composed with a contraction by a factor β. Fix p ≥ σ 2 and consider the affine vector field Z on R 2 given by:
The associated flow {Z t } t∈R is the rotational flow around the point (p, p):
for all t ∈ R and (x, y) ∈ R 2 . The time-one map of the flow is of course the rotation of angle β around the point (p, p) in the negative sense.
With the vector fields X and Z at hand, we build a new vector field F in the following way. The sets we are about to define are shown in Figure 3 . We fix t 0 , t 1 > 0 and ε > 0, and consider the two rectangles: The complement of D in the first quadrant has two connected components: let V be the one which contains the point (p, p) and let U be the one which contains the origin on its boundary.
Let
(note that ρ is not defined on int(B); we just make an arbitrary choice on this set so
Notice that F ≡ X in U, and F ≡ Z in V. This defines F in the first quadrant of R 2 . By symmetry, we can perform the same construction on the third quadrant and then extend F to all R 2 . In the sequel we shall prove that we can construct F in such a way that it has a homoclinic loop in the first quadrant. Therefore, by symmetry, F will present another homoclinic loop 4 in the third quadrant.
Lemma 3.4. There exists a choice of t 0 , t 1 , α s and α u such that the saddle singularity of F at the origin has a homoclinic loop.
Denote by X r (R 2 ) the space of C r vector fields on the plane.
Definition 3.5. Let X ∈ X 1 (R 2 ) and let A ⊂ R 2 a non-empty set. We say that the positive (resp. negative) X-orbit of x ∈ R 2 hits A for the first time in a point a ∈ A if there exists T > 0 (resp. T < 0) such that X T (x) = a and X t (x) / ∈ A, for every 0 ≤ t < T (resp. T < t ≤ 0).
Proof of Lemma 3.4. Let L p+t 0 denote the unitary horizontal line segment through the
We consider similarly the unitaty vertical segment L p+t 1 trough (p + t 1 , 0). We parametrize L p+t 0 by the horizontal coordinate of its points and similarly we parametrize L p+t 1 by the vertical coordinate of its points. Along the proof we will identify both L p+t 0 and L p+t 1 with their corresponding parametrizations. 4 Recall that a homoclinic loop for F at the origin O (which is a singularity of F ) means a non-void
Let δ 0 ∈ L p+t 0 be such that the positive Z-orbit of (0, p) hits L p+t 0 for the first time in δ 0 and let δ 1 ∈ L p+t 1 be such that the positive Z-orbit of (0, p) hits L p+t 1 for the first time in δ 1 . Observe that δ i > 0, for i = 0, 1.
Moreover, by the expression of Z we deduce that there exists a non-trivial interval (δ 0 − η, δ 0 ] ⊂ L p+t 0 , for some η > 0 small, such that for any δ ∈ (δ 0 − η, δ 0 ], the positive Z orbit of δ hits L p+t 1 for the first time in a point δ ∈ (0, δ 1 ].
Claim 3.6. For every δ ∈ (0, δ 1 ) there exists a choice of α s such that the negative F -orbit of (p, 0) hits L p+t 1 for the first time in δ . Similarly, for every δ ∈ (δ 0 − η, δ 0 ) there exists a choice of α u such that the positive F -orbit of (0, p) hits L p+t 0 for the first time in δ.
Let us complete the proof of the Lemma assuming Claim 3.6. Take any δ ∈ (δ 1 , 0) and let α s be given by Claim 3.6.
If η is small enough, there exists a unique δ ∈ (δ 0 −η, δ 0 ) such that δ is in the positive Z-orbit of δ. Applying Claim 3.6 once again we choose α u such that the positive Forbit of (0, p) hits L p+t 0 for the first time in δ. Since F = Z in V this implies that (p, 0) belongs to the positive F -orbit of (0, p), and thus O exhibits a homoclinic loop.
We are left to prove Claim 3.6. For this, notice that if we choose α u constant and equal to 1 in an interval [p, p + t * ], with t * very close to t 0 then the positive F -orbit of (0, p) will hit L p+t 0 for the first time in a point close to 0. On the other hand, if we choose α u to be constant equal to zero in an interval [p + s, p + t 0 ], with s very close to 0, then the positive F -orbit of (0, p) will hit L p+t 0 for the first time in a point close to δ 0 . By the Intermediate Value Theorem any point between 0 and δ 0 is within reach. A similar argument applies for the choice of α s . This finishes the proof of the claim and the lemma.
We complete the dynamics of F with a source at infinity. It is possible to perform it in order to get the following result, whose provefollows easily from the construction. Let Ω and Ω be the two symmetric homoclinic loops constructed in Lemma 3.4. Notice that R 2 \ Ω has two connected components, a bounded one and an unbounded one.
Lemma 3.7. F has two periodic orbits γ and γ whose interior connected components are made of periodic orbits and the singularities (p, p) and (−p, −p) respectively. Moreover, every point in the intersection of the exterior component of R 2 \γ with the bounded component of R 2 \ Ω has γ as its α-limit and the homoclinic loop Ω as its ω-limit set (and similarly for Ω and γ ). Every point in the unbounded component of R 2 \ (Ω ∪ Ω ) has the source at infinity as its α-limit set and Ω as its ω-limit set.
Connecting boxes.
In order to complete the proof of Lemma 3.2 we shall now perturb the time one map of F to "undo" some of the raised non-linearity. This will ensure the announced properties of the first return map to the right exterior stable boxes.
Recall the right exterior stable boxesS n =Ĩ × σ −nĨ , whereĨ = [ã,b] ⊂ (1, σ). Let F t ∈ Diff ∞ + (R 2 ) be the time-t map of the flow associated to the vector field F constructed above. Note that F 1 is linear on the square [0, σ] 2 with
In particular, O = (0, 0) is a saddle fixed point of F 1 . Denote by W s (O) and W u (O) its corresponding stable and unstable manifolds. By Lemma 3.4, F 1 presents a homoclinic loop associated to them. Note that F n (S n ) =Ũ 2n for all n ∈ N, whereŨ m = σ −mĨ ×Ĩ are the unstable boxes.
The curve W u (O) ∩ (x, y) ∈ R 2 : x > p + t 1 , y > p + t 0 may be parametrized with θ by θ → (p, p) + (r 0 sin θ, r 0 cos θ), for some constant r 0 > 0. We consider two open polar rectangles W 0 and W 1 of the form (see Figure 4 )
with 0 < ε 0 < ε 1 r 0 and 0 < θ 0 < θ 1 < π/4. Note that W 0 ⊂ W 1 and that
We will assume that 0 < ρ 1 − ρ 0 π 8 and that β ∈ (
). Moreover, we will also assume that ε 1 and ρ 1 are small enough in order to have two constants i 0 , j 0 ∈ N satisfying for all n ∈ N large enough that:
induced by the parametrization given above (which is the dynamical order of the unstable manifold).
Lemma 3.8. There exists an orientation-preserving C ∞ diffeomorphism φ 0 : R 2 → R 2 with the following properties:
In particular, for each n, F j 0 • φ 0 • F i 0 :Ũ n →S n is an affine diffeomorphism with determinant equal to one.
Proof. Let R : R 2 → R 2 be the orientation-preserving affine diffeomorphism
which is just the rotation of angle π/2 around the point (ã +b)/2, (ã +b)/2 in the positive sense (counter-clockwise). In particular, we have that R(Ũ n ) =S n , for every n ∈ N. We simply define φ 0 by
which satisfies all the required properties.
Proof of Lemma 3.2. With Lemma 3.8 at hand, let φ ∈ Diff ∞ + (R 2 ) be such that φ = φ 0 in W 0 and φ = Id in R 2 \ W 1 . By choosing a suitable bump function (for instance, symmetric in the polar coordinates described above) we may assume also that φ preserves W u (0) ∩ W 1 . Finally, let f 0 ∈ Diff ∞ + (R 2 ) be given by f 0 = F 1 • φ, and note the following six consequences of Lemma 3.8, which together establish Lemma 3.2.
•
• The origin is a saddle fixed point for f 0 .
• The homoclinic loop constructed in Lemma 3.4 for F 1 is also a homoclinic loop for f 0 .
Remark 3.9. The curves γ and γ given by Lemma 3.7 are both invariant circles for f 0 . Moreover, one can check that the conclusions about ω and α-limit sets regarding the flow of F in Lemma 3.7 also hold for f 0 .
By a similar construction, one can connect the stable/unstable manifolds of two different dissipative hyperbolic saddle fixed points with the same eigenvalues, getting a similar configuration of heteroclinic connections together with a family of boxes (see Figure 5 ). More precisely, one connects the linear map (x, y) → (σ −2 x, σy) having the origin O as a dissipative hyperbolic saddle fixed point, with the affine map (x, y) → (σ −2 (x−2p), σ(y −2p)) having the point P = (2p, 2p) as a dissipative hyperbolic saddle fixed point The obtained result is summarized in the following lemma.
Lemma 3.10. For any σ > 1, there existsf 0 ∈ Diff ∞ (R 2 ) compactly supported, such that the origin O ∈ R 2 and the point P = (2p, 2p) ∈ R 2 are hyperbolic fixed points for f 0 , with the following properties:
(ii) O and P are heteroclinically related, meaning that W s (O) = W u (P ), and W s (P ) = W u (O); (iii) Denoting s (p,p) the symmetry with respect to the point (p, p), there are integers n 0 , k 0 ∈ N such that, for every n ≥ n 0 , Figure 5 . The alternative diffeomorphismf 0 , of Bowen-eye type (iv) For n ≥ n 0 , there is a first return mapĝ
is a rotation by π/2 (and the same for orbits from s (p,p) ((S n ) toS 2n ;) (v)f 0 is symmetric with respect to O, i.e commutes with − Id.
The configuration of a heteroclinic connection with two dissipative saddle fixed points is known as Bowen's eye attractor. In this case, any point starting sufficiently close to the union of stable/unstable manifolds inside the heteroclinic loop has historic behaviour 5 (this can be seen by reasoning as in Lemma 3.3). See the grounding papers [12] and [31] for a complete proof. Since then, the Bowen's eye attractor has been quite widely studied (see [13] , [19] , [20] , [11] and the references therein).
Orbit exclusion I: Determining the basin
In this section we modify the previous diffeomorphism f 0 in order to obtain a finer control of the statistical basin of the saddle. We shall define a suitable perturbation h so that the new diffeomorphism f 1 = h • f 0 still has a Dirac physical measure at O, whose statistical basin is composed of the union of a "wandering tower" with (possibly) some orbits inside a zero Lebesgue measure and nowhere dense invariant set. The idea for the new perturbation h is to push points away from the stable manifold of O towards some attractive periodic orbit, while carefully preserving the tower of wandering boxes. This part is the most delicate and technical of the paper.
Description of the perturbations.
We shall obtain the perturbation h from the composition of two diffeomorphisms: h 1 , which pushes points horizontally towards an attractive fixed vertical segment and h 2 which pushes points vertically towards an attractive fixed horizontal segment 6 . 5 A point x ∈ M is said to have historic behaviour if its Birkhoff averages do not converge in the weak-* topology. 6 It may be that the diffeomorphism h1 is useless to get the desired result; however it simplifies significantly the proofs.
• O Figure 6 .
In the same way, consider the left stable interior boxes S n def = σ −2 I × σ −n I. Finally, choose ε 1 > 0 small enough, so that [a − 4ε 1 , b + 4ε 1 ] ⊂Ĩ, and also
For each n 0 , we fix α
and the ε 1 -tower C, which is defined similarly as S. In the same way, consider the left
4.1.2. Bump function notation. As we shall need plenty of different bump functions, it will be more pleasant to have a convention for them. Therefore, in the sequel, given 0 < 1 < r 1 < r 0 we denote by ϕ 1 ,r 1 0 ,r 0 : R → R is a C ∞ bump function satisfying:
is convex in a neighbourhood of 0 and in a neighbourhood of r 0 .
4.1.3. The horizontal push. Let ξ 1 ∈ Diff ∞ (R) be such that:
• ξ 1 has a unique attractive fixed point q 1 in (σ −2 b, a).
• ξ 1 (a − ε 1 ) = a − 2ε 1 and ξ 1 (a − 2ε 1 ) < a − 3ε 1 ; Let 0 < ε 0 < ε 1 /5 and consider ϕ 1 = ϕ 0,α−ε 0 −ε 0 ,α , so that supp ϕ 1 = [−ε 0 , α] and (ϕ 1 ) |[0,α−ε 0 ] ≡ 1. Our horizontal perturbation is (see Figure 6 )
In particular, supp Figure 7 . The diffeomorphism h 2 4.1.4. The vertical push. Take ξ 2 ∈ Diff ∞ (R) such that:
• it equals the identity outside [−ε 0 , σ −n 0 a];
• ξ 2 has a unique fixed point q 2 inside σ −n 0 −1 (b + 3ε 1 ), σ −n 0 (a − 3ε 1 ) , which is attractive.
We shall need two more assumptions on ξ 2 . Taking a smaller ε 1 if necessary, one can suppose that the map ξ 2 − id does not vary of a factor bigger than 2 in any segment of length ε 1 :
Also, we choose ξ 2 so that
. We choose ϕ 2 so that it is convex in restriction to [a , a − 2ε 1 ], where a ∈ [a − 2.5ε 1 , a − 2ε 1 ] is defined by h 2 (0, a ) = σ −n 0 −1 (b + 3ε 1 ).
Our vertical perturbation h 2 is then defined as (see Figure 7 )
This simple observation will be used several times in ou arguments.
The new diffeomorphism f 1 is then defined by
Moreover, as f 0 is compactly supported we complete the dynamics of f 1 with a source at infinity, whose basin is Figure 8 . Trajectory of the trapped region Q: one has f
.
Given such δ we choose ϑ > 0 such that if 0 < ϕ 2 (x) ≤ ϑ, then either |x − σ −2 (b + 2.5ε 1 )| < δ or |x − (a − 2.5ε 1 )| < δ. Moreover, we assume that ϕ 2 > 0 in restriction to (a − 2.5ε 1 , a − 2.5ε 1 + δ) ∪ (σ −2 (b + 2.5ε 1 ) − δ, σ −2 (b + 2.5ε 1 )).
4.2.
The trapping region of f 1 . The first property about f 1 that we are going to prove is that it has a periodic trapping region. Recall the integer k 0 which comes from Lemma 3.2.
Lemma 4.2. The set int(Q), where Q is defined in (4.4), is a periodic trapping region for f 1 . More precisely, f
Proof. The reader may refer to Figure 8 . First notice that
Moreover, it is also clear from the construction of f 0 that
On By Remark 4.1 this implies that
4.3.
Complete description of the statistical basin. Notice that f 1 | S = f 0 | S . In particular, it follows from Lemma 3.3 that S ⊂ B δ O (f 1 ), and thus δ O is also a physical measure for f 1 . In the proposition below, which is the main result of this section, we give a detailed description of the statical basin. In the statement we shall use the notation
There exists a f 1 -forward invariant set Γ, which has zero Lebesgue measure and is nowhere dense, such that if p ∈ R 2 has positive orbit under f 1 which comes sufficiently close to the stable manifold W s (O) of the origin then there are only three possible cases:
(
Let us give a rough sketch of the proof. First we prove that every point outside the ε 1 -tower belongs to W s (Q). The dynamics inside the ε 1 -tower is more intricate. We shall subdivide it into several regions all of which but one belongs to W s (Q). This region not contained in W s (Q) is also a tower of smaller rectangles above the stable manifold W s (O), which is very close to the places where our perturbations h 1 and h 2 are being dissolved. We shall prove that this tower of rectangles has a Markovian-like structure which makes the set of points inside a rectangle which never leaves the tower to be a product of a Cantor set by an interval. The most technical part of the proof will be a careful control of the geometry of the iterations of the rectangles of the tower, that will allows us to show that this Cantor set has zero Lebesgue measure.
The proof of Proposition 4.3 will occupy the remainder of this section.
4.4.
Dynamics outside the ε 1 -tower. Recall that V is the neighbourhood of O inside of which the dynamics of f 0 is linear (see Lemma 3.2). Note, however, that f 1 is not linear in the whole set V .
Lemma 4.4. Let p ∈ R 2 be such that there exists some positive iterate f n 1 (p) = (x, y) ∈ V with x ∈ [1, σ 2 ] and 0 < y < σ −n 0 . Then one of the following holds:
(1) p ∈ C (2) p ∈ W s (Q) Moreover, if p / ∈ C then its α-limit set is the source at infinity.
Proof. We will show that if (1) does not holds, then (2) must hold. Let us assume first that 1 ≤ x < a − 3ε 1 , or b + 3ε 1 < x ≤ σ 2 .
In the latter case, by Remark 4.1, one has that h • f 0 (f n 1 (p)) ∈ Q, i.e. f n+1 1 (p) ∈ Q.
In the former case, f 0 (p) ∈ R 2 \(supp(h 1 )∪supp(h 2 )). It follows from the definition of f 1 that there exists m > n 0 such that
which, by Remark 4.1, implies that f
Since (1) does not hold, we must have y ∈ [σ −m−1 (b + 3ε 1 ), σ −m (a − 3ε 1 )], for some m > n 0 . In particular, f n 1 (p) is not contained in the support of h. We deduce that f m+n 1
, with b + 3ε 1 <ỹ < σ 2 and thus f k 0 +m+n 1 (p) has its x-coordinate on the interval (b + 3ε 1 , σ 2 ). Again, Remark 4.1 implies that
This proves that in any case, p ∈ W s (Q). For the last claim of the Lemma, just notice that if p / ∈ C then f n−1 1 (p) = (x , y ), with x > 0 and y < 0 and therefore belongs to the negative basin of attraction of the source at infinity.
4.5.
Dynamics inside the ε 1 -tower and persistent points. Let us recall some notations introduced in Lemma 3.2: we have that α = σ −n 0 (b+3ε 1 ) and recall that L n is the affine identification between S n and [−1, 1] 2 (explicit formulas for L n and its inverse are given in (3.2)) We will think alternatively on the boxes S n and their images under L n . We will denoteε 1 
We shall profit of these identifications to look at all boxes C n in a single drawing, as in Figure 9 .
Property (iii) of Lemma 3.2 implies that the restriction of (where f 1 = h • f 0 ) on each box C n . For this purpose, we first divide each C n into regions as depicted in Figure 9 , where the inside grey squares represent the image of the set S n . These regions are defined by the vertical lines of respective abscissa a, a −ε 1 , a − 2ε 1 , a − 2.5ε 1 , a − 3ε 1 , b, b +ε 1 , b + 2ε 1 , b + 2.5ε 1 and b + 3ε 1 , and their images by the map L 2n f n+k 0 (L n ) −1 . It defines one big central square which is S n , 12 rectangles and 36 small squares . We shall subdivide this finite set of 36 small rectangles into 5 groups, and we will analyze their dynamics separately. Along the next paragraphs, for the sake of simplicity, we shall consistently make reference to Figure 9 .
As indicated in Figure 9 , we divide the set of intermediate boxes C into 5 "coloured" regions, the white regions and the interior tower S ⊂ B f 1 (δ O ). Let us give the precise Figure 9 . Regions of the set L n (C n ). 
definition of each one of these regions. We denote them A C h,v (n) ⊂ C n \ S n , and they are defined from the sets A C h,v by the formula
The upper script letter C stands for the region's color: R for red, B for blue, G for green, O for orange and P for pink. For its part, u ∈ { , r} is either left or right, and v ∈ {t, b} is either top or bottom. Finally, n ≥ n 0 is the box's number.
More precisely, we can define rigourously the boxes, using their symmetry properties: denoting s h and s v the axial symmetries with axes respectively the x and the y axes, one has, for any color C, A C r,t = s v (A C ,t ), A C ,b = s h (A C ,t ) and A C r,b = s v (A C r,t ). So it suffices to define the left top boxes, as follows.
The red box (cross-hatched rectangles in Figure 9 ):
The blue box (rectangles with tilted hatches in Figure 9 ):
The green box (gridded rectangles in Figure 9 ):
The orange box (dotted rectangles in Figure 9 ):
The pink box (hatched squares in Figure 9 ):
Finally, for the white boxes depicted in Figure 9 , as the formal definition is now clear, we refrain from giving exact formulas.
Notice that the blue region, defined as the union of the blue boxes, can be written as B = n≥n 0 h∈{ ,r} v∈{t,b}
As it has a special place in our arguments, we shall also call the blue region as the blue tower. Before moving to the main statement of this paragraph, we need some definitions.
Definition 4.5 (Returns and persistent points). Given a point x which belongs to some box A B h,v (n) in the blue tower B, we say that its iterate f
(x) also belongs to the blue tower B, we say that x is a 1-persistent point, and we denote the set of those points by P 1 (h, v, n) ⊂ A B ,t ⊂ B. We define the set P k (h, v, n) of k-persistent points by induction:
Finally, consider Γ def = h,v,n k∈N P k (h, v, n), which we call the set of persistent points.
Notice that Γ ⊂ B is forward invariant by definition.
Definition 4.6. We define the map g on the triplets (h, v, n) (or equivalently on the sets A B h,v (n)) that corresponds to the application of f n+k 0 1
:
This allows to define a relation on the triplets (h, v, n) ∈ N ≥n 0 × {l, r} × {t, b} (or equivalently on the sets A B h,v (n)) by the relation that will mean "(h , v , n ) ≺ (h, v, n)
if the rectangle A B h ,v (n ) is intersected by the image f
⇐⇒ h = h and n < n or n = n and v = b .
Remark 4.7. For any k ∈ N, any n ≥ n 0 and any (h, v) ∈ { , r} × {t, b}, denoting θ = (h, v, n), one has (4.5)
The main result of this paragraph is the lemma below, which completely determines the dynamics inside the ε 1 -tower C (see definition page 16). The final conclusion is that the only points which are not in W s (Q) are the persistent points. The complete statement is summarized in Figure 13 : it describes all possible transitions between the "coloured" regions under forward iteration of f 1 .
The proof consists in analysing separately the iterations of each "coloured" region, and is depicted in Figures 9, 10 , 11 and 12.
Lemma 4.8. Every point in the extended tower C which does not belongs to W s (Q) neither to the stable tower S has a forward iterate which is a persistent point:
More precisely, for every h ∈ { , r} and v ∈ {t, b}, if n ≥ n 0 then (see Figure 13 ):
(2) Every element the pink region is eventually mapped inside the red region, and in particular is contained in W s (Q):
(3) Every element of the orange region is eventually mapped either inside the green region or inside the red region:
(4) Every element of the green region is eventually mapped either inside the blue tower, or in W s (Q):
(5) Every element of the white region is eventually mapped either in the blue region, or in the pink region, or in the red region or in W s (Q):
(6) Every element of the blue tower which is not in W s (Q) is a persistent point, i.e. (1) By definition of f 1 , the sets f j 1 (A R u,v (n)) are disjoint of the supports of h 1 and h 2 , for u = , r; v = b, t and j = 1, . . . , n − 1 + k 0 , where k 0 is given by Lemma 3.2. As
n is a rotation by π/2 (Property (iii) of Lemma 3.2), we have that
where the sets B R ,t (n), B R r,t (n), B R ,b (n) and B B r,b (n) are depicted in Figure 10 : the sets B C h,v are the images of the sets A C h ,v by the rotation of angle π/2. More precisely, their x, y coordinates can be determined in the same way as before. For instance,
Notice that, for the sets B R u,v (n) the horizontal coordinate lies in the fundamental domain [1, σ 2 ] . By definition of the perturbations, the sets
have the horizontal coordinate inside the interval (q 1 , ξ 1 (a−2.5ε 1 )). Thus (recall that Q is the trapping region),
. Now, the analysis for the sets B R r,v (2n), for v = t, b is analogous, the only difference being that are disjoint of the supports of h 1 and h 2 , and thus we need to iterate one time more. In each case, we prove that 
This proves that the red region is contained in
n is a rotation by π/2 (Property (iii) of Lemma 3.2), we see that f
where as before the sets B P ,t (n), B P r,t (n), B P ,b (n) and B P r,b (n) are depicted in Figure 10 , and whose x, y coordinates can be determined in the same way as before. For instance,
Since the sets B P ,v (2n), with v ∈ {t, b} are contained in the support of h 1 , and since
and
which are outside the support of h 2 , one can see that iterating once more the sets f n+k 0 −1 1 ((A P ,λ (n))), with λ ∈ {t, b}, one end-up lying inside the red region. On the other hand, the sets B P r,t (2n) and B P r,b (2n) do not intersect the supports of h 1 and h 2 , and thus we arrive directly to the same conclusion as before: iterating once more the sets f n+k 0 −1 1 ((A P r,v (n))), with v ∈ {t, b}, one end-up lying inside the red region. The rest of the proof is completed with a repetition of the same arguments, so we refrain from giving full details.
Remark 4.9. An important part of Lemma 4.8 is that no point in the blue tower enters in the green region under future iterations of f 1 . Thus, the only way a point can avoid W s (Q) is by being "trapped" forever in the blue tower.
The reasoning applied above allows us to refine equality (4.5) and gives as a by product more information about the topological structure of the set of persistent points.
For any k ∈ N, n ≥ n 0 and (h, v) ∈ { , r} × {t, b}, we denote θ = (h, v, n) and consider {P k (θ) j } j∈J θ (k) the decomposition of P k (θ) into connected components. induces a bijection between the collection {P k+1 (θ) j } j∈J θ (k) of connected components of P k+1 (θ) and the set of all intersectionsP
Another consequence of Lemma 4.8 is the following.
Proof. Observe that, under negative iteration, the points in the orange region approximate the boundary of the boxes S n , and the same holds for points in the white region which do not falls directly in the negative basin of the source at infinity. Therefore, the α-limit sets of points in A W h,v (n) ∪ A O h,v (n) are the same as those in ∂S, which are nowhere dense curves by Remark 3.9.
4.6. Geometry of persistent points. It follows from Lemmas 4.8 and 4.4 that
Therefore, Proposition 4.3 becomes a consequence of the following result.
Lemma 4.12. The set n∈N f −n 1 (Γ) has zero Lebesgue measure and is nowhere dense. The remainder of this section will be devoted to the proof of this lemma, whose hardest part consists in showing that m(Γ) = 0. Let us give a rough sketch of why this is true. Remember that a persistent point is a point which never leaves the blue tower under forward iteration of the first return map. The main idea, which is depicted in Figure 14 , is that the positive iteration of the rectangles that compose the blue tower has as a Markovian-like structure, so that a point which never leaves it lies in a decreasing intersection of subsets of some rectangle. Subsection 4.6.1 is then devoted to make this statement rigorous; it involves (among some other reasoning) an estimation of the inclination of the images of the small rectangles by the perturbation. This gives a topological description of the set of persistent points.
Additional work is performed in Subsection 4.6.2 to estimate the size of the set of persistent points. More precisely, we obtain distortion estimates in order to show simultaneously that this nested sequence has measure which goes to zero and converges to a nowhere dense set Γ.
Incidentally, as a by-product of our arguments, we obtain a semi-conjugacy of the dynamics in the set of persistent points with a shift "of finite type" over an infinite alphabet.
Proposition 4.13 (Coding).
The set Γ is a nowhere dense zero measure set, and is homeomorphic to the product of a Cantor set with a segment 8 . Moreover, there is a continuous surjection:
. This coding Φ semi-conjugates f with the one-sided subshift σ over the alphabet N × { , r} × {t, b} given by the (finite) transitions:
The fibres of Φ are all homeomorphic segments, and are graphs of Lipschitz maps with Lipschitz constant C.
In particular, we obtain the following interesting result.
Corollary 4.14. The map f 1 has positive topological entropy and infinitely many periodic orbits.
Proof of Lemma 4.12. For the nowhere dense claim we argue as follows: by Lemma 4.4 and by combining Lemma 4.8 and Corollary 4.11 we deduce that f −n (Γ) accumulate on nowhere dense sets. Therefore, the union n∈N f −n (Γ) is nowhere dense, concluding. 4.6.1. Geometry of the set of k-persistent points. The goal of this paragraph is to understand the geometry of the set of k-persistent points. It is described by Lemma 4.17, which uses the notion of quasi-rectangle, that will be introduced thereafter.
Let C > √ 2 be a constant. Recall that, given C, the bump function ϕ 2 has been chosen in Section 4.1.5. Definition 4.15. A quasi-rectangle is a topological disk R ⊂ R 2 whose boundary is made of 4 smooth curves: two that are parralel to the vertical axis, and two "horizontal " that are graphs of the form y = γ j (x) (x ∈ [x m , x M ] and j ∈ {1, 2}), with γ j : [x m , x M ] → R a C 1 map and γ 1 (x) < γ 2 (x) for all x. The maximal inclination of such a quasi-rectangle is defined as
The height of such a rectangle is the maximal vertical distance between the two pieces of the boundary defined by the γ j :
Recall that P k is the set of k-persistent points (see Definition 4.5). In the sequel we will study the intersections between connected components of P k -which will be proved to be quasi-rectangles after rescaling by L n -and images of blue rectangles A B h,v (n) by iterates of f 1 . Definition 4.16. For θ = (h, v, n), with (h, v) ∈ {l, r} × {t, b}, we shall denote
Lemma 4.17. For any C > √ 2, there exists n 0 ≥ 0 with the following property: for any k ∈ N, n ≥ n 0 and θ = (h, v, n), with (h, v) ∈ {l, r} × {t, b}, the set LP k (θ) is a disjoint union of a finite number of quasi-rectangles, with vertical sides that are subintervals of the vertical sides of A B h,v . Moreover, they all have their maximal inclination smaller than C −1 .
Remark 4.18. It is very important for this lemma to "rescale" the connected components of P k (θ). Without this it is possibly false that P k (θ) is a union of quasi-rectangles whose inclination is bounded independently of n. This is the main reason why we consider their image under the maps L n . That said, nonetheless, to avoid an overload of notations we shall in some proofs indiscriminately work with either P k (θ) or LP k (θ), whichever is more convenient. The important point is that, since we want to estimate the ratio between the height of the sets P k (θ) and the height of the rectangles, our results will be invariant under the maps L n .
The proof of this lemma is mainly based on the following inclination estimation.
Lemma 4.19 (Inclination). For any C > √ 2 there exists n 0 ∈ N such that for every m ≥ n 0 and every n ≥ n 0 + 1 the following holds:
(1) the first return map of f −1
1 sends almost horizontal vectors to almost horizontal vectors: for any v = (λ, µ) ∈ R 2 such that |λ| ≥ C|µ|, and any (x, y)
then |λ | ≥ C|µ |; (2) the perturbation map h 2 sends horizontal vectors to almost vertical ones: for Proof of Lemma 4.17. For simplicity of notation we assume h = and v = t thorough this proof. Clearly the other cases are analogous. We argue by induction. Choose a constant C ≥ √ 2. For k = 0, there is nothing to say. By the induction hypothesis, any connected component of some LP k (h, v, m)) is a quasi-rectangle of inclination ≤ C −1 . Moreover, by the form of the perturbation h (see Figure 14) , the boundary of the set f n+k 0 1 (A B ,b (n)) is made of two small vertical curves, and two others which are convex graphs above the interval [a − 2.5ε 1 , a − 2ε 1 ]. Also, by Part 2 of Lemma 4.19, these graphs have inclination > C at each rectangle A B h,v (m), for η = (h, v, m) ≺ θ. Using the fact that two curves of respective inclinations < 1 and > 1 have at most one intersection, we deduce that there is exactly one connected component of Figure 15) .
The boundary of each connected component of
, is made of four curves, two of which are part of the respective top and bottom boundary curves of P k (h, v, m), and after rescaling they become almost horizontal with inclination smaller than C −1 , by induction hypothesis. By part 1 of Lemma 4.19, the map f −n−k 0 1 sends this almost horizontal curves into almost horizontal curves (after rescaling), with the same bound on the inclination. Moreover, the pre-images of the other two parts of the boundary are vertical intervals contained in the vertical boundary components of A B ,b (n). This proves that the pre-image of each intersection f
, is a quasi-rectangle. This establishes the induction and finishes the proof. Proof. Letȳ be such that (x, y) = h 2 (x,ȳ). Notice that this implies (x,ȳ) ∈ f
Since (x, y) ∈ A B ,b (n) and (x,ȳ) ∈ f m+k 0 0 (A B ,b (m)) we can give the upper bound
On the other hand, from the definition of ξ 2 , and using once more that (x,ȳ) ∈ f m+k 0 0 (A B ,b (m)), we know that ξ 2 (ȳ) −ȳ is uniformly bounded from below by some constant K > 0. Therefore, using equality (4.8) and the fact that n ≥ n 0 + 1 we deduce
for n 0 large enough. By our choice of ϑ in 4.1.5 the conclusion follows.
Proof of Lemma 4.19. Let us denote along this proof
where x, y andȳ are given by (4.7). Then
and this is possible only if 2m ≥ n. Let R π/2 : R 2 → R 2 be the counter-clockwise rotation of angle π/2. By Lemma 3.2 one has f
2m R π/2 , so the inverse of this composition is
The differential of this map is
Take C > √ 2 and v = (λ, µ) ∈ R 2 with λ/µ ≥ C. Then the pre-image of this vector in
And the ratio between components of this vector (i.e. its inclination) is
We shall prove that the right-hand side of this inequality is bigger than C.
Notice that β is a barycentre between 1 and ξ 2 (ȳ) (see (4.9)), so it is uniformly bounded (in y and n) by sup ξ 2 . By (4.3) deduce that 0 < β ≤ 1.
As h 2 (x,ȳ) = (x, y) ∈ A B ,b (n) and since the vertical gap between a blue rectangle A B r,b (n) and the first return f m+k 0 1 (A B ,b (m)) of a blue rectangle is bigger than 0.5εσ −n (see Figure 14) we have that y −ȳ ≥ 0.5ε 1 σ −n By (4.8) this implies that
Since ϕ 2 is convex, one has
. . Hence (4.10)
This implies that
Thus, as 2m ≥ n and 0 < β ≤ 1
For the second point of the lemma, one computes, similarly to what has been done for the first point,
By (4.10), this implies that |ν |/|ω | = σ n γ ≥ C 2 + 1 > C.
4.6.2.
Size estimation of the set of persistent points. We shall now conclude the proof of Proposition 4.13. By Lemma 4.17 there are quasi-rectangles (LP k (θ) j ) j∈J θ (k) whose union equals to LP k (θ). Let us denote height of
To prove that the set of persistent points has zero Lebesgue measure, the main step will be to establish that the sums of the heights of the quasi-rectangles (LP k (θ) j ) j∈J θ (k) decreases exponentially to zero as k → +∞. By a Fubini argument, which follows easily from the definition of a quasi-rectangle, we shall conclude that the measure of P k (θ) decreases exponentially to zero as k → ∞, from which one deduces that m(Γ) = 0. The Markovian structure will imply the coding part. The lemma below sates precisely the exponential decay of the sum of the vertical sizes of the quasi-rectangles.
Lemma 4.21. There exists n 0 ∈ N (large) so that for any k ∈ N, any n ≥ n 0 and any For the proof of Lemma 4.21, the result below will be used to bound the effects of the non-linearities of h 2 (see Figure 16 ). 
Denote graph γ 1 ∩ graph ζ = {(x 1 , y 1 )} and graph γ 2 ∩ graph ζ = {(x 2 , y 2 )} (in particular, suppose that these intersections are nonempty). Then
The two estimations of Lemma 4.19 will imply that both hypotheses of this lemma are satisfied in the case where R is a connected component of P k and ζ is the image of a horizontal segment by h 2 . 
concluding.
Proof of Lemma 4.21. Again, we shall prove the result by induction. The case k = 0 is clear. So assume that the numbers λ η (k) j have been defined, and that they have the desired properties (until k).
Recall that
Let us fix y 0 ∈ σ −n [−a − 2ε 1 , −a − 3ε 1 ] and look at the image (in green in Figure 17 ) of the horizontal segment (in red)
Using 4.1.5 (page 18), we deduce that this image is the graph of a convex map, that meets all the connected components of η≺θ P k (η), i.e. all the sets LP k (η) j for η ≺ θ. We denote, as in Lemma 4.22 (see Figure 17 ),
is not clear from the notations, these points do depend on y 0 ) the intersection points of h 2 [−1 − 1.1ε 1 , −1 − ε 1 ] × {y 0 } with respectively the bottom and the top of the quasi-rectangleLP k (η) j . We also denote Figure 17 . Notations of the proof of Lemma 4.21. For simplicity, the sets LP k (η) j have been represented as rectangles while they are quasi-rectangles in reality. The crosses are the points of intersection 
(remark that these lemmas concern what happens in the sets L m (S m ), but the quotients of the left part of this inequality are invariant under the linear maps L m ).
Using the fact that ≺ is a total order on a finite set, for any η but the smallest one, one can define its precursor and denote it by η − 1. In the latter case, we denote Figure 18 . Zoom on Figure 17 , and idea of the proof of Lemma 4.21. The argument uses the convexity of the map ϕ 2 to say that d ≥ d 1 +d 2 . The rest of the proof consists in an estimation of nonlinearities, which follows from Lemma 4.22. In the detail,
The mean value theorem applied to the convex map ϕ 2 gives us that
On the other hand, our choice of ε 1 in inequality (4.1) implies
These two inequalities combined with (4.11) lead to (4.12)
if C > √ 2 Recall that the map y → ξ 2 (y) − y does not vary of a factor bigger than 2 on any segment of length ε 1 (see (4.2) ). Combined with the convexity of ϕ 2 , this implies that the map y 0 → |X 1 η (y 0 ) − X 2 η−1 (y 0 )| is decreasing for any η up to a factor 2, that is, if
We define now (recall that the points x 1 η (k) j and x 2 η (k) j depend on the height y 0 chosen at the beginning)
Since ϕ 2 is convex and the first return map g is an affine rotation (after rescaling by L n ), we see that
(the sum of the length of disjoint subintervals of an interval of length 0.5ε 1 is smaller than 0.5ε 1 ). Hence
for every k ≥ 1. This establishes the induction and completes the proof.
Orbit exclusion II: proof of Theorem B
Let f 1 be the diffeomorphism constructed in Section 4.1. We shall now prove Theorem B by performing a perturbation of f 1 aimed to toss out points of S n from the basin of the origin, so that what will remain will be a positive Lebesgue measure and nowhere dense set.
Proposition 5.1. There exists h 3 ∈ Diff 1 (R 2 ), such that f 2 = h 3 • f 1 has a hyperbolic fixed point at the origin O which is of saddle type and, moreover, B f 2 (δ O ) is nowhere dense and has positive Lebesgue measure.
Unfortunately, our construction only allows to work with the C 1 regularity (see Remark 5.3).
5.1.
Description of the diffeomorphism h 3 . Let us give an informal idea of the proof of Lemma 5.1. We shall construct the diffeomorphism h 3 as a composition of an infinite number of C ∞ -diffeomorphisms with disjoint supports, in some neighbourhoods of the boxes S n . For that, we fix a Cantor set on the segment I and compose with a perturbation formed of small vertical pushes outside of the Cantor set once at each 4 returns in a box S n . 5.1.1. Orbit of a box S m . Recall from Lemma 3.2 that for each m ≥ n 0 there exists a first return map g = f m+k 0 0 : S m → S 2m . Therefore, each positive integer m is either a starting point for an orbit of a box or a positive iterate of some box S k , k < m, under g. From now on we fix a positive integer m which is the starting point of an orbit. Notice that this amounts to saying that either n 0 ≤ m < 2n 0 or m is an odd positive integer. We shall call an integer m like this an starting integer.
We shall describe our perturbation along the orbit of S m under g. Then, we have that cσ n ε n < 1 for every n ≥ 2 and σ n ε n → 0 as n → ∞.
5.1.4.
Definition of the perturbation. Recall thatS n def =Ĩ × σ −nĨ . For each (x, y) ∈ R 2 , we set h 3 (x, y) = (x , y) if (x, y) / ∈ n≥n 0S n (x , y + δ n ϕ(x)ψ(σ n y)ε n ) if (x, y) ∈S n , for some n ≥ n 0 From the definition of ϕ and ψ we see that h 3 is C ∞ on R 2 \ (Ĩ × {0}) and is continuous on R 2 . The following lemma expresses the regularity of the obtained map in the neighbourhood ofĨ × {0}.
Lemma 5.2. h 3 ∈ Diff 1 (R 2 ) \ Diff 2 (R 2 ).
Proof of Lemma 5.2. Let p = (x, y) ∈S n . As h 3 is continuous, we only need to show that Dh 3 (p) → Id as p →Ĩ × {0}. Its Jacobian matrix is given by Dh 3 (p) = 1 0 δ n ϕ (x)ψ(σ n y)ε n 1 + δ n ϕ(x)σ n ψ (σ n y)ε n .
From the definition of ε n , it follows that the map Φ : R 2 → R 2 defined by h 3 = Id +Φ is a contraction. This proves that h 3 is a homeomorphism. Moreover, σ n ε n → 0 as n → +∞ (see (5.1)). Thus, if we let p →Ĩ × {0} then n → ∞ and so
Since h 3 is a homeomorphism, with the inverse function theorem we conclude that h 3 ∈ Diff 1 (R 2 ). This completes the proof of the fact that h 3 ∈ Diff 1 (R 2 ).
We now prove that h 2 is not C 2 . Let β(x, y) def = δ n ϕ(x)σ n ψ (σ n y)ε n . Then, ∂ y β(x, y) = δ n ϕ(x)σ 2n ψ (σ n y)ε n , and σ 2n ε n = (b−a)σ n log n → ∞ as n → ∞.
Remark 5.3. In the above lemma we strongly use the scale-invariance of the C 1 topology. Indeed, in our construction, we perform a vertical push of 1/ log n at a scale proportional to the vertical size of S n .
5.2.
Proof of Lemma 5.1. The lemma below is the main step in the proof of Lemma 5.1.
Lemma 5.4. For any n ≥ n 0 and any (x, y) ∈ S n :
• If x ∈ K, then (x, y) ∈ B f 2 (O);
• If x / ∈ K, then there exists k ∈ N such that f k 2 (x, y) / ∈ S. In particular, (x, y) / ∈ B f 2 (δ O ).
Proof. For simplicity and without loss of generality, let us fix some starting integer m ≥ n 0 and pick a point p = (x, y) ∈ S m . If x ∈ K, then ϕ(x) = 0 for every n ≥ m, and thus f k 2 (p) = f k 1 (p) for every k ≥ 0. Hence, p ∈ B f 2 (O), which proves the first point of the lemma.
So let us assume that x / ∈ K. Suppose by contradiction that f k 2 (p) ∈ S for every positive integer k, that is, Proof. We define
By Fubini's Theorem, we have Leb(K) > 0. Let us fix p ∈ B f 2 (δ O ). Notice that for n ≥ n 0 , if x / ∈ I or if y / ∈ σ −n (a, b + ε 1 ), then f 2 (x, y) = f 1 (x, y). Now, by Lemma 4.8 one deduces that p has a positive iterate either in Γ or in S. If f k 2 (p) = (x, y) ∈ S m for some k > 0 and some m ≥ n 0 , then we deduce from Lemma 5.4 that x ∈ K, and thus p ∈ K. The opposite inclusion is automatic from the first item in Lemma 5.4.
Proof of Proposition 5.1. After Corollary 5.5 it only remains to show that B f 2 (δ O ) is nowhere dense. Since both K and Γ are nowhere dense sets, each iterate f −n 2 (K ∪ Γ) is nowhere dense. By construction of f 2 we can apply Remark 3.9 to see that the pre-images f −n 2 (K) accumulate on a nowhere dense set. By the same reason, we can also apply Lemma 4.12 to deduce that n∈N f −n 2 (K ∪ Γ) is nowhere dense. Since both K and Γ are forward invariant, we are done.
Adapting the whole construction to the figure-eight attractor (Lemma 3.10), one gets the following counterpart of Proposition 5.1.
Proposition 5.6. There existsf 2 with two hyperbolic fixed points O and P which are of saddle type, such that the set of points with historic behaviour forf 2 is nowhere dense and has positive Lebesgue measure.
Moreover, one can see from the proof that the set of accumulation points of almost all the points with historic behaviour is similar to that of Bowen's eye example: it is a segment contained in [δ O , δ P ], which depends only on the eigenvalues at the hyperbolic fixed points.
As a final remark, let us point out that there is a natural strategy emerging from our construction to get a similar example of regularity C ∞ : considering the fat Cantor set K, instead of performing perturbations as in Section 5, one can compose with an infinite number of diffeomorphisms similar to h (page 17), so that for each of them the counterpart of ϕ 2 (page 17) has as support one of the holes of K. Choosing carefully the counterparts of the ξ 2 (that is, so that their norm decrease sufficiently fast), one can ensure that the resulting perturbation is C ∞ . Unfortunately, this construction complicates a lot the study of the Markov-like set arising, that is, the counterpart of Γ (Definition 4.5).
