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Abstract
Let M∗(C) denote the C
∗-algebra defined as the direct sum of
all matrix algebras {Mn(C) : n ≥ 1}. It is known that M∗(C) has
a non-cocommutative comultiplication ∆ϕ. We show that the C
∗-
bialgebra (M∗(C),∆ϕ) has a universal R-matrix R such that the quasi-
cocommutative C∗-bialgebra (M∗(C),∆ϕ, R) is triangular.
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1 Introduction
The purpose of this paper is to construct a new triangular C∗-bialgebra such
that its universal R-matrix is defined by using a certain set of arithmetic
transformations. In this section, we show our motivation, definitions and
our main theorem.
1.1 Motivation
In this subsection, we roughly explain our motivation and the background
of this study. Explicit mathematical definitions will be shown after § 1.2.
For n ≥ 2, let Mn(C) denote the C
∗-algebra of all n× n matrices and
we define M1(C) = C for convenience. Define the C
∗-algebra M∗(C) as the
direct sum of {Mn(C) : n ≥ 1}:
M∗(C) =M1(C)⊕M2(C)⊕M3(C)⊕ · · · . (1.1)
∗e-mail: kawamura@kurims.kyoto-u.ac.jp.
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In § 6.3 of [9], we constructed a non-cocommutative comultiplication ∆ϕ of
M∗(C) such that (M∗(C),∆ϕ) is a C
∗-subbialgebra of a certain C∗-bialgebra.
As a C∗-algebra, M∗(C) is almost trivial and there is no new property,
but the bialgebra structure is new, which is not a deformation of a known
cocommutative bialgebra
On the other hand, in the theory of quantum groups, a universal R-
matrix for a quasi-cocommutative bialgebras is important for applications to
mathematical physics and low-dimensional topology [5, 6, 7, 8]. Especially,
quasi-triangular (or braided) bialgebras generate solutions of Yang-Baxter
equation. As a stronger property, a triangular bialgebra was introduced by
Drinfel’d [5]. In this case, the tensor category of all representations of the
bialgebra is symmetric ([8], XIII.6 Exercises 1). See also [4, 6, 14].
Our interest is to find a universal R-matrix of (M∗(C),∆ϕ) in (1.1)
if there exists. In this paper, we construct a universal R-matrix R of
(M∗(C),∆ϕ) defined as a double infinite sequence of permutation matrices
arising from certain arithmetic transformations of quotients and residues
of positive integers. Furthermore, we show that the quasi-cocommutative
C∗-bialgebra (M∗(C),∆ϕ, R) is triangular.
1.2 Definitions
In this subsection, we recall definitions of C∗-bialgebra and universal R-
matrix [11]. At first, we prepare terminologies about C∗-bialgebra according
to [12, 13].
1.2.1 C∗-bialgebra
For a C∗-algebra A, let A
′′
denote the enveloping von Neumann algebra of
A. The multiplier algebra M(A) of A is defined by
M(A) ≡ {a ∈ A
′′
: aA ⊂ A, Aa ⊂ A}. (1.2)
Then M(A) is a unital C∗-subalgebra of A
′′
. Especially, A =M(A) if and
only if A is unital. The algebra M(A) is the completion of A with respect
to the strict topology.
For two C∗-algebras A and B, let Hom(A,B) and A⊗B denote the set
of all ∗-homomorphisms from A to B and the minimal C∗-tensor product
of A and B, respectively. A ∗-homomorphism from A to B is not always
extended to the map from M(A) to M(B). If f ∈ Hom(A,B) is surjec-
tive and both A and B are separable, then f is extended to a surjective
∗-homomorphism of M(A) onto M(B). We state that f ∈ Hom(A,M(B))
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is nondegenerate if f(A)B is dense in B. If both A and B are unital and f is
unital, then f is nondegenerate. For f ∈ Hom(A,M(B)), if f is nondegen-
erate, then f is called a morphism from A to B [15]. If f is a nondegenerate
∗-homomorphism from A to B, then we can regard f as a morphism from
A to B by using the canonical embedding of B intoM(B). Each morphism
f from A to B can be extended uniquely to a homomorphism f˜ fromM(A)
to M(B) such that f˜(m)f(b)a = f(mb)a for m ∈ M(B), b ∈ B, and a ∈ A.
If f is injective, then so is f˜ .
A pair (A,∆) is a C∗-bialgebra ifA is a C∗-algebra with ∆ ∈ Hom(A,M(A⊗
A)) such that ∆ is nondegenerate and the following holds:
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆. (1.3)
We call ∆ the comultiplication of A. A C∗-bialgebra (A,∆) is counital if
there exists ε ∈ Hom(A,C) such that
(ε⊗ id) ◦∆ = id = (id⊗ ε) ◦∆. (1.4)
We call ε the counit of A and write (A,∆, ε) as the counital C∗-bialgebra
(A,∆) with the counit ε. Remark that we do not assume ∆(A) ⊂ A ⊗ A.
Furthermore, A has no unit for a C∗-bialgebra (A,∆) in general.
1.2.2 Universal R-matrix
We recall a unitary universal R-matrix and the quasi-cocommutativity for
a C∗-bialgebra [11].
Definition 1.1 Let (A,∆) be a C∗-bialgebra.
(i) The map τ˜A,A fromM(A⊗A) toM(A⊗A) is the extended flip defined
as
τ˜A,A(X)(x⊗ y) ≡ τA,A(X(y ⊗ x)) (X ∈ M(A⊗A), x, y ∈ A) (1.5)
where τA,A denotes the flip of A⊗A.
(ii) The map ∆op from A to M(A⊗A) defined as
∆op(x) ≡ τ˜A,A(∆(x)) (x ∈ A) (1.6)
is called the opposite comultiplication of ∆.
(iii) A C∗-bialgebra (A,∆) is cocommutative if ∆ = ∆op.
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(iv) An element R in M(A ⊗ A) is called a (unitary) universal R-matrix
of (A,∆) if R is a unitary and
R∆(x)R∗ = ∆op(x) (x ∈ A). (1.7)
In this case, we state that (A,∆) is quasi-cocommutative (or almost
cocommutative [3]).
We write a quasi-cocommutative C∗-bialgebra (A,∆) with a universal R-
matrix R as (A,∆, R). If A is unital, then M(A⊗A) = A⊗ A and τ˜A,A =
τA,A. In addition, if (A,∆) is quasi-cocommutative with a universal R-
matrix R, then R ∈ A⊗A.
Next, we introduce quasi-triangular and triangular C∗-bialgebra ac-
cording to [5].
Definition 1.2 Let (A,∆, R) be a quasi-cocommutative C∗-bialgebra.
(i) (A,∆, R) is quasi-triangular (or braided [8]) if the following holds:
(∆ ⊗ id)(R) = R13R23, (id⊗∆)(R) = R13R12 (1.8)
where we use the leg numbering notation [1].
(ii) (A,∆, R) is triangular if (A,∆, R) is quasi-triangular and the following
holds:
R τ˜A,A(R) = I (1.9)
where τ˜A,A is as in (1.5) and I denotes the unit of M(A⊗A).
Since both ∆ ⊗ id and id ⊗ ∆ are nondegenerate, (1.8) makes sense. The
equation (1.9) is written as “R12R21 = 1” in [5]. In Appendix A, we will
show basic facts about quasi-triangular C∗-bialgebras.
1.2.3 Direct product and direct sum of C∗-algebras
For an infinite set {Ai : i ∈ Ω} of C
∗-algebras, there are separate notions of
direct sum and product which do not coincide with the algebraic ones [2].
We define two C∗-algebras
∏
i∈ΩAi and
⊕
i∈ΩAi as follows:
∏
i∈Ω
Ai ≡ {(ai) : ‖(ai)‖ ≡ sup
i
‖ai‖ <∞}, (1.10)
⊕
i∈Ω
Ai ≡ {(ai) : ‖(ai)‖ → 0 as i→∞} (1.11)
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in the sense that for every ε > 0 there are only finitely many i for which
‖ai‖ > ε. We call
∏
i∈ΩAi and
⊕
i∈ΩAi the direct product and the direct
sum of Ai’s, respectively. The algebra
⊕
i∈ΩAi is a closed two-sided ideal of∏
i∈ΩAi. The algebraic direct sum ⊕alg{Ai : i ∈ Ω} is a dense ∗-subalgebra
of ⊕{Ai : i ∈ Ω}. Since M(⊕i∈ΩAi) ∼=
∏
i∈ΩM(Ai) ([2], II.8.1.3), if Ai is
unital for each i, then
M
(⊕
i∈Ω
Ai
)
∼=
∏
i∈Ω
Ai. (1.12)
1.3 C∗-bialgebra (M∗(C),∆ϕ)
In this subsection, we recall the C∗-bialgebra (M∗(C),∆ϕ) [9]. Let M∗(C)
be as in (1.1) and let {E
(n)
i,j } denote the set of standard matrix units of
Mn(C). For n,m ≥ 1, define ϕn,m ∈ Hom(Mnm(C),Mn(C)⊗Mm(C)) by
ϕn,m(E
(nm)
m(i−1)+j,m(i′−1)+j′
) = E
(n)
i,i
′ ⊗E
(m)
j,j
′ (1.13)
for i, i
′
∈ {1, . . . , n} and j, j
′
∈ {1, . . . ,m}. By using {ϕn,m}n,m≥1, define
two maps ∆ϕ ∈ Hom(M∗(C), M∗(C)⊗M∗(C)) and ε ∈ Hom(M∗(C),C) by
∆ϕ(x) ≡
∑
m,l:ml=n
ϕm,l(x) when x ∈Mn(C), (1.14)
ε(x) ≡ 0 when x ∈ ⊕{Mn(C) : n ≥ 2}, ε(x) ≡ x when x ∈M1(C).
(1.15)
Then (M∗(C),∆ϕ, ε) is a counital C
∗-bialgebra, which is non-cocommutative.
In fact,
∆ϕ(E
(6)
2,2) = I1 ⊗ E
(6)
2,2 + E
(2)
1,1 ⊗ E
(3)
2,2 + E
(3)
1,1 ⊗ E
(2)
2,2 + E
(6)
2,2 ⊗ I1 (1.16)
where I1 denotes the unit of M1(C) = C. The second and third terms show
∆ϕ 6= ∆
op
ϕ . Remark ∆ϕ(M∗(C)) ⊂ M∗(C) ⊗ M∗(C). The C
∗-bialgebra
(M∗(C),∆ϕ, ε) satisfies the cancellation law ([9], Proposition A.1), and it
never has an antipode ([9], Lemma 3.2).
1.4 Main theorem
In this subsection, we show our main theorem. For n ≥ 1, let {e
(n)
i }
n
i=1
denote the standard basis of the finite dimensional Hilbert space Cn.
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Definition 1.3 Define the unitary transformation R(n,m) on Cn ⊗Cm by
R(n,m)(e
(n)
i ⊗ e
(m)
j ) ≡ e
(n)
i ⊗ e
(m)
j (1.17)
for (i, j) ∈ {1, . . . , n} × {1, . . . ,m} where the pair (i, j) ∈ {1, . . . , n} ×
{1, . . . ,m} is uniquely defined as the following integer equation:
m(i− 1) + j = n(j − 1) + i. (1.18)
For example, m(i − 1) + j divided by n equals j − 1 with a remainder of i
when 1 ≤ i ≤ n− 1.
By the natural identification EndC(C
n ⊗ Cm) ∼= Mn(C) ⊗ Mm(C),
R(n,m) is regarded as a unitary element inMn(C)⊗Mm(C) for each n,m ≥ 1.
From (1.12),M(M∗(C)⊗M∗(C)) =
∏
n,m≥1Mn(C)⊗Mm(C). Hence the set
{R(n,m)}n,m≥1 in (1.17) defines a unitary element R inM(M∗(C)⊗M∗(C)):
R ≡ (R(n,m))n,m≥1 ∈ M(M∗(C)⊗M∗(C)). (1.19)
Then the main theorem is stated as follows.
Theorem 1.4 Let (M∗(C),∆ϕ) be as in § 1.3.
(i) The unitary R in (1.19) is a universal R-matrix of (M∗(C),∆ϕ).
(ii) In addition to (i), the quasi-cocommutative C∗-bialgebra (M∗(C),∆ϕ, R)
is triangular.
We discuss the meaning of R in (1.19) as follows.
Remark 1.5 From (1.18), the operator R(n,m) in (1.17) is induced from the
arithmetic transformation χn,m defined as
(i, j) 7→ χn,m(i, j) ≡ (i, j). (1.20)
The map χn,m is a permutation of the set {1, . . . , n} × {1, . . . ,m}. For a
given integer N in {1, . . . , nm}, (i, j), (i, j) ∈ {1, . . . , n} × {1, . . . ,m} are
uniquely determined by
N = m(i− 1) + j = n(j − 1) + i. (1.21)
Hence both (i, j) and (i, j) are modifications of quotients and residues of N .
From this, χn,m means a transformation between quotients and residues of a
given integer with respect to a pair of fixed integers n and m. For example,
χ2,3(1, 2) = (2, 1), χ2,3(2, 1) = (2, 2). (1.22)
From this, χ2,3 6= (χ2,3)
−1. This implies R2 6= id. It is interesting that the
triangular structure of a bialgebra is induced from such arithmetic transfor-
mations.
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In § 2, we will introduce locally triangular C∗-weakly coassociative
system as a generalization of {(Mn(C), ϕn,m, R
(n,m)) : n,m ≥ 1}. By using
general statements in § 2, we will prove Theorem 1.4 in § 3.
2 C∗-weakly coassociative system
In this section, we consider a general method of construction of C∗-bialgebras
in order to prove Theorem 1.4.
2.1 Definitions
According to § 3 in [9], we recall a general method to construct a C∗-
bialgebra from a set of C∗-algebras and ∗-homomorphisms among them.
We call M a monoid if M is a semigroup with unit.
Definition 2.1 Let M be a monoid with the unit e. A data {(Aa, ϕa,b) :
a, b ∈ M} is a C∗-weakly coassociative system (= C∗-WCS) over M if Aa is
a unital C∗-algebra for a ∈ M and ϕa,b is a unital ∗-homomorphism from
Aab to Aa ⊗Ab for a, b ∈ M such that
(i) for all a, b, c ∈ M, the following holds:
(ida ⊗ ϕb,c) ◦ ϕa,bc = (ϕa,b ⊗ idc) ◦ ϕab,c (2.1)
where idx denotes the identity map on Ax for x = a, c,
(ii) there exists a counit εe of Ae such that (Ae, ϕe,e, εe) is a counital C
∗-
bialgebra,
(iii) ϕe,a(x) = Ie ⊗ x and ϕa,e(x) = x⊗ Ie for x ∈ Aa and a ∈ M.
From this definition, the following holds.
Theorem 2.2 ([9], Theorem 3.1) Let {(Aa, ϕa,b) : a, b ∈ M} be a C
∗-WCS
over a monoid M. Assume that M satisfies
#Na <∞ for each a ∈ M (2.2)
where Na ≡ {(b, c) ∈ M×M : bc = a}. Define C
∗-algebras
A∗ ≡ ⊕{Aa : a ∈ M}, Ca ≡ ⊕{Ab ⊗Ac : (b, c) ∈ Na} (a ∈ M), (2.3)
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and define ∗-homomorphisms ∆
(a)
ϕ ∈ Hom(Aa, Ca), ∆ϕ ∈ Hom(A∗, A∗⊗A∗)
and ε ∈ Hom(A∗,C) by
∆(a)ϕ (x) ≡
∑
(b,c)∈Na
ϕb,c(x) (x ∈ Aa), ∆ϕ ≡ ⊕{∆
(a)
ϕ : a ∈ M}, (2.4)
ε(x) ≡


0 when x ∈ ⊕{Aa : a ∈ M \ {e}},
εe(x) when x ∈ Ae.
(2.5)
Then (A∗,∆ϕ, ε) is a counital C
∗-bialgebra.
We call (A∗,∆ϕ, ε) in Theorem 2.2 by a (counital) C
∗-bialgebra associated
with {(Aa, ϕa,b) : a, b ∈ M}. In this paper, we always assume the condition
(2.2).
In this subsection, we do not assume that M is abelian. For example,
we constructed a C∗-WCS over a non-abelian monoid in [10].
2.2 Locally triangular C∗-weakly coassociative system
In addition to § 2.1, we introduce locally triangular C∗-weakly coassociative
system (=C∗-WCS) in this subsection.
Definition 2.3 Let {(Aa, ϕa,b) : a, b ∈ M} be a C
∗-WCS.
(i) For a, b ∈ M, define ϕopa,b ∈ Hom(Aab, Ab ⊗Aa) by
ϕ
op
a,b ≡ τa,b ◦ ϕa,b (2.6)
where τa,b denotes the flip from Aa ⊗Ab to Ab ⊗Aa.
(ii) {(Aa, ϕa,b) : a, b ∈ M} is locally quasi-cocommutative if there exists
{R(a,b) : a, b ∈ M} such that R(a,b) is a unitary in Aa ⊗Ab and
R(a,b)ϕa,b(x)(R
(a,b))∗ = ϕopb,a(x) (x ∈ Aab) (2.7)
for each a, b ∈ M. In this case, we call {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M} a
locally quasi-cocommutative C∗-WCS.
(iii) A locally quasi-cocommutative C∗-WCS {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M}
is locally quasi-triangular if the following holds:
(ϕa,b ⊗ idc)(R
(ab,c)) = R
(a,c)
13 R
(b,c)
23 , (2.8)
(ida ⊗ ϕb,c)(R
(a,bc)) = R
(a,c)
13 R
(a,b)
12 (2.9)
for each a, b, c ∈ M.
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(iv) A locally quasi-cocommutative C∗-WCS {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M}
is locally triangular if {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M} is locally quasi-
triangular and the following holds:
R(a,b)τb,a(R
(b,a)) = Ia ⊗ Ib (a, b ∈ M) (2.10)
where Ix denotes the unit of Ax for x = a, b.
For a C∗-WCS {(Aa, ϕa,b) : a, b ∈ M}, the following holds from (1.12):
M(A∗ ⊗A∗) ∼=
∏
a,b∈M
Aa ⊗Ab. (2.11)
Hence we identify an element in M(A∗ ⊗A∗) with that in
∏
a,b∈MAa ⊗Ab.
By Definition 2.3, the following holds.
Lemma 2.4 Assume that a monoid M is abelian.
(i) If a C∗-WCS {(Aa, ϕa,b) : a, b ∈ M}, is locally quasi-cocommutative
with respect to {R(a,b) : a, b ∈ M} in (2.7), then the unitary R ∈
M(A∗ ⊗A∗) defined by
R ≡ (R(a,b))a,b∈M (2.12)
is a universal R-matrix of (A∗,∆ϕ).
(ii) If a locally quasi-cocommutative C∗-WCS {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M}
is locally quasi-triangular, then (A∗,∆ϕ, R) is quasi-triangular for R
in (2.12).
(iii) If a locally quasi-cocommutative C∗-WCS {(Aa, ϕa,b, R
(a,b)) : a, b ∈ M}
is locally triangular, then (A∗,∆ϕ, R) is triangular for R in (2.12).
Proof. (i) Let a ∈ M and x ∈ Aa. From (2.4),
R∆ϕ(x)R
∗ = R∆(a)ϕ (x)R
∗ =
∑
b,c; bc=a
Rϕb,c(x)R
∗. (2.13)
From (2.7),
Rϕb,c(x)R
∗ = R(b,c)ϕb,c(x)(R
(b,c))∗ = ϕopc,b(x). (2.14)
From these and the assumption that M is abelian,
R∆ϕ(x)R
∗ =
∑
b,c; bc=a
ϕ
op
c,b(x) =
∑
b,c; cb=a
ϕ
op
c,b(x). (2.15)
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On the other hand,
∆opϕ (x) = τ˜A∗,A∗(∆
(a)
ϕ (x)) =
∑
b,c;cb=a
τc,b(ϕc,b(x)) =
∑
b,c;cb=a
ϕ
op
c,b(x). (2.16)
Hence R∆ϕ(x)R
∗ = ∆opϕ (x) for each a ∈ M and x ∈ Aa. Therefore the
statement holds.
(ii) Let a, b, c ∈ M and z ∈ Aa ⊗Ab ⊗Ac. By (2.8),
(∆ϕ ⊗ id)(R)z = (ϕa,b ⊗ idc)(R
(ab,c))z = R
(a,c)
13 R
(b,c)
23 z = R13R23z. (2.17)
From this, (∆ϕ ⊗ id)(R) = R13R23. By the same token, we can verify that
(id ⊗∆ϕ)(R) = R13R12. Hence the statement holds.
(iii) Let a, b ∈ M and z ∈ Aa ⊗Ab. From (2.10),
Rτ˜A∗,A∗(R)z = R
(a,b)τb,a(R
(b,a))z = z. (2.18)
This holds for each a, b ∈ M and z ∈ Aa ⊗ Ab. Therefore Rτ˜A∗,A∗(R) = I.
Hence the statement holds.
We use the assumption that M is abelian in the proof of Lemma 2.4(i).
3 Proof of Theorem 1.4
We prove Theorem 1.4 in this section. We regard the set N ≡ {1, 2, 3, . . .} of
all positive integers as a monoid with respect to the multiplication. Then we
see that {(Mn(C), ϕn,m) : n,m ∈ N} in (1.13) is a C
∗-WCS over the abelian
monoid N. From Lemma 2.4, it is sufficient for the proof of Theorem 1.4 to
show the following equations for {R(n,m) : n,m ∈ N} in (1.17):
R(n,m)ϕn,m(x)(R
(n,m))∗ = ϕopm,n(x) (x ∈Mnm(C)), (3.1)
(ϕn,m ⊗ idl)(R
(nm,l)) = R
(n,l)
13 R
(m,l)
23 , (3.2)
(idn ⊗ ϕm,l)(R
(n,ml)) = R
(n,l)
13 R
(n,m)
12 , (3.3)
R(n,m)τm,n(R
(m,n)) = In ⊗ Im (3.4)
for each n,m, l ∈ N.
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3.1 Proof of Theorem 1.4(i)
In this subsection, we show (3.1) in order to prove Theorem 1.4(i). We in-
troduce several new symbols for convenience as follows: Let Fn ≡ {1, . . . , n}
and define the bijective map φn,m from Fn × Fm to Fnm by
φn,m(i, j) ≡ m(i− 1) + j ((i, j) ∈ Fn × Fm). (3.5)
Let {E
(n)
i,j : i, j ∈ Fn} be as in § 1.3. For i, j ∈ Fn and k, l ∈ Fm, let
E
(n,m)
(i,k), (j,l) ≡ E
(n)
i,j ⊗E
(m)
k,l . (3.6)
Lemma 3.1 For k, l ∈ Fnm, the following holds:
R(n,m)ϕn,m(E
(nm)
k,l )(R
(n,m))∗ = E
(n,m)
{χn,m◦φ
−1
n,m}(k), {χn,m◦φ
−1
n,m}(l)
, (3.7)
ϕopm,n(E
(nm)
k,l ) = E
(n,m)
{θm,n◦φ
−1
m,n}(k), {θm,n◦φ
−1
m,n}(l)
(3.8)
where χn,m is as in (1.20) and θm,n denotes the flip from Fm×Fn to Fn×Fm.
Proof. From (3.5) and (1.13),
ϕn,m(E
(nm)
k,l ) = E
(n,m)
φ−1n,m(k), φ
−1
n,m(l)
(k, l ∈ Fnm). (3.9)
By definition, R(n,m) is written as follows:
R(n,m) =
∑
(i,j)∈Fn×Fm
E
(n,m)
χn,m(i,j), (i,j)
. (3.10)
From (3.9) and (3.10), (3.7) holds.
We see that
τn,m(E
(n,m)
(i,k), (j,l)) = E
(m)
k,l ⊗ E
(n)
i,j = E
(m,n)
(k,i), (l,j). (3.11)
By (3.9), ϕm,n(E
(nm)
k,l ) = E
(m,n)
φ−1m,n(k), φ
−1
m,n(l)
. From this and (3.11), (3.8) holds.
The equation (3.10) shows a representation of R restricted on the vector
subspace Mn(C)⊗Mm(C) of M∗(C)⊗M∗(C).
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Proof of Theorem 1.4(i). We prove (3.1) for each n,m ∈ N. If it is done,
then Theorem 1.4(i) holds from Lemma 2.4(i).
For χn,m in (1.20), we see that
χn,m = θm,n ◦ φ
−1
m,n ◦ φn,m (3.12)
where θm,n is as in Lemma 3.1. From this, we see that (3.7) equals (3.8).
Hence (3.1) is verified. Therefore the statement holds.
3.2 Proof of Theorem 1.4(ii)
In order to prove Theorem 1.4(ii), we prove (3.2-3.4). Especially, we show
(3.2) in § 3.2.1 and § 3.2.2 step by step.
3.2.1 Proof of (3.2) —Step 1
In this subsubsection, we reduce (3.2) to equations of maps on integers.
Lemma 3.2 Let Fn and {E
(n)
i,j } be as in § 3.1. For i, a ∈ Fn, j, b ∈ Fm and
k, c ∈ Fl, let
E
(n,m,l)
(i,j,k), (a,b,c) ≡ E
(n)
i,a ⊗ E
(m)
j,b ⊗ E
(l)
k,c. (3.13)
Then the following holds:
(ϕn,m ⊗ idl)(R
(nm,l)) =
∑
(a,b,c)∈Fn×Fm×Fl
E
(n,m,l)
P (a,b,c), (a,b,c), (3.14)
R
(n,l)
13 R
(m,l)
23 =
∑
(a,b,c)∈Fn×Fm×Fl
E
(n,m,l)
Q(a,b,c), (a,b,c) (3.15)
where P and Q are maps on Fn × Fm × Fl defined by
P ≡ (φ−1n,m × idl) ◦ χnm,l ◦ (φn,m × idl), (3.16)
Q ≡ (idn × θl,m) ◦ (χn,l × idm) ◦ (idn × θm,l) ◦ (idn × χm,l) (3.17)
where idx denotes the identity map on Fx for x = n,m, l.
Proof. From (3.10),
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(ϕn,m ⊗ idl)(R
(nm,l))
=
∑
(t,k)∈Fnm×Fl
(ϕn,m ⊗ idl)(E
(nm,l)
χnm,l(t,k), (t,k)
)
=
∑
(i,j,k)∈Fn×Fm×Fl
(ϕn,m ⊗ idl)(E
(nm,l)
χnm,l(φn,m(i,j),k), (φn,m(i,j),k)
).
When t = φn,m(i, j),
(ϕn,m ⊗ idl)(E
(nm,l)
χnm,l(t,k), (t,k)
) = ϕn,m(E
(nm)
t,t )⊗ E
(l)
k,k
= E
(n,m)
φ−1n,m(t), φ
−1
n,m(t)
⊗ E
(l)
k,k (by (3.9))
= E
(n,m)
φ−1n,m(t), (i,j)
⊗ E
(l)
k,k
= E
(n,m,l)
(φ−1n,m(t), k), (i,j,k)
where (t, k) = χnm,l(t, k). We see that
(φ−1n,m(t), k) = {(φ
−1
n,m × idl) ◦ χnm,l}(t, k)
= {(φ−1n,m × idl) ◦ χnm,l ◦ (φn,m × idl)}(i, j, k) = P (i, j, k).
Hence (3.14) holds.
From (3.10),
R
(n,l)
13 R
(m,l)
23 = {idn ⊗ τl,m}(R
(n,l) ⊗ idm){idn ⊗ τm,l}(idn ⊗R
(m,l))
=
∑
(i,t)∈Fn×Fl
∑
(j,k)∈Fm×Fl
Y
(n,m,l)
i,t,j,k
where
Y
(n,m,l)
i,t,j,k ≡ {idn⊗ τl,m}(E
(n,l)
χn,l(i,t), (i,t)
⊗ idm){idn⊗ τm,l}(idn⊗E
(m,l)
χm,l(j,k), (j,k)
).
(3.18)
Then we see that
Y
(n,m,l)
i,t,j,k = E
(n)
i,i ⊗ E
(m)
j,j ⊗ E
(l)
t,tE
(l)
k,k = δt,k E
(n,m,l)
(i,j,t), (i,j,k) (3.19)
where (i, t) = χn,l(i, t) and (j, k) = χm,l(j, k). From this,
R
(n,l)
13 R
(m,l)
23 =
∑
(i,j,k)∈Fn×Fm×Fl
E
(n,m,l)
(i,j,t), (i,j,k)
∣∣∣
t=k
(3.20)
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When t = k,
(i, j, t) = {(idn × θl,m) ◦ (χn,l × idm)}(i, t, j)
= {(idn × θl,m) ◦ (χn,l × idm)}(i, k, j)
= {(idn × θl,m) ◦ (χn,l × idm) ◦ (idn × θm,l) ◦ (idn × χm,l)}(i, j, k)
= Q(i, j, k).
Therefore (3.15) holds.
From Lemma 3.2, it is sufficient for the proof of (3.2) to show the
equality P = Q for two maps P and Q in (3.16) and (3.17).
3.2.2 Proof of (3.2) —Step 2
In this subsubsection, we prove equations of maps on integers in Lemma 3.2.
Lemma 3.3 For P and Q in (3.16) and (3.17), P = Q, that is, the follow-
ing diagram is commutative:
Fn × Fm × Fl
Fnm × Fl
Fnm × Fl
Fn × Fm × Fl
Fn × Fm × Fl
Fn × Fl × Fm
Fn × Fl × Fm
✟
✟✙
❄
❍
❍❥
P
P
Pq
❄
❄
✏
✏
✏✮
φn,m × idl
χnm,l
φ−1n,m × idl
idn × χm,l
idn × θm,l
χn,l × idm
idn × θl,m
Proof. Here we omit the symbol “◦” for simplicity of description. For
{φn,m : n,m ∈ N} in (3.5), the following holds:
φnm,l(φn,m × idl) = φn,ml(idn × φm,l) (n,m, l ∈ N). (3.21)
From (3.21), we obtain
φnm,l = φn,ml(idn × φm,l)(φn,m × idl)
−1. (3.22)
By the same token, we see that
φn,ml = φn,lm = φnl,m(φn,l × idm)(idn × φl,m)
−1, (3.23)
φnl,m = φln,m = φl,nm(idl × φn,m)(φl,n × idm)
−1. (3.24)
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Substituting (3.24) into (3.23), and substituting it into (3.22),
φnm,l = φl,nm(idl × φn,m)(φl,n × idm)
−1
×(φn,l × idm)(idn × φl,m)
−1(idn × φm,l)(φn,m × idl)
−1
= φl,nm(idl × φn,m)(θn,lχn,l × idm)(idn × θm,lχm,l)(φn,m × idl)
−1.
(3.25)
Hence
θnm,lχnm,l = (idl×φn,m)(θn,lχn,l×idm)(idn×θm,lχm,l)(φn,m×idl)
−1. (3.26)
From this,
(idl×φn,m)
−1θnm,lχnm,l(φn,m×idl) = (θn,lχn,l×idm)(idn×θm,lχm,l). (3.27)
By multiplying (idn × θl,m)(θl,n × idm) at both sides of (3.27) from the left,
(idn × θl,m)(θl,n × idm)(idl × φn,m)
−1θnm,lχnm,l(φn,m × idl)
= (idn × θl,m)(χn,l × idm)(idn × θm,lχm,l).
(3.28)
The R.H.S. of (3.28) is Q. On the other hand, the L.H.S. of (3.28) is
(idn × θl,m)(θl,n × idm)ηn,m,l(φ
−1
n,m × idl)χnm,l(φn,m × idl) (3.29)
where ηn,m,l denotes the map from Fn×Fm×Fl to Fl×Fn×Fm defined as
ηn,m,l(i, j, k) ≡ (k, i, j). Since (idn×θl,m)(θl,n× idm)ηn,m,l = idn× idm× idl,
the L.H.S. of (3.28) is P . Hence the statement holds.
During initial phases of this study, Lemma 3.3 was forecasted by a computer
experiment. Essential pats of the proof of Lemma 3.3 are equations in (3.21).
3.2.3 Proof of Theorem 1.4(ii)
From Lemma 3.2 and Lemma 3.3, (3.2) holds. By the same token, (3.3)
can be verified. From Lemma 2.4(ii), the quasi-cocommutative C∗-bialgebra
(M∗(C),∆ϕ, R) is quasi-triangular.
From (3.11) and (3.10),
τn,m(R
(n,m)) =
∑
(i,j)∈Fn×Fm
τn,m(E
(n,m)
χn,m(i,j), (i,j)
)
=
∑
(i,j)∈Fn×Fm
E
(m,n)
(θn,mχn,m)(i,j), θn,m(i,j)
=
∑
(a,b)∈Fn×Fm
E
(m,n)
(θn,mχn,mθm,n)(b,a), (b,a)
.
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From this and (3.10),
R(n,m)τm,n(R
(m,n)) =
∑
(i,j),(b,a)∈Fn×Fm
E
(n,m)
χn,m(i,j), (i,j)
E
(n,m)
(θm,nχm,nθn,m)(b,a), (b,a)
=
∑
(b,a)∈Fn×Fm
E
(n,m)
(χn,mθm,nχm,nθn,m)(b,a), (b,a)
.
On the other hand, χn,mθm,nχm,nθn,m = idn × idm from (3.12). Hence
R(n,m)τm,n(R
(m,n)) =
∑
(b,a)∈Fn×Fm
E
(n,m)
(b,a), (b,a) = In ⊗ Im. (3.30)
Hence, (3.4) holds. From this and Lemma 2.4(iii), the quasi-triangular C∗-
bialgebra (M∗(C),∆ϕ, R) is triangular.
Appendix
A Basic facts about quasi-triangular C∗-bialgebras
In this section, we show basic facts about quasi-triangular C∗-bialgebras.
Fact A.1 Let (A,∆, R) be a quasi-triangular C∗-bialgebra. Then the fol-
lowing holds:
(i) R satisfies the Yang-Baxter equation
R12R13R23 = R23R13R12. (A.1)
(ii) If (A,∆) has a counit ε, then
(ε⊗ id)(R) = id = (id⊗ ε)(R) (A.2)
where id denotes the unit of M(A).
(iii) Let (H, pi) be a nondegenerate representation of the C∗-algebra A. Let
Π denote the extension of pi ⊗ pi on M(A ⊗ A) and let T denote the
flip on H⊗H. Define the unitary operator C on H⊗H by
C ≡ TΠ(R). (A.3)
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For n ≥ 3, let H⊗n denote the n-times tensor power of H. For 1 ≤
i ≤ n− 1, let Ci ≡ I
⊗(i−1)
H ⊗C⊗ I
⊗(n−i)
H where IH denotes the identity
map on H. Then
CiCi+1Ci = Ci+1CiCi+1. (A.4)
In addition, if (A,∆, R) is triangular, then C2 = I.
Proof. Proofs of (i) and (ii) are given along with the proof of Theorem
VIII.2.4 of [8] which is modified to a C∗-bialgebra as follows:
(i)
R12R13R23 = R12(∆⊗ id)(R) (by (1.8))
= (∆op ⊗ id)(R)R12 (by (1.7))
= (τ˜A,A ⊗ id)((∆ ⊗ id)(R))R12
= (τ˜A,A ⊗ id)(R13R23)R12 (by (1.8))
= (τ˜A,A ⊗ id)(R13) · (τ˜A,A ⊗ id)(R23)R12
= R23R13R12.
(ii) Since ε is nondegenerate, it can be extended to the ∗-homomorphism ε˜
fromM(A) toC such that ε˜(I) = 1. We write ε˜ as ε here. Since (ε⊗id)◦∆ =
id,
R = {(ε ⊗ id⊗ id) ◦ (∆⊗ id)}(R)
= (ε⊗ id⊗ id)(R13R23) (by (1.8))
= (ε⊗ id⊗ id)(R13) · (ε⊗ id⊗ id)(R23)
= (ε⊗ id)(R) · ε(I)R.
From this, we obtain (ε⊗ id)(R) = id because ε(I) = 1 and R is invertible.
By the same token, we obtain (id⊗ ε)(R) = id.
(iii) Assume n = 3 and i = 1. Let U ≡ Π(R). Then
C1C2C1 = T12U12T23U23T12U12
= T12T23T12U23U13U12
= T23T12T23U12U13U23 (by (A.1))
= T23U23T12U12T23U23
= C2C1C2
where we use the leg numbering notations Tij and Uij onH
⊗3 and T12T23T12 =
T23T12T23. This implies (A.4).
Assume that (A,∆, R) is triangular. For a, b ∈ A, we see that T{(pi ⊗
pi)(a⊗ b)}T = (pi ⊗ pi)(b⊗ a). From this,
TΠ(R)T = Π(τ˜A,A(R)). (A.5)
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From (A.5) and (1.9),
C2 = TΠ(R)TΠ(R) = Π(τ˜A,A(R)R) = Π(IM(A⊗A)) = I. (A.6)
In addition to Fact A.1(iii), it is clear that {Ci}
n−1
i=1 satisfies CiCj =
CiCj for i, j = 1, . . . , n − 1 when |i − j| ≥ 2. Therefore a nondegenerate
representation of a quasi-triangular (resp. triangular) C∗-bialgebra gives a
unitary representation of the braid group Bn ([8], Lemma X.6.4) (resp. the
symmetric group Sn ([8], § X.6.3)).
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