We describe a dynamic load-balancing algorithm for ray-tracing by progressive refinement on a distributed-memory parallel computer. Parallelization of progressive ray-tracing for single images is difficult because of the inherent sequential nature of the sample location generation process, which is optimized (and different) for any given image. Parallelization of progressive ray-tracing when generating image sequences at a fixed interactive rate is even more difficult, because of the time and synchronization constraints imposed on the system. The fixed frame rate requirement complicates matters and even renders meaningless traditional measures of parallel system performance (e.g., speedup). We show how to overcome these problems, which, to the best of our knowledge, have not been treated before. Exploiting the temporal coherence between frames enables us to both accelerate rendering and improve the load-balance throughout the sequence. Our dynamic loadbalance algorithm combines local and global methods to account not only for rendering performance, but also for communication overhead and synchronization issues. The algorithm is shown to be robust to the harsh environment imposed by a time-critical application, such as the one we consider.
INTRODUCTION
One of the main goals of contemporary computer graphics is efficient rendering of photo-realistic images. Unfortunately, methods rendering accurate images by simulating optical phenomena, such as ray-tracing or radiosity, are computationally very expensive, sometimes requiring minutes of CPU time to produce an image of reasonable quality. For this reason``efficient'' and``photorealism'' remain a contradiction in terms and computer graphics users have to choose between slow highquality and fast low-quality images.
This paper is concernced with the ray-tracing method. Much effort has been invested in accelerating this rendering algorithm (see survey in Glassner [7] ), but considerable CPU time is still required to produce an image of reasonable quality on a high-end workstation. This is obviously impractical for time-critical applications, such as interactive visualization and virtual reality systems, where image sequences are to be generated at almost real-time rates (approximately 20 framesÂs), even if we were willing to compromise somewhat on the resolution and quality of the images.
With the availability of cheap parallel processing power, Whitted [21] first observed that ray-tracing lends itself easily to parallelization, as each ray can be traced independent from others. Since then many systems have been proposed to exploit this inherent source of parallelism in a variety of ways (see surveys in Green [8] and Jansen and Chalmers [11] ). This paper reports on the parallel implementation of an optimized method of ray-tracing, progressive ray-tracing, for the generation of synthetic animation sequences. Motivated by the use of a parallel system for real-word interactive visualization applications, we require that the system produce frames at a fixed frame rate, dictated by the user. The system must then produce images of the best quality it can at that rate (which might not be good enough, forcing the user to reduce the imposed frame rate). As innocent as it may seem, the requirement of a fixed frame rate poses some major problems, the least of them being that the traditional measures of parallel performance, e.g., speedup, are no longer applicable. When designing our system and algorithms, we are forced to deal with questions such as how to measure the amount of``effective'' work done by a processor and how to compare the quality of two rendered images. To the best of our knowledge, many of these issues have not been treated before. We propose a number of techniques which, when carefully combined and integrated to a working system, are shown to provide answers to these questions and others.
The rest of this paper is organized as follows: Section 2 describes the progressive ray-tracing method for single images, followed by our proposal of how to parallelize it in Section 3. The more difficult problem of rendering animation sequences at fixed frame rates by parallel progressive ray-tracing is treated in Section 4. Section 5 describes our experimental setup on the SPÂ2 platform, and Section 6 gives an overview of the system structure. Detailed experimental results from our system are presented in Section 7. We conclude in Section 8.
PROGRESSIVE RAY-TRACING

Progressive Sampling
In most adaptive ray-tracing implementations, image pixels are supersampled by a varying number of primary rays (e.g., Cook [3] , Lee et al. [13] ). At least one sample is performed per pixel, and the target image pixel values are computed as some average of the sample values obtained for that pixel. The image is not complete until all pixels have been sampled at least once. Painter and Sloan [16] first proposed to treat the image as a continuous region in the plane (without pixel boundaries), adding samples using progressive refinement. The advantage of their method is that every prefix of the generated sample set is``optimally'' distributed over the image plane, allowing the quick reconstruction of a low quality image from that prefix. Even though only a rough approximation of the final product can be achieved with a small number of samples, it is sometimes very useful to see this rough estimate, which can be further refined if needed. In time-critical applications, the sampling is terminated when time runs out, and some image, possibly crude, can be displayed. Hence, progressive sampling is particularly suitable for real-time applications.
At the heart of any progressive ray-tracer lies the adaptive sample generator. The sample generator of Painter and Sloan maintains a binary 2-D tree partitioning image space. The decision on which partition region to refine by the next sample is based on a variance estimate of the region, its area, and the number of samples already contained therein. Hence, the refinement process is driven by two criteria: area coverage and image feature location. If a region reaches the size of a pixel, the only criterion used is mean variance. The refinement process stops when a particular confidence level of the image intensity is reached, even though not all pixels have been sampled.
Other [1, 6, 14] sample generators have been proposed for producing aǹ`o ptimal'' sampling pattern. The sample location generator of Eldar et al. [6] (designed for image compression) maintains a growing Delaunay triangulation [17] of sample locations. These triangles are continuously refined. A new sample location is always the center of one of the so-called Delaunay circles, namely, circles circumscribing the Delaunay triangles. By definition, these circles are empty of other sample points. The next sample location is chosen as one of the circumcenters of the Delaunay triangles according to some weighted product of the triangle size and local image intensity variance. In this way it is guaranteed that large regions are refined before smaller ones in order to locate isolated image features, and regions containing high frequencies are refined before uniform areas in order to provide anti-aliasing. Figures 1c and 1h show sample patterns for the images of Figs. 1a and 1f, generated by this method. The main data structures needed for the algorithm are the geometric Delaunay triangulation (the latter is also used for image reconstruction, see Section 2.2) and a priority queue of 2D points (centers of Delaunay circles). The space complexity of these structures is O(n), where n is the number of sample points. Generating the (n+1)th point involves popping the priority queue, requiring O(log n) time, updating the Delaunay triangulation, another O(1) time, and adding new candidate points to the priority queue, another O(log n) time. We refer the reader to Eldar et al. [6] for further algorithmic details.
Image Reconstruction
To produce a regular array of image pixels from ray-traced samples, the irregular samples are interpolated to the entire plane and resampled at the pixel locations. A natural and simple interpolation method is triangulation of the sample set and piecewise linear interpolation on this triangulation. The coordinates (x p , y p ) of any pixel in the triangle whose vertices are [(x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 )] may be expressed as the affine combination (x p , y p )=:(x 1 , y 1 )+;(x 2 , y 2 )+#(x 3 , y 3 ), (f ) (j) Analogous to (a) (e) for``tree'' scene. This figure also appears in [18] and [19] .
where :, ;, # are real and nonnegative such that :+;+#=1. The RGB intensities for that pixel are taken to be :I 1 +;I 2 +#I 3 , where I i are the intensities of the samples at the triangle vertices. If more than one sample falls within a pixel, the pixel RGB intensities are taken as the average of the samples. Figures 1d and 1i show the Delaunay triangulation of the sample sets of Figs. 1c and 1h, and Figs. 1e and 1j show the piecewise-linear reconstruction of the images based on these triangulations.
PARALLEL PROGRESSIVE RAY-TRACING
Goals
Although adaptive sampling over the continuous image plane speeds up raytracing by distributing ray-traced samples in the image areas where they are most needed, this method of ray-tracing is still too time consuming for many applications, as a large number of rays are still required to produce an image of acceptable quality. Some overhead is also imposed by the sample generation algorithm and image reconstruction. Parallelization is called for.
The difficulty arising in parallelization of progressive ray-tracing is the inherent sequential nature of the sample location generation algorithm. The location of the ray to be cast next relies heavily on the locations and the values returned from the tracing of all previous rays, implying that processors cannot make independent decisions about where to sample next, but need to see the results of other processors. If care is not excercised, this will result in a suboptimal sampling pattern and hence, suboptimal image quality, relative to that achievable by the serial version of the algorithm.
In the following sections, we describe an algorithm for parallel progressive raytracing. Our aim is to design an algorithm suitable for a general-purpose distributed-memory multiprocessing system, based on progressive refinement of the image. Essentially, we would like to generate in parallel a sample pattern similar to that produced by the serial version of the progressive ray-tracing algorithm with the same number of samples, in as short a time as possible.
A preliminary description of our methods was reported in [18, 19] , while the work was in progress.
Previous Work
This work extends that of Notkin and Gotsman [15] , one of the first to try to cope with the difficulties of performing parallel progressive ray-tracing for a single image. That work used Painter and Sloan's [16] progressive methodology with the criteria of Eldar et al. [6] for selecting the next sampling point and was implemented on the 16-processor Meiko parallel computer.
Notkin and Gotsman first proposed a static load-balance solution, based on a preliminary run to estimate the complexity of the image. This solution was very limited in its load prediction and hence produced poor results. To rectify this, a better, dynamic load-balance scheme was proposed. Again, based on a preliminary run, now parallelized, the image space is partitioned between the processors, in the form of a set of tiles. During the rendering, each processor is responsible for the dynamic work distribution between the image tiles it was previously assigned.
While much better than the static method, the dynamic method still incurs the preliminary run overhead and is not dynamic enough. Each processor executes the progressive algorithm on each of its tiles with no knowledge of sampling done by other processors, leading to defects in the sample pattern at tile boundaries.
Outline
The focus of this work is on the new concerns which arise during parallelization of the progressive sampling process. Hence, we ignore standard issues in parallel ray-tracing, such as data distribution, and assume that the entire scene geometry can be held in the local memory of each processor.
To divide the work, the image plane is partitioned into a large number of equalsize square tiles. These tiles are distributed between the processors, so that each processor is assigned a connection region. Each processor executes the serial progressive sampling algorithm, confined to the region covered by its tiles. The region boundary length, where sampling artifacts may occur, is minimized (see Fig. 2b ). These regions are made as convex as possible to help achieve this goal.
The size of the tiles is a tradeoff between increasing the granularity in order to achieve a better load balance and adding more computational and communication overhead.
Interprocessor Communication
The main merit of executing a serial adaptive sampling scheme on each of the processors in parallel is that the sampling pattern is then locally optimal for each processor region. However, in order to achieve a sampling pattern similar to the serial one, each processor must, in theory, make decisions based on the sampling pattern generated so far by all other processors. This implies, in theory, that each processor must be informed of every sample generated by every other processor. Each processor will account for every image sample in its data structures and thus generate its next sample in an optimal location. This will also prevent artifacts to the sample pattern in areas around region boundaries.
This naive approach obviously imposes a prohibitive overhead of both the communication between the processors and the work needed to update the processor data structures according to the new incoming samples. Therefore, in Notkin and Gotsman's system [15] , there was no interprocessor communication, which resulted in boundary artifacts.
We suggest a basic rule to minimize this problem: assign to each processor a set of tiles defining a connected region with as short a border as possible. This minimizes the number of updates needed, which is proportional to the length of the region boundary. In practive, since only neighboring processors' samples should significantly affect the sampling of any given processor, we can restrict the updates to these neighbors. To determine which neighbors' samples each processor should This figure also appears in [19] .
be informed of, but still effectively prevent most unnecessary data communication, we employ a simple rule to decide whether a generated sample needs to be communicated to a neighboring processor.
One of the properties of the Delaunay triangulation of a point set is that if a new point is added to the set, only triangles for which the new point lies in their circumcircle need to be modified in order to maintain a valid Delaunay triangulation. This is also true for samples done by a neighboring processor and their influence on the local triangulation in the processor. To check for that condition for each new sample done by a neighbor is not feasible. We suggest a criterion by which a processor uses only its own data and neighbors' samples known so far. Whenever a new Delaunay triangle is added to the triangulation, we check if its circumcircle intersects the border of the processor region with a neighboring processor. If it does, this sample is communicated to that neighbor.
Starting at a state where the triangulations in two neighboring processors are continuous, i.e., all triangles whose circumcircle intersects the border appear in both triangulations, we now add a new sample X to processor A (Fig. 3a) . This one falls in the circumcircle of a triangle DEF of processor B. By assumption, triangle DEF appears also in processor A, so the triangulation of A needs to be updated after the insert. By the Delaunay property, new triangles containing X and D, E, F will be in the new valid triangulation. Since at least one of D, E, F is contained in processor B's region, one of these new triangles' circumcircle intersects the border with processor B, so according to our criterion, sample X will be sent to processor B.
This method reduces dramatically the communication and update time overhead and achieves the goal of making the parallel sample pattern more similar to the serial one. Figure 2a shows a sample pattern produced by the serial algorithm for the image of Fig. 1f . Figure 2b shows the sample pattern produced by nine processors without communication. Defects in the sample pattern along the processor region boundaries is evident. These defects have been eliminated in the sample pattern of Fig. 2c , which was produced by nine processors, communicating samples according to our rule.
Load Balancing
Load-balancing mechanisms attempt to guarantee that each processor performs an equal part of the total computation (in terms of CPU time). The general need for a good load-balancing technique is amplified by the unpredictable nature of the ray-tracing process, i.e., a large variance in the time required to trace ray trees spawned by different primary rays. It is impossible to determine a priori which rays will be harder to compute or spawn more rays and which scene objects will be referenced more often than others. These factors may result in one heavily loaded processor reducing drastically the performance of the whole system. Figures 1a and 1f show images, and Figs. 1b and 1g maps, of their computational complexity (raytracing CPU time). The complexity of a pixel is represented by a proportional gray level intensity. For the image of Fig. 1a , the ratio in complexity between different pixels reaches three orders of magnitude.
The purpose of load balance is to divide the work between the processors so they will all be fully occupied. Theoretically, this is easy to achieve in the case of progressive ray tracing, since each processor can keep on sampling the image region for which it is responsible, until its time is up. This will result in better image quality in this region, and none of the processors will be idle. However, in practice this will result in different refinement levels between the processor regions, leading to unbalanced image quality. Hence, the purpose of our load-balance scheme is actually to balance the quality of the sampling done by the processors, so at the end of the frame we will get a sampled image of almost uniform quality, the best that can be achieved during this time with the number of processors at hand.
In demand-driven ray-tracing systems, such as Green's DEnIS system [8] , and Notkin and Gotsman's Meiko implementation [15] , the image is partitioned to a number of subregions (usually square tiles) greater than the number of processors, and these subregions are allocated dynamically according to the varying complexity of the tasks and the processor load. This kind of dynamic task distribution is suboptimal when trying to mimic the serial sampling pattern. It will cause the sampling to be done in independently in individual tiles and not over the larger processor regions and certainly not over the entire image. We achieve load balancing by first partitioning the image plane into connected regions between the processors and then adjusting the partition dynamically when load balance is violated. Progressive ray-tracing is performed within each dynamic processor region.
The obvious method of load redistribution is to make the partition boundary as flexible as possible, able to move and change to any shape. This, however, is not practical for two reasons: the work and data structures required to manipulate the boundaries are prohibitive, and the boundaries tend to be very complex, resulting in more overhead to establish updates of sample locations between processors (as described in Section 3.4). However, partitioning the image to small tiles, and modifying their distribution between the processors, lowers the overhead dramatically, at the expense of making the load balancing slightly less accurate.
Optimally, the above redistribution should be done by a global monitor, having all the up-to-date information about the load, redistributing all the images tiles. This, however, introduces a log of system overhead, so it cannot be used exclusively. Instead, we use a local load-balancing scheme, involving only two neighboring (in image space) processors at a time, similar to the general scheme described by Cybenko [4] . A processor detecting a widening gap in the progress it makes in comparison to one of its neighboring processors initiates the local load-balancing algorithm.
The Local Load-Balancing Algorithm
We start by partitioning the image into small tiles and assigning rectangular regions (unions of tiles) to the processors. Each processor executes the serial adaptive ray-tracing algorithm on its region, while informing its neighbors of relevant samples and receiving such updates from them (as described in Section 3.4).
The processors also inform their neighbors on their progress in sampling their region. Each triangle in the Delaunay triangulation has an associated weight. This weight takes into account both the variance of the triangle vertex samples (the feature location factor) and the triangle size (the area coverage factor),
where Rad(t) is the radius of the circumscribing circle of t and Var(t) is the variance of the sample intensities at the triangle vertices. This function was taken from Eldar et al. [6] , was also used by Notkin and Gotsman [15] , and was found to behave quite well, despite its heuristic nature. Weight(t) is linear in the area of the circumscribing circle and for very small values of Var(t) it is also almost linear in Var(t); otherwise it has a logarithmic dampening. Other possible functions may be found in Eldar et al. [6] .
The average weight of all the triangles in the processor's Delaunay triangulation is an indicator of the processor's progress in refining the sample pattern. Thus we define our estimate of the image quality in the region of processor k to be
where T k is the set of triangles in the triangulation of processor k, whose circumcenter lies in the processor region. |T k | is the cardinality of this set. This quality measurement is not enough to determine the required balance. We need to combine an estimate of the future work required to achieve a better image quality. In order to do so, the following data are collected for each of the tiles the processor is responsible for:
1. LastAvgWeight(i) average weight of all triangles in the triangulation whose circumcenter falls inside tile i.
2. LastCost(i) Cost (CPU time) of the samples done in tile i. Now, based on these quantities, we can estimate by linear extrapolation the cost of reaching a better level of quality Q for tile i as
where Cost(i ) is the cost of the samples done so far in the tile. For this kth processor, the estimate of the future work to be done to reach a better level of quality Q will then be just the sum of Fcost(i, Q) on all the tiles i in its region, denoted by Fcost k (Q). Note that smaller values of Q indicate higher quality levels. Now, for every few samples done, each processor sends to its neighbors a data package containing:
1. Q k Current average quality level. When a neighboring processor j receives this info package from neighbor k, it starts by comparing the neighbor's average quality Q k to its Q j . If the ratio does not exceed a threshold, no action is taken. Otherwise, it also calculates its own estimate of the future cost reaching the new quality level Q Fcost j (Q) and checks the ratio between it and the neighbor's estimate. If this ratio exceeds a threshold, the local load-balance algorithm is activated.
To balance the processors, tiles are transferred to the neighbor, essentially by modifying the processor region boundaries. A number of candidate boundary tiles are examined and some transferred. The border is modified accordingly, and the process is repeated, until no further improvement can be made to the balance.
Denote by S the set of tiles along the boundary of the processor with the neighbor. For each subset S$/S that maintains the continuity of the processor region, the benefit of transferring these tiles is graded according to three factors:
1. Future load balance: The fraction of sampling time saved by the processor transferring the tile vs the extra sampling time incurred by the processor receiving the tile. This is obviously the most important factor and the simplest one.
where j is the neighbor, Q the future quality, U( j, s) the total number of samples from tile s already sent to neighbor j, Icost the average cost of inserting a new sample into the triangulation, N s the number of samples in tile s so far, and Delta(Q, k, j ) the difference in the future cost left to reach level Q.
Communication overhead:
Each tile along the processor boundary is a potential source of updates for its neighbor. This might involve computation and communication overhead, which can be estimated by examining the fraction of samples sent in updates to that neighbor in the past. The larger this fraction, the more reason to transfer the tile. Future samples may cost more in updates, and the overhead of moving this tile is lower, since we need to transfer only the remaining samples to the neighbor.
Change in border length: In order to minimize communication overhead, we would like to keep the region boundaries as short as possible. This will cause less Delaunay triangle circumcircles to cross the borders and hence minimize the number of samples which need to be sent to the neighbors.
where ( j, S$) is the length of the boundary of processor j after a transfer of S$ and L j is the current border length.
These three factors are weighted to a final score. Each factor is given a weight w i , a nonnegative number less than 1, such that w 1 +w 2 +w 3 =1. The choice of the exact weights is influenced by the communication cost in the system (factors 2 and 3) and the importance of reaching an exact load balance (factor 1). In the specific system we worked on (the IBM SPÂ2), the high ratio of communication performance to processor performance led us to give the load balance the largest weight, at least 0.5. After selecting a subset S$, the border is updated internally and the process is repeated until no further improvement of the balance is possible. The processor prepares a data packet containing all the information about the transfered tiles and the samples in them that are not yet known to the neighbor. Upon receiving the packet, the neighbor processor inserts the samples into its triangulation and continues sampling over its extended region. Other neighboring processors are informed of the change in tile ownership. Figure 2d shows the sample pattern produced by nine communicating processors running the local load-balancing algorithm. It is much closer to that of Fig. 2a than to those of Figs. 2b or 2c . The processor regions at the end of the sampling process are shown in Fig. 2e . Note that the background areas of the image are covered by relatively large processor regions.
Parallel Load Balancing
In order to execute the last stage of the image creation, the piecewise linear construction of the pixels, we need to have a complete Delaunay triangulation of the samples at one processor. This requires transferring all the sample data to one processor and reconstructing the Delaunay triangulation. This seems to be a high price to pay while running such a time-critical process of image generation. Moreover, we have already, in each processor, a Delaunay triangulation of the samples in its image region. The best thing would be to restore the image pixels in parallel. Each processor calculates the pixels in its region, according to the triangulation of its samples, and then transfers the pixels to a master processor. The master processor constructs all the pixels to one image and displays it.
RENDERING ANIMATION SEQUENCES
Animation and Temporal Coherence
Animation production involves rendering 25 to 30 frames per second. The naive way of doing this is to render each frame independently. However, it is better to use methods exploiting the temporal coherence between frames, namely, look for pixels which retain their color between frames. Images regions may change, but in a consistent and predictable manner, like a shift in position or a change in color intensity by a fixed amount.
One of the first attempts to exploit image space temporal coherence was made by Badt [2] . His algorithm, called the reprojection algorithm, is useful when the the objects are static and only the viewpoint moves. While ray-tracing a frame, the first intersection of each ray with an object (the hit point) is recorded. During rendering of the next frame, the hit-points are reprojected to the new image plane. A criterion is proposed to locate pixels which are not covered by the new samples or need to be recalculated due to a significant change in them.
Temporal Coherence and Sampling
When performing progressive sampling, we would like to exploit the sampling done in previous frames to render the current frame. Furthermore, we would like to use the knowledge of the scene structure and complex areas implicit in the previous frame sample pattern to direct our sampling pattern in the current frame. The most obvious way of doing this is by using the partitioning of the image plane between processors, reached at the end of the rendering of the previous frame, as the initial partition for the current frame. However, it is possible to do better than this and also retain some of the actual samples between frames.
Each processor, after rendering a frame, has a sampling pattern and all the data related to the samples in its region. Following Badt, we retain, for each sample, a three-dimensional hit-point, as well as a time-stamp of its creation. Next, using the casting method suggested by Badt, each processor transforms the image-plane locations of all samples belonging to its current region, using their hit-point. Since the viewpoint andÂor scene objects may have moved, there is a chance that some of the samples are no longer valid, e.g., represent surfaces of objects no longer visible.
To validate the samples after casting to the new viewpoint, each processor checks the state of triangles in the old triangulation; During the progressive sampling, the samples of each triangle are always kept in counterclockwise order. We check each triangle for that property after the casting. If this property no longer holds, we assume that one (or two) samples in this triangle has moved behind the others and may not be visible any longer. A prime candidate for the invisible sample among the three is that farthest from the viewer. Thus we discard this sample in the suspect triangle, and if there is another sample within that same distance in the triangle, it is also discarded.
Each processor also discards a fraction of the oldest samples (determined by time-stamps). This guarantees that samples used to produce a frame will not be older than a fixed age and also that bad samples will eventually leave the system.
A new Delaunay triangulation is constructed based on the remaining samples at their new locations. All data structures used for the adaptive sampling are also updated to be consistent with the new triangulation.
At this point, each processor continues to add samples according to the progressive algorithm. Since the sampling leads to a descrease in both the size of the triangles and the sample variance, this will compensate for problems arising after the cast to the new viewpoint; regions not covered well by the cast sample pattern will be sampled further. Regions significantly changed will have a high variance and so will be sampled extensively. Figure 2f shows the sample pattern of a frame of the tree sequence. Figure 2g shows this pattern cast to the next viewpoint in the sequence (a rotation around the tree) and Fig. 2h after invalid samples have been discarded. Figure 2i shows the pattern after it has been filled with newly generated samples.
This heuristic works well for animation sequences where only the viewpoint is dynamic and assuming no transparency exists. Otherwise, some bad samples may be missed, but they will leave the system quite quickly through the discarding process. Still, a lot of data are reused using our methods, even in these cases.
Animation and Local Load Balancing
Our system generates frames at a fixed frame rate. To achieve this, we must make sure that all the processors finish the sampling process with just enough time to complete their treatment of the frame before it is time to start rendering a new frame synchronously. Producing a frame consists of three distinct stages, which may be timed as follows:
1. Sample generation: Timing data are collected during the sampling of each tile and is later used to predict the cost of any additional samples needed.
Reconstruction of the image:
The time required for this stage is proportional and the number of pixels in the region.
Preparation for the next frame:
This is mainly the overhead of building the initial Delaunay triangulation of the samples kept from the previous frame. This stage is only relevant when using the casting algorithm. In all other cases, the new frame starts with almost no samples.
When generating an image sequence, the local load-balancing scheme, described in Section 3.6, can be extended across the frames of an animation. During each frame, the local load-balance method will change the image plane partition gradually to account for arising imbalances, and the partition at the end of a frame will be used as the initial partition for the next frame.
The only required modification to the local load-balance method is the calculation of estimates of future work needed for tilesÂregions. Instead of balancing only the sample generation load, we add for each tile the predicted reconstruction time, thus balancing the total work needed to finish the frame. Doing so will result in all the processors finishing the frame both at the same time and at approximately the same sampling refinement level.
Animation and Global Load Balancing
Despite its simplicity and low overhead, local load balancing is suboptimal. Balancing the load locally between neighboring processors may result in the system getting stuck in a local minimum. If, in order to balance the partition, region boundaries need to be propagated across the image, local load balancing may never be able to achieve this or will take a very long time to do so. To correct accumulated errors in the local load-balance scheme, global load balancing is called for.
Dynamic global load balancing during a frame incurs too much communication and computational overhead and causes the processors to synchronize, a disadvantage in parallel systems. Static global load balancing is not practical as the preliminary estimate stage is expensive and inaccurate.
When generating an animation sequence, a different solution for global load balance is possible; since the processors synchronize at the end of each frame, we can exploit the gathering of pixels from the processors to the master processor to collect statistics about work done. We can then use them to calculate a new global partition of the image between the processors, with a very low communication and computation overhead.
So, at the end of each frame, each processor communicates, together with the pixels it reconstructed, the following details about each of the tiles in its region:
1. LastTotalWeight(i ) Total weight of triangles in the triangulation whose circumcenter falls inside the i th tile. The Master processor calculates the average of LastTotalWeight(i )ÂLastTotal-Num(i ) for all the tiles, A, and then for each tile i, the total cost of producing a frame with quality A is calculated as follows:
Based on the estimated cost calculated for the tiles, we use a simple, greedy partitioning scheme to generate an entirely new image plane partition for the processors. This algorithm recursively partitions the image space between the processors, at each step balancing two partitions optimally in proportion to the number of processors in each. The algorithm also tries to minimize the length of the borders between processors, to reduce future communication overhead.
In order not to suspend the processors' work while the master processor executes the global load balancing, the processors send the data master processor in an asynchronous mode and immediately proceed to render the next frame, still with the old image partition. This will allow the master processor the entire frame time interval to receive all the data, execute the greedy global load-balance algorithm, and then distribute the new image partition between the processors, which will take effect from the next frame.
Combining the global load-balance scheme with the sample casting algorithm at the same frame incurs too much overhead, caused by the redistribution of the samples between the processors according to the new partition. Thus, when starting a frame with the new image plane partition, we do not execute the casting scheme, but rather start the sampling from scratch.
In our case the number of tiles is proportional to the number of processors n, and the recursive partitioning is done O(log n) times, where each stage partition cost is O(n), resulting in a total cost of O(n log n).
The Combined Load-Balancing Algorithm
In practice, it is very expensive to activate the global load-balance algorithm after each frame. This cost only increases as the number of processors increases and the resolution of the tiles is increased. Luckily, the temporal coherence property of an animation sequence causes the load balance to change slowly, so there is no need to activate the global load balance algorithm at every frame. The local load-balance algorithm responds well to these gradual changes. Only when an abrupt change occurs in the scene, the imbalance is extreme, and the local load balance is too slow to react, is a global balance really needed.
It is possible to combine the local and global load-balancing algorithms. During any frame, the local load-balance algorithm is activated whenever the local disbalance is extreme and requires action. The master processor calculates for each processor k the average weight of all the tiles i in the processor region:
It then calculates the average (AvgWeight) and standard deviation (Dev) over all processors of these quantities. If DevÂAvgWeight exceeds a threshold, the global load-balance algorithm is activated. This usually results in a significant change in the image plane partition.
The Frame Cycle
As can be seen in Fig. 3b , the life of a single frame consists of three stages: 
Image reconstruction:
Reconstruction of the pixels in the image region sampled by the processor. The pixels are then sent in a nonblcking operation to the master processor.
Preparations:
Operations to end the current frame and prepare for the next frame. This stage is mainly due to the casting algorithm of the previous frame samples, otherwise it is almost negligible. Not executing the casting algorithm will save time at this stage, but will require more time to sample the image to produce the next frame.
At the master processor end, once the working processors start sending in the pixels and the load data, it collects them to form a complete image. Then, it may execute the global algorithm (either always or by trigger) and send the workers the new partition before the start of the second frame. These two stages should end before the workers finish the next frame reconstruction or they might wait for the pixels of the previous frame to be received.
RESULTS ON THE IMB SPÂ 2
The SPÂ2 Environment
The 9076 PowerPARALLEL System is a distributed multiprocessor by IBM [12] . At the heart of the SPÂ2 lie multiple POWER2 processors, connected through a high-performance switch, allowing a latency below one microsecond and high bandwidth, up to 40 MByteÂs duplex transfer from each node. Each node runs a full version of the AIX Unix operating system, and other components and parallel services are supported through the POE parallel operating environment. The SPÂ2 environment supports an implementation of MPI [5] , which we use.
The combination of a powerful processor, high communication rates, and a simple and portable communication library led us to implement our algorithm on the SPÂ2 platform. Written in MPI, our implementation can be ported to many other platforms and tuned to fully exploit the platform capabilities. The SPÂ2 we use, owned by the Israel IUCC (Inter-University Computation Center), consists of 64 processors running at 66 MHz, all having 256 MB RAM, except for two having 512 MB. The processors are interconnected as endpoints of a butterfly topology.
Our Implementation
All SPÂ2 processors run the same progressive ray-tracing procedure (based on a modified version of the MTV ray-tracer [20] ), except for one, which functions as the master processor. First, each processor loads the entire 3D scene into its memory. Since the scenes we use fit easily into processor memory, we do not require any special memory-management techniques, and even the AIX page-swapping (for virtual memory) is minimal. The master processor partitions the image evenly between all the processors (including itself ). This is done using the simple broadcast facilities of MPI. The algorithms described in the previous sections are then run. All interprocessor communication is asynchronous, using nonblocking MPI primitives.
EXPERIMENTAL RESULTS
Test Scenes
Our goal is to generate sequences of ray-traced images at real-time, or at least interactive rates, on the IBM SPÂ2. Toward this end, our software is run using a frames-per-second parameter and generates frames of the best quality it can at this rate. Up to 4 framesÂs with reasonable quality are achievable with 62 processors. These frames are 256_256 RGB pixels, with approximately 19,000 ray-traced samples per frame.
We tested our algorithms on two sequences of 40 frames, both of which are variations on the tree scene from the Haines procedural database [10] . The first sequence (called the simple sequence see Fig. 4a ) was designed to test our algorithms in extreme conditions. The viewpoint is static for the first ten frames, rotates around the tree and zooms in rapidly during the next ten frames, is static for another ten frames, and then jumps back to viewing parameters similar to those of the first frame, and stays static for another ten frames. The sudden change in frame 31 can be considered a scene cut, deliberately inserted to test out system's response to this event. We run the load-balance algorithms without sample casting on this sequence.
The second sequence (called the casting sequence see Fig. 4c ) is more typical of an animation sequence. The viewpoint gradually zooms in on the tree over 40 frames. We use this sequence to test out load-balancing algorithms with the sample casting method.
Some images from these two sequences are shown in Fig. 4 , along with the image plane partition between processors converged on by our algorithm using the combined load-balance algorithm. 
Performance Measurements
We measure the performance of our algorithms by the following (not necessarily independent) quantities:
1. Average refinement level: The progress of each processor in the progressive ray-tracing of its region may be measured as the average level of triangle``weight'' it has achieved. The average (between processors) of these quantities indicates how far the entire parallel procedure has advanced on the image. It gives a better estimate than the``samples'' measure. The smaller, the better.
Deviation of refinement level:
This is the standard deviation of the refinement levels achieved by the individual processors, whose average is the previous measure. It gives an estimate of the load balance between processors. The smaller, the better.
3. Distance to serial pattern: Since the quality of the rendered image will be determined to a large degree by the sample pattern, and we assume that the serial algorithm produces an optimal such pattern, it makes sense to compare between patterns generated by the serial algorithm and the parallel version. The precise locations of the samples are not very important, so we are interested only in the number of samples (Fig. 4a) using 32 processors at 4 framesÂs.
FIG. 6.
Performance measures of the different load-balancing algorithms on the simple test sequence (Fig. 4a) , using 62 processors at 4 framesÂs. falling in buckets of reasonable size. For a group of buckets B i which are not too small or large (e.g., squares of 10_10 pixels), we use the following definition for the distance between two point sets of approximately equal cardinality in the plane:
Note that | } | denotes both set cardinality and arithmetic absolute value. 4 . Samples: The total number of samples generated by the processors. This gives a superficial measure of the amount of work done by the system. Note, however, that a larger number of samples does not necessarily mean that the system has done a better job and produced a higher quality image, as some of the samples may have been done at unimportant image locations.
In our figures, we show the behavior of all four measures, but the most important of the four are the middle two, as they are less superficial and provide more insight into the inner workings of the system. Figures 5 and 6 show the behavior of these four performance measures on the simple sequence for 32 and 62 processors, respectively, with the various load-balancing schemes described in this paper: local, global, combined. These are compared to a system running no load-balance algorithm at all. By``global,'' we mean that the global load-balancing procedure is activated at each frame. The frames at which the global load-balancing algorithm is activated during the combined algorithm are marked on the graphs. Figure 7 shows the behavior of the four performance measures on the casting image sequence when incorporating the sample-casting technique between frames. These results will be analyzed in detail in Section 6.4. Figure 8 displays our results in a more conventional fashion, where performance is measured as a function of the number of processors, in order to quantify the marginal contribution of each additional processor. Traditionally, system speedup is measured as the ratio between the time required to perform a task using one processor and the time required to perform the same task using multiple processors. In a parallel system, the goal is to have the speedup in direct proportion to the number of processors, namely, using twice the number of processors will speed the system up by a factor of two.
Speedup Measurement
This sort of measure is not directly applicable to our system, since the frame rate is fixed. When adding processors, we expect the extra work done to result in higher quality imagery, at the same frame rate. This type of parallelism is similar to that described by Gustafson [9] . Claiming that the amount of work expected to be done grows in proportion to the number of processors being used, Gustafson thus defines an alternative to the standard speedup, which he terms scaled speedup. If the work done by a serial processor is (w 12 +w 2 ), where w 2 is the part that can be parallelized and w 1 is the part that cannot, then p processors should execute w 1 +pw 2 total work, and so the ratio between the times it takes is:
Instead of measuring the ratio of time, we suggest measuring the ratio of work, namely, the amount of work done in parallel, as compared to that done by a serial processor running for an amount of time equal to the sum of all the processors' runtimes. In our case, for p processors working at a frame rate of f, we should compare the refinement level achieved to that achieved by a single processor. Thus,
where f is a fixed frame rate.
Results
Load-balance algorithms.
To test the different load-balance schemes, the simple sequence is used (Figs. 4a, 4b ). It has three interesting sections: in the first 10 frames, we would like to test the algorithm stabilization rate. Then come the 10 fast frame changes, where we want to test the algorithm's ability to handle such a rapid change. Last, we want to see the algorithm's reaction to the scene cut at frame 30, namely, the rate at which the algorithm again stabilizes the system load.
Using any of our load-balancing algorithms achieves performance far superior to that of a system running none at all (Figs. 5 8) . Even though using no load balancing results in a larger sample number total (Figs. 5d and 6d ), the sparser sample pattern generated when using load balancing is closer to the serial pattern (Figs. 5c  and 6c) .
In Figs. 5b and 5c we can see a definite advantage of the combined algorithm over the local balance; the stabilization rate, both after the beginning and after frame 30, is much faster for the combined. This is due to the activation of the global load balance, which is further improved by the local load balance. Between activations of the global load balance, the local load-balance algorithm maintains an almost stable balance. The local balance running alone converges much more slowly and to a less accurate balance.
The global load balance generally reaches a better balance than both the local and combined algorithms, but from time to time it falls behind the combined scheme. This is due to the delay in the reaction time of the global algorithm by a frame (or sometimes even two). One of the disadvantages of running only the global algorithm by a frame (or sometimes even two). One of the disadvantages of running only the global algorithm is its sensitivity to change. We can see (Figs. 5b and 5c, frames 30 35) that the reaction is more abrupt than that of the combined or local algorithms. This is because the latter two have the local load balance done FIG. 7 Performance measures of the different load-balancing algorithms incorporating sample casting between frames on the casting test sequence (Fig. 4c) , using 62 processors at 4 framesÂs. during the frame, reducing the effect of the change, while in the global load balance the reaction will come only after a frame or two.
All these phenomena repeat in Figs. 6b and 6c, frames 10 15, 30 35 . The gap between the performances of the local and the combined algorithms widens. The combined algorithm sometimes attains performance even better than that of the global algorithm, due to the global activation, followed by further improvement by the local algorithm.
Thus we can conclude that the global algorithm is definitely the best in terms of quality output (except for some short delays in reaction time), but its cost is prohibitive. The local algorithm is much cheaper, but with significantly lower quality results. The combined algorithm seems to achieve quality almost as good as the global algorithm, as a cost only slightly more expensive than the local algorithm.
In both Figs. 5 and 6, the graphs for the average image quality and the sample graphs ((a) and (d)) show almost no difference between the algorithms. Thus, we draw no further conclusions from them. 6.4.2. The full algorithm. To check the entire algorithm integration, we used the second casting animation sequence (Figs. 4c and 4d ). Since this sequence changes gradually, the temporal coherence property can be relied on to enable the algorithm to react to the changes both in the load and in the image. We did not test the global load balance algorithm on this sequence since it cannot be combined with the casting algorithm.
The first conclusion that may be drawn from Figs. 7b and 7c is that the properties we noticed in the previous load-balance comparison tests hold here too; the combined algorithm converges faster and to a better load balance. Whenever the imbalance deteriorates drastically, the global load balance is activated and a good load balance is achieved again.
The second conclusion, which can be drawn primarily from Figs. 7a and 7b, is the effect of throwing away all the samples each time we activate the global load balance (frames 4, 12, 33, 35), instead of performing the casting algorithm. This causes a drastic fall in the number of samples, but 2 3 frames later, the normal level is restored. This degradation in the number of smaples also affects the average image quality deviation in Fig. 7b , but here also the effect is temporary.
Effects of number of processors.
The results for this test were taken in frame 10 running on the casting animation sequence. We compare to both the local algorithm and a run with no load balance at all.
In Figs. 8b and 8c, the superiority of the combined algorithm is evident, keeping the image refinement deviation to a lower level, irrespective of the number of processors. This holds also for the distance from the serial sample pattern. In Figs. 8a and 8d, the effect of the algorithm overhead is evident; the number of samples executed by the combined algorithm is lower than both the others' runs. This is to be expected in a parallel system, but the graphs also show that the ratio between the combined algorithm results and the``no balance'' results is constant (seen in the almost horizontal curves). All this means that the overhead per processor does not increase with the number of processors, indicating that the marginal benefit from each additional processor is constant. 6.4.4. Costs and overheads. To understand better the distribution of costs and overhead of the system, we ran the combined algorithm on the first 10 frames of the casting animation sequence. The quantities were summed over all the frames and all processors. Figure 9a depicts the time consumed by each of the four stages: sampling, casting, image reconstruction, and local load balance. All stages of the frame production increase with the number of processors. Nevertheless, we can see that the sampling stage is dominant and also grows faster than the other stages. This implies that as we increase the number of processors, we spend a larger fraction of the frame time on sampling than on the other stages, thus devoting more time to achieving image quality than anything else.
In Fig. 9b we can see the three main communication consumers: samples update algorithm, image level update, and the local load-balance algorithm. Both of the latter are almost proportional to the number of processors. The samples update consumes most of the communication, and grows much faster than the other two, yet we emphasize that it is still far from exceeding the network communication capacity.
The samples update seems to have two main increases, one at 36 processors and one at 49. At these points the number of total tiles was increased to match the growing number of processors. This caused the borders between processors to become longer and more complex, hence increasing the samples update communication. Nonetheless, between these increases, the slope is stable and moderate. We also have to take into account that if the samples update algorithm was not activated, then the local load-balance algorithm would have to move more samples when shifting tiles. Hence, a substantial part of the communication cost is saved when using the update algorithm.
6.4.5. The casting algorithm. To check the effect of the casting algorithm, we again took the casting animation sequence and ran it for 10 frames with the casting algorithm on one processor. We compared the resulting number of samples per frame to a run with no casting between frames, as can be seen in Fig. 9c . Without the casting algorithm, the number of samples per frame is almost constant, but when the algorithm is activated, the number of samples increases quickly in the first five frames and then stabilizes. This happens even when the processor is working on only a part of the image, as happens when we run our algorithms in parallel.
Summary
If we want to enjoy the benefits of sample casting, we cannot activate the global algorithm on every frame, since it usually changes the image plane partition drastically, causing the system to discard all the samples from previous frames. In contrast, the local algorithm, despite its limitations, modifies the image plane partition gradually during the frame, and thus retains most of the samples from previous frames.
The combined algorithm seems to be the best solution. By tuning the system parameters, we can enjoy the benefits of the local algorithm, i.e., use of the casting algorithm and low communication overhead, and those of the global algorithm: fast stabilization of the load balance. This will lead to some penalty in the casting algorithm, but only for two to three frames after activating the global algorithm. The load balance will then be superior to that achieved by exclusive use of the local algorithm.
CONCLUSION AND DISCUSSION
We have presented a general scheme for generating ray-traced images at a fixed frame rate by parallel progressive ray-tracing on distributed-memory machines. The method is based on progressive sampling of the continuous image plane, so is essentially independent of the physical pixel resolution of the final image. Of course, the larger the image resolution, the more samples will be usually needed to take advantage of this resolution, but this number is not necessarily a linear function of the image resolution.
Our prototype system, based on the ideas presented in this paper, has many features that may be used together or separately:
Although each processor executes the progressive sampling only on its limited region, we provide a mechanism through which its sample pattern may still be influenced by information gathered by neighboring processors. This reduces drastically potential defects in the sample pattern produced, primarily near the processor region boundaries, and optimizes sample placement. All this is done with minimal overhead and without modifying the basic progressive sampling algorithm.
Using a local load-balance algorithm, the system is able to react immediately to changes in the rendered scene during frame generation. This enables it to absorb changes and thus contain the load disbalance within reasonable limits, leading to uniform images throughout the sequence.
Maintaining sample information from previous frames enables us to reach higher frame rates and better image quality. This interframe data manifests in sample intensity information, which improves the quality of the reconstructed images, and, even more important, the sample pattern itself.
Our system is based on the principle of minimal synchronization between processors. This is the main reason we minimize the use of global procedures, specifically, the global load-balance algorithm. Although it achieves better results than the local algorithm, the overhead of the global algorithm execution and synchronization are prohibitive. Hence, it can only be used sparsely, when extreme imbalance is detected. Combining the global and local algorithms gives us the best of both worlds.
On the negative side, since animation sequences must be produced at a high rate, a high bandwidth communication channel is required just to transfer the image data to the output device. Another bottleneck is the gathering of statistical information from the processors in order to trigger the global algorithm and then broadcast the results. Since increasing the number of processors will only increase the overhead, this may result in a long delay between the detection of the imbalance and the global reaction reflected in the processor behavior.
Nonetheless, we currently have a working prototype system, capable of producing quality animation sequences at interactive rates. We were able to achieve frame rates of up to 5 Hz with a 62 processor machine. Due to fixed overheads per frame, it is probably not possible to achieve frame rates significantly higher than that on the current machine, even if we were willing to sacrifice significant image quality. A more powerful machine, and more processors, would be able to overcome this limitation.
Our system may be easily ported to other distributed-memory machines running MPI.
A Remark on AchievementSpeedup
In Section 6.3 we gave a definition for AchievementSpeedup in the context of fixed frame rate f as the ratio between Refine(1, f ) and Refine( p, f ). Theoretically, this definition gives values of up to p, as is customary for speedup calculations. This, however, would not yield the desired effect in our adaptive framework, as Refine is not a linear function of f or of the amount of work done, for that matter. Thus, the definition given in Section 6.3 may be somewhat inaccurate. It should probably be changed in future work, so that for p processors working at a frame rate of f, we should compare to one processor working at a frame rate of fÂp. Thus, AchievementSpeedup( p)= Work( p, f ) Work(1, fÂp) , which we would expect to be close to 1 and independent of p (constant overhead, giving linear benefit when adding processors). In our case the measurement of the amount of work done is the refinement level of the picture:
AchievementSpeedup( p)= Refine( p, f ) Refine(1, fÂp) .
