This paper describes a novel partitioned algorithm for fluid-structure interaction (FSI) problems that couples the motion of rigid bodies and incompressible flow. This is the first partitioned algorithm that remains stable and second-order accurate, without sub-time-step iterations, for very light, and even zero-mass, bodies in three dimensions. This new added-mass partitioned (AMP) algorithm extends the previous developments in [1, 2] by generalizing the added-damping tensors to account for arbitrary three-dimensional rotations, and by employing a general quadrature for the surface integral over a rigid body to derive the discrete AMP interface condition for the fluid pressure. Stability analyses for two three-dimensional model problems show that the algorithm remains stable for bodies of any mass when applied to the relevant model problems. The resulting AMP algorithm is implemented in parallel using a moving composite grid framework to treat one or more rigid bodies in complex three-dimensional configurations. The new three-dimensional algorithm is verified and validated though several benchmark problems, including the motion of a sphere in a viscous incompressible fluid and the interaction of a bi-leaflet mechanical heart valve and a pulsating fluid. Numerical simulations confirm the predictions of the stability analysis even for complex problems, and show that the AMP algorithm remains stable, without sub-iterations, for light and even zero-mass three-dimensional rigid bodies of general shape. These benchmark problems are further used to examine the parallel performance of the algorithm and to investigate the conditioning of the linear system for the pressure including the newly derived AMP interface conditions.
Introduction
Fluid-structure interaction (FSI) problems involving the motion of rigid bodies in a viscous incompressible fluid arise in many important scientific and engineering applications, and the accurate and stable simulation of such problems remains a significant challenge. Many available numerical approaches to simulate FSI problems of this type are partitioned methods. For such methods, the equations governing the fluid (the incompressible Navier-Stokes equations) and the rigid solids (the Newton-Euler equations) are advanced separately in each time-step of the algorithm with the matching conditions at the fluid-solid interfaces providing a coupling of the solutions. For example, in a standard traditional-partitioned scheme, the coupling is implemented sequentially by first using the motion of the rigid bodies to provide the position and velocity as boundary conditions for the fluid solver, and then evaluating the forces and torques on the bodies from the computed fluid stress to advance the bodies. While this approach is appealing due to its ease of adapting available solvers for the fluid and rigid bodies, it is known that traditional partitioned methods can posses severe stability issues due to their choice of fluid-solid interface coupling conditions. These so-called added-mass instabilities are especially challenging for the case of light solids where added-mass effects are large.
In recent work [1, 2] , a new partitioned scheme was developed and shown, in two-dimensions, to be accurate and stable for any mass of the solid, including the extreme case of a solid with zero mass, thus overcoming instabilities due to added-mass effects. The key development for this new scheme, referred to as the AMP-RB scheme, was the treatment of the interface coupling. In contrast to a Dirichlet-Neumann-type coupling as in the aforementioned traditional (TP-RB) scheme, the AMP-RB scheme employs a new coupling strategy in which the translational and rotational accelerations of the rigid solid are balanced with the fluid accelerations, leading to an AMP interface condition for the fluid pressure that addresses the added-mass instabilities. This interface condition also incorporates an added-damping tensor designed to suppress a secondary instability associated with viscous fluid stresses. The work in [1, 2] provides a detailed derivation of the AMP interface conditions, as well as an analysis of the instabilities associated with added-mass and added-damping effects for two-dimensional FSI problems.
The motion of rigid bodies in three dimensions is significantly more complicated than in two dimensions, involving one additional translational and two additional rotational degrees of freedom. A question arises as to whether the proposed AMP interface conditions, which were founded on one-dimensional model problems, can be extended to complex three-dimensional motions of general-shaped bodies. The added-damping tensor in three dimensions, for example, consists of four 3 × 3 component tensors (whose entries have a complicated dependence on the viscosity, time-step and grid spacing), and the AMP-RB interface conditions must then incorporate surface integrals of these tensors into the linear system for pressure using accurate numerical approximations of the surface integrals for complex geometries. The aim of the present work is therefore to extend the formulation and implementation to three dimensions, and to evaluate this new scheme using careful analyses and numerical tests. To that end, a stability analysis of the three-dimensional time-stepping scheme is performed for an FSI model problem involving a rigid spherical solid coupled to a viscous fluid in a spherical shell surrounding the solid. This problem naturally decomposes into two independent model problems; the first related to translational motion of the solid and the second to rotational motion of the solid. The first sub-problem reveals that the AMP-RB scheme is stable, without sub-time-step relaxation iterations of the matching conditions, even for a light solid where added-mass effects are large. The second sub-problem is used to prove that the scheme is stable when added-damping effects are important.
The implementation of the AMP-RB scheme is carried out using the moving overlapping grid framework [3] . In this approach, a collection of overlapping structured grids are used to cover the domain of the fluid with moving interface-fitted grids attached to the surfaces of the evolving rigid solids. The evolution equations for the rigid solids, as well as the evaluation of added-damping tensors for the AMP-interface conditions, requires accurate approximations of integrals over the surface of the solids, including the general case of surfaces covered by multiple overlapping grids. An effective approach to deriving these approximate surface quadrature weights using the left-null vector of an overlapping-grid elliptic boundary-value problem is described. The fluid solver used here is based on the fractional-step scheme described in [4, 5] , with changes to incorporate the new AMP coupling scheme. In addition, the full AMP-RB scheme is implemented in parallel using a domain-decomposition approach based on the work described in [6, 7] .
In addition to the development, analysis, and implementation of the AMP-RB scheme, the accuracy and stability of the algorithm is verified by computing solutions of several benchmark FSI problems in three dimensions. As a first check of the AMP-RB scheme, we consider the one-dimensional motion of a piston in a three-dimensional fluid chamber. An exact solution is available for this problem, and thus it provides a useful benchmark problem to verify the accuracy and stability of the method for a range of solid densities. A second benchmark problem involves the settling of a light solid in a fluid-filled container. A self-convergence test of solutions of the AMP-RB scheme is performed, and the results are also compared with experimental and numerical data available in the literature. As a third problem, we examine a solid particle rising or falling under gravity in a long fluid chamber, and compare the solutions given by the AMP-RB scheme with the results given by other algorithms discussed in the literature. We use this problem, in particular, to demonstrate the stability of the AMP-RB scheme for a problem involving a very light solid (and even zero-mass solid) where added-mass effects are large. As a final demonstration of the AMP-RB scheme for a complex FSI problem in three dimensions, we consider the dynamical behavior of two flapping leaflets in a model of a bi-leaflet mechanical heart valve. This problem is chosen to illustrate the effectiveness of the new scheme for a difficult FSI problem that has received significant attention in the recent literature. For example, the problem has been simulated using various FSI algorithms, such as those discussed in [8] [9] [10] [11] [12] [13] [14] , and the review paper [15] summarizes the practical and numerical challenges of the problem. Our particular attention is on the strong added-mass effects in this simulation due to a very small moment of inertia of the leaflets. Numerical instabilities have been reported [11, 13, 14] , and sub-time-step iterations of the matching conditions are typically used by others to stabilize their FSI algorithms. Apart from difficulties associated with added-mass effects, this problem is challenging since the two leaflets are hinged and thus follow a constrained motion. Thus, this final FSI problem provides a significant test of the accuracy and stability of the AMP-RB scheme in three dimensions, as well as a excellent check of the various implementation issues associated with the scheme as noted above.
It is worth noting that the FSI regime considered in this paper has drawn significant attention due to its importance for many applications. Besides the moving overlapping grid approach employed here, a variety of classical numerical techniques for moving complex geometries have been extended to this regime, including arbitrary Lagrangian-Eulerian (ALE) methods [16] [17] [18] , level-set methods [19, 20] , fictitious domain methods [21] , embedded boundary methods [22] and immersed boundary methods [11, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . Recently, new approaches to handle moving geometries have also been developed for this regime, such as methods based on boundary-integral equations [35] and implicit mesh discontinuous Galerkin methods [36, 37] .
As noted above, a significant issue for any partitioned scheme is the numerical treatment of the interface conditions coupling the evolution of the fluid and the solid. The AMP-RB scheme, first introduced in [1, 2] , uses a new AMP interface condition designed and shown to suppress added-mass and added-damping instabilities. The standard TP-RB scheme requires costly sub-time-step relaxation iterations of the matching conditions to suppress these instabilities, see [11, 18, 32, 38, 39] for example. Apart from these two coupling approaches, other strategies have been proposed in the literature with the aim of suppressing added-mass instabilities, see [28, 31, 34] for example. Through this work, the stability bound for the ratio of the density of the solid to that of the fluid has improved over the years. For instance, the immersed boundary method described in [34] remains stable for a density ratio as low as 10 −4 . In this approach, a set of equations that couples the pressure with the motion for the body is exposed through an approximate block LU factorization. This treatment bears some similarity with the handling of added-mass effects in the AMP-RB scheme except that the AMP interface condition used here is derived at a continuous level, which can facilitate the development of high-order accurate schemes. Recently, Kempe and Fröhlich, and their collaborators, proposed two other coupling strategies for immersed-boundary methods applied to spherical particles, see [40, 41] . Their numerical results demonstrate that both of the approaches are stable for spherical particles of any mass, including the case of zero mass, without sub-time-step iterations. In [40] , a virtual mass with an ad hoc parameter is incorporated into the equations of motion of the rigid body. This approach appears to have a similar formulation as the added-damping tensor in the AMP interface condition. However, the added-damping tensor in our approach is again derived at a continuous level for bodies of general shapes, and thus it is not limited to spherical bodies and no ad hoc parameters are needed. Another difference between the approach in [40] and one discussed here is that the added-damping tensor is only used to handle added-damping effects, while the virtual mass in [40] is used to handle both addedmass and added-damping effects. In their more recent work [41] , the mass and inertia of the fluid in a Lagrangian layer surrounding the particle surface are exposed at a continuous level, and this is incorporated into the equations of motions of the rigid body. This approach results in a strongly coupled FSI scheme that only needs a semi-implicit update and avoids sub-time-step iterations completely. Although work in [41] only considered spherical particles, the approach appears to be promising and seems extendible to bodies of general shape.
The AMP-RB scheme has been implemented in serial and parallel within the Overture object-oriented framework. This implementation, as well as the numerical examples presented in this work, is freely available at overtureFramework.org. The parallel implementation follows a domain-decomposition approach on overlapping grids discussed in [7] . Note that the AMP-RB scheme discussed herein follows the line of research on AMP schemes for various FSI regimes, including inviscid compressible fluids coupled to rigid solids [42] , linearly elastic solids [43] , nonlinear elastic solids [44] , as well as incompressible fluids coupled to elastic bulk solids [45] , elastic structural shells [46] and deforming beams [47] .
The remaining sections of the paper are organized as follows. The governing equations are given in Section 2. The details of the AMP-RB algorithm are outlined in Section 3, including a brief review of the AMP interface condition and the time-stepping algorithm. A stability analysis of the time-stepping scheme for two FSI model problems in a three-dimensional geometry is also presented in Section 3. Section 4 provides a description of the numerical approach. This section includes a brief outline of the moving overlapping grid approach, a description of the approach for computing surface integrals on bodies covered by multiple overlapping grids, and a discussion of the parallel implementation. Numerical results for the various benchmark problems are presented in Section 5, and concluding remarks as well as future directions are given in Section 6.
Governing equations
We consider an FSI problem involving one or more rigid bodies fully immersed in an incompressible fluid as illustrated in Figure 1 . The fluid occupies the domain, x ∈ Ω(t) at a time t, and is governed by the incompressible Navier-Stokes equations,
where v = v(x, t) is the fluid velocity, σ = σ(x, t) is the stress tensor, and ρ is the (constant) fluid density. The fluid stress tensor is given by
where p = p(x, t) is the pressure, I is the identity tensor, τ is the viscous stress tensor and µ is the (constant) dynamic viscosity. Equations (1)-(3) can be used to derive an elliptic equation for the pressure satisfying
where ∇v : (∇v)
with an additional boundary condition, ∇ · v = 0 for x ∈ ∂Ω(t), see [4] for more details. In practice, our time-stepping scheme uses the velocity-pressure form of the incompressible Navier-Stokes equations, in which the continuity equation (2) Ω b (t). The dynamics of the body are characterized by
: linear acceleration of the centre of mass,
: angular acceleration of the centre of mass,
: velocity of the centre of mass,
: angular velocity,
: position of the centre of mass,
: matrix with columns being the principle axes of inertia.
The motion of each rigid body is determined by a surface integral of the fluid traction σn along the interface Γ b (t) =Ω(t) ∩Ω b (t), where σ is the fluid stress and n is the unit outward normal at the interface. In three dimensions, the rigid body has six degrees of freedom and its motion satisfies the Newton-Euler equations,
where r denotes a point on the surface of the body, and f e and g e are an applied external force and torque on the body, respectively. The velocity of the fluid is coupled to that of each rigid body on its surface Γ b by the matching condition
The motion of a point r(t) on the surface of the body is given by a translation together with a rotation about the initial centre of mass,
where R(t) is the rotation matrix given by
The velocityṙ(t) in (11) is determined by differentiating (12) , and using (9), (10) and (13) to finḋ
We also use the acceleration of a point on the surface of the body for the AMP-RB algorithm, and this is given byr
3. The AMP-RB algorithm and stability analysis
In this section, we describe the interface conditions used in the AMP-RB scheme to handle added-mass and added-damping effects arising from the fluid stress on the rigid body. These AMP interface conditions are a key ingredient in the AMP-RB time-stepping scheme, which is also discussed in this section. Lastly, we perform a stability analysis of the time-stepping scheme applied to two FSI model problems in three dimensions.
The added-mass and added-damping interface conditions
To handle added-mass effects, the fluid and body accelerations on the interface are matched. Taking a time derivative of the matching conditions in (11) and using the acceleration of a point on the body given in (15) , we obtain
and using the momentum equation (1) gives
The normal component of (16) satisfies
where n = n(r, t) is the outward normal to the body. When the pressure and body accelerations are coupled strongly in the AMP-RB scheme, the condition in (17) is equivalent to a generalized Robin boundary condition for the pressure. Added-damping effects are treated in the AMP-RB scheme by considering the contributions to the force and torque on the body in (5) and (6), respectively, due to the integrals,
involving the viscous shear stress τ n of the fluid. The integrals depend on the fluid velocity v, and on the velocity v b and angular velocity ω b of the body due to its motion. The linearized forms
about the predicted states v p , v p b and ω p b are used to expose the dependence of the integrals on the motion of the body. In [2] it was postulated that the added-damping tensors can be taken from the approximate solution to a discrete potential problem. The approximate forms, written here using surface integrals over the rigid-body (in [2] these were written as quadratures), are
where [r − x b ] × denotes the matrix representation of the cross product involving the vector r − x b , and ∆n = ∆n(r) is the added-damping length-scale parameter given by
Here, ∆s n (r) is the mesh spacing in the normal direction to the surface, α = 1/2 is the coefficient in the implicit time-stepping scheme, and ν = µ/ρ is the kinematic viscosity. Note that ∆n varies with δ, which is the ratio of the mesh spacing in the normal direction to a viscous grid spacing, and it takes the limiting values
In two-dimensions it was found to be very important to use the correct form for ∆n to ensure stability. Here we will show that the same form is valid in three dimensions. For convenience, a larger composite tensor, D(t) ∈ R 6×6 , is defined as
and we note that the component tensors in D(t) can be computed based on their initial states using the transformation
where R(t) is the rotation matrix from (13) . Note that the linearizations (18) and (19) can be expressed in terms of the body accelerations a b and b b as follows:
where ∆t is the discrete time-step in the AMP-RB time-stepping scheme.
The pressure boundary condition in (17) and the linearizations in (27) and (28) are used in the following primary AMP interface condition:
AMP Interface Condition. The AMP interface conditions on the surface of a rigid body r ∈ Γ b for the pressure equation (4) are
where
Here ∆t is the time-step used in the AMP-RB time-stepping scheme.
The AMP interface conditions given here differ slightly from the ones derived in [2] . First, the signs on the integrals of the two vector components of F(p) in (31) were incorrect in our previous paper and have been fixed here. Second, an added-damping parameter appeared in the earlier AMP interface conditions for the purpose of studying the stability of the AMP-RB scheme. As mentioned previously, the results of the stability analysis discussed in [1] suggest that this parameter can be taken to be one. This value has been used in the form of the interface conditions given here and so the added-damping parameter does not appear. Note also that one component of the AMP interface conditions is a nonlocal Robin boundary condition on the pressure, which is the same condition at the core of the method discussed recently in [48] .
Time-stepping algorithm
Algorithm 1 provides the details of the AMP-RB time-stepping scheme used for the calculations presented in this paper. The algorithm given here follows the ones discussed in our previous work [1, 2] , but extended to three dimensions. It is a predictor-corrector-type fractional-step scheme that advances the solution from the time step t n to t n+1 . The fluid is advanced with an IMEX scheme in time that combines an AdamsBashforth scheme with the trapezoidal rule, while the solid equations use a Leapfrog predictor together with a trapezoidal-rule corrector. The algorithm starts with a preliminary body evolution stage consisting of Steps 1 and 2, in which the rigid-body variables and the moving composite grid at the new time step are predicted from the analogous quantities at previous time steps. The moving grid G in Step 2 is determined by the predicted values for x b and E b using equations (12) and (13), see Section 4.1 for more details. The preliminary stage is followed by the predictor stage consisting of Steps 3-6. In Step 3, the fluid velocity, v i , is computed implicitly using the rigid-body velocities predicted in Step 1 for the boundary condition on the surface of the body. Note that the advection and pressure terms in the momentum equation (1) are written as a single term,
Step 3, where the grid velocity, w n i , is included as required to express the equations in a moving coordinate system. The ghost points for the velocity calculation at this step are determined by the divergence of the velocity applied on the boundary together with an extrapolation of the velocity in the tangential directions t 1 and t 2 . The pressure, p i , and rigid-body body accelerations, a b and b b , are then determined in Step 4, by solving a discrete Poisson equation with the AMP interface conditions. Steps 5 and 6 update the variables for the rigid body and the composite grid at t n+1 , and these steps are similar to the ones in the preliminary stage. The corrector stage, consisting of Steps 7-10, follows the steps in the predictor stage, and is usually applied once in order to increase the stability region of the scheme to allow a larger advection time-step. Finally, we have included an optional velocity correction in Step 11 as was done in [1, 2] , which has been shown to significantly improve the numerical stability to overcome added-damping effects.
In Algorithm 1, the symbols ∇ h and ∆ h denote discrete approximations to the gradient and Laplacian operators, respectively, and these operators are implemented using standard second-order finite differences. In the implementation of the AMP interface conditions in Steps 4 and 8, the term ∆v in the boundary condition (29) has been replaced by the equivalent form −∇ × ∇ × v to improve the time-step restriction. (see [49] for more details of its effects). The interface conditions also use discrete approximations of the addeddamping tensors as discussed in more detail in Section 4.2. Finally, the time step for the AMP-RB scheme is then given by ∆t = λ CFL min
where λ CFL is a CFL number, which is taken to be 0.9 in the current work unless otherwise noted, ∆t g is the time step associated with a component grid g, and the minimum is taken over all grids in the overlapping grid (see Section 4.1). A stable value for ∆t g is estimated by
where ∆x j,i is the grid spacing at grid-point i in the j th coordinate direction and v j,i is the component of the fluid velocity in the coordinate direction j.
Stability analysis of two FSI model problems in a spherical geometry
We consider the stability of the time-stepping algorithm for two FSI model problems in a spherical geometry. For the model problems, the fluid domain is a spherical shell between an inner radius r 1 and an outer sphere of radius r 2 . The fluid surrounds a spherical rigid body of radius r 1 with mass m b and moment of inertia I b . The interface between the body and fluid is denoted as Γ b with a unit normal vector of n. Following our previous work [1] , we consider small displacements of the sphere and linearize the motion of the body and fluid. Therefore, it is sufficient to consider Stokes flow in the spherical shell for the purpose of the analysis. The Stokes flow is described using spherical coordinates (r, θ, φ), where r is the radial distance of range (r 1 , r 2 ), θ is the polar angle from the positive z-axis of range [0, π], and φ is the azimuthal angle of range [0, 2π). The velocity of the flow is then described by the components (u, v, w) in the directions of the unit vectors (r,θ θ θ,φ φ φ). As for the analysis of the FSI problems in annular geometry in [1] , it is sufficient to consider translational motion of the rigid sphere parallel to the z-direction and a rotation of the sphere about the z-axis. The governing equations corresponding to these two motions can be decoupled and are considered in the following two model problems.
Added-mass model problem
We first consider the model problem corresponding to the rigid sphere translating parallel to the zdirection. The motion of the sphere is dominated by added-mass effects, and therefore it is sufficient to drop the viscous terms in the fluid. The flow is axisymmetric, and thus there is no φ-dependence, and w can be set to zero without loss. The governing equations for the FSI model problem are
where w b is the velocity of the rigid sphere in the z-direction with unit vector e z . Note that the boundary condition of the fluid at r = r 1 is only related to the component of the solid velocity alongr-direction, and there is a homogeneous boundary condition on the fluid at r = r 2 assuming a zero-normal-flow condition there. We consider solutions of the form u =û(r, t) cos θ, v = −v(r, t) sin θ, p =p(r, t) cos θ, Algorithm 1 Added-mass partitioned (AMP-RB) scheme // Preliminary body evolution step 1. Predict the rigid-body degrees of freedom: a 
Pressure boundary conditions on ∂Ω h \Γ h .
5.
Update the rigid-body degrees of freedom: 
9. Update the rigid-body degrees of freedom: v
11. Advance the fluid velocity v
which gives the added-mass model problem (MP-AM) of the form MP-AM:
The exact solution is given by
v(r, t) = 2r 3 + r 3 2
is the added-mass for this model problem, and the acceleration of the rigid body is given by
Note that in the limit, r 2 /r 1 → ∞, the added-mass in (37) becomes
which is the classical added-mass of a sphere immersed in a fluid of infinite extent. This added-mass formula can be found in many fluid dynamics textbooks, see [50] for example.
To study the stability of the AMP-RB algorithm for the MP-AM model problem, we consider a semidiscrete (in time) version of Algorithm 1. Applying Step 4 in Algorithm 1 to the MP-AM model problem leads to a system of the form
Provided such a system is well-posed (i.e. m b + M a is bounded away from zero), its solution iŝ
wherep(r, t) and a w (t) are the exact fluid pressure and acceleration of the body, respectively. The updates of the velocity of the body in Step 5 and the components of the fluid velocity in Step 7 use trapezoidal-rule quadratures of the exact body acceleration and fluid pressure, which implies the prediction step is unconditionally stable. Similarly, it can be shown that the correction step is unconditionally stable. Therefore, the stability analysis based on the semi-discrete version of the AMP-RB algorithm gives the following result:
Theorem 1. The AMP-RB algorithm given in Algorithm 1 for the MP-AM model problem is unconditionally stable provided there exists a constant K > 0 such that
Note that the stability analysis and its result are analogous to that discussed in [1] for the MP-AMA model problem involving a two-dimensional annular geometry.
Added-damping model problem
We now consider a second model problem corresponding to the rigid sphere rotating about the z-axis. For this problem, the only nonzero component of the fluid velocity is the azimuthal component, and there are only added-damping effects. As in the previous model problem, the flow is axisymmetric so that there is no φ-dependence. The rotational motion of the rigid sphere thus satisfies
Therefore, the equations governing the model problem are given by
Assume the azimuthal component of the fluid velocity satisfies
The θ-dependence can be separated and the problem is simplified to an added-damping model problem (MP-AD) satisfying MP-AD:
+ g e (t),
where ν = µ/ρ is the kinematic viscosity and the differential operator in the equation forŵ(r, t) is defined by
To study the stability of the AMP-RB algorithm for the MP-AD model problem, we still consider a semidiscrete (in time) version of Algorithm 1, which is rewritten as Algorithm 2. The added-damping tensor in Algorithm 1 reduces to the scalar D ωω , which for a sphere has been given in [2] as
Also, the added-damping parameter β d is introduced in Algorithm 2 as an adjustable parameter for the purpose of the stability analysis (see [1] ). The difference operator, D rh , in Steps 3 and 6 of the algorithm for MP-AD is defined by
The goal here is to prove that the algorithm is stable for any body inertia, I b , if and only if the added-damping term is involved in Steps 3 and 6.
Algorithm 2 AMP-RB scheme for the MP-AD model problem.
// Preliminary body evolution step
To examine the stability of Algorithm 2, we consider the homogeneous MP-AD problem, i.e. g e (t) = 0, and setŵ 
, m = 1 or 2, and
Here i 1 (z) and k 1 (z) are modified spherical Bessel functions of the first and second kind of order one, satisfying
The two equations in Step 1 can be collected in the form
where the 2 × 2 matrix M involves the time-step ∆t and the amplification factor A. Similarly, Steps 3 and 4, along with the solution forw (p) , lead to a system of the form
where N, O and P are 2 × 2 matrices. Finally, Steps 6 and 7, and the solution forw (c) , give a system of the form
where Q and R are 2 × 2 matrices. The intermediate states, ω
T , can be eliminated from the systems in (43), (44) and (45) to give a homogeneous system of the form
Nontrivial solutions of (46) 
where the coefficients in (47) are given by
Here,D ωω andĪ b are a dimensionless added-damping coefficient and moment of inertia of the body, respectively, given byD
and C 1 and C 2 are dimensionless Dirichlet-to-Neumann transfer coefficients given by
The number of roots to (47) is not know a-priori due to the appearance of a transcendental function of φ m (r). Similar to the previous analysis in [1] , we rely on a simple numerical continuation approach to trace out the stability boundaries in the parameter space of (δ, β d ), where δ was defined in (39) and β d is the added-damping parameter. The stability region is presented in Figure 2 for the case ofĪ b = 0. Here we only present the stability region of the massless sphere since it is the most challenging case for the algorithm. The important conclusion drawn from Figure 2 is that there is a large range for β d , near β d = 1, where the AMP-RB scheme is stable for any choise of δ. The scaling of the added-damping term for the full AMP-RB algorithm in Algorithm 1 is equivalent to the choice β d = 1.
Note that the stability analysis and its result are analogous to those of the MP-ADA model problem (a similar problem but in an annular geometry) in the previous work [1] . In particular, the steps in the analysis and the derived theorem are in parallel to the steps and theorem therein. Note that there is another theorem corresponding to the AMP-RB scheme without the velocity correction step (i.e., without Step 8 in Algorithm 2) in [1] . Its parallel version for the current model problem is similar, and therefore is not shown for conciseness.
Numerical approach

Moving composite grids
The moving composite grid approach described originally in [3] within the context of inviscid, compressible flow is adapted here to handle the moving geometry in three space dimensions associated with the surfaces of the moving rigid bodies in the current FSI regime. As illustrated in Figure 3 , an overlapping grid, denoted as G, covers the entire fluid domain and consists of a set of component grids {G g }, g = 1, . . . , N . In three dimensions, each component grid, G g , is a logically rectangular, curvilinear grid defined by a smooth mapping from a unit cube parameter space ξ to physical space x,
Stable region All grid points in G are classified as discretization, interpolation or unused points. The overlapping grid generator Ogen [51] from the Overture framework of codes is used to provide this information. In a typical composite grid for the current FSI application, one or more boundary-fitted curvilinear grids in the fluid are used to represent the surface of each rigid body. These grids move with the body according to its computed location information x b (t) and E b (t) following the formulas in (12) and (13) . The remainder of the fluid domain is covered by one or more static Cartesian grids. Ogen cuts holes in the appropriate component grids by locating the physical boundary, which includes the interface between the rigid bodies and the fluid, and thus determines the unused points based on their location. For instance, the "cylinder" grid displayed in the upper right image of Figure 3 cuts a hole in the Cartesian "box" grid so that the latter grid has many unused points (those not being plotted in the lower right image). Ogen also provides the interpolation information for all interpolation points in the overlap region between component grids.
Two types of interpolation, called explicit and implicit, are supported in Ogen and both types are used in the current work. For explicit interpolation, the grid points used in the interpolation stencil of each donor component grid must be discretization points. The solution values at interpolation points for explicit interpolation are thus computed explicitly from the values at discretization points on the donor grids. In contrast, the grid points needed on donor component grids for implicit interpolation may themselves be interpolation points, and thus the solution values at interpolation points are coupled between component grids and must be computed implicitly. Explicit interpolation is typically used in our simulations because of its faster overall performance. However, wider overlaps between component grids are needed for explicit interpolation, and thus for some difficult problems, especially when the grids are relatively coarse, implicit interpolation is more robust in producing valid composite grids. For example, the coarsest grids in the calculations of the settling particle and three-dimensional heart valve use implicit interpolation. Further discussion of issues related to three-dimensional composite grids can be found in [7] . On discretization points of each component grid, the equations governing the fluid are discretized with second-order accurate approximations on the unit cube parameter space following an exact transformation of the equations using the metrics of the known mapping in (48) . See [3, 4, 7] for more details on the discretization approach on overlapping grids.
Computing surface integrals on composite grids
The computation of the forces and torques on the body (31) as well as the evaluation of discrete approximations to the approximate added-damping tensors (20)- (23) requires discrete approximations to integrals over the surface of the rigid body. This surface quadrature must account for regions on the surface covered by all boundary-fitted component grids, and must avoid over counting where two or more component grids overlap. One common way to avoid the over counting issue is to construct an unstructured surface triangulation in the areas of overlap [52] . The solution from the overlapping grid can be interpolated to the vertices or cell centers of the surface triangles from which a discrete surface integral can be defined. In this paper we use an alternative approach to find the surface quadrature that does not require a surface triangulation 5 . The approach is based on the fact that the Neumann problem
only has a solution (and that solution is determined up to an additive constant) when
Similarly a discrete approximation to (49) on an overlapping (or non-overlapping) grid,
only has a solution when
where w is the left null vector of A, w T A = 0. (As before the solution is determined up to an additive constant.) The constraint in (51) is a discrete counter-part of the integral constraint in (50) , and thus w holds the coefficients of a discrete approximation to the volume and surface integrals in (50) . To determine these coefficients, w must be scaled by an appropriate constant, and this constant can be determined by matching the coefficients in w to the expected quadrature weights in regions away from the overlap. We note that the quadrature weights need only be computed once at the start of the simulation in view of the transformation in (26).
Parallel implementation and performance
Both serial and parallel versions of the three-dimensional AMP-RB time-stepping scheme have been implemented based on the incompressible Navier-Stokes solver Cgins [55] within the Overture framework. The parallel version of the code follows the work in [6, 7] , and is based on a domain-decomposition approach in which each component grid G g is partitioned across different processors of a distributed-memory parallel computer. The component grids are partitioned using a load-balancing algorithm that depends on the number of the grid points on each grid and the number of processors available. In the current FSI application, the static background Cartesian grids contain the majority of the grid points in each simulation, and these grids are generally partitioned across all of the available processors. The boundary-fitted grids are usually narrow in the direction normal to the surface of the rigid bodies and so these grids contain a relatively small number of grid points. As a result, these narrow grids are usually partitioned across a subset of the available processors, or may even reside on a single processor. For more details on the parallel implementation of PDE solvers on overlapping grids, see [6, 7] .
In the present work, special attention has been given to the implementation of the AMP-RB interface conditions in parallel. These conditions provide additional boundary conditions for the pressure Poisson equation in Steps 4 and 8 of Algorithm 1. The extra equations due to the interface conditions have the same number as the degrees of freedom for the rigid bodies, and these equations are appended to the end of the linear system for the pressure equation. In our implementation, the extra equations reside in the last available processor in the parallel sparse linear solver. However, the grid points corresponding to the entries of F(p) in (31) All linear systems in the AMP-RB scheme are solved in parallel using the Krylov methods available in the PETSc library [56] . These linear systems include the implicit equations for the fluid velocity in Steps 3 and 7 (and optionally Step 11) of Algorithm 1 as well as the aforementioned pressure Poisson equations. The stabilized bi-conjugate-gradient (Bi-CGSTAB) method with a block-Jacobi preconditioning is used for most of the simulations with an incomplete LU (ILU) preconditioner for each individual block. The velocity equation uses ILU(1) as the preconditioner, while the pressure equation uses ILU(1) for easy problems and ILU(3) for some hard problem that require 20 to 50 iterations to converge. We found that these choices give the best performance amongst the Krylov solvers tested. For one three-dimensional heart valve simulation, the parallel Bi-CGSTAB solver failed to converge in the first pressure solve, presumably from a poor initial guess. For this case, a parallel GMRES solver was used for a few time steps before switching back to the Bi-CGSTAB solver for improved efficiency. Figure 4 presents the parallel performance of the AMP-RB scheme on a distributed memory Linux cluster with 2.5 GHz Xeon processors. The figure gives strong scaling results for the settling-particle problem described later in Section 5.2 using a sphere-in-a-box grid with 1.3 × 10 7 grid points. The graph and the CPU time table show that the parallel scaling is reasonable up to 16 processors. The breakdown of the CPU times in the table shows that most of the computational cost is used in the Krylov solves of the pressure and velocity equations, and thus the parallel performance depends heavily on the scaling of the Krylov solvers for this problem. The drop-off in parallel efficiency in the Krylov solvers is partially due to the preconditioners being precomputed at every time-step. We note that the computational domain for this problem is relatively simple, and hence the Ogen grid generator is very efficient and scales well in parallel. However, the grid generator has not yet been optimized for moving grid problems and can be more costly for complex problems. For example, it has been observed that the grid generator can use up to half of the computational cost for the heart valve simulations described later in Section 5.5.2.
The results displayed in Figure 4 should be taken as a baseline for the initial parallel implementation as much work remains to improve the parallel scaling. Possible improvements include (i) reusing the preconditioner (which is currently recomputed at every step), (ii) using a multigrid solver, and (iii) optimizing the parallel grid generation.
Numerical results
Several benchmark problems are considered in this section to demonstrate the stability and accuracy of the AMP-RB scheme. We begin in Section 5.1 by revisiting the one-dimensional motion of a piston in a fluid chamber discussed in [1, 2] . Here, we solve the problem using the AMP-RB scheme for a threedimensional fluid chamber and compare the numerical results with the exact solution. This benchmark problem provides a good first test of both the accuracy of the scheme as well as its added-mass stability properties. In Section 5.2, we consider a second benchmark problem involving the settling of a moderately light particle in a small container. For this problem, the numerical solution given by the AMP-RB scheme is compared with experimental data and with other numerical results from the literature, and a self-convergence study is conducted to demonstrate the accuracy of the scheme. We also use this second problem to study the added-damping stability properties of the AMP-RB scheme. Section 5.3 is devoted to a comparison of the AMP-RB scheme and a traditional partitioned (TP-RB) scheme, which is performed using the previous settling particle problem. Both schemes require the solution of a Poisson problem for the pressure at each time step. The pressure solve for the TP-RB scheme uses a boundary condition for the pressure alone whereas the AMP-RB scheme uses interface conditions involving the pressure and the accelerations of the rigid body. The corresponding linear systems are different but have similar conditioning. We are also interested in a comparison of the performance of the two schemes, and this demonstrates the efficiency of the present scheme. In Section 5.4, a third benchmark problem involving a particle rising or falling in a long container is considered. The numerical solution given by the AMP-RB scheme is compared with the results of various algorithms discussed in the literature. Importantly, this problem is used to confirm that the AMP-RB scheme is stable for rigid-body FSI problems involving different density ratios of the solid bodies and the fluid, including the difficult case of a body with small, or even zero, mass. This difficult case has proved to be challenging, or impossible, for other available schemes due to the severe added-mass instability. The last problem we consider is an FSI problem generalized from a bi-leaflet mechanical heart valve. Simulations of this problem in two dimensions (Section 5.5.1) and three dimensions (Section 5.5.2) are discussed. For this application, two leaflets are hinged and allowed to rotate along the hinge axes. An oscillating pressure gradient is applied to drive a fluid flow through the value, and repulsive torques and damping terms are implemented to restrict the rotation of the leaflets to the designed range. This example demonstrates the behavior of the AMP-RB scheme when multiple light bodies are involved, and further confirms that the numerical instabilities have been suppressed in the present scheme for such cases.
One-dimensional motion of a piston
In this section, we consider the piston problem discussed previously in [1, 2] , but extended here to three space dimensions. In this problem a rigid body is adjacent to one end of a fluid channel with rectangular cross section. Two problems were considered previously, one in which the body moved normal to the channel and the other where the body moves tangentially, and exact solutions were found for each case. Here, we focus on the problem from [2] in which the body moves normal to the channel, and we use this problem to verify the stability and accuracy of the AMP-RB scheme. Unlike the previous test of the two-dimensional version of the scheme where a single body-fitted rectangular grid is used to represent the surface of the body, the current test uses multiple body-fitted component grids to verify the implementation and accuracy of the calculation of surface integrals on the body for a case when the body-fitted grids overlap.
For this problem, a rectangular rigid body of size L b × H × W and mass m b is adjacent to the fluid domain,
, where x = x I (t) is the body-fitted end of the fluid channel. The fluid in the channel is governed by the incompressible Navier-Stokes equations with a density and viscosity taken to be ρ = 1 and µ = 0.1, respectively. The boundary conditions on the fluid at the fixed end of the channel,
where p L (t) is an applied pressure to be determined. The velocity matching condition in (11) is applied at x = x I (t), and slip-wall boundary conditions are applied on the remaining four sides of the fluid channel. Exact solutions for the velocities of the body,
T , and for the fluid pressure p have the form
and
The added-mass for this problem found analytically in [2] to be
Because the horizontal velocity is v 1,b (t), the horizontal position is calculated as
The applied pressure at the fixed end of the channel given by p L (t) can be specified by choosing a motion for the rigid body. For the present tests, we take the interface x I (t) to be
which is sufficient to specify the exact solution. The geometric configurations based on the given interface equation are presented in Figure 5 for two different times. Numerical solutions are computed using a composite grid, denoted by G (j) p , with resolution factor j, as shown in Figure 5 . The composite grid consists of three component grids, the first of which is a body-fitted Cartesian grid (green in the figure) of fixed length 1/2 in x-direction, and of width W = 1 and height H = 1 in y and z-directions, respectively. Inside this first body-fitted grid, there is an extra body-fitted cylindrical grid (red in the figure) of fixed length equal to 0.4 in the x-direction, and with inner radius 0.2 and outer radius 0.4. These two body-fitted grids overlap and move in time as the body moves. Note that the cylindrical grid is not needed to handle the geometry of the problem, but is intentionally added to test the calculation of surface integrals on the body as discussed in Section 4.2. In addition to these body-fitted grids, there is a static Cartesian background grid (blue in the figure) As a test, the AMP-RB scheme has been run for this piston problem using G , and for all cases we observe that the scheme remains stable and gives accurate results. For example, the time history of the position, velocity and acceleration of the rigid body, as well as their errors, are presented in Figure 6 for a very heavy body with ρ b = 10 7 , a medium body with ρ b = 1 and a very light body ρ b = 10 −7 . These results illustrate the stability and accuracy of the simulations. As a comparison, we have also used the TP-RB scheme without sub-timestep-iterations to compute numerical solutions of this problem and have found that it is unstable for calculations using G A refinement study is conducted on a sequence of grids of increasing resolution to check the accuracy of the implementation of the AMP-RB scheme for three dimensions. The time-step is taken as ∆t j = 0.4/(10j) for the composite grid G (j) p , and the equations are integrated to t final = 0.8. Note the time step is smaller than the refinement study conducted in [2] due to the stability constraint from the additional cylindrical grid which has cells with smaller volumes. However, the numerical solutions still exhibit superconvergence at t = n/2, where n is a nonnegative integer, corresponding to the half-period of the oscillatory motion of the body specified in (57) when x b = a b = 0, which is the case found in [2] at t final = 1. Therefore, to avoid this superconvergence, the equations in the current study are integrated to t final = 0.8 instead. Table 1 presents the max-norm errors and estimated convergence rates of the refinement study for a heavy, medium and light body. The max-norm error of a quantity q is denoted by E Piston motion, ρ b = 10 Piston motion, ρ b = 1 Piston motion, ρ b = 0.001 Table 1 : Piston motion in three dimensions. Maximum errors and estimated convergence rates at t = 0.8 computed using the AMP-RB scheme for a heavy, ρ b = 10, medium, ρ b = 1, and very light, ρ b = 0.001, moving piston. The column labeled "r" provides the ratio of the errors at the current grid spacing to that on the next coarser grid.
to be nearly identical to the errors given in the table. This verifies the accuracy of the discrete surface integrals when computing the fluid force on the rigid body.
One particle settling in a box
We consider the common benchmark problem of a moderately light spherical particle settling due to gravity in a small container. This problem was first studied experimentally [57] by considering a spherical particle settling in silicon oil towards the bottom of a box, and it has later been widely used as a test problem to validate numerical FSI algorithms, including [20, 28, 31, 38] . The setup of the problem is as follows. A spherical particle of densityρ b = 1120 kg/m 3 and diameter D b = 2 R b = 15 mm is immersed in a fluid channel of a rectangular box. The fluid density isρ = 970 kg/m 3 and its viscosity isμ = 0.373 kg/(m s). Initially the fluid and particle are quiescent, and at t = 0 the particle is allowed to move under the influence of gravity as specified by the external body force,
where the acceleration is g = [0, 0, −g] withg = 9.81 m/s 2 . In the previous studies, the problem is typically presented in terms of dimensional units. Here we prefer to nondimensionalise the problem by introducing suitable reference scales. The reference scale for length is the diameter of the particled = D b . The reference velocity is taken to beṽ term = 0.038 m/s given in the original work [57] , which is the terminal velocity of the particle in an infinitely long channel with the corrections due to the side boundary effects. The densities are all scaled by the fluid density ofρ. The dimensionless fluid density is therefore ρ = 1 and the body density is ρ b = 1120/970 ≈ 1.1546. The dimensionless fluid viscosity is hence µ =μ/(ρdṽ term ) = 0.67462, corresponding to the Reynolds number Re = 1.5. The dimensionless gravity is g =gd/(ṽ term ) 2 = 101.90, which is turned on instantaneously at t = 0 in the simulation. The resulting fluid domain is
, with x c = y c = 10/3, z 0 = 0 and z 1 = 32/3. The particle of radius 0.5 is initially located at (x, y, z) = (0, 0, 8.5). The top boundary condition of the fluid domain is a zero pressure condition, and the remaining boundary conditions are no-slip walls.
Numerical solutions are computed using a sphere-in-a-box composite grid, denoted by G
sp , which consists of a background Cartesian grid and two body-fitted grids attached to the surface of the rigid body. The target background grid spacing h (j) is set to be 2/(15j), corresponding to the grid size of (50j)×(50j)×(80j) covering the entire domain. The boundary-fitted grids are two curvilinear grids surrounding the particle, each of which covers more than half of its surface. The thin body-fitted grids have a target grid spacing approximately equal to 0.71h (j) with a radial width of 5h (j) . The time step ∆t (j) is taken as 1/(40j). The interested reader is referred to [7] for more details on the construction of the sphere-in-a-box grid.
The added-damping tensors for this problem are computed based on a discrete surface integral on the two body-fitted grids at the beginning of the simulation. Formulas for the discrete added-damping tensors corresponding to the exact forms in (20) through (23) for a spherical particle of radius r are given in the appendix of [2] where ∆n
with ∆s n being the mesh spacing in the normal direction, i.e. ∆s n ≈ 0.71h (j) for the present calculations. Here, r = 0.5 so that the diagonal elements of the added-damping tensors arẽ
which is in excellent agreement with the values computed by the discrete surface integral. For instance, the diagonal elements of the tensors for the grid G
sp are computed in the beginning of the simulation as
The off-diagonal elements are zero for the exact tensors, and this is in excellent agreement with the computed tensors for which the maximum off-diagonal element is approximately 7.3 × 10 −6 in absolute value. 
sp . Figure 7 presents the time history of the vertical position, y b (t), and vertical velocity, v b2 (t), of the body computed using the AMP-RB scheme with the composite grid G
sp . To compare with the available data, the time and velocity in Figure 7 have been scaled properly so that their units are s and m/s, respectively. The present results are in good agreement with the experimental data in [57] and the numerical results in [20, 28, 31, 38] . The numerical solutions from [31] , for example, are also plotted in Figure 7 for comparison. The numerical solutions are taken directly from Fig. 5 in [31] , although the velocity therein was plotted in a larger scale, which may lead to potential errors in reproducing the data. Despite these potential errors, the numerical solution of the AMP-RB scheme appears to be in good agreement with the results in [31] . It is also found that the results of the AMP-RB scheme are almost indistinguishable with the results given by the TP-RB scheme in [38] . The contours of the pressure and speed are presented in Figure 8 for three different times. The body accelerates initially due to its negative buoyancy which is turned on impulsively at t = 0. It then approaches a steady velocity before the body eventually slows down as it approaches the bottom wall. As in the previous work [31, 38] , collisions between the particle and the wall are not considered. Therefore, the simulation is stopped when there are insufficient grid lines in the gap between the particle and the bottom wall. Note that the other three cases from [38] with difference Reynolds numbers have also been computed using the AMP-RB scheme, and it has been found that the results are almost identical to the TP-RB scheme if the same grids are used. 
sp , G
sp and G
sp .
the convergence rate of the position and velocity are both around 1.90 at the times t = 2, 4 and 6. However, it is found that the resulting particle tends to drop faster at lower resolutions, and so the simulations are halted earlier (e.g., the calculation for grid G
sp is stopped at t ≈ 7.5). This makes the self-convergence studies challenging at the later times. Self-convergence studies of the accelerations are not as clean and yield a convergence rate of approximately 1.52 at t = 2 and 4, while the rate improves slightly to 1.65 at t = 6. There are at least two plausible reasons leading to this reduced convergence rate. One reason is that a very large gravity is turned on impulsively in this test. Due to a sudden change of the body acceleration, the first time step may involve a first-order error, and in fact we observe that the accelerations oscillate slighlty during the first few time steps. The second reason is that the problem becomes steady during most of the simulation. This makes it more challenging for the iterative Krylov solvers used here, since the solvers may take less Krylov iterations than required to obtain the designed order of accuracy. Note that all of the tests we considered in the previous work [2] were solved by a direct sparse matrix solver, which eliminates this potential issue.
This test is further used to demonstrate the importance of including the added-damping tensors in the AMP-RB scheme. It is found that instabilities due to added-damping effects are still important for this problem even though the body density is heavier than that of the fluid and the motion of the body is primarily translational. To illustrate the importance of these tensors, Figure 11 presents the results from the AMP-RB scheme but with the added-damping tensors intentionally turned off. It is found that the particle starts to develop an unphysical rotation around t = 0.4, and the unphysical rotation eventually pollutes the overall motion of the particle. Different from the rising body case in [2] , the counter-acting effects of the pressure is not very strong in the current test due to its geometry and the oscillations do not saturate as time evolves. Figure 11 : Illustration of the added-damping instability for the settling particle test when the added-damping tensor is turned off. The particle starts to develop an unphysical rotation around t = 0.4. These oscillations in the angular acceleration starts to affect the translational acceleration at t = 0.6, and eventually dominate the overall motion of the particle. The right plot is the contour plot of v3 at t = 1, which shows the fluid velocity has been affected by the particle rotation. Results are shown for grid G
sp solved by the AMP-RB scheme with the added-damping term turned off intentionally.
Performance comparisons between AMP-RB and TP-RB schemes
We now use the benchmark problem described in the previous section to compare several aspects of the performance of the AMP-RB and TP-RB schemes. To eliminate the complexity due to the parallel implementation, the comparisons are performed using the serial implementations of the algorithms. The main modification for the AMP-RB scheme is the application of the AMP interface conditions for the pressure Poisson equation, and so we first compare the corresponding linear system from the AMP-RB scheme to that for the TP-RB scheme. Without loss of generality, we consider the two linear systems at t = 0 when there is an impulsive gravity applied to the particle in the quiescent fluid. For this special case when v = 0, the discrete Poisson problem for the AMP-RB scheme becomes
with 
which are the exact initial accelerations of a spherical particle in a viscous quiescent fluid of infinite extent. The computed added-damping tensor, denoted by D 0 , is included in (62) even though it is not required at t = 0 since added-damping effects are not instantaneous so that the discrete problem in (60)- (62) without D 0 is well-posed. However, we have included the tensor intentionally to test the full linear system in a general case when t > 0. The corresponding discrete Poisson problem used in the TP-RB scheme involves the pressure equation in (60) with the interface condition Figure 12 : The sparsity pattern of the pressure matrix of 270875 × 270875 in the AMP-RB scheme. Left: the sparsity pattern from the grid G and the remaining physical boundary conditions. We note that the initial guesses for the accelerations in the interface condition for the TP-RB scheme is not as important since sub-iterations are needed at t = 0 to obtain a converged initial acceleration for this scheme. Figure 12 shows the sparse matrix pattern of the linear system of the AMP-RB scheme for the grid G (1) sp , which consists of one background grid and two boundary-fitted grids. The pressure matrix has a size of 270875 × 270875 and can be divided into several blocks. The entries corresponding to the background Cartesian grid are marked by the red box in the figure, and the entries of the two boundary-fitted grids are marked by the blue boxes. The majority of the diagonal blocks correspond to the discrete Poisson operator, while the off-diagonal blocks correspond primarily to the interpolations between the different grids. The six AMP constraints in (62) related to the accelerations are positioned in the last rows of the matrix, and various terms in the constraints (61)- (62) have been marked by different colors and pointed out explicitly in the sparsity pattern. Apart from the six extra rows corresponding to the equations in (62) and the six extra columns for the accelerations of the body, the matrix of the new system is identical to that used in the TP-RB scheme.
The linear systems for the two schemes are solved by a serial Bi-CGSTAB solver with an ILU(1) preconditioner. The Bi-CGSTAB solver is chosen because the matrix for a composite grid is typically not symmetric, and the Bi-CGSTAB solver often shows better performance than other Krylov solvers in this case. The ILU(1) preconditioner is chosen here because the system is relatively easily inverted and only a few Krylov iterations are needed to converge. Figure 13 presents the convergence of the residual for each sub-iteration. The AMP-RB scheme uses only one Krylov solve to obtain the solution, while the TP-RB scheme uses a Krylov solve for each of the seven sub-iterations needed for convergence of the whole system (corresponding to the sudden jumps of the residual in the figure) . Note the performance of the Krylov iterations in the AMP-RB and TP-RB schemes is similar in the first solve, both using 33 Krylov iterations to obtain a convergent solution. This indicates the both systems are similarly conditioned. The subsequent sub-iterations for the TP-RB scheme require fewer and fewer Krylov iterations as the previous computed pressure serves as a better initial guess for the next sub-iteration.
To further understand the nature of the linear system, the condition numbers are estimated by the extremal singular values. The extremal singular values of the matrices are estimated by the singular values in the Hessenberg matrix of the GMRES iterations after about 1000 iterations. The table in Figure 13 shows that the largest singular value of the AMP-RB matrix is slightly larger than the TP-RB scheme while both schemes have almost identical smallest singular values which scale as O(h 2 ). This confirms that the two systems have very similar conditioning. Recall that the condition number of the system is the ratio between the maximal and minimal singular values if the 2-norm is used. For the systems at a later time when t > 0, we find that the performance of the linear solver applied to the two systems is very similar to the case at t = 0, since the difference between the linear systems at two different times lies mainly in the right-hand side. Table 2 : Settling particle. Comparison of the run-time performance of the AMP scheme versus the TP scheme. The relative and absolute tolerances of the velocity and pressure solvers are denoted by "rtol"and "atol", while the tolerances of the sub-iterations in the TP scheme are denoted by "rtolc" and "atolc". "P/step" and "v/step" stand for the averaged number of Krylov iteration in the pressure and velocity solvers per time-step, while "sec/step" for the averaged CPU run-time per time-step. The averaged number of iteration in the TP scheme are also given in the column of "its/step".
We further compare the total CPU time to solve the full problems given by the AMP-RB and TP-RB schemes. Table 2 presents detailed information of the two schemes on the grids G 
sp has about 1.7 × 10 6 points. Other information such as the tolerances in the Bi-CGSTAB solvers and sub-iterations in the TP-RB scheme are also provided in Table 2 . The under-relaxation parameter in the TP-RB scheme (see [38] ) is chosen to be 0.5, which we found to give the best performance for this problem. The results for G (1) sp show that the CPU time of the AMP-RB scheme is about 3.36 seconds per time step, while the time of the TP-RB scheme is about 5.55 seconds per time step, which corresponds to a speed-up factor of 1.65 the AMP-RB scheme. Note the TP-RB scheme for this problem requires about 7 sub-iterations for each time step, but the performance of the AMP-RB scheme only has increased by a factor of 1.65. This is expected since, as demonstrated in Figure 13 , the later correction steps in the TP-RB scheme require fewer Krylov iterations than first two steps. In a typical time step, the predictor and the first corrector in the TP-RB scheme account for most of the Krylov iterations in the pressure solver ("p/step" in Table 2 ) and the further correction steps only require one or two Krylov iterations to obtain a converged local solution. Note that for both schemes, each Krylov iteration takes almost the same CPU time on average, although the linear system for the AMP-RB scheme is slightly larger. The G (2) sp results show a similar speed-up factor of 1.73. The CPU time of the AMP-RB scheme is about 23.6 seconds per time step for this grid, while the time of TP-RB scheme is about 40.8 seconds per time step. Note also that the tolerances of each sub-iteration in the TP-RB scheme are chosen larger than the tolerances of the Krylov solver to avoid too many sub-iterations. We have found that this choice is sufficient to yield satisfactory numerical solutions. However, if the tolerances for the sub-iterations and Krylov solvers are chosen to be the same, the AMP-RB scheme is about 4 times faster than the TP-RB scheme. Finally, note that the current overhead in various other parts of the schemes, such as computing information related to the overlapping grids and evaluating the advection terms, are roughly the same in both schemes. For instance, the overhead accounts for about 15% of the "sec/step" in the AMP-RB scheme and it accounts for about 10% for the TP-RB scheme.
In summary, the above tests show the new linear system in the AMP-RB scheme to solve the discrete Poisson problem for the pressure requires only minor modifications to the corresponding linear system for pressure in the TP-RB scheme. Both systems have similar conditioning and can be solved effectively using preconditioned iterative Krylov solvers. The AMP-RB scheme requires no sub-iterations per time step unlike the TP-RB scheme so the cost per time step for the AMP-RB scheme is lower. As the ratio of the density of the rigid body to that the fluid becomes smaller, the TB-RB scheme requires more and more sub-iterations (and ultimately fails). In contrast, the AMP-RB scheme does not require sub-iterations and so the comparative performance of the AMP-RB scheme is more pronounced for lighter bodies, such as in the problem discussed in the next section.
One particle falling or rising in a long container
The next validation problem we consider is a spherical particle falling or rising due to a buoyant force in a very long container. The original problem was discussed in an experimental study [58] , but then used later in [24] to validate an immersed boundary method. In many subsequent studies of FSI algorithms, such as those in [28, 31, 41, 59] , Case 2 in [24] has been adopted as a standard benchmark problem to demonstrate numerical stability for problems involving low-density particles. The problem shares a very similar geometry as the particle dropping test discussed in the previous two sections, but the size of the particle here is much smaller compared to the computational domain. We follow the nondimensional setup from the work in [24, 28] . An incompressible fluid with viscosity µ = 0.00104238 and density ρ = 1 occupies the domain
, where x c = y c = 0.64, z 0 = 0 and z 1 = 10. The particle has a density of ρ b and a radius of R b = 1/12. The fluid and the particle are initially quiescent and an impulsive external body force satisfying (58) withg = 9.81 is applied at t = 0. In [24] the particle was initially located at x 0 = (0, 0, 9.5) and the density of particle is ρ b = 2.56. However, in more recent work the particle density has varied, and the velocity profile of the particle for different values of ρ b are presented. In our simulations, the particle is initially located at x 0 for cases when the particle falls (ρ b > 1), and it is located at (0, 0, 0.5) initially for cases when it rises (ρ b < 1). Periodic boundary conditions are applied in all three directions as in the previous work [24, 28] .
The original problem is designed to model the situation when the particle is immersed in an infinite fluid domain. The composite grid approach allows us to use a coarser background grid than the previous work [24, 28] and at the same time attach much finer boundary-fitted grids to the particle so that its boundary layer and the particle wake are well resolved. The sphere-in-a-box composite grid similar to the previous case is used with slight modifications. A target mesh spacing h = 0.02 is used for the background Cartesian grid, corresponding to a grid of 64 × 64 × 500 covering the entire domain. Much finer boundary-fitted grids are attached to the particle and cover the fluid region of length ∆r = 0.3 in the radial (normal) direction. The target mesh spacing for the boundary-fitted grids is h/4 = 0.005. Here we use a three-patch sphere to avoid excessively small time steps resulting from small cells in the two-patch version. The resulting composite grid 6 , consisting of the background grid and three boundary-fitted grids, is denoted by G sr . A fixed time step, ∆t = 0.001, is used in all the simulations. In the left plot, the red dashed curve is the numerical solutions taken from Fig. 16 in [24] , the blue dash-dotted curve is from Fig. 11 in [28] , the purple curve is from Fig. 5 in [59] and the black dotted curve is from Fig. 10 in [31] .
The left plot in Figure 14 shows the time history of the particle velocity for the case ρ b = 2.56. The numerical solution given by the AMP-RB scheme is compared with the results found in the literature [24, 28, 31, 59 ] using different immersed boundary methods. Our results are in good overall agreement with these results. The computed terminal speed is found to be v term = 1.774 v ref , which is in good agreement with the experimental terminal speed of 1.797 reported in [58] . We observe that the particle drops slightly faster at early times in our simulation as compared to the results from the immersed boundary methods, although all of the simulations produce similar terminal speeds. We also observe that the particle wake does not break in our simulations and remains axisymmetric, even when a finer grid is used. Whether the particle wave remains axisymmetric or not can effect the profile of the particle velocity, and this differs in the various simulations. For example, the numerical results in [24] show an asymmetric wake, which triggers much larger horizontal velocities than what we observe, while the wake remains axisymmetric for the simulations discussed in [59] . Whether the wake remains axisymmetric or not is likely due to a hydrodynamic instability and whether this instability is triggered by perturbations in the flow due to the treatment of the moving grids in the vicinity of the particle. We observe, for example, that a similar simulation using the TP-RB scheme (with sub-time-step iterations) with the same composite grid G sr shows an axisymmetric wake and a nearly identical velocity profile to that given by the AMP-RB scheme. This suggests that the issue is not related to the treatment of the interface conditions in the AMP-RB scheme.
The results from varying density tests are also presented in Figure 14 , where the time history of velocities of selected particle densities are presented. The AMP-RB scheme remains stable for any density ratio, including the case ρ b = 0, while the previous methods appear to be unable to compute solutions for low density ratios. For example, to our knowledge, the lowest stability bound of this particular benchmark test was previously presented in [31] , in which their scheme is stable for ρ b /ρ ≥ 0.1. On the other hand, the TP-RB scheme in our implementation also struggles to remain stable for small density ratios. For instance, when ρ b /ρ = 0.1, the TP-RB scheme needs about 9 sub-iterations to converge on average. When the body density is 0.01, the TP-RB scheme struggles and needs about 85 sub-iterations to converge on average, which makes the scheme significantly more expensive. It is difficult to stabilize the TP-RB scheme for even small density ratios.
Numerical simulations of a mechanical heart valve
The last example we consider is a model of a bi-leaflet mechanical heart valve, which has been studied previously in [11, 13] , for example, using other numerical approaches. As shown in Figure 15 , the heart valve consists of a rigid cylindrical ring supporting two solid leaflets, which can rotate about fixed hinge axes. The heart valve is placed in a fluid channel which models the aorta. The structure of each leaflet is designed to be very thin so that its inertia is small compared to that of the fluid flowing through the device. Previous studies have found this system to be very challenging to simulate mainly due to large added-mass effects [11] . Therefore, this problem serves as a good test to demonstrate the applicability of the AMP-RB scheme together with the moving composite grid approach for a challenging engineering problem of significant interest. The problem also can be used as a good benchmark problem for other FSI algorithms. Unfortunately, a well-specified benchmark problem based on this application is not currently available in the literature to the best of our knowledge. The results of previous simulations are available, but the input to these simulations is based on experimental data, and there is incomplete information given on the initial conditions or boundary conditions in many cases, so that it is difficult to reproduce the results for the purpose of quantitative comparisons. Thus, another focus of the present study is to fully specify benchmark problems based on the bi-leaflet geometry for both two and three-dimensional FSI simulations. From the point of view of FSI algorithms and added-mass effects, the difficult interval of the full cardiac cycle involves the rapid rotation of the leaflets as the value opens and closes. Hence, the designed benchmark problems and our simulations focus on this aspect of the application. As illustrated in Figure 15 , the fluid channel covers a cylindrical domain with length L c = 1.75 and radius R c = 1.1. The left boundary is located at x 0 = −0.5 and the right boundary is x 1 = 1.25. The valve is fully immersed in an incompressible fluid with density ρ = 1 and viscosity ν = 0.1. Two leaflets are allowed to rotate along the hinge axes, which are located at (x b , y b ) = (0, ±0.15) and parallel to z-axis, and the leaflets are attached to the hinge at the position 0.1 away from the bottom tips. The range of angles for the leaflets are [θ min , θ max ] with θ min = 10
• and θ max = 75
• , which corresponds to the fully open and closed heart valve. While the precise shape of the leaflets are given later for the specific cases of two and three-dimensional flow, they are assumed to have the same moment of inertia given by I b = 0.001 as used in [11] . The leaflets are considered to be "light" as added-mass effects corresponding to their rotational motion are large for this test.
During the operation of the actual mechanical heart valve, the limits of the rotation angles of the leaflets are reached at points of solid-solid contact. In our numerical simulations, such contacts are avoided by imposing the tighter limits on the rotation angles as given above. These chosen limits could be imposed in the numerical solution using a post-processing step immediately following any time step for which the rotation limits have been exceeded. While this approach appears to be a simple choice to implement, we have found that the resulting abrupt perturbation to the solution can lead to numerical instabilities. Thus, we have adopted an alternate approach in which a continuous repulsive force is applied to the equations of motion of the leaflets to smoothly restrict their rotation to the chosen range. In addition, we apply a damping term to the equations of motion to model the loss of energy that would occur during a collision.
The equation of motion for the angular acceleration of each leaflet is thus taken to be
where g rt (θ b ) is the repulsive torque and B(θ b ) ω b is the damping term. Formulas for the functions, g rt (θ b ) and B(θ b ), are given in (A.9) and (A.10), respectively, of Appendix A where a full description of the contact model is given. Here, we note that these terms are set to zero except for a small angle δ near the limits of the range of rotation. This angle in (A.9) and (A.10) is taken to be δ = 3
• for all of our simulations. The stiffness parameters in (A.9) are taken to be 1 = 0.05 and 2 = 0.01, for the open and closed states, respectively, and the damping parameter in (A.10) is B 0 = 20. The stiffness parameter near the closed state, 2 , is chosen to be smaller than that near the open state, 1 , because the collision between the leaflets and hinges is more violent as the valve closes. The parameters given above specify our collision model, and they are fixed for all of our choices of the grid resolution in our FSI simulations of this problem.
The fluid flow through the heart valve is driven by a pressure difference between the left and right boundaries, which models the changing of blood pressure in a cardiac cycle. On the left boundary, x 0 = −0.5, the transverse velocity is set to be zero, while the pressure is taken to be
with p max = 20 and p min = −40. The magnitude of the minimum pressure p min is chosen to be larger than the maximum pressure p max to mimic a typical cardiac cycle, in which the magnitude of the difference between ventricular and aortic pressure is larger in diastole than systole. The boundary condition at x 1 = 1.25 is a zero-pressure outflow/inflow condition, which is implemented by setting
This boundary condition allows the fluid to flow from left to right during the opening process, and then flow backwards during the closing process. The remaining boundary conditions on the surface of the leaflets and on the walls of the cylinder are taken as no-slip walls. The fluid is at rest initially and the leaflets are also at rest in a closed state at the rotation angles ±70
• . The time step is determined using a CFL number of 0.9, which is based on the advection terms in the fluid momentum equations.
The AMP-RB sheme used here avoids sub-time-step-iterations between the fluid and solid equations by handling added-mass and added-damping effects in the AMP interface conditions, whereas the previous work for this problem employed various TP-RB schemes [11, 13] . Some discussion of added-mass effects for this heart-valve problem can be found in [11] . In this paper, both a loosely-coupled FSI algorithm (i.e., a TP-RB scheme without sub-iterations) and the strongly-coupled FSI algorithm (i.e., a TP-RB scheme with sub-iterations) are considered. It was concluded that the TP-RB scheme without sub-iterations is unstable regardless of the size of the time step for the problems involving bodies of small inertia, and the TP-RB scheme with under-relaxed sub-iterations and the Aitken's acceleration technique is required for certain difficult problems with strong added-mass effects. Our finding for this problem, and the theoretical results in our previous work [1] , are consistent with the results described in [11] .
To better isolate the different issues and to clearly illustrate the results, we first consider simulations of the heart-value problem in two dimensions. This reduction can be viewed as an approximation of the flow along the symmetry plane of the three-dimensional domain. We note that the two-dimensional problem shares many of the important numerical difficulties as the full three-dimensional problem, such as strong addedmass effects, and this problem is reasonable as a starting point and forms a good benchmark problem. We then conclude our numerical investigations with simulations of the heart-valve problem in three dimensions. The three-dimensional benchmark problem is closer to a realistic geometry in which two half-disk leaflets are used to model the heart valve.
Benchmark problem in two dimensions
For the two-dimensional version of the heart-valve problem, we consider a fluid channel with horizontal and vertical extent corresponding to the symmetry plane of the three-dimensional domain described pre- ts , consists of one background Cartesian grid and two boundary-fitted grids as shown in Figure 16 . The background grid has a grid spacing given by h j = 1/(40j), where j is a refinement factor. The boundary-fitted grids are stretched in the normal direction to the surface of the leaflets. The resulting grid spacing is close to h j for the grid lines away from the surface and overlapping with the background grid, while the grid spacing in the normal direction is reduced by a factor of approximately 4 near the surface. The equation of motion in (64) for each leaflet reduces to 
ts at t = 0 (coarse grid). Right: contours of the pressure at t = 2 using grid G (8) ts .
The instantaneous streamlines of the numerical solution at selected times are presented in Figure 17 , and the corresponding rotation angle, angular velocity and acceleration of the upper leaflet are given in Figure 18 . (The latter figure also indicates grid convergence which is discussed below.) At early times, the pressure at the left boundary increases according to the prescibed profile in (65), and this drives the fluid to the left causing the leaflets to open (see the streamline plots at t = 0.2 and t = 0.5). At approximately t = 0.6, the leaflets approach the lower limit of the rotation angle given by ±θ min , and they exhibit a small oscillation due to combined influences of the fluid, repulsive force and damping term as shown in the time history of the leaflet motion in Figure 18 . By about t = 0.8, the fluid force on the leaflets balances the repulsive force, and hence the leaflets appear to reach a steady state. Through this time, starting at t = 0.5, the applied pressure on the fluid at the left boundary has been decreasing, and after t = 1 the pressure is negative. The effect of this negative pressure is first seen in the plot of the instantaneous streamlines at 
ts .
The time history of the behavior of the top leaflet, presented in Figure 18 , is used to illustrate the grid convergence of solutions of the AMP-RB scheme for this problem. In each plot, four curves are shown corresponding to the time history of the rotation angle, angular velocity and acceleration from calculations using composite grids of increasing resolution. We note that the separation between curves decreases rapidly as the grid resolution increases. However, the zoomed view in Figure 18 of the acceleration at later times of the simulation, shows that the convergence of this component of the solution is not as clean. To give a quantitative sense of the convergence rate, Richardson extrapolation is used to estimate the time-averaged convergence rate of the three finest grids. At an early time, t = 0.5, the estimated convergence rates of the rotation angle, angular velocity and acceleration are 1.51, 1.40 and 1.44, respectively. The rates drop to 1.36, 1.32 and 1.24 at t = 1, and then to 1.19, 1.15 and 0.89 at the final time t = 2. The reduced convergence rates at later times are largely due to the collision model. For instance, the convergence of the acceleration is poor during the closing stage, as noted earlier and shown in the zoomed view of the acceleration. Generally, we find that the grid convergence is sensitive to the choices of the parameters in the collision model, such as and B 0 . Realistic simulations require a stiff collision model, so that very fine grids with correspondingly small time steps would be needed to get better convergence results, especially during the closing stage of the simulation. Figure 18 is again complemented by Figure 19 , which presents the fluid quantities and leaflets positions at t = 1.2 for different grid resolutions. It shows the solutions on different grids match well.
We note that because our FSI model simulation has avoided solid-solid contacts, the channel is not complete blocked by the two leaflets in their closed position. The result of this choice is that there is some small leakage of the fluid between the two leaflets and between the leaflets and the walls of the channel when the valve is in its closed position. We also note that the Reynolds number of flow for the current simulation is Re = U max D/ν ≈ 100, where D = 2R c is the channel width and U max is the peak speed of the flow at the inlet. The Reynolds number for the simulations in [11, 13] was reported to be larger, approximately 6000 or more. We have chosen to compute the flow in the heart value using a larger viscosity, and thus a smaller Reynolds number, so that sufficient grid resolution of the flow can be achieved, especially for the subsequent benchmark calculations in three dimensions. Finally, we note that our version of the TP-RB scheme is not able to compute solutions for this problem since we are not able to find a fixed value for the relaxation parameter to stabilize the scheme through the under-relaxed iterations. As suggested in [11] , Aiken's convergence acceleration may be necessary to stabilize the TP-RB scheme for this case. In contrast, the AMP-RB scheme remains stable throughout the whole simulations.
Benchmark problem in three dimensions
The geometry of the two leaflets and their position in the cylindrical channel for the three-dimensional heart-value problem are illustrated in Figure 20 . A thin disk of width L = 0.1 and radius R = 1 is split into two halves to obtain two leaflets. To allow the leaflets to rotate without colliding into each other, a thin portion of the half-disk along its equator is removed so that the height of the resulting solid is 0.95, which is shorter than its radius R . The edges of the two leaflets are rounded to avoid sharp corners (similar to that done in the two-dimensional problem). The above process to define the geometry is done using a computer-aided design (CAD) program. Figure 20 also shows the surface grids on the leaflets and the composite grid. The composite grid, denoted by G (j) hv with resolution factor j, consists of two background grids and the collection of boundary-fitted grids that represent the leaflets as shown in the figure. The first background grid is a Cartesian grid, with target grid spacing h j = 1/(40j), covering the bulk of the fluid channel, while the second grid is a thin boundary-fitted grid, with grid spacing 2h j /3, attached to the cylindrical boundary of the channel. (The Cartesian grid is not shown in the figure so that the position of the leaflets can be seen, and only the boundary of the cylindrical boundary-fitted grid is shown.) The surface of each leaflet is divided into three grids, two surface grids of grid spacing h j on the two faces of the half-disks and one edge grid of grid spacing 2h j /3 forming the perimeter of the solid. The two surface grids and the edge grid are then extended to the volume, with target grid spacing 2h j /3, to form the three-dimensional boundary-fitted grids around the leaflet. The composite grid is generated using the Ogen grid generator. The IGES file generated by the CAD program provides the input to form the surface and edge grids for the leaflets, and then Ogen generates the body-fitted volume grids and creates the composite grid from these grids along with the two background grids as described above. For more details on generating grids from a CAD geometry, see [60] .
The behaviour of the numerical solution at selected times during the simulation of the three-dimensional heart-value problem is shown in Figure 21 . Colour contours of the fluid pressure on the surface of the leaflets is shown along with the instantaneous streamlines from a collection of tracer particles which illustrate the flow around the leaflets. The images along the top row of the figure at times t = 0.2, 0.4 and 0.6 are chosen to illustrate the behaviour of the solution as the valve opens. The starting points for the tracer particles in these images lie on the plane x = x 0 = −0.5 at the left boundary of the fluid channel, and are positioned in the shape of a cross. There are seven tracers along the vertical line segment of the cross with x = −0.5 and z = 0, and there are four tracers along its horizontal line segment with x = −0.5 and y = 0.5. At the earliest time, t = 0.2, we observe that the instantaneous streamlines from some of the tracers stagnate on the surface of the leaflets indicating that the flow is blocked, while at later times the streamlines from these tracers show that the flow passes over and around the leaflets as the valve opens. The bottom row of images in Figure 21 at the times t = 1.2, 1.4 and 2.0 are shown to illustrate the flow while the valve closes. For these images, the starting points of the tracers are positions on the plane x = 1.1 near the right boundary of the channel. Seven tracers are located along the verticle line with x = 1.1 and z = 0, while four more tracers are located along the horizontal line with x = 1.1 and y = 0.5, all forming a cross shape similar to before. At t = 1.2, we note a recirculation zone near the tip of the top leaflet as the flow reverses due to a change in the sign of the prescribed pressure profile in (65). At the two later times, the flow again becomes blocked as the valve closes, but with some leakage as noted earlier. However, there is a significant region of near stagnant flow on the face of leaflet as indicated by the near uniform pressure there.
The time history of the motion of the top leaflet is presented in Figure 22 . Overall, the motion of leaflet is similar to that observed in the two-dimensional case, and shown previously in Figure 18 . For example, there is a slight oscillation seen as the leaflet approaches its lower limit, θ min , at the open position. There is a brief interval of time where the leaflet is in equilibrium at its open position, prior to a rapid rotation of the leaflet towards the upper limit, θ max , at the closed positon. Near the upper limit there is a stronger oscillation, also observed in the two-dimensional case, as the stress on the leaflet from the fluid achieves a balance with the stiff repulsive force of the contact model. The oscillation dampens in time due to the damping term in the model, and an equilibrium is again reached but now with the valve in the closed position. In Figure 22 for the three-dimensional case, there are three curves drawn in each plot corresponding to the results computed using the composite grid, G (j) hv , with increasing values of the resolution factor j = 1, 2 and 4. This is done to indicate the grid convergence of the solutions. In the plots of the rotation angle θ b , the angular velocity ω b and the accelerationω b , we see that the curves from the solutions on the different grids lie nearly on top of one another, as was seen for the two-dimensional benchmark problem. The differences in the curves can be seen in the zoomed views, and in these views we observe a convergence in the behaviours as the grid is refined. Estimates of the convergence rate for the angular velocity and acceleration are 0.92 and 1.46, respectively, while the convergence rate for the rotation angle is 0.30. The convergence rates found in the three-dimensional case are generally lower than the ones found in the two-dimensional case for this difficult problem. This is likely due to the coarser grids used to compute the convergence estimates for the three-dimensional case. Figure 22 is again complemented by Figure 23 , which shows good agreement of the solutions at t = 1.2 for different grid resolutions.
As in the two-dimensional benchmark problem, we are not able to find a stable under-relaxed parameter for our version of the TP-RB scheme when simulating the problem in three dimensions. The TP-RB scheme typically becomes unstable after a couple of time steps even with under-relaxed sub-iterations. In contrast, the AMP-RB scheme remains stable throughout the whole simulation.
Conclusions
In this work we have extended the AMP-RB scheme derived in [1, 2] to three dimensions for FSI problems with rigid bodies moving in an incompressible fluid. The extension relies on the moving overlap- 
hv . The colorbars are provided for the flow speed. The pressure is plotted on surface of the leaflets.
ping grid approach, parallel implementation based on MPI and various building blocks handled properly in three dimensions. Several details of the full three-dimensional algorithm have been described, including the AMP interface condition handling the added-mass and added-damping effects, a strategy to find the surface quadrature on composite grids, and parallel implementation such as parallel partitioning and sparse linear solvers. In addition, an analysis of two model problems for a spherical rigid-body showed the stability of the three-dimensional scheme with respect to added-mass and added-damping effects. The analysis and careful numerical results confirmed that the AMP-RB scheme remains stable without sub-iterations for light and even zero-mass bodies of general geometries in three dimensions.
The resultant algorithm has been verified and validated through several benchmark problems. It has been shown that the algorithm achieves a second-order accuracy and remains stable for some challenging problems. In particular, the benchmark problems involving particles have confirmed the algorithm is stable for very light bodies including a zero-mass body and the added-damping effects have to been handled properly to successfully simulate the problems. The linear system derived from the AMP interface condition has been shown to have similar conditioning of a pressure Poisson system in a TP scheme. Benchmark problems involving mechanical heart valves show the applicability of the AMP-RB scheme to practical engineering problems and also demonstrate the advantageous of the AMP-RB scheme. All the benchmark problems have shown that the AMP-RB scheme is significantly more efficient than the TP scheme that requires subiterations to remain stable. The algorithm has been implemented in both serial and parallel, and the parallel performance test shows reasonable scaling. A variety of future directions exist for this work. From a computational perspective, improving the parallel performance of the algorithm would be quite useful, and an important first step would be to address the poor scaling of the linear system solves. The multigrid solver in [61, 62] has been shown to be much faster and more memory efficient than Krylov solvers, but this multigrid solver would need to be extended to handle the AMP interface conditions and optimized in parallel. Optimizations of the grid-generator for moving grids and for parallel may also yield significant performance gains. There are also many interesting applications of the present work, for example the heart valve simulations, and steps toward realistic Reynolds numbers, more accurate representation of leaflet geometry, and inlet boundary conditions generalized from experimental data are all interesting topics for future work.
Appendix A. Collision model
Glowinski et al. [63] proposed a simple collision model based on a continuous repulsive force that depends on the distance between two rigid particles Here D stands for the distance between the centers of two particles, of which the radii are R 1 and R 2 respectively. It is further suggested that the small distance is taken as δ ∆s and the stiffness parameter is ∆s 2 . This approach is widely used in FSI due to its simple formulation and straightforward implementation. In the implementation the force is only applied to the right hand side of the Newton-Euler equations as an external body force, while the FSI algorithms remain the same. In many simulations using this idea, δ is taken as 3∆s and is taken between 10 −4 and 10 −8 . In the current work, this collision model has been extended to a repulsive torque applied to the leaflet in the mechanical heart valve in Section 5.5. In the literature, it appears that a post-processing approach is often used to restrict the rotation angle in the designed range, for instance, simply setting a hard limit on the range of the rotation angle. However, we find that such a post-processing approach leads to a significant mismatch between the leaflet speed and fluid velocity, and eventually the fluid solver becomes unstable. Note the mismatch in the AMP-RB scheme will not be diminished by sub-iterations while the sub-iterations may help to stabilize the TP-RB scheme in such a case. In this section, a model problem is used to investigate the effects of the repulsive force and the damping term applied to the rigid body. Consider a rectangular rigid body of mass m b immersed in an incompressible fluid. The geometry of the model problem is given in Figure A. 24, in which a rigid body is located at y b . The height of this rigid body has no effects in this case, and so the rigid body is assumed to be infinitely thin and denoted as a red line. The motion of the full system is driven by the pressure gradient between the top and bottom boundaries of fluid. We assume the pressure at y = H is p H (t), the pressure at y = 0 is p 0 (t), and further assume p H (t) > p 0 (t). A repulsive force g rf (y) is applied to the rigid body with Through numerical experiments, we find that it is important to involve a damping term to model the energy loss during the collision. The damping term is applied to the rigid body when the repulsive force is turned on. The damping coefficient B(y) follows a similar fashion to g rf (y) and is given by For simplicity, we consider the case when f (t) = −1, the initial location of the rigid body is y b (0) = 1 with the speed v b (0) = 0, and the rigid body is assumed to collide at y 0 = 0.5. The results of some typical choices of the parameters˜ , δ andB 0 are presented in Figure A. 25. In Case I,˜ is too big so that the resulting repulsive force is too small to slow down the rigid body above y 0 . In practice, this may lead to the interpenetration of multiple grids in the composite grid framework, which typically leads to the failure of simulation. In this case, the energy is not conserved due to the formulation of the repulsive force. In Case II,˜ is small enough so that the repulsive force is able to slow down the rigid body before it hits the bound. It is easy to show that the repulsive force conserves the total energy of the system in this case. Assume at the time τ , the height of the rigid body is y 0 + δ where the repulsive force starts to affect. Then the system satisfies,ÿ which is true when the rigid body is in [y 0 , y 0 + δ]. The left hand side of (A.8) can be interpreted as the total energy of the system that consists of the kinetic energy, the potential energy and the energy related to the repulsive force. Therefore, the energy has been shown to be conserved without the damping term. However, in some cases a significant amount of total energy can be lost through other complicated mechanisms during the collision. The damping term plays an important role in our model to model the energy loss. In Case (III), a damping term is turned on and the total energy of the system decays as the collision happens. The solution is under-damped and slowly converges to a constant. In Case (IV), a much larger damping term is used so that the motion of the rigid body is over-damped, in which case the solution quickly converges to a constant. This is useful to model the situation where significant amount of energy is lost during the collisions.
Appendix A.2. Applications to the heart valve simulations
In the mechanical heart valve simulations, the leaflets are designed to rotate only in a certain range of angles. Therefore, an extra mechanism is needed to force the leaflets stop before they cross the designed bounds. In the current simulations, this collision model has been used as the constraint on the range of the leaflet angle. Assume the range of the rotational angle of leaflets θ be [θ min , θ max ]. The following external torque and damping term are used This simple model can be interpreted as the results of the collision between the leaflets and the hinge, although the hinge is not explicitly described in the current simulation. Note the repulsive torque and damping term are a direct extension of the above collision model. This model shows much better performance in our implementation than simply setting a hard limit of the angles. The damping term is particularly important during the process of closing, where the significant amount of energy are lost through the collision between the leaflet and the hinge. See Section 5.5.
