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SMOOTHING THE BARTNIK BOUNDARY CONDITIONS AND
OTHER RESULTS ON BARTNIK’S QUASI-LOCAL MASS
JEFFREY L. JAUREGUI
Abstract. Quite a number of distinct versions of Bartnik’s definition of quasi-local
mass appear in the literature, and it is not a priori clear that any of them produce
the same value in general. In this paper we make progress on reconciling these def-
initions. The source of discrepancies is two-fold: the choice of boundary conditions
(of which there are three variants) and the non-degeneracy or “no-horizon” condition
(at least six variants). To address the boundary conditions, we show that given a
3-dimensional region Ω of nonnegative scalar curvature (R ≥ 0) extended in a Lips-
chitz fashion across ∂Ω to an asymptotically flat 3-manifold with R ≥ 0 (also holding
distributionally along ∂Ω), there exists a smoothing, arbitrarily small in C0 norm,
such that R ≥ 0 and the geometry of Ω are preserved, and the ADM mass changes
only by a small amount. With this we are able to show that the three boundary
conditions yield equivalent Bartnik masses for two reasonable non-degeneracy condi-
tions. We also discuss subtleties pertaining to the various non-degeneracy conditions
and produce a nontrivial inequality between a no-horizon version of the Bartnik mass
and Bray’s replacement of this with the outward-minimizing condition.
1. Introduction
The primary aim of this paper is to discuss and resolve some of the ambiguities
pertaining to the numerous versions of Bartnik’s quasi-local mass appearing in the
literature. Recall that in general relativity, the quasi-local mass problem is to construct
a “suitable” or “sensible” definition of the mass of a 3-dimensional bounded region in
a spacelike hypersurface of a spacetime (cf. [5, 30]). As is often done, we restrict to
spacelike hypersurfaces that are totally geodesic in the spacetime and asymptotically
flat (AF), and require the spacetime to satisfy the dominant energy condition. This
implies that we are free to consider AF Riemannian manifolds (M, g) of nonnegative
scalar curvature without reference to the ambient spacetime. The notion of the total
mass of (M, g) is well-established to be the ADM mass [2]; it is the problem of defining
the mass of a bounded region, accounting for both the physical matter fields and the
gravitational field itself, that remains difficult.
To make the discussion more precise and to recall Bartnik’s quasi-local mass formu-
lation, we give a definition.
Definition 1. An allowable region is a smooth, connected, compact Riemannian 3-
manifold (Ω, g−) with connected, nonempty boundary ∂Ω, where g− has nonnegative
scalar curvature, and the mean curvature H− of ∂Ω in the outward direction is strictly
positive.
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In 1989 R. Bartnik proposed a definition of quasi-local mass that essentially localizes
the ADM mass [4]. Roughly, the idea is to first consider all AF spaces that “extend”
(Ω, g−) and, second, to minimize the ADM mass within this class. However, a point of
confusion is that many distinct definitions of “extend” have appeared in the literature.
Two aspects of the definition of extension vary: one involves the boundary condition of
joining the extension to Ω, which we discuss immediately below. The other is explained
later as “condition N ” (for “non-degeneracy” or “no horizons”).
Definition 2. A smooth AF 3-manifold (M, g+) is an extension of an allowable region
(Ω, g−) if there exists an isometry ι : ∂Ω → ∂M (with the induced metrics from g−
and g+, respectively). Using ι, we identify ∂Ω and ∂M (which we will also call Σ),
thus gluing (Ω, g−) to (M, g+) along Σ to produce an AF manifold without boundary,
denoted M ∪ Ω, whose Riemannian metric G arising from g+ and g− is Lipschitz
everywhere and smooth away from Σ. Let H+ be the mean curvature of Σ with
respect to g+. Regarding H− and H+ as functions on Σ, we say an extension (M, g+)
of (Ω, g−) is
• Type 1, if G is smooth across Σ (which implies H− = H+),
• Type 2, if H− = H+, and
• Type 3, if H− ≥ H+.
An extension (M, g+) is admissible if it has nonnegative scalar curvature and is Type
1, 2, or 3. The conditions H− = H+ and g+|TΣ = g−|TΣ are the Bartnik boundary
conditions.
Clearly a Type 1 extension is Type 2, and a Type 2 extension is Type 3. Bartnik
originally considered Type 1 extensions, which equivalently may be viewed as smooth
AF manifolds without boundary into which (Ω, g−) embeds isometrically. For Type
2 and 3 extensions, the metric G may only be Lipschitz across Σ, but the condition
H− = H+, or even H− ≥ H+, ensures that the scalar curvature is nonnegative across
Σ in a distributional sense (see [7, 29, 32] for instance). Type 2 extensions were first
considered by Bartnik as limits of Type 1 extensions [6]. To the author’s knowledge,
Type 3 extensions were first considered in the positive mass theorem with corners of P.
Miao [28] and Y. Shi and L.-F. Tam [32], later appearing in the context of the Bartnik
mass [29].
Corresponding to the three types of extensions as above, we consider three versions
of Bartnik’s definition of quasi-local mass that have appeared in the literature. For
i = 1, 2, 3, define
m
(i)
B (Ω, g−) = inf {mADM(M, g+) | (M, g+) is a Type i admissible extension of
(Ω, g−) satisfying condition N} (1)
We will discuss condition N shortly (and in much greater detail in section 5). For
now, observe that
0 ≤ m(3)B (Ω, g−) ≤ m(2)B (Ω, g−) ≤ m(1)B (Ω, g−),
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where the first inequality follows from the positive mass theorem with corners [28,32].
(If no Type i admissible extension satisfying condition N exists, then the infimum in
(1) is +∞.)
Why consider Type 2 or Type 3 extensions at all? Bartnik conjectured that the
infimum in m
(1)
B is achieved, but the minimizer would in general belong to the larger
class of Type 2 extensions [4, 6]. Thus, the minimizer would not belong to the class
of allowed competitors unless all Type 2 admissible extensions were allowed to begin
with. We argue that it is natural to expand to the larger class of Type 3 admissible
extensions for the following reason. Any strict positivity of H− − H+ can be inter-
preted as concentration of positive scalar curvature on ∂Ω [29]. Allowing Type 2 but
disallowing Type 3 extensions would be tantamount to disallowing admissible exten-
sions with positive scalar curvature (which has not been proposed). Nevertheless, it is
conjectured (and has been proven for certain choices of N — see below under Prior
results) that a mass-minimizer among Type 3 admissible extensions is necessarily Type
2, i.e. the Bartnik boundary conditions hold. Another reason for considering Type 2
or 3 extensions is the general philosophy that quasi-local mass ought to depend only
on the Bartnik data, i.e. the induced metric and mean curvature on ∂Ω, as opposed
to the full geometry of (Ω, g−). For Type 1 extensions this is not clear (see, however,
Corollaries 12, 15), but for Type 2 and 3 extensions it is (at least for most choices of
N : see section 5).
Condition N : Bartnik observed that without some additional hypothesis on admissible
extensions, imposed here via condition N , the value of m(1)B (Ω, g−), when finite, would
always be trivially zero [4]. This is because it is possible to enclose or “hide” (Ω, g−)
behind a “small neck” (a compact minimal surface, or horizon, of arbitrarily small
area) in an admissible extension of arbitrarily small ADM mass. He imposed a “no
horizon” condition to rule out this type of behavior. This leads to the second point of
confusion in the definition of the Bartnik mass: quite a number of distinct “no horizon”
conditions have appeared in the literature. For instance, are compact minimal surfaces
disallowed in M ∪Ω, or just in M? Are compact minimal surfaces allowed in M if they
do not surround Ω? H. Bray proposed an alternative version of the Bartnik mass, using
a different flavor of conditionN altogether that requires ∂M to be outward-minimizing1
in the extension (M, g+) [8]. Unfortunately, there is not even consensus on whether
the outward-minimizing condition should be strict or not. These discrepancies could
potentially lead to a wide range of distinct Bartnik masses, and reconciling them is
not straightforward (cf. sections 5 and 7). According to Bartnik, “The optimal form
of the horizon condition remains conjectural” [7]. In section 5, we discuss condition N
further (and will only mention it sparingly until then).
The main question that motivates us is whether m
(1)
B , m
(2)
B , m
(3)
B are all equal on a
given allowable region. This obviously depends on the precise choice of condition N .
On a secondary level, we are concerned with how the various choices of N affect the
1Recall that ∂M is (strictly) outward-minimizing in (M, g) if every surface in (M, g) that encloses
∂M has area at least (strictly greater than) that of ∂M .
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value of the Bartnik mass. Our first main result is that Type 3 admissible extensions
can be smoothed to Type 1, without altering the ADM mass or the metric very much,
or disturbing the geometry of Ω at all.
Theorem 3. Suppose (Ω, g−) is an extendable allowable region (defined in section 3).
Let (M, g+) be some Type 3 admissible extension of (Ω, g−). Given any  > 0, there
exists a Type 1 admissible extension (M, gˆ) of (Ω, g−) such that
(i) the C0(M) norm of gˆ − g+ is less than ,
(ii) the C2−τ (M0) norm of gˆ− g+ is less than  (where M0 is M minus some neigh-
borhood of ∂M), and
(iii) the ADM masses of g+ and gˆ differ by less than .
C2−τ represents a standard weighted C
2 norm, defined in section 2. Since ∂Ω generally
will have different second fundamental forms with respect to g− and g+ (even for Type
2 extensions), it is not possible to achieve a C1 smoothing.
Remark 4. Theorem 3 leads immediately to a new proof of the positive mass theorem
with corners in dimension three [28,32] (cf. [27]), for extendable allowable regions with
positive boundary mean curvature. Stated in the language of this paper, this says that
the ADM mass of a Type 3 admissible extension of an extendable allowable region is
nonnegative. This argument of course relies on the smooth version of the positive mass
theorem [31,34]. We do not address the rigidity (zero mass) case here.
The hope is that Theorem 3 will lead to agreement of m
(1)
B ,m
(2)
B , and m
(3)
B for a given
condition N . This turns out to be quite delicate in general, and we succeed in this for
two versions of condition N . For example:
Theorem 5. Suppose (Ω, g−) is an extendable allowable region, and let N be the
condition that ∂M is strictly outward-minimizing. Then
m
(1)
B (Ω, g−) = m
(2)
B (Ω, g−) = m
(3)
B (Ω, g−).
In Theorem 11 we also prove an analogous result for a new modification to the outward-
minimizing condition. These two results are proved in section 6.
Prior results: In [28], Miao showed that a Type 3 admissible extension may be smoothed
locally in a C0 sense. However, this smoothing distorts the metric in Ω near ∂Ω and
is thus insufficient for the purpose of keeping (Ω, g−) fixed. In addition, the smooth-
ing generally introduces negative scalar curvature. It may be removed via a global
conformal deformation, but such a deformation distorts the entire geometry of Ω.
Miao also proved that the infimum over Type 3 admissible extensions may be re-
stricted, without loss of generality, to the boundary condition H− ≥ H+ ≥ H− − 
for any  > 0, essentially with the choice N = “∂M is strictly outward-minimizing in
(M, g)” [29]. He also showed that if the infimum in m
(3)
B (Ω, g−) is achieved, the mini-
mizer is actually a Type 2 admissible extension, hence giving equality of m
(2)
B and m
(3)
B
in this case. His proof assumed that ∂Ω has positive Gauss curvature. M. Anderson
and J. Jauregui proved the latter result without such a hypothesis, using a different
approach, for N = “M has no compact minimal surfaces surrounding ∂M” [1].
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Shortly before this paper was posted to the arXiv, S. McCormick posted [25] to the
arXiv, which is on a very similar topic but uses different techniques. In particular,
Theorem 3.3 therein corresponds with Theorem 2 above. His Theorem 3.3 requires a
convexity condition not present in Theorem 3. Under this hypothesis, McCormick’s
Theorem 4.1 gives equality of m1,m2, and m3 as in our Theorem 5; we refer the reader
to [25] for the precise details of how the preservation of a non-degeneracy condition
(i.e. condition N ) is addressed.
We also describe one other result of this paper: In section 7, we show that Bray’s
outward-minimizing version of the Bartnik mass is at least the “no surrounding hori-
zons” definition, for m
(3)
B (Theorem 16). This is apparently a nontrivial fact, as neither
of these conditions implies the other, and our proof relies on the Riemannian Penrose
inequality [8, 19] and the recent construction of C. Mantoulidis and R. Schoen [24].
Acknowledgments. The author would like to thank M. Anderson, J. Corvino, S. Mc-
Cormick, and P. Miao for interesting and useful discussions regarding the Bartnik mass.
Miao in particular made the author aware of the problem of reconciling the various
boundary conditions.
2. Preliminaries
The following definition is slightly non-standard, allowing asymptotically flat metrics
to be merely continuous on a compact set.
Definition 6. Let M be a smooth, connected, orientable 3-manifold, with compact
(possibly empty) boundary. Let g be a continuous Riemannian metric on M . Then
we say (M, g) is asymptotically flat (AF) (with one end) if there exists a compact set
K ⊂ M and a diffeomorphism Φ : M \ K → Rn \ B, for a closed ball B, such that
g|M\K is smooth, and in the asymptotically flat coordinates (x1, x2, x3) given by Φ, we
have
gij = δij +O(|x|−τ ), ∂kgij = O(|x|−τ−1), ∂k∂`gij = O(|x|−τ−2),
for some constant 1
2
< τ < 1, and the scalar curvature of g in M \ K is integrable.
(Indices i, j, k, ` above run from 1 to 3, and ∂ denotes partial differentiation in the
coordinate chart.)
We regard the order of decay τ as above fixed throughout.
Definition 7. The ADM mass [2] of an asymptotically flat manifold (M, g) is the real
number defined in asymptotically flat coordinates by:
mADM(M, g) =
1
16pi
lim
r→∞
∫
Sr
3∑
i,j=1
(∂igij − ∂jgii) x
j
r
dA,
where dA is the induced volume form on the coordinate sphere Sr = {|x| = r} with
respect to δij. (It was proved by Bartnik [3] and Chrus´ciel [14] that the ADM mass is
well-defined.)
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Let (M, g0) be a smooth AF manifold. For an integer k ≥ 0, let Ck−τ (M) denote the
class of Ck functions f on M for which the weighted Ck norm
‖f‖Ck−τ (M) =
∑
0≤|γ|≤k
sup
x∈M
σ(x)|γ|+τ |Dγf(x)|g0
is finite in a fixed AF coordinate chart, where the derivatives are taken with respect
to the Levi-Civita connection of g0. (The choice of g0 is immaterial for the topology.)
Here, σ ≥ 1 is a smooth function on M agreeing with |x| in an asymptotically flat
coordinate chart. Thus, functions in Ck−τ (M) decay as O(r
−τ ), with successively faster
decay up through the kth derivatives.
Abusing notation slightly we also use ‖ · ‖Ck(M) and ‖ · ‖Ck−τ (M) for tensor norms.
3. Local extensions of positive scalar curvature.
Definition 8. An allowable region (Ω, g−) is extendable if there exists a connected
Riemannian 3-manifold (U, g˜) of nonnegative scalar curvature (a local extension) and
an isometric embedding of (Ω, g−) onto a compact set in the interior of (U, g˜).
Clearly extendability is necessary for the existence of a Type 1 admissible extension.
Note that there exist allowable regions that are not extendable. Counterexamples
can be arranged (in rotational symmetry, for instance) for which (Ω, g−) has strictly
positive scalar curvature R− in the interior of Ω, but with R− vanishing on ∂Ω, with
|∇R−| 6= 0 on ∂Ω.
The following lemma shows that if (Ω, g−) is extendable, then it admits a local
extension in which the scalar curvature instantly becomes positive outside Ω.
Lemma 9. An extendable allowable region (Ω, g−) admits a local extension (U, g˜) such
that the scalar curvature of g˜ is strictly positive on U \ Ω (upon identifying Ω with its
compact embedded image in U).
Proof. In some local extension (U, g) of (Ω, g−) with Ω ⊂⊂ U , consider a tubular
neighborhood of ∂Ω in which the metric g takes the form
g = dt2 + γt,
for t ∈ (−t0, t0), for some t0 > 0. Here γt is the induced metric on the surface Σt of
signed distance t from ∂Ω (where t < 0 in the interior of Ω), with respect to g. Use
local coordinates (t, x) in which x is a coordinate on ∂Ω.
Shrink U if necessary to arrange that
U \ Ω =
⋃
t∈(0,t0)
Σt. (2)
We will modify g on U \Ω so that it has positive scalar curvature there. Whenever we
shrink t0 below, we implicitly shrink U so that (2) is satisfied.
We will construct a smooth, positive function ρ on U that is identically 1 on Ω, with
ρ = ρ(t) on U \ Ω, and define
g˜ = ρ(t)2dt2 + γt, (3)
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for t ∈ (−t0, t0). Note g˜ extends to a smooth Riemannian metric on U that agrees
with g− on Ω.
The scalar curvature R˜ of g˜ on U \ Ω is given by
R˜(t, x) =
1
ρ(t)2
(
R(t, x) + 2K(t, x)
(
ρ(t)2 − 1)+ 2ρ′(t)
ρ(t)
H(t, x)
)
, (4)
where K(t, x) and H(t, x) are, respectively, the Gauss and mean curvatures of Σt with
respect to g, and R(t, x) is the scalar curvature of g.
To define ρ, proceed as follows. Since H(0, x) = H−(x) > 0 (by the definition
of allowable region), there exists a constant h0 > 0 such that for t ∈ [0, t0) so that
H(t, x) ≥ h0, shrinking t0 if necessary. Now, define r(t) = e−1/t for t ∈ (0, t0); r(t)
extends smoothly to 0 at t = 0. In particular, r is nonnegative and strictly increasing
on [0, t0). Finally, let κ0 > 0 be a constant so that |K(t, x)| ≤ κ0 (shrinking t0 if
necessary) for all t ∈ [0, t0) and x. Define, for 0 ≤ t < t0,
ρ(t) = exp
(
1
h0
∫ t
0
r(τ)dτ
)
.
Clearly ρ(0) = 1 and its derivatives vanish to infinite order at t = 0, since r and all
of its derivatives vanish at t = 0. In particular, ρ extends smoothly by 1 to all of Ω.
Also, note that ρ′(t) > 0 for t > 0 and consequently ρ ≥ 1 on U . Thus, g˜ defined in
(3), with this choice of ρ, is a smooth Riemannian metric on U . We will use (4) to
estimate its scalar curvature. First we estimate
ρ(t)2 − 1 = exp
(
2
h0
∫ t
0
r(τ)dτ
)
− 1
≤ exp
(
2
h0
tr(t)
)
− 1
≤ 4
h0
tr(t)
for t ∈ [0, t0), shrinking t0 > 0 if necessary. Then for t ∈ [0, t0),∣∣2K(t, x) (ρ(t)2 − 1)∣∣ ≤ 8κ0
h0
tr(t).
Now using (4) and the fact that R ≥ 0, we have that for t ∈ [0, t0),
R˜(t, x) ≥ 1
ρ(t)2
(
−8κ0
h0
tr(t) +
2r(t)
h0
H(t, x)
)
≥ r(t)
ρ(t)2
(
−8κ0
h0
t+ 2
)
,
which is strictly positive for t ∈ (0, t0), again shrinking t0 > 0 if necessary. Thus,
(U, g˜) is a local extension of (Ω, g−) for which the scalar curvature in U \ Ω is strictly
positive. 
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4. Proof of Theorem 3
We outline the proof of Theorem 3 as follows. First, via a perturbation in the
weighted space C2−τ (M), we show that without loss of generality, a Type 3 admissible
extension may be assumed to obey strict inequality H− > H+, and in addition have
positive scalar curvature near ∂M (Lemma 10). Second, we use the local extension
g˜ in which the scalar curvature instantly becomes positive outside Ω constructed in
Lemma 9. The strategy then is to consider a surface Σt pushed out into M slightly
from ∂Ω, which now has a neighborhood on which the scalar curvatures in both the
extension (M, g+) and the local extension are bounded below by a positive constant.
A small local perturbation of g+ changes this metric to agree with g˜ on Σt, while still
respecting the strict mean curvature inequality. Finally, a scalar curvature deformation
result of S. Brendle, F. Marques, and A. Neves [11] is invoked to smoothly match the
metrics.
4.1. A simplification. First we show that a Type 3 admissible extension can be
perturbed slightly so that it has positive scalar curvature near the boundary and
satisfies the mean curvature inequality strictly. The technique to create a jump in
mean curvature was used by Miao in [29].
Lemma 10. Let (M, g) be a smooth AF 3-manifold with nonnegative scalar curvature
and with nonempty compact boundary ∂M . Given any  > 0 and integer k ≥ 0, there
exists a smooth asymptotically flat metric g′ on M such that
(i) ‖g′ − g‖Ck−τ (M) < ,
(ii) g′ has nonnegative scalar curvature that is strictly positive on a neighborhood
of ∂M ,
(iii) g = g′ on ∂M ,
(iv) the mean curvatures of ∂M with respect to g and g′, say H and H ′ respectively,
satisfy H ′ < H pointwise, and
(v) the ADM masses of g and g′ differ by less than .
Thus, if (M, g) is a Type 3 admissible extension of some (Ω, g−), then so is (M, g′).
Proof. Let (M, g) be given as above. Let ϕ be the unique solution to
∆ϕ = 0 on (M, g)
ϕ→ 0 at infinity
ϕ = 1 on ∂M.
Note ϕ ∈ Ck−τ (M). For a parameter a ∈ (0, 1) to be determined, let
ua = (1− a)ϕ+ a,
which clearly solves 
∆ua = 0 on (M, g)
ua → a at infinity
u = 1 on ∂M,
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and is positive, by the maximum principle. Note ua converges to 1 smoothly on
compact sets as a ↗ 1. Let {Φa}{ 1
2
≤a≤1} be a smooth family of diffeomorphisms
M → M , equal to the identity near ∂M , with Φa(x) = a−2x in some AF coordinate
chart, and Φ1 = IdM .
Consider the conformal metric g′a = Φ
∗
a(u
4
ag). We use the diffeomorphisms here to
account for the conformal factors not approaching 1 at infinity). Note, g′a is AF with
nonnegative scalar curvature, since ua is harmonic with respect to g. It is straightfor-
ward to check that g′a converges to g in C
k
−τ (M) as a ↗ 1. Also, g′a = g on ∂M and
induces boundary mean curvature
H ′a = H + 4ν(ua),
where ν is the g-unit normal to ∂M pointing into M . By the Hopf maximum principle,
ν(ua) < 0, so that H
′
a < H on ∂M . Also, the ADM mass of g
′
a converges to that of g
as a ↗ 1. Thus for a sufficiently close to 1, g′a satisfies properties (i), (iii), (iv), (v),
and has nonnegative scalar curvature. Fix such a value of a, and let g′ = g′a, with
scalar curvature R′ ≥ 0.
To achieve (ii), we perform another conformal deformation. Let ψ ≥ 0 be a smooth,
compactly supported function on M that is strictly positive on a neighborhood of ∂M .
For a parameter b > 0 to be determined, consider Poisson’s equation
∆w = − b
8
ψ on (M, g′)
w → 1 at infinity
w = 1 on ∂M.
By standard arguments in elliptic theory, there exists a unique solution w = wb, which
is smooth and positive, and such that wb converges to 1 in C
k
−τ (M) as b↘ 0. Consider
the conformal metric g′′b = w
4
bg
′. For b > 0 sufficiently small, this metric satisfies (i)
and (iii)–(v). To see (ii), its scalar curvature is given by
R′′b = w
−5
b (−8∆wb +R′wb),
which is nonnegative on M and positive near ∂M . 
4.2. The proof of Theorem 3. Let (M, g+) be a Type 3 admissible extension of an
extendable allowable region (Ω, g−). Without loss of generality, by Lemma 10, we may
assume H+ < H− on Σ := ∂M ∼= ∂Ω and that the scalar curvature R+ of g+ is strictly
positive on a neighborhood of ∂M in M .
Take a local extension (U, g˜) of (Ω, g−) as in Lemma 9. View U as a precompact
subset of M ∪ Ω that contains Ω, and extend g˜ arbitrarily to a smooth Riemannian
metric on M∪Ω, also called g˜. Note that g˜ need not have nonnegative scalar curvature
on M , but it does have nonnegative scalar curvature R˜ on U that is positive on U \Ω.
See Figure 1.
For t > 0 small, let Σt ⊂ M be the smooth distance-t surface to Σ with respect
to g+. Let Mt be the region outside of (and including) Σt, a smooth manifold with
boundary Σt. Shrink U if necessary so that R+ is strictly positive on U \ Ω, so that
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(
 g)
(M [ 
 ~g)
U~R > 0

Figure 1. The manifold (M ∪Ω, g˜) is depicted. It has mean curvature H−
on Σ, and positive scalar curvature in U \ Ω (possibly approaching zero at
∂Ω).
R+ ≥ 2α on U \ Ω for some constant α > 0. Shrink t > 0 if necessary to ensure Σ2t is
smooth and lies in U . See Figure 2.
(M; g)
U n 

R  2
R  0


Figure 2. The manifold (M, g+) is depicted. Its boundary Σ has mean
curvature H+. The scalar curvature is nonnegative everywhere and bounded
below by 2α in U \ Ω. Σt is the distance-t surface from Σ.
By the definition of extension, g+ glues continuously to g− across Σ; in particular,
g+ = g˜ on Σ0 = Σ. Now, we modify g+ slightly on Mt so that it agrees with g˜ on
the surface Σt instead of on Σ0. Let η = g+ − g˜, a tensor on M vanishing on ∂M .
Let Φt : M → Mt be a smooth family of diffeomorphisms, for t small, such that
Φ0 : M → M is the identity and Φt is the identity outside of Σ2t. Obviously Φt maps
Σ to Σt. On Mt, define the tensor
g
(t)
+ = g˜|Mt +
(
Φ−1t
)∗
η.
Note that g
(t)
+ equals g+ outside Σ2t, equals g˜ on Σt, and converges smoothly to g+ as
t↘ 0 (in the sense that Φ∗tg(t)+ → g+ smoothly on M as t↘ 0).
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In particular, for all t > 0 sufficiently small, g
(t)
+ is a Riemannian metric on Mt with
nonnegative scalar curvature that is bounded below by α in U ∩Mt, with ADM mass
equal to that of g+, with g+ = g˜ on Σt.
Let H+t be the mean curvature of Σt with respect to g
(t)
+ , and let H˜t be the mean
curvature of Σt with respect to g˜. As t ↘ 0, we have H+t ◦ Φt|Σ and H˜t ◦ Φt|Σ
converging uniformly to H+ and H−, respectively. Thus, for t > 0 sufficiently small,
we have H+t < H˜t on Σt. Now fix such a value t, and let g++ = g
(t)
+ .
We now invoke a scalar curvature deformation result of Brendle–Marques–Neves
[11], explained further in the appendix herein, applied to the metrics g++ and g˜ on Mt.
This theorem applies because g++ = g˜ on ∂Mt and −H+t > −H˜t (the negative here
indicates mean curvature pointing out of Mt). Let W ⊂ U ∩Mt be a neighborhood of
∂Mt in Mt on which the scalar curvatures R++ and R˜ of g++ and g˜ are both bounded
below by some constant β > 0 (depending on t). For every δ > 0, the aforementioned
result from [11], Theorem 19 in the appendix of this paper, produces a Riemannian
metric gˆ on Mt with the following properties:
(a) gˆ = g++ in Mt \W .
(b) gˆ = g˜ in some neighborhood of ∂Mt.
(c) The scalar curvature Rˆ of gˆ satisfies Rˆ(x) ≥ min(R++(x), R˜(x)) − δ for all
x ∈Mt.
(d) ‖gˆ − g++‖C0(M) < δ .
By (b), gˆ pastes smoothly to g˜ over a neighborhood of the boundary in ∂Mt and
thus gives a Type 1 extension of (Ω, g−). For δ > 0 sufficiently small, the extension
is admissible, and claims (i)–(iii) of Theorem 3 are clear from the construction and
Lemma 10.
5. Discussion of condition N
In this section we attempt to give a comprehensive account of the numerous versions
of condition N in the definition of Bartnik mass that have appeared in the literature,
along with a discussion of some of their advantages and disadvantages. Recall that
the imposition of N is to exclude Bartnik’s examples of hiding the region Ω behind a
small neck in an extension.
(i) Bartnik originally considered Type 1 extensions and imposed the condition
N = “M ∪ Ω has no horizons,” where he took a horizon to be stable minimal
2-sphere [4]. This prohibits horizons inside Ω, or even horizons that cross over
∂Ω. This choice of condition N has the advantage that if Ω′ ⊂ Ω, then an
admissible Type 1 extension of (Ω, g) satisfying N must extend over Ω \ Ω′ to
an admissible Type 1 extension of Ω′ satisfying N . This immediately implies
monotonicity of the Bartnik mass, i.e.
m
(1)
B (Ω
′, g|Ω′) ≤ m(1)B (Ω, g). (5)
In this case a horizon could also have been defined, without changing the
class of admissible extensions satisfying N , to be as general as an immersed
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compact minimal surface in M ∪Ω, since the existence of such would imply the
existence of a stable minimal (embedded) 2-sphere (upon taking the outermost
minimal surface). (This uses the fact that M ∪ Ω has no boundary and the
metric is smooth with nonnegative scalar curvature.)
One issue associated with this choice of condition N is that it causes the
value of the Bartnik mass to depend on all of Ω, and not just on the Bartnik
data of Ω (i.e., the induced metric and mean curvature on ∂Ω). This is pointed
out explicitly in [33]. Generally, the expectation is that a quasi-local mass
ought to depend only on the Bartnik data.
Finally, we remark that if Type 2 or 3 extensions are considered for this choice
of N , then care must be taken to define (zero) mean curvature for surfaces that
cross through ∂Ω, where the metric may be only Lipschitz.
(ii) G. Huisken and T. Ilmanen modified Bartnik’s choice of N by allowing M ∪Ω
to have minimal boundary components, provided they are the only minimal
surfaces in M ∪ Ω [19]. This allows minimal surfaces on the boundary of M
outside of Ω and also allows Ω to surround minimal surfaces (though note this
requires a slightly different definition of allowable region and extension than
we have adopted here). This “refinement” of the definition in (i) was also later
adopted by Bartnik [7]. For such a definition, m
(1)
B satisfies monotonicity (5);
like (i) it depends on more than just the Bartnik data of Ω. Huisken and
Ilmanen conjectured the conditions N in (i) and (ii) produce the same value
for the Bartnik mass [19].
(iii) Related to (ii), a variant on Bartnik’s original condition would be to require
that the extension M contain no horizons (cf. [12, 26, 33] for instance). This
allows horizons inside Ω and crossing ∂Ω. Here, a horizon could be defined
in a number of ways, e.g. a compact minimal surface, either immersed or
embedded, possibly stable, possibly spherical in topology. Due to the presence
of the boundary, however, it is not clear that all of these choices of the definition
of horizon lead to identical classes of extensions: the outermost minimal surface
in M ∪ Ω could very well cross into Ω, i.e. not remain in M .
On the one hand, this type of condition N could be more desirable than
that in (i), in that it is less restrictive but still excludes the problematic small
minimal necks. Moreover, with this choice of N , the definitions m(2)B and m(3)B
manifestly depend only on the Bartnik data of Ω, not on the interior geometry
of Ω. On the other hand, there is the downside with this definition of Bartnik
mass that monotonicity could conceivably fail: Suppose (Ω, g−) is an allowable
region, and (M, g+) is an admissible extension (Type 1, say) containing no
compact minimal surfaces. If Ω′ ⊂ Ω and M ∪ (Ω \ Ω′) were to contain a
compact minimal surface, then M∪(Ω\Ω′) would not be an allowed competitor
for the Bartnik mass of Ω′ satisfying this choice of condition N . This possible
failure of the monotonicity of the Bartnik mass was also discussed by Corvino
[16].
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(iv) Similar in spirit to Huisken and Ilmanen’s choice of N , another possibility
is to choose N to be the property that (M, g) contains no compact minimal
surfaces that surround ∂M (cf. [1, 13] for instance). (A surface surrounds ∂M
if any path from infinity to ∂M intersects the surface.) This definition allows
extensions that contain minimal surfaces, provided they do not “hide” Ω from
the asymptotically flat end. It is not clear that this choice of N implies or is
implied by that in (ii).
For the “no surrounding horizons” version of N , it does not matter whether
compact minimal surfaces are taken to be immersed or embedded (or stable,
or topologically spherical). For if M contains an immersed compact minimal
surface surrounding ∂M , it contains an outermost minimal surface that is a
stable minimal embedded 2-sphere.
As with (iii), this “surrounding” version ofN could conceivably violate mono-
tonicity of the Bartnik mass, but it does only depend on the Bartnik data of Ω
for m
(2)
B and m
(3)
B .
(v) The above possibilities for condition N all pertain to the absence of minimal
surfaces. Alternatively, Bray adopted the requirement that ∂M be outward-
minimizing in (M, g+) [8], i.e. not be enclosed by a surface of less area (see also
[9]), with no restriction of minimal surfaces. It is not a priori clear how such a
definition for the Bartnik mass compares to the “no horizon” definitions. For
instance, there exist allowable regions Ω in R3 that are not outward-minimizing:
then R3 \Ω is a valid competitor for (i)–(iv), but not for (v). Conversely, there
exist admissible extensions (M, g) for which ∂M is outward-minimizing but a
horizon is present. However, in Theorem 16 we show an inequality between
m
(3)
B for the outward-minimizing and the no surrounding horizons definitions.
Monotonicity of the Bartnik mass for the outward-minimizing version of N
holds [9]: if (Ω, g−) is an allowable region and Ω′ ⊂ Ω is outward-minimizing
in Ω, then (5) holds.
Miao used the requirement that ∂M be strictly outward-minimizing in [29].
Below, in the context of openness and closedness of condition N , we contrast
outward-minimizing with strictly outward-minimizing. In both definitions, it
is immediate the value of the Bartnik mass depends only the Bartnik data, at
least for m
(2)
B and m
(3)
B .
Unfortunately, it is not clear that the outward-minimizing and strictly outward-
minimizing versions ofN lead to equivalent Bartnik masses. One would need to
show that an admissible extension (M, g+) for which ∂M is outward-minimizing
can be perturbed, preserving nonnegative scalar curvature and whichever bound-
ary conditions are used, to an extension for which ∂M is strictly outward-
minimizing. This seems to be rather delicate.
It is not known whether any of the choices of condition N discussed above in (i)–(v)
lead to equivalent values for the Barntik mass (for any of Type 1, 2, or 3 extensions).
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Some trivial inequalities are possible when one condition is strictly weaker than an-
other, e.g. no surrounding compact minimal surfaces in M vs. no compact minimal
surfaces in M . See also Theorem 16.
We also remark that of all the versions of condition N above, only the outward-
minimizing versions seem likely to satisfy both monotonicity and dependence only on
Bartnik data.
Openness of condition N : In some contexts, it is desirable to work with a condition N
that is open in an appropriate topology. For instance, in establishing that a Bartnik
mass minimizer is static vacuum (cf. [1,15,16,18]), it is convenient that an admissible
extension satisfying N still satisfies N upon a small perturbation in, say, C2−τ (M). In
[29], Miao used the openness of “∂M is strictly outward-minimizing” in C2−τ (M); cf.
Corollary 14 herein. In [1], the authors showed that “(M, g) contains no immersed
compact minimal surfaces surrounding ∂M” is open in C2−τ (M).
It is not clear that the condition N described in (iii) is open in C2−τ (M). The strictly
outward-minimizing property is open in C2−τ (M), but unfortunately not in C
0
−τ (M).
The outward-minimizing property is not open even in C2−τ (M).
Another reason openness of N is desirable is in the context of smoothing a Type
2 or 3 extension to a Type 1, as in Theorem 3: if the initial extension satisfies N , it
would be convenient if a perturbation also satisfied N . Unfortunately perturbations in
C2−τ (M) are not sufficient: ∂Ω will generally have different second fundamental forms
with respect to g− and g+, and thus one cannot expect a C2 (or even C1) perturbation
to smooth a Type 2 or 3 extension to Type 1. Theorem 3 establishes that such a
smoothing can be achieved with a C0 perturbation. Unfortunately, however, all of the
conditions N presented above fail to be open with respect to C0 perturbations. This
makes showing the equivalence of m
(1)
B , m
(2)
B , and m
(3)
B , challenging; we only succeed
in this for some conditions N ; see section 6.
Closedness of condition N : In other contexts, it is desirable to work with a conditionN
that is closed. For instance, when attempting to realize the infimum in the definition of
the Bartnik mass (1), one would like to know that a convergent sequence of admissible
extensions satisfying N also satisfies N . Closedness fails for all of the versions (i)–(iv)
of Bartnik’s mass, for the C2−τ (M) topology (and hence for C
0
−τ (M)). For example, in
rotational symmetry, an annular region foliated by spheres of positive mean curvature
could converge smoothly to a cylindrical region foliated by minimal spheres. Similarly,
it is not hard to see that closedness fails for the condition that ∂M be strictly outward-
minimizing, for C2−τ (M). However, it is not difficult to see that the condition that ∂M
be outward-minimizing is closed in C0−τ (M).
Corvino suggests that another approach to the closedness issue is to consider limits of
admissible extensions (where the limit is smooth on compact subsets of the extension),
i.e. taking the closure of the class of admissible extensions [16].
In summary, there are quite a number of reasonable possible conditions N , each
carrying some advantages and disadvantages. Perhaps other conditions will be pro-
posed in the future. Obviously obtaining both openness and closedness in the same
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topology is not possible. In section 6.1, however, we propose a slight modification
to Bray’s outward-minimizing version of the Bartnik mass that captures some of the
advantages of both open and closed conditions. In particular, we are able to show
the equivalence, for this definition, of considering Type 1, 2, and 3 extensions in the
definition of Bartnik mass.
6. Equivalence of m
(1)
B ,m
(2)
B ,m
(3)
B for outward-minimizing versions of N
In this section, we use Theorem 3 to establish the equivalence of m
(1)
B ,m
(2)
B ,m
(3)
B
in two cases. The first (subsection 6.1) is a new variant on the outward-minimizing
condition. The second (subsection 6.2) is the strictly outward-minimizing condition.
6.1. The -outward-minimizing condition. Here we allow extensions whose bound-
aries are nearly outward-minimizing (within  of being so), and then let  go to zero.
We show the corresponding m
(i)
B are all equal in Theorem 11.
For  ≥ 0, let N be the property every surface enclosing ∂M has area at least
|∂M |g − , a weakening of the outward-minimizing condition. In fact N0 is precisely
the condition that ∂M is outward-minimizing. For i = 1, 2, 3, define:
m˜
(i)
B (Ω, g−) = lim
→0+
inf {mADM(M, g+) | (M, g+) is a Type i admissible extension of
(Ω, g−) satisfying condition N} (6)
Bray’s modification to Bartnik’s mass, dubbed the outer mass, is precisely m
(i)
B for
N = N0, i.e. the same as (6) with the limit and infimum interchanged (where the
limit of sets is understood as the intersection). The number m˜
(i)
B is ≤ the outer mass
(for Type i), since N0 implies N for  > 0. We consider it likely that equality holds,
although we do not pursue this here.
Below we demonstrate that the process of considering N and letting  → 0 as in
(6) has both good closedness and openness properties.
For closedness, consider the following. Let {(M, gj)} be a sequence of Type i ad-
missible extensions of (Ω, g−) that is a “minimizing sequence” for m˜
(i)
B (Ω, g−), where
i ∈ {2, 3}. (We fix the smooth manifold M for simplicity.) That is, the sequence
{mADM(M, gj)} converges to m˜(i)B (Ω, g−) as j → ∞, and that for any  > 0, (M, gj)
satisfies N for j sufficiently large. Suppose gj converges to a smooth AF metric g
in C0−τ (M). Then (M, g) is an admissible extension (of Type 2 or 3) of (Ω, g−) and
satisfies N0. Thus (M, g) is a valid competitor m˜(i)B (Ω, g−). In fact, the lower semicon-
tinuity of ADM mass results in [21,22] may be used to show that the ADM mass of g
is at most, and hence equal to, m˜
(i)
B (Ω, g−).
Our main justification for asserting that definition (6) of the Bartnik mass has good
openness properties is the following result, an application of Theorem 3.
Theorem 11. Suppose (Ω, g−) is an extendable allowable region. Then
m˜
(1)
B (Ω, g−) = m˜
(2)
B (Ω, g−) = m˜
(3)
B (Ω, g−).
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Proof. Certainly
m˜
(1)
B (Ω, g−) ≥ m˜(2)B (Ω, g−) ≥ m˜(3)B (Ω, g−) ≥ 0
is clear. We are done if m˜
(3)
B (Ω, g−) = +∞; otherwise proceed as below.
Let  > 0, and take an admissible Type 3 extension (M, g+) of (Ω, g−), satisfying
N/2, whose ADM mass is less than m˜(3)B (Ω, g−) + 2 . By Theorem 3, there exists an
admissible Type 1 extension (M, gˆ) of (Ω, g−) with ADM mass less than m˜
(3)
B (Ω, g−)+.
By choosing gˆ close to g− in C0(M) as in Theorem 3, we can arrange that gˆ satisfies
N. Thus,
inf
(M,g+)
{mADM(M, g′) | (M, g′) a Type 1 admissible extension of (Ω, g−) satisfying N}
≤ mADM(M, gˆ)
< m˜
(3)
B (Ω, g−) + .
Taking limit ↘ 0 yields the result. 
Corollary 12. If (Ω, g−) is an extendable allowable region, then the quantity m˜
(1)
B (Ω, g−)
depends only on the Bartnik data of (Ω, g−).
6.2. The strictly outward-minimizing condition. In this subsection we prove
Theorem 5, stated in the introduction, regarding the equality of m
(1)
B ,m
(2)
B , and m
(3)
B .
We first state two useful results on preserving the strictly outward-minimizing condi-
tion.
Lemma 13. Let M be an orientable, smooth 3-manifold, with nonempty compact
boundary ∂M . Let S be a smooth surface in the interior of M that smoothly retracts
onto ∂M . Let O be a tubular neighborhood of S, with O¯ contained in the interior of M .
Suppose g is an asymptotically flat metric on M that is smooth on M \O, such that ∂M
has positive mean curvature. Let {gn} be a sequence of smooth Riemannian metrics
on M such that gn → g on O in C0(O), gn → g in C1 on the bounded component of
M \O, and gn → g in C1−τ on the unbounded component of M \O.
If ∂M is strictly outward-minimizing in (M, g), then for all n sufficiently large, ∂M
is strictly outward-minimizing in (M, gn).
This will be proved later in the section. The following corollary essentially states
that strictly outward-minimizing is an open condition in C1−τ (M).
Corollary 14. Let (M, g) be a smooth asymptotically flat 3-manifold, with nonempty
compact boundary ∂M of positive mean curvature that is strictly outward-minimizing.
If gn is a sequence of asymptotically flat metrics on M that converges to g in C
k
−τ (M)
for any k ≥ 1, then for all n sufficiently large, ∂M is strictly outward-minimizing in
(M, gn).
Using these results, we now give:
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Proof of Theorem 5. Let (Ω, g−) be an extendable allowable region, and let  > 0. If
m
(3)
B (Ω, g−) = ∞, then the same goes for m(1)B (Ω, g−) and m(2)B (Ω, g−). Thus, assume
m
(3)
B (Ω, g−) is finite, and let (M, g+) be a Type 3 admissible extension of (Ω, g−), with
strictly outward-minimizing boundary, such that
mADM(M, g+) < m
(3)
B (Ω, g−) + . (7)
Without loss of generality, by Lemma 10 we assume (M, g+) has positive scalar cur-
vature near ∂M , and H+ < H−. By Corollary 14, ∂M may still be assumed to be
strictly outward-minimizing.
We need to revisit the proof of Theorem 3 to establish that the strictly outward-
minimizing condition can be preserved in the C0 smoothing to a Type 1 extension,
despite this condition not being open in C0−τ (M). As in the proof of Theorem 3, take
the local extension (U, g˜), the family of surfaces Σt = ∂Mt, and the Riemannian metrics
g
(t)
+ on Mt.
We first note that for t sufficiently small, Σt is strictly outward-minimizing in
(M, g
(t)
+ ). This follows from Corollary 14, applied to the path of metrics Φ
∗
tg
(t)
+ on
M converging smoothly to g+ (and equaling g outside a compact set), hence converg-
ing to g+ in C
1
−τ (M).
We claim that for t sufficiently small, Σ is strictly outward-minimizing in M with
respect to the Lipschitz metric obtained by gluing g˜ to g
(t)
+ along Σt. Call this metric
(g˜, g
(t)
+ ). To show this claim observe that any competitor for the minimum enclosing
area of ∂M with respect to (g˜, g
(t)
+ ) can be assumed to be enclosed by Σt, by the note in
the previous paragraph. But for all t sufficiently small, H˜t is positive. Then by the first
variation of area formula, any such competitor can have its area strictly reduced by
flowing inward towards Σ, except for Σ itself. More precisely, the outermost minimal
area enclosure of Σ (see the proof of Lemma 13 for more details) is enclosed by Σt and
can contradictorily have its area decreased by such a flow, unless it equals Σ itself.
This proves the claim.
Fix such a sufficiently small value of t > 0. We again apply the smoothing technique
in [11], but now in conjunction with Lemma 13. To do so, choose the surface S in the
lemma to be Σt, and fix any tubular neighborhood O whose closure lies in the interior
of M . Using Theorem 19, there exists a sequence of smooth Riemannian metrics
{gˆn} on Mt with nonnegative scalar curvature, with gˆn = g˜ on some (n-dependent)
neighborhood of Σt in Mt, with gˆn = g
(t)
+ in Mt \ O, and with gˆn converging to g(t)+ in
C0(Mt) as n→∞. We extend gˆn toM by smoothly gluing it to g˜. Then gˆn converges to
(g˜, g
(t)
+ ) in C
0(M). By Lemma 13, for n large enough, Σ is strictly outward minimizing
in (M, gˆn), which itself is a Type 1 admissible extension of (Ω, g−), with ADM mass
equal to that of g+. Using (7), the proof is complete. 
The essential difficulty in proving Lemma 13 is ruling out the possibility that the
least-area enclosure of ∂M with respect to gn reaches into O. The basic idea for the
proof was inspired by the proof of Lemma 34 in [22].
18 JEFFREY L. JAUREGUI
Proof of Lemma 13. In this proof let M̂ be a smooth manifold without boundary ob-
tained by smoothly gluing an open 3-ball or handlebodyW to ∂M . Extend g arbitrarily
to a smooth Riemannian metric on M̂ . By a “surface in M enclosing ∂M”, we mean
the boundary of a bounded open set in M̂ that contains W . For example, ∂M = ∂W is
a surface in M enclosing ∂M . We say one surface in M enclosing ∂M encloses another
such surface if we have containment of the corresponding bounded open sets in M̂ .
Let Σ˜n be the outermost minimal area enclosure of ∂M in (M, gn) (which exists, has
C1,1 regularity, and is a smooth minimal surface away from ∂M by standard results in
geometric measure theory). This means that Σ˜n is a surface in M enclosing ∂M ; Σ˜n
has the least gn-area among such; and Σ˜n encloses all other such least-area surfaces
enclosing ∂M , if any. If Σ˜n = ∂M for all n sufficiently large, then there is nothing
to prove. Thus, we pass to a subsequence (without changing the notation) so that
Σ˜n 6= ∂M for all n.
By the C0 convergence of gn to g, there exists a sequence of real numbers αn ≥ 1
converging to 1 so that
α−1n | · |g ≤ | · |gn ≤ αn| · |g, (8)
where | · | represents area with respect to a given metric.
Let Σt be the surface consisting of points in M of g-distance t from ∂M , smooth for
t ∈ [0, t∗], for some t∗ > 0. Let At be the set in Mˆ enclosed by Σt. We refer the reader
to Figure 3 for illustrations of most of the objects involved in the proof.
(M g)
O
@M
t
S
U
~

t
At
W
Figure 3. This shows many of the sets in the proof of Lemma 13.
We proceed by establishing several claims.
Claim 0: lim
n→∞
|Σ˜n|gn = |∂M |g. Proof: On the one hand,
|Σ˜n|gn ≤ |∂M |gn ,
the latter of which converges to |∂M |g. On the other hand,
|Σ˜n|gn ≥ α−1n |Σ˜n|g > α−1n |∂M |g,
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since ∂M is strictly outward-minimizing in (M, g). Together, these imply Claim 0.
Claim 1: lim inf
n→∞
dg(Σ˜n, ∂M) = 0 (where dg(·, ·) is the minimum distance between the
respective surfaces with respect to g). Proof: If not, pass to a subsequence for which
dg(Σ˜n, ∂M) ≥ c (9)
for some constant c > 0 independent of n. There exists some surface σ in M enclosing
∂M that i) does not intersect ∂M , ii) is contained in Ac, and iii) is strictly outward-
minimizing with respect to g. (One way to construct σ is to flow ∂M by inverse mean
curvature flow for a short time, and use the “smooth start lemma” (Lemma 2.4) of
Huisken–Ilmanen [19].) By (9), Σ˜n encloses σ for all n. We now obtain a string of
inequalities:
|∂M |g < |σ|g ≤ |Σ˜n|g ≤ αn|Σ˜n|gn ≤ αn|∂M |gn .
Taking lim
n→∞
leads to a contradiction, proving Claim 1.
Using Claim 1, we now pass to a subsequence for which dg(Σ˜n, ∂M) converges to 0
as n→∞. In particular, Σ˜n has a connected component Σ˜′n for each n, such that the
sequence dg(Σ˜
′
n, ∂M) converges to 0.
Claim 2: Possibly shrinking t∗ > 0, Σ˜′n intersects Σt∗ for all n sufficiently large. Proof:
choose t∗ sufficiently small so that Σt∗ lies in the bounded component of M \ O, and
the mean curvature of Σt with respect to g is strictly positive for all t ∈ [0, t∗]. Since
gn → g in C1 on this component, we may choose N sufficiently large so that the mean
curvature of Σt with respect to gn is strictly positive for all t ∈ [0, t∗] and all n ≥ N .
By Claim 1, we may increase N if necessary so that dg(Σ˜
′
n, ∂M) < t∗ for all n ≥ N .
Now, for n ≥ N , if Σ′n did not intersect Σt∗ , then by connectedness, Σ˜′n would lie inside
At∗ . Then Σ˜
′
n 6= ∂M has a point in the interior of M where it is a minimal surface
with respect to gn and is tangent to some Σt, with t ∈ (0, t∗). This is a contradiction
to the standard comparison principle for mean curvature.
Using Claim 2, we now fix such a t∗ and truncate finitely many terms of the sequence
so that now Σ˜′n intersects Σt∗ for all n.
Claim 3: Let U be a tubular neighborhood about Σt∗ of sufficiently small g-radius
r0 < t∗ so that U¯ ⊂ int(M)\ O¯. Then (we claim) there exists some b > 0, independent
of n, so that
|Σ˜n ∩ U |gn ≥ b
for all n. Proof: By hypothesis, S and ∂M bound a region R that can be smoothly
embedded in R3; thus we may consider the Euclidean metric δ on R (which contains
U¯). By (8), and since g and δ are uniformly equivalent on R, there exists some C > 1
so that
C−1| · |δ ≤ | · |gn ≤ C| · |δ (10)
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on R, for all n. Since Σ˜′n is an area-minimizer in int(R) with respect to gn, then we
have Σ˜′n is a γ-almost-minimizer
2 of area in R with respect to δ, for the value γ = C2.
By Claim 2, Σ˜′n intersects Σt∗ , say at point pn. Using the monotonicity formula for
γ-almost-minimizing currents (see, for example, Lemma 5.1 of [10]), we have for some
r1 > 0 (independent of n),
|Σ˜′n ∩B(pn, r1)|δ ≥ 4piγ−1r21,
where the ball B(pn, r1) is taken with respect to δ, and B(pn, r1) ⊂ U . Using this and
(10),
|Σ˜n ∩ U |gn ≥ |Σ˜′n ∩B(pn, r1)|gn ≥ 4piγ−1C−1r21.
This implies Claim 3.
Claim 4: If Ω˜n is the bounded region in M̂ that Σ˜n bounds, then lim inf
n→∞
volg(Ω˜n\W ) =
0. Proof: Since g is asymptotically flat and gn → g in C1−τ outside a compact set, we
have that all Ω˜n remain inside a fixed compact set in M̂ . By the C
0 convergence of gn
to g and the fact |Σ˜n|gn ≤ |∂M |gn (the latter of which converges to |∂M |g), the g-areas
of Σ˜n and the g-volumes of Ω˜n are uniformly bounded above. Since M is orientable,
we can view each Ω˜n in a natural way as an integral 3-current of multiplicity 1 on M̂ .
By the Federer–Fleming compactness theorem for integral currents [17], a subse-
quence of Ω˜n converges in both the flat and weak sense to some integral 3-current Ω˜
of multiplicity 1 (which can also be viewed as a bounded open set in M̂ that contains
W ). In particular, i) the boundaries ∂Ω˜n = Σ˜n converge in the weak sense to ∂Ω˜ as
integral 2-currents, and ii) the g-volume of the symmetric difference Ω˜n4 Ω˜ converges
to zero. By i), the lower semicontinuity of areas for weak convergence, and Claim 0,
we have
|∂M |g = lim
n→∞
|Σ˜n|gn ≥ |∂Ω˜|g.
But since ∂M is strictly outward-minimizing in (M, g), we must have ∂Ω˜ = ∂M , i.e.,
Ω˜ = W . Then by ii), the g-volume of Ω˜n \W converges to zero.
Using Claim 4, we now pass to a subsequence for which volg(Ω˜n \W ) converges to
0 as n→∞.
Claim 5: For almost all t ∈ (0, t∗], lim
n→∞
|Σt∩Ω˜n|gn = 0. Proof: First, lim
n→∞
|Σt∩Ω˜n|g = 0
for almost all t ∈ (0, t∗] follows from Claim 4 and the slicing theorem for normal currents
[17]. With this, Claim 5 follows from (8).
2Recall that for a real number γ ≥ 1, an integral current T in Rn is γ-almost area-minimizing
if, for any ball B with B ∩ spt ∂T = ∅ and any integral current T ′ with ∂T ′ = ∂(TxB), we have
|TxB| ≤ γ|T ′|. Here, TxB is the restriction of T to B. Since the integral currents we deal with are
submanifolds, we will abuse notation slightly and use the intersection in place of restriction.
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Completion of the proof of the lemma: We arrive at a contradiction as follows. Fix
a value of t ∈ (0, t∗ − r0) that satisfies the conclusion of Claim 5. Note that Σt is
contained in the region between U¯ and ∂M .
We claim that ∂(Ω˜n ∩At) has strictly less gn-area than Σ˜n (for large n), which con-
tradicts the latter being an area-minimizer among boundaries of regions that contain
∂M .
To see this, we have on the one hand
|∂(Ω˜n ∩ At)|gn = |Σ˜n ∩ At|gn + |Σt ∩ Ω˜n|gn . (11)
On the other hand,
|Σ˜n|gn = |Σ˜n ∩ At|gn + |Σ˜n \ At|gn
≥ |Σ˜n ∩ At|gn + |Σ˜n ∩ U |gn
≥ |Σ˜n ∩ At|gn + b, (12)
by Claim 3. Comparing statements (11) and (12) and using Claim 5, we see that
∂(Ω˜n ∩At) has strictly less gn-area than Σ˜n for all n sufficiently large, a contradiction.
This completes the proof of the lemma. 
We also state one immediate corollary of Theorem 5:
Corollary 15. If (Ω, g−) is an extendable allowable region, then m
(1)
B (Ω, g−) depends
only on the Bartnik data of (Ω, g−), if N is chosen to be “∂N is strictly outward-
minimizing.”
7. An inequality between the no-horizons and the outward-minimizing
Bartnik masses
As discussed in section 5, point (v), there is no a priori relationship between the “no-
horizons” and the outward-minimizing definitions of the Bartnik mass. To reiterate,
on the one hand, it is possible for M to contain no compact minimal surfaces and yet
for ∂M to fail to be outward-minimizing. On the other hand, it is possible for ∂M to
be outward-minimizing and yet contain a compact minimal surface surrounding ∂M .
In this section we prove such an inequality between the “no surrounding horizons”
and the “outward-minimizing” versions of the Bartnik mass. The quantity λ1(−∆+K)
below will be the lowest eigenvalue of −∆ +K (K being the Gauss curvature) on ∂Ω.
Theorem 16. Let (Ω, g−) be an allowable region for which λ1(−∆ + K) > 0 on ∂Ω,
with ∂Ω topologically a 2-sphere. Then the value of m
(3)
B (Ω, g−) defined for N = “∂M
is outward-minimizing in M” (or strictly outward-minimizing) is greater than or equal
to its value defined for N = “M contains no compact minimal surfaces surrounding
∂M .”
Proof. Call these m
(3)
B (Ω) values mo and mh, respectively, and let µ =
√
|∂Ω|g−
16pi
. It is
sufficient to prove the inequality for the non-strict outward-minimizing condition.
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We consider three cases, according to how the values of mo and µ compare. Let
 > 0.
First, suppose mo < µ. Then by the definition of m
(3)
B , there exists a Type 3
admissible extension of (Ω, g−), say (M, g+), for which ∂M is outward-minimizing,
such that
mADM(M, g+) < µ, and (13)
mADM(M, g+) < mo + .
Suppose that (M, g+) contains a compact minimal surface surrounding ∂M . Then
(M, g+) contains an outermost minimal surface S surrounding ∂M , which is outward-
minimizing. Then by the Riemannian Penrose inequality (particularly Bray’s version
that allows for S to be disconnected [8]), we have
mADM(M, g+) ≥
√
|S|g+
16pi
≥
√
|∂M |g+
16pi
= µ,
where the second inequality holds because ∂M is outward-minimizing. This contradicts
(13).
Thus (M, g+) has no compact minimal surfaces surrounding ∂M , so it is a valid
competitor for the definition of Bartnik mass corresponding to mh. In particular
mh ≤ mADM(M, g+) < mo + .
Letting ↘ 0, the proof in the first case is complete.
Second, suppose that mo = µ. Mantoulidis and Schoen [24] construct an admissible
extension (M, g+) of (Ω, g−) for which ∂M has zero mean curvature and is strictly
outward-minimizing, such that M \ ∂M has a foliation by surfaces of positive mean
curvature, and for which the ADM mass of (M, g+) is at most µ + . (This uses the
hypothesis λ1(−∆ + K) > 0 and the 2-sphere topology). We will perturb g+ slightly
so that ∂M is not minimal.
Solve the linear elliptic problem, for a constant a > 1:
∆u = 0 on (M, g+)
u→ a at infinity
u = 1 on ∂M.
There exists a unique solution that is smooth and positive. By similar reasoning as
in the proof of Lemma 10, the conformal metric g′ = u4g+ is asymptotically flat with
nonnegative scalar curvature. Moreover, g′ induces the same metric on ∂M as g+
and endows ∂M with positive mean curvature H ′. For a > 1 sufficiently close to 1,
the ADM mass of g′ is within  that of g, H ′ is pointwise less than H−, and (M, g′)
has a foliation by surfaces of positive mean curvature. Thus, (M, g′) is a Type 3
admissible extension of (Ω, g−) that contains no compact minimal surfaces at all (by
the comparison principle for mean curvature). This shows
mh ≤ mADM(M, g′) < mADM(M, g+) +  ≤ µ+ 2 = mo + 2.
Since  > 0 is arbitrary, this completes the proof in the second case.
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For the third case, mo > µ, shrink  if necessary so that 0 <  < mo − µ. Taking
the admissible extension (M, g+) as in [24] of ADM mass at most µ + , we obtain a
Type 3 admissible extension of (Ω, g−) for which the boundary is outward-minimizing.
Then
mo ≤ mADM(M, g+) ≤ µ+ ,
a contradiction. 
We point out that the third case of the proof above also gives the following coarse
upper bound for the Bartnik mass.
Proposition 17. Let N be one of the following: “∂M is strictly outward-minimizing
in M ,” “∂M is outward-minimizing in M ,” “M contains no compact minimal sur-
faces,” or “M contains no compact minimal surfaces surrounding ∂M .” Then for any
allowable region (Ω, g−), with λ1(−∆ +K) > 0 and ∂Ω topologically spherical,
m
(3)
B (Ω, g−) ≤
√
|∂Ω|g−
16pi
, (14)
where m
(3)
B is taken with any of the above choices of N .
Remark 18. We conjecture that strict inequality holds in (14) (recalling that H− > 0
is assumed in the definition of allowable region), but do not pursue this here. When
H− is sufficiently large, this may follow from Bartnik mass estimates in [12,23].
Appendix: scalar curvature deformation theorem of
Brendle–Marques–Neves
Here we recall a theorem of Brendle, Marques, and Neves that was used in their
counterexamples to the Min-Oo conjecture:
Theorem 19. (Theorem 5 of [11].) Let M be a smooth manifold with compact bound-
ary ∂M , and let g and g˜ be two smooth Riemannian metrics on M such that g− g˜ ≡ 0
on ∂M . Assume the mean curvatures of ∂M (in the direction pointing out of M)
satisfy H > H˜. Then given any  > 0 and any neighborhood U of ∂M , there exists a
smooth Riemannian metric gˆ on M with the following properties:
• Rˆ(x) ≥ min{R(x), R˜(x)}−  for each x ∈M (where R, R˜, and Rˆ are the scalar
curvatures of g, g˜, and gˆ, respectively).
• gˆ = g on M \ U .
• gˆ = g˜ on some neighborhood of ∂M .
Although this result is stated in [11] for compact manifolds with boundary, the con-
struction is localized near the boundary, so that only a compact boundary is required.
One fact we need, beyond what is explicitly stated in Theorem 19, is that the
deformation can be made arbitrarily small in C0 norm relative to g. To see this, we
will require a few details of the construction. Let ρ ≥ 0 be a smooth function on M
with ρ−1(0) = ∂M , |∇ρ|g = 1 on ∂M , and ρ ≥ 1 outside a compact set containing ∂M .
There exists a smooth, symmetric, covariant 2-tensor T on M , vanishing on M \U , so
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that on some neighborhood of ∂M , g˜ = g+ρT . There are also smooth cut-off functions
χ, β whose details are not important here, except that they are bounded. The metric
gˆ will be chosen to be gˆλ, defined below, for a sufficiently large value λ:
gˆλ =
{
g + λ−1χ(λρ)T, for ρ ≥ e−λ2 ,
g˜ − λρ2β(λ−2 log ρ)T, for ρ < e−λ2 ,
We claim that ‖gˆλ − g‖C0(M) → 0 as λ → ∞. For the region {ρ ≥ e−λ2},
‖gˆλ − g‖C0(M) isO(λ−1), since χ and T are bounded independently of λ. On {ρ < e−λ2},
‖gˆλ − g˜‖C0(M) is O(λe−2λ2). However, g˜ and g agree on ∂M , and {ρ < e−λ2} becomes
arbitrarily close to ∂M , so we have convergence of gˆλ to g in C
0(M) as λ→∞.
References
[1] M. Anderson and J. Jauregui, Embeddings, immersions and the Bartnik quasi-local mass conjec-
tures, available at https://arxiv.org/abs/1611.08755.
[2] R. Arnowitt, S. Deser, and C. Misner, Coordinate invariance and energy expressions in general
relativity, Phys. Rev. (2) 122 (1961), 997–1006.
[3] R. Bartnik, The mass of an asymptotically flat manifold, Comm. Pure Appl. Math. 39 (1986),
no. 5, 661–693.
[4] , New definition of quasilocal mass, Phys. Rev. Lett. 62 (1989), no. 20, 2346–2348.
[5] , Some open problems in mathematical relativity, Conference on Mathematical Relativity
(Canberra, 1988), Proc. Centre Math. Anal. Austral. Nat. Univ., vol. 19, Austral. Nat. Univ.,
Canberra, 1989, pp. 244–268. MR1020805
[6] , Energy in general relativity, Tsing Hua lectures on geometry & analysis (Hsinchu, 1990),
Int. Press, Cambridge, MA, 1997, pp. 5–27.
[7] , Mass and 3-metrics of non-negative scalar curvature, Proceedings of the International
Congress of Mathematicians, Vol. II, Higher Ed. Press, Beijing, 2002, pp. 231–240.
[8] H. Bray, Proof of the Riemannian Penrose inequality using the positive mass theorem, J. Differ-
ential Geom. 59 (2001), no. 2, 177–267.
[9] H. Bray and P. Chrus´ciel, The Penrose inequality, The Einstein equations and the large scale
behavior of gravitational fields, Birkha¨user, Basel, 2004, pp. 39–70.
[10] H. Bray and D. Lee, On the Riemannian Penrose inequality in dimensions less than eight, Duke
Math. J. 148 (2009), no. 1, 81–106.
[11] S. Brendle, F. C. Marques, and A. Neves, Deformations of the hemisphere that increase scalar
curvature, Invent. Math. 185 (2011), no. 1, 175–197.
[12] A. Cabrera Pacheco, C. Cederbaum, S. McCormick, and P. Miao, Asymptotically flat extensions
of CMC Bartnik data, Classical Quantum Gravity 34 (2017).
[13] P.-N. Chen and M.-T. Wang, Rigidity and minimizing properties of quasi-local mass, Surveys in
differential geometry 2014. Regularity and evolution of nonlinear equations, Surv. Differ. Geom.,
vol. 19, Int. Press, Somerville, MA, 2015, pp. 49–61.
[14] P. Chrus´ciel, Boundary conditions at spatial infinity from a Hamiltonian point of view, Topo-
logical properties and global structure of space-time (Erice, 1985), NATO Adv. Sci. Inst. Ser. B
Phys., vol. 138, Plenum, New York, 1986, pp. 49–59.
[15] J. Corvino, Scalar curvature deformation and a gluing construction for the Einstein constraint
equations, Comm. Math. Phys. 214 (2000), no. 1, 137–189.
[16] , A note on the Bartnik mass, Nonlinear analysis in geometry and applied mathematics,
Harv. Univ. Cent. Math. Sci. Appl. Ser. Math., vol. 1, Int. Press, Somerville, MA, 2017, pp. 49–75.
[17] H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften,
Band 153, Springer-Verlag New York Inc., New York, 1969.
SMOOTHING THE BARTNIK BOUNDARY CONDITIONS 25
[18] L.-H. Huang, D. Martin, and P. Miao, Static potentials and area minimizing hypersurfaces (2017),
available at https://arxiv.org/pdf/1706.03734.pdf.
[19] G. Huisken and T. Ilmanen, The inverse mean curvature flow and the Riemannian Penrose
inequality, J. Differential Geom. 59 (2001), no. 3, 353–437.
[20] J. Jauregui, Fill-ins of nonnegative scalar curvature, static metrics, and quasi-local mass, Pacific
J. Math. 261 (2013), no. 2, 417–444.
[21] , On the lower semicontinuity of the ADM mass, Comm. Anal. Geom. 26 (2018), no. 1,
85–111.
[22] J. Jauregui and D. Lee, Lower semicontinuity of mass under C0 convergence and Huisken’s
isoperimetric mass, J. Reine Angew. Math., to appear.
[23] C.-Y. Lin and C. Sormani, Bartnik’s mass and Hamilton’s modified Ricci flow, Ann. Henri
Poincare´ 17 (2016), no. 10, 2783–2800.
[24] C. Mantoulidis and R. Schoen, On the Bartnik mass of apparent horizons, Classical Quantum
Gravity 32 (2015), no. 20, 205002, 16.
[25] S. McCormick, Gluing Bartnik extensions, continuity of the Bartnik mass, and the equivalence
of definitions (2018), available at https://arxiv.org/abs/1805.09792.
[26] , The Hilbert manifold of asymptotically flat metric extensions (2015), available at https:
//arxiv.org/abs/1512.02331.
[27] D. McFeron and G. Sze´kelyhidi, On the positive mass theorem for manifolds with corners, Comm.
Math. Phys. 313 (2012), no. 2, 425–443.
[28] P. Miao, Positive mass theorem on manifolds admitting corners along a hypersurface, Adv. Theor.
Math. Phys. 6 (2002), no. 6, 1163–1182.
[29] , Variational effect of boundary mean curvature on ADM mass in general relativity, Mathe-
matical physics research on the leading edge, Nova Sci. Publ., Hauppauge, NY, 2004, pp. 145–171.
[30] R. Penrose, Some unsolved problems in classical general relativity, Seminar on Differential Geom-
etry, Ann. of Math. Stud., vol. 102, Princeton Univ. Press, Princeton, N.J., 1982, pp. 631–668.
[31] R. Schoen and S.-T. Yau, On the proof of the positive mass conjecture in general relativity, Comm.
Math. Phys. 65 (1979), 45–76.
[32] Y. Shi and L.-F. Tam, Positive mass theorem and the boundary behaviors of compact manifolds
with nonnegative scalar curvature, J. Differential Geom. 62 (2002), no. 1, 79–125.
[33] L. Szabados, Quasi-local energy-momentum and angular momentum in general relativity, Living
Rev. Relativity 12 (2009).
[34] E. Witten, A new proof of the positive energy theorem, Comm. Math. Phys. 80 (1981), 381-402.
