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a b s t r a c t
Differential algebraic equations (DAEs) are often automatically generated, in particular,
by coupling different tools. These DAEs are unstructured in the sense that they do not
reveal their mathematical structure a priori. In view of a reliable treatment of those DAEs,
their mathematical structure should be uncovered and monitored also by computational
methods. We discuss several computational aspects of the tractability index concept.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
With this contribution we resume the discussion initiated by Donato Trigiante and Pierluigi Amodio during the special
session entitled Challenging problems in Numerical Analysis at WCNA 2008 (cf. [1]).
Nowadays, we are confronted with more and more general differential algebraic equations (DAEs) whose mathematical
structure is no longer given a priori. We are not aware of their index and further characteristics. This is in contrast to
traditional systems such as the Hessenberg form of size two and three DAEs (cf. [2]) showing transparent mathematical
structures.
Automatic generation and coupling of different tools may yield quite opaque DAEs. However, for a reliable practical
treatment, for
• numerical simulation,
• sensitivity analysis,
• optimization and control,
• and last but not least upgrading models,
one needs pertinent information concerning the mathematical structure. Otherwise the procedures may fail or, so much
the worse, generate wrong results. In consequence, providing practical assessment tools to uncover and to monitor
mathematical DAE structures is one of the actual challenges to mathematics. Wanted are criteria in terms of the original
data of the given DAE concerning its structure, accompanied by numerical procedures to apply these criteria a priori and a
posteriori.
For instance, when minimizing the goal
J(x) =
 tf
t0
h(x(t), t)dt + V (x(tf ))
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subject to the constraint
f ((Dx(t))′, x(t), t) = 0, Dx(t0) = z0,
with D being a suitable incidence matrix, then the so-called optimality DAE results from the coupling of the constraint and
the extremal condition (cf. [3]) as
(Dx(t))′ − y(t) = 0,
f (y(t), x(t), t) = 0,
−(fy(y(t), x(t), t)λ(t))′ + fx(y(t), x(t), t)λ(t)− hx(x(t), t) = 0.
If one intends to apply indirect methods to solve the optimization problem, then one should assure the good solvability of
the optimality DAE. It may happen (cf. [4]), that there is a uniquely determined optimal solution (x∗, u∗), however, there
is no way to generate this solution by means of the optimality DAE because of its dangerous structure. Therefore, indirect
optimization does not work at all in those cases, though it works well in different situations.
Example 1.1. The DAE
x′1(t)− x2(t)+ x3(t) = 0,
x′2(t)+ x1(t) = 0,
x1(t)3 + α(x1(t))x3(t)− (sin t)3 − x4(t) = 0,
−x′5(t)− x1(t)+ x6(t)+ (3x1(t)2 + α′(x1(t))x3(t))x7(t)+ sin t = 0,
−x′6(t)− x2(t)− x5(t)+ cos t = 0,
−γ x3(t)+ x5(t)+ α(x1(t))x7(t) = 0,
−x4(t)− x7(t) = 0,
with γ ≥ 0, α(s) :=

s3 if s > 0
0 if s ≤ 0 , arises in the uniquely solvable optimization problem [4, Example 6.6]. While for larger
values γ indirect optimization does the job, it no longer works for γ = 0. We explain what is going on in Example 4.2.
No doubt, practical index criteria given a priori in terms of the application of interest are preferable. For instance, [5,6]
characterize DAEs arising in circuit simulation in terms of the network topology, and [3,4,7] provide clear algebraic criteria
concerning the index of the optimality DAE for optimization problems subject to DAE constraints. However, it may happen
that those general criteria are not available so that a computational monitoring is left over.
The tractability index concept includes the opinion that a more general DAE may be constituted by several so-called
regularity regions. The definition domain of the DAE decomposes into maximal regularity regions which are bordered by
critical points. On each regularity region, the DAE show uniform structure which can be uncovered by means of matrix
function sequences formed with admissible projector functions. The construction is supported by constant rank conditions.
Points where construction fails are critical ones. A smooth flow and also a reliable treatment can be expected if the solution
stays within a regularity region. Crossing or touching a border may yield strong singularities.
In essence, to monitor the structure one has to compute an admissible matrix function sequence and thereby monitor
the rank conditions.
The paper is organized as follows:
We describe in Section 2 the algebraic background of the matrix functions and admissible projectors given in case of
matrix pencils. Sections 3 and 4 provide the basic notions and constructions such as admissible projector functions and
regularity regions. Section 6 addresses different approaches by means of an example. Section 7 contains computational
procedures to realize the criteria in practice.
2. A short note on matrix pencils
We believe that, for time-invariant DAEs, which are mostly called descriptor systems, the Kronecker index and the
Kronecker canonical form constitute the right tool to become aware of the system structure. In contrast, the so-called
structural index, which is often used in practice, may be far less than the Kronecker index and also arbitrarily higher (cf. [8]).
Recall that each idempotent m × m matrix represents a projector in Rm. Here we identify projector matrices and
projectors. In general, projectors are oblique angled. Orthogonal projectors are given by idempotent symmetric matrices.
To each given pair ofm×mmatrices {G, B}we construct sequences of matrices as follows:
Set G0 := G, B0 := B, choose Q0 = Q 20 to be a projector onto N0 := kerG0, introduce the complementary projector
P0 := I − Q0, and form for i ≥ 0
Gi+1 := Gi + BiQi,
Ni+1 := kerGi+1, ⌢N i+1 := Ni+1 ∩ (N0 + · · · + Ni),
choose a complement Xi+1 such that
⌢
N i+1 ⊕ Xi+1 = N0 + · · · + Ni,
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choose Qi+1 = Q 2i+1 such that imQi+1 = Ni+1, Xi+1 ⊆ kerQi+1,
Pi+1 := I − Qi+1,
Bi+1 := BiPi.
We introduce further the rank values ri := rankGi, and the productsΠi := P0 · · · Pi.
Those sequences of matrices and, in particular, those projectors Q0, . . . ,Qj, are named admissible ones. Obviously, on
each level, the projector Qi depends on how its nullspace is fixed, in particular the complement Xi. Owing to the diversity
of possible choices we have a great variety of sequences. For instance, we can choose so-calledwidely orthogonal projectors
letting, additionally,
Q0 = Q T0 ,
Xi+1 := ( ⌢N i+1)⊥ ∩ (N0 + · · · + Ni),
kerQi+1 = Xi+1 ⊕ (N0 + · · · + Ni+1)⊥, for i ≥ 0.
Widely orthogonal projectors are uniquely determined and preferable from the numerical viewpoint (cf. Section 7).
However, in the context of decoupling procedures special oblique angled projectors play their role. Also, if one is interested
in keeping sparsity it makes sense choosing oblique angled projectors.
The following theorem collects relevant properties of our sequences (cf. [9]).
Proposition 2.1. Given are admissible matrix sequences for the pair {G, B} of m×mmatrices.
(1) The rank values ri+1 are independent of the special choice of the nullspaces of the projectors Qj, including the choice of the
complements Xj, for j ≤ i.
(2) The productsΠi are projectors again and their nullspaces
kerΠi = N0 + · · · + Ni
are independent of the special choice of the admissible projectors Q0, . . . ,Qi.
(3) Widely orthogonal projectors Q0, . . . ,Qi yield orthogonal projector productsΠj for j ≤ i.
(4) It holds that ri ≤ ri+1.
(5) The pencil λG+ B is regular with Kronecker index µ, exactly if
r0 ≤ · · · ≤ rµ−1 < rµ = m.
(6) For a regular pencil, the rank values r0, . . . , rµ describe the size of the Kronecker normal form, and it holds that
kerΠµ−1 = infinite eigenspace of the pencil.
(7) For a regular pencil, there exist special admissible projectors such that, additionally,
imΠµ−1 = finite eigenspace of the pencil,
so that Πµ−1 represents the spectral projector of the pencil.
(8) If the pencil is regular, then
⌢
N i = {0}, and hence Xi = N0 ⊕ · · · ⊕ Ni−1, i ≥ 1.
The spectral projector in Item (7) of Proposition 2.1 yields a complete decoupling of the related descriptor system into
the main two parts (cf. [9]). The special projectors Q0, . . . ,Qµ−1 leading to the spectral projector are called canonical in [10]
and completely decoupling in [11]. In general, they are oblique angled but not widely orthogonal.
Having an arbitrary sequence of admissible projectors Q0, . . . ,Qµ−1, we can compute completely decoupling ones by
means of µ− 1 correcting iterations, [10,12]. The following example shows different projectors in a very simple case.
Example 2.2. Given is the pair G =

1 −1
0 0

, B =

1 0
α 1

, α ≠ −1. Compute
Case 1: Q0 =

1 0
1 0

, G1 =

2 −1
1+ α 0

Case 2: Q0 = 12

1 1
1 1

, G1 = 12

3 −1
1+ α 1+ α

Case 3: Q0 = 11+ α

α 1
α 1

, G1 = 11+ α

1+ 2α −α
α(1+ α) 1+ α

.
The last case shows the completely decoupling projector, which is associated to the complete decomposition of the DAE
Gx′ + Bx = q into the so-called slow subsystem, the ODE for the component P0x
(P0x)′ + 11+ α (P0x) = P0G
−1
1 q,
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and the so-called fast subsystem which determines the remaining component Q0x
Q0x+ Q0G−11 BP0  
=0
x = Q0G−11 q.
3. Properly involved derivatives
We deal with DAEs of the form
f ((d(x(t), t))′, x(t), t) = 0, (1)
with f (y, x, t) ∈ Rm, d(x, t) ∈ Rn, y ∈ Rn, x ∈ Df ⊆ Rm, t ∈ If ⊆ R.
The functions f and d are continuous together with the partial derivatives fy, fx, dx, dt . Additionally, the functions f and
d are supposed to be well matched so that the derivative is properly involved in (1) in the following sense.
Definition 3.1. The DAE (1) has a properly involved derivative (a properly stated leading term), if ker fy and im dx are C1-
subspaces in Rn, and the transversality condition
ker fy(y, x, t)⊕ im dx(x, t) = Rn, y ∈ Rn, x ∈ Df , t ∈ If , (2)
is valid.
As a special case we remind semi-explicit DAEs, withm = m1 +m2 equations
x′1(t)+ b1(x(t), t) = 0,
b2(x(t), t) = 0.
Here we have r = n = m1, f (y, x, t) =

I
0

y+ b(x, t), fy(y, x, t) =

I
0

, x =

x1
x2

, d(x, t) = x1, im dx = Rn, and the trivial
transversality
ker fy(y, x, t)⊕ im dx(x, t) = {0} ⊕ Rn = Rn.
More complicated cases showing a nonlinear function d are e.g. conservative DAEs, DAEs arising in circuit simulation and
also optimality DAEs as described in Section 1.
Often one can change from a DAE in standard form
f(x′(t), x(t), t) = 0,
to a properly stated version
f((Dx(t))′, x(t), t) = 0,
by introducing an incidence or projector matrix D such that f(x1, x, t) ≡ f(Dx1, x, t).
A practical pointwise check, whether the transversality condition is valid, can be arranged by means of the following
equivalence relation, with A = fy(y, x, t), D = dx(x, t):
ker A⊕ imD = Rn ⇐⇒
rank A = rank AD = rankD,
im AD = im A,
kerD = ker AD.
4. Admissible sequences of projector functions and regularity regions
In contrast to other concepts we do not expect a general DAE (1) to show global uniform structure. It is rather natural
that the domainDf × If decomposes into several regularity regions Gj bordered by critical points (see Fig. 1). We consider
this decomposition of the domain as prior in the analysis against obvious and hidden constraints. Solutionsmay run through
several regions.
It may well happen that the structural characteristics of the DAE are different on different regularity regions. However,
in each regularity region there must be uniform structural characteristics.
Example 4.1. The semi-explicit DAE
x′1(t)− x3(t) = 0,
x2(t)(1− x2(t))− γ (t) = 0,
x1(t)x2(t)+ x3(t)(1− x2(t))− t = 0,
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Fig. 1. Regularity regions.
Fig. 2. Solutions and regularity regions of Example 4.1.
withm = 3, n = 1, d(x, t) = x1, γ (t) = 14 − t2,
f (y, x, t) =
1
0
0

y+
 −x3
x2(1− x2)− γ (t)
x1x2 + x3(1− x2)− t

, y ∈ R, x ∈ R3, t ∈ R,
seems to have index 1, so that one would expect a regular flow. However, the DAE fails to be globally regular with index 1.
It is regular with tractability index 1 only on each region Gℓ, ℓ = 1, 2, 3,
G1 :=

(x, t) ∈ R3 × R : x2 < 12

,
G2 :=

(x, t) ∈ R3 × R : 1
2
< x2 < 1

,
G3 := {(x, t) ∈ R3 × R : 1 < x2}.
The borders of these regions consist of critical points which indicate singularities such as bifurcations. Solutions may cross
the borders and bifurcate there as shown in the figures. In particular, there are two solutions each starting at the initial points
(1, 12 ,−1) (solid line), and ( 13 , 12 ,− 13 ) (dashed line), which both belong to the border between G1 and G2. That solutions
which turn to G2 transit this region, then cross the border between G2 and G3 and bifurcate again (see Fig. 2).
Example 4.2. The optimality DAE given in Example 1.1 has the solution
x1(t) = sin t, x2(t) = cos t, x3(t) = x4(t) = x5(t) = x6(t) = x7(t) = 0,
the first components of which form the unique solution of the optimization problem.
4060 R. Lamour, R. März / Journal of Computational and Applied Mathematics 236 (2012) 4055–4066
The DAE is globally regular with index 1, if γ is positive.
However, for γ = 0, the DAE definition domain decomposes into the regularity regions
G1 := {(x, t) ∈ R7 × R : x1 > 0},
G2 :=

(x, t) ∈ R7 × R : x1 < 0, x7 > 9x
4
1 + 1
6x1

,
G3 :=

(x, t) ∈ R7 × R : x1 < 0, x7 < 9x
4
1 + 1
6x1

now with different characteristics. Namely, the DAE is regular with index 1 on G1 and regular with index 3 on G2 and G3.
Unfortunately, the wanted solution shuttles between the regions with different characteristics. At critical border points the
neighboring flow undergoes serious singularities including changes of the degree of freedom, and this makes it practically
impossible to apply indirect optimization methods.
Now we come to the definition of regularity regions, cf. [13–15]. For this aim we introduce sequences of matrix functions
by admissible projector functions which generalize the ones constructed for matrix pencils.
We introduce the basic matrix functions
A(x1, x, t) := fy(dx(x, t)x1 + dt(x, t), x, t),
B(x1, x, t) := fx(dx(x, t)x1 + dt(x, t), x, t),
D(x, t) := dx(x, t), x1 ∈ Rm, x ∈ Df , t ∈ If .
The transversality condition implies
ker A(x1, x, t)⊕ im dx(x, t) = Rn, x1 ∈ Rm, x ∈ Df , t ∈ If . (3)
We form pointwise a sequence of continuous matrix functions starting with
G0 := AD, B0 := B,
Q0 projector function onto N0 := kerD, P0 := I − Q0, Π0 := P0.
Let D− denote the uniquely determined pointwise generalized inverse of D such that
D−DD− = D−, DD−D = D, D−D = P0, kerDD− = ker A.
We form for i ≥ 0
Gi+1 := Gi + BiQi, (4)
Ni+1 := kerGi+1, ⌢N i+1 := Ni+1 ∩ (N0 + · · · + Ni),
choose a complement Xi+1, such that
⌢
N i+1 ⊕ Xi+1 = N0 + · · · + Ni,
choose Qi+1 = Q 2i+1 such that imQi+1 = Ni+1, Xi+1 ⊆ kerQi+1,
Pi+1 := I − Qi+1, Πi+1 := ΠiPi+1,
Bi+1 := BiPi − Gi+1D−(DΠi+1D−)′DΠi. (5)
If, for a κ ∈ N, the matrix functions G0, . . . ,Gκ−1 are continuous with constant ranks and Gκ is also continuous, then
Q0, . . . ,Qκ−1 are said to be admissible projector functions.
As in the case of matrix pencils, the productsΠi are also projector functions and the subspaces kerΠi = N0 + · · · + Ni
are independent of the special projector choice.
Again, we have a great variety of admissible choices. In particular, we may construct widely orthogonal projector
functions letting, additionally,
Q0 = Q T0 ,
Xi+1 := ( ⌢N i+1)⊥ ∩ (N0 + · · · + Ni),
kerQi+1 = Xi+1 ⊕ (N0 + · · · + Ni+1)⊥, for i ≥ 0.
All formulas are meant pointwise. We have direct counterparts in the matrix sequences in Section 2. In comparison with
these counterparts, there is now only one extra term in the determination of Bi+1, in which the nonlinearity and the time-
dependency are encoded.
The expression (DΠiD−)′ means the total derivative in jet variables. Owing to the total derivative, at level i, the new
variable xi+1 comes in. Namely, B0, G1, and DΠ1D− are known to depend on the arguments x1, x, t .
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Let Bi−1, Gi, and DΠiD− depend on the arguments xi, . . . , x1, x, t . Then it follows that
(DΠiD−)′ =
i
j=1
(DΠiD−)xjxj+1 + (DΠiD−)xx1 + (DΠiD−)t  
depends on xi+1,xi,...,x1,x,t
, (6)
therefore, Bi, Gi+1, and DΠi+1D− depend on the arguments xi+1, . . . , x1, x, t .
The new matrix function sequences show similar properties as the matrix sequences in Section 2. Also as in Section 2,
we are interested in obtaining a nonsingular matrix function Gµ in a whole region.
Definition 4.3 (Regularity Regions).
(1) The DAE (1) is said to be regular on the open set G ⊆ Df × If , if there are a number µ ∈ N, and admissible projector
functions Q0, . . . ,Qµ−1 such that G0, . . . ,Gµ−1 are singular, but Gµ is nonsingular for all (x, t) ∈ G and xi ∈ Rm.
(2) The open set G is named a regularity region.
(3) The number µ is named tractability index, and the ranks r0, . . . , rµ are said to be characteristic values of the DAE on G.
(4) A point (x¯, t¯) ∈ Df × If is a regular point, if there is a neighborhood being a regularity region, and a critical point
otherwise.
In essence, if the functions f and d are smooth enough, critical points are those points at which the constant rank conditions
associated to admissible matrix functions fail to be valid. Therefore, to uncover the structural characteristics, we have to
construct a matrix function sequence as far as possible and thereby monitor the rank values.
The following result (cf. [15]) allows us to focus on linearizations, and, in particular, to circumvent the explicit
computation of the partial derivatives forming the above total derivative.
For each sufficiently smooth function x∗, given on an interval I∗ ⊆ If , we may consider the linear DAE
A∗(t)(D∗(t)x(t))′ + B∗(t)x(t) = q(t), t ∈ I∗, (7)
with continuous coefficients
A∗(t) := fy((d(x∗(t), t))′, x∗(t), t),
D∗(t) := dx(x∗(t), t),
B∗(t) := fx((d(x∗(t), t))′, x∗(t), t), t ∈ I∗.
Theorem 4.4 (Linearization [15]). Let the DAE (1) have a properly involved derivative. The following three assertions are
equivalent:
(1) The open connected set G is a regularity region of the given DAE (1).
(2) All linear DAEs (7), for sufficiently smooth functions x∗ with values in G, are regular.
(3) The linear DAEs (7), for sufficiently smooth functions x∗ with values in G, are regular and have uniform characteristics.
5. Projector functions versus basis functions
We apply continuous projector functions to describe varying subspaces. One could prefer to choose basis functions. If the
subspace dependsmerely on a single variable, both tools are equivalent. However, if the subspace depends on two andmore
variables, then it happens that no globally defined continuous basis functions exist, whereas continuous projector functions
do exist.
For example, the nullspace of the matrix function M(x, y) = [x y] has dimension 1 for all x2 + y2 > 0, and the
orthoprojector
Q (x, y) = 1
x2 + y2

y2 −yx
−yx x2

onto kerM(x, y) is continuous there. However, there is no global continuous basis function.
6. Comparing different concepts
The nonlinear matrix function sequence (4), (5) depends on the argument (x, t) ∈ Df × If and, therefore, also the index
of the DAE may depend on the locality. In other words, the characteristic values, in particular the tractability index, are
functions of the locus (x, t). Regularity regions constitute merely these local properties, all points within a regularity region
have uniform characteristics. In particular, our examples above show different regularity regions.
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A closer look at the matter would lead to an advanced localization which is not only related to the basic variable (x, t),
but to the jet (xi+1, xi, . . . , x, t). However, here we restrict our interest to DAEs having regularity regions in the sense of
Definition 4.3. One might ask whether this local dependency displays a special technical feature of the tractability index
definition. This is not at all the case as we demonstrate by means of the following small special case, for which we compare
the differentiation index, the structural index, and the tractability index.
Example 6.1. The DAE
x′2 + x1 − t = 0, (8)
x′2 + x′3 + αx1x2 + ηx2 − 1 = 0, (9)
x2

1− x2
2

+ x3 = 0 (10)
has the proper formulation
1 0
1 1
0 0

  
A


0 1 0
0 0 1

  
D
x1
x2
x3

′
+
 x1 − tαx1x2 + ηx2 − 1
x2

1− x2
2

+ x3
 = 0.
The differentiation index is based upon the derivative-array, which is given up to order 2 by (8)–(10), and the differentiated
equations (11)–(14)
x′′2 + x′1 − 1 = 0, (11)
x′′2 + x′′3 + α(x′1x2 + x1x′2)+ ηx′2 = 0, (12)
x′2(1− x2)+ x′3 = 0, (13)
−−−−−−−−−−−−−−−−−−−−−−
x′′′2 + x′′1 = 0,
x′′′2 + x′′′3 + α(x′′1x2 + 2x′1x′2 + x1x′′2)+ ηx′′2 = 0,
x′′2 + x′′3 − x′′2x2 − (x′2)2 = 0. (14)
The differentiation index requires to filter out a relation x′ = φ(x, t) from the derivative-array (cf. [16]). We form such an
ODE system by (8) (for x′2), (13) (for x
′
3) and (12) (for x
′
1). Replacing x
′′
2 + x′′3 in (12) we use (14) and, finally, replacing x′′2 and
x′2 we apply (11) and (8). The system obtained this way reads
x′1x2(α − 1)+ x2 + (t − x1)(t − x1 + αx1 + η) = 0,
x′2 + x1 − t = 0, (15)
x′3 + (t − x1)(1− x2) = 0.
Now, it is evident that the DAE (8)–(10) has differentiation index νd = 2, everywhere x2(α − 1) ≠ 0.
The structural index is based on quantities deduced from the DAE. We apply the definition given in [17]. We have to
compute the signature matrixΣ , the equation offsets c , the variable offsets d, and the system Jacobian J with
Jij =

∂ fi
∂((dj − ci)th derivative of xj) if this derivative is present in fi
0 otherwise incl. dj − ci < 0,
which has to be nonsingular. In this case the structural index is defined by
νs = max
i
ci +

0 if all dj > 0
1 if some dj = 0.
For the DAE (8)–(10) we obtain
c
Σ =
 0 1 −∞
0 1 1
−∞ 0 0
 0
0
1
d 0 1 1
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and the related system Jacobian matrix
J =
 1 1 0
αx2 1 1
0 1− x2 1

.
J is nonsingular if x2(1− α) ≠ 0 and the structural index νs = 2.
The tractability matrix function sequence as defined in (4), (5) starts for the DAE (8)–(10) with the matrices
A =
1 0
0 1
0 0

, D =

0 1 0
0 1 1

, G0 = AD =
0 1 0
0 1 1
0 0 0

, Q0 =
1
0
0

,
B =
 1 0 0
αx2 αx1 + η 0
0 1− x2 1

.
We choose a nullspace projector Q0 onto kerG0 and the next chain matrix G1, and a nullspace projector Q1 with Q1Q0 onto
kerG1 is given by
G1 = G0 + BQ0 =
 0 1 0
αx2 1 1
0 0 0

, Q1 =
0 −1 0
0 1 0
0 αx2 − 1 0

.
From (5) it results that B1 = BP0 − G1D−(DP1D−)′Dwith
D− =
 0 0
1 0
−1 1

, DP1D− =

0 0
−αx2 1

,
and we obtain
B1 =
0 0 0
0 α(x1 + x′2)+ η 0
0 x2(α − 1) 0

, G2 =
 1 1 0
αx2 1+ α(x1 + x′2)+ η 1
0 x2(α − 1) 0

detG2 = x2(α − 1) and the DAE has tractability index νt = 2 iff x2(α − 1) ≠ 0.
This shows that, for all three different index concepts, if one allows a local interpretation, the DAE 6.1 has index 2 under
the same condition.
Let us mention that, letting α = 1, the DAE no longer has index 2. Then both the differentiation index and the tractability
index identify index 3, if x1 + x12 + η ≠ 0. In contrast, the structural index definition is no longer applicable, because the
matrix J becomes singular (cf. [18]).
7. Realization of matrix sequence
Weconcentrate on regular DAEs, characterized by
⌢
N i = {0} (cf. Proposition 2.1). The pointwise computation of thematrix
function sequence requires, on each stage i, the calculation of an admissible projector onto kerGi and, as a challenging task,
the differentiation of DΠiD− to provide Bi.
7.1. Computation of admissible nullspace projectors
Let us assume to be at level i of the matrix function sequence such that Qj, j = 0, . . . , i− 1 and Gi are already given at a
fixed point. AlsoΠi−1 is known at this point and we are looking for Qi.
We set: G := Gi, Π := Πi−1, Q := Qi.
The admissible projector Q has to fulfill
GQ = 0,
Q (I −Π) = 0.
The computation of Q bases on a decomposition of G
G = UG

SG
0

V−1G
with nonsingularmatricesUG, SG, VG. Such a decomposition is available applying an SVD, QR or (possibly) LU decomposition.
A general generalized reflexive inverse of G is given by
G− = VG

S−1G M2
M1 M1SGM2

U−1G
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with arbitrary matricesM1 andM2 of adequate size. We obtain a general nullspace projector by
Q = I − G−G = VG

0 0
−M1SG I

V−1G , (16)
it depends only onM1.
7.2. Widely orthogonal projectors
We assume additionally that the preceding projectors Qj, j = 0, . . . , i − 1, are widely orthogonal, which ensures that
Π = Π∗. In the previous subsection, the general representation of a nullspace projector is shown by (16). To compute the
widely orthogonal projector we have only to determine a suitable matrixM1.
A decomposition of Π = Π∗ = VΠ

I
0

V ∗Π , VΠ =: [VΠ,1, VΠ,2] exists with orthogonal matrices VΠ . With
V1
V2

:= V−1G VΠ,2 it holds that V1 has full rank and its Moore–Penrose inverse is given by V+1 = (VT1V1)−1VT1 . The choice
M1 = V2V+1 S−1G provides a widely orthogonal projector Q (cf. [19]).
7.3. Algorithmic Differentiation (AD)
The computation of Bi requires the differentiation of DΠiD−.
This was realized by finite differences for the tractability index concept (up to index 3 DAEs) by Lamour and Mazzia
in [20].
A numerically more accurate (but also more expensive) way is to apply algorithmic differentiation. Algorithmic
differentiation means the use of truncated Taylor series (cf. [21]), i.e., direct use of jet space points (x, x1, x2, . . .).
The advantage of this method is, that a differentiation is realized by a simple shift of the Taylor coefficients.
This idea was realized for the differentiation index in [22], for the structural index in [23–25], and for the tractability
index in [18], not yet using widely orthogonal projectors.
For the practical computation of DΠiD− we take advantage of the inherent property of (6) that, if we replace the jet
components xi by the derivatives x(i)∗ (t) of a suitable function x∗, then we obtain
(DΠiD−)′(x(i+1)∗ (t), x
(i)
∗ (t), . . . , x
(1)
∗ (t), x∗(t), t) = (D∗Π∗ iD−∗ )′(t),
i.e., we compute directly the Taylor coefficients of the elements of DΠiD− and differentiate by a shifting of the Taylor
coefficients.
We use MATLAB and a slightly extended version of the AD-tool INTLAB [26] by Rump.
7.4. Robotic arm [27]
The following DAE describes the equations for a prescribed path control of a two-link, flexible joint, planar robotic arm
as presented in [28].

I6
0



I6 0


x1
x2
x3
x4
x5
x6
u1
u2


′
−

x4
x5
x6
f4(x2, x3, x4, x6)+ a(x3)(u1 − u2)
f5(x2, x3, x4, x6)− a(x3)(u1 − u2)+ u2
f6(x2, x3, x4, x6)− (a(x3)+ b(x3))(u1 − u2)
cos x1 + cos(x1 + x3)− p1(t)
sin x1 + sin(x1 + x3)− p2(t)

= 0.
Set t = 1.We determine the index and characteristic values ri at x = (−1.72, 0.39, 1.718,−2.72, 4.29, 1.72, 13.59, 14.33).
TheQRdecomposition ofGi provide the diagonal elementsRri,ri of the upper triangularmatrix for a rank decision.Weobserve
in the next table that the gap between Rri,ri > threshold= 10−12 and the next diagonal element Rri+1,ri+1 allows a robust
rank determination. We obtain
i detGi ri = rankGi |Rri,ri | |Rri+1,ri+1|
0 0 6 1 0
1 0 6 1 0
2 0 6 9.6556e− 1 4.0164e− 17
3 −5.3724e− 17 7 1.0968e− 1 3.2092e− 17
4 −1.0724e− 15 7 1.343e− 1 6.7654e− 17
5 −2.4783e+ 00 8 5.4233e− 2.
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The same DAE was investigated by other authors using different index concepts (cf. [29,30]).
Dimension Index
Differentiation [29] 40 (27) 5
Structural [30], derivatives of 2nd order 5 3
Manually modified 9 5
Tractability 8 5
The differentiation index needs to investigate a derivative array of dimension 40 or, if one knows in advancewhich equations
are to differentiate, at least dimension 27. The determined index equals 5, cf. [29].
The structural index applied to a modified DAE version with second derivatives determines the index 3. A manually
modified DAE of dimension 9 delivers the index 5, cf. [30].
The DAE has no degrees of freedom, i.e. there are no dynamics within the system, which leads to Π4 ≡ 0. We can use
this property to check the accuracy of our numerical results.
max
i,j
|(DΠ4D−)ij| = 1.005e− 15,
max
i,j
|(DΠ4D−)′ij| = 1.354e− 15.
Also the accuracy of the projector calculation lies near the machine precision.
Projector properties max
i
|Q 2i − Qi| = 4.022e− 15
Admissibility max
i>j
|QiQj| = 3.075e− 15.
8. Conclusions
The goal of the paper is to uncover the mathematical inner structure of general DAEs. Regularity regions introduced by
means of the tractability index concept are regions showing uniform local characteristic values and, in particular, uniform
index. Maximal regularity regions are bordered by critical points which indicate a critical flow. The unpredictable behavior
of a solution of the DAE at a critical point underline the necessity of an (numerical) indexmonitor. The indexmonitor should
compute the index, check index changes, warn in the neighborhood of critical points. Also, maximal regularity regions and
their borders should be depicted.
The tractability index concept is useful because of its computational advantages: It works with matrices of the original
dimension of the DAE and it provides a stage-by-stage algorithm up to result. The use of widely orthogonal projectors and
algorithmic differentiation leads to a numerically robust algorithm.
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