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ABSTRACT 
In the past twenty years mathematically minded engineers working in control 
theory have discovered a number of results of a purely algebraic nature. The present 
article aims at giving a survey of this area for readers interested in linear algebra but 
without previous knowledge of this topic. 
1. THE STATE-SPACE APPROACH 
The name linear system is an abbreviation for a finite-dimensional system 
of linear differential equations 
x’=A(t)x+B(t)u 
together with a finite system of linear algebraic equations 
y=C(t)x+D(t)u. 
Here u EW is called the input, x ER” is called the state, and y E RP is called 
the output. Since in this survey we will be discussing algebraic aspects, we 
will restrict attention to the case in which the coefficient matrices A, B, C, D 
are constant. However, I should say at the outset that a number of the 
concepts and results can be generalized to nonautonomous systems. 
*The hospitality of the University of Minnesota during the preparation of this article is 
gratefully acknowledged. 
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What I have defined is more strictly called a continuous linear system. If 
the system of differential equations is replaced by a system of difference 
equations, one has a discrete linear system: 
x~+~=Ax~+Bz+ 
yk = Cx, + Du, 
(k=O,1,2 ,a.. ). 
Moreover in the discrete case there is no need to restrict attention to the real 
or complex fields. If K is an arbitrary, but fixed, field, we can assume 
uEU=K”, ~EX=P, ~EY=KP. The coefficient matrices, of correspond- 
ing dimensions, also have elements from K. 
The first important concept is controllability (Kalman [6]). The pair 
(A, B) is said to be controllable (or, more commonly, reachable) if an 
arbitrary state 5 EX can be reached from the zero state x0 =O. That is, there 
exist a nonnegative integer h and inputs uO, ui, . . . , u,, such that, if 
x,+,=Ax,+Bu, (k=O,l,..., h; x0=0), 
then x ,,+i =i. Equivalently, (A, B) is controllable if the only subspace of X 
which contains the range of B and is invariant under A is X itself. Or again, 
(A, B) is controllable if and only if, for any vector x E X, 
x’AkB=O for all k>O implies x=0. 
It is easily seen that if (A, B) is controllable then so also are 
(i) (T-‘AT, T-‘B) for any invertible nXn matrix T, 
(ii) (A, BG) for any invertible mXm matrix G, 
(iii) (A+ BF, B) for any mXn matrix F. 
Transformations of types (i) and (ii) correspond to changes of basis in the 
state space X and the input space U. Transformations of type (iii) correspond 
to state feedback, i.e., in the difference equation we set uk =Fx, +v,. 
Feedback is often considered to be the hallmark of control theory. Here is a 
first main result which involves it. 
THEOREM 1. Let A, B be n Xn, nXm matrices over a field K. Then 
(A, B) is controllable if and only if for an arbitrary manic polynomial of 
degree n, 
l)(s)=s” +ylsn-l + - - - +y, (Vi EK), 
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J/(s)=det(sI-A-BF). 
This theorem evolved over a number of years. Over the real field it says 
that if the open-loop system is controllable, then by appropriate choice of 
feedback the eigenvalues of the closed-loop system can be arbitrarily pre- 
scribed. The first proof valid for arbitrary fields K was given by Heymann [4]. 
Consider now the problem of simplifying a pair (A, B) by means of 
transformations of the types (i), (ii), (iii) above. There are several results of 
this nature, depending on which types of transformation are admitted, but I 
will just state one, due to Brunovsky [l], in which one admits them all. 
THEOREM 2. Suppose (A, B) is controllable with rank B =m. Then there 
exist matrices T, G, F with T, G invertible such that 
where 
T-‘(A+BF)T=A,, T-‘BG=B O> 
A,=diag[D,,,...,D,_], B, =diag[Enl ,.... EJ, 
with 
‘0 1 0 ..* 0 
0 0 1 ... 0 
D,= : : : 
(j ;, (j . . . ; 
\o 0 0 ... 0 
E, = 
YXY “Xl 
andn 1‘ <n2< . ..<n.. 
The positive integers ni, . . . , n, are uniquely determined and are called 
the controllabdity indices of the pair (A, B). Thus two pairs (A, B) and 
(A, B) can be transformed into one another by transformations of types (i), 
(ii), (iii) if and only if they have the same controllability indices. 
Another important concept is observability. I will say that the pair (A, C) 
is observable simply if the transposed pair (At, C’) is controllable. However, 
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to see the real meaning of observability consider the linear system 
x k+r =Ark +Bu,, 
0) 
We ask: when is the state uniquely determined by the input and the output? 
By linearity, this is the same as asking: when does uk = 0 and yk = 0 for all k 
imply xk =O for all k? But pk =O for all k implies xk =Akr, and yk = Caky,. 
Thus we see that the answer is: if and only if the pair (A, C) is observable. 
Consider now the linear system (1) with D=O. If x0 =O, the relation 
between input and output is given directly by the convolution 
k-l 
yk= z Mk-i-lUi> 
i=O 
where 
M, = CAk B (k=O,l,Z ,... ). (2) 
Conversely, if MO, M,, M,, . . . is an arbitrary given sequence of p X m matrices 
over the field K, we may ask whether there exist matrices A, B, C of size 
n Xn, nXm, pXn such that (2) holds. The triple {A, B, C} is then said to be 
a realization of the sequence { Mk), and the positive integer n is called the 
dimension of the realization. 
Not all sequences admit a realization. The next result, due to Ho and 
Kalman [5], provides a necessary and sufficient condition. 
THEOREM 3. A sequence {Mk} admits a realization if and only if there 
exist a finite number of scalars aO,. . . , a,_ 1 E K such that 
That is, each term of the sequence {Mk} is a fixed linear combination of 
its r immediate predecessors. The proof shows that there exists a realization of 
dimension min(rm, rp), but in general this is far from being least possible. 
A realization of a sequence {Mk} will be said to be minimal if no other 
realization has lower dimension. Kalman [7] showed 
THEOREM 4. A realization (2) is minimal if and only if (A, B) is 
controllable and (A, C) is observable. 
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Kalman [8] further showed that a minimal realization is unique apart from 
a change of basis in the state space. That is, 
THEOREM 5. If{A, B,C} and {A, B,d} are two minimal realizations of 
the same sequence { Mk}, there exists a unique nonsingular matrix T such that 
A=T-IAT, B=T-'B, C=CT. 
Kalman [9] has also given another necessary and sufficient condition for 
the existence of a realization. 
THEOREM 6. The sequence {M,} admits a realization if and only if the 
infinite block Hankel matrix 
/MO M, M, ... ’ 
M, M, M, ... 
H= M 2 M, M, . . . 
has finite rank. Moreover, the dimension of a minimal realization is equal to 
the rank of H. 
The rank of H is the size of the largest nonsingular square submatrix. 
Silverman [ll] has given a simple procedure for constructing a minimal 
realization from H. 
A rational function is a quotient of two polynomials, with coefficients from 
the field K. It is said to be proper if the degree of the numerator is not greatel 
than the degree of the denominator, and strictly proper if the degree of the 
numerator is actually less than the degree of the denominator. Any strictly 
proper rational function r(s) has a unique formal power-series expansion 
r(s)-moss1 +m,s-’ +m,sd3 + . . . . 
Theorem 3 is equivalent to 
THEOREM 7. A sequence {Mk} admits a realization if and only if there 
exists a matrix R(s) of strictly proper rational functions with the formal 
power-series expansion 
R(s)-M,s -‘+M,s-‘+M2s3+ .a.. 
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It follows at once that any p X m matrix R(s) of strictly proper rational 
functions can be represented in the form 
R(s)=C(sI-A)-% 
where A, B, C are constant matrices of size n X n, n X m, p X n. I will refer to 
this representation as a state-space realization of R(s), of dimension n. The 
dimension is at our disposal. 
Finally, Kalman [8] has shown 
THEOREM 8. The minimum dimension of any state-space realization of a 
matrix of strictly proper rational functions is equal to its McMillan degree. 
It remains to explain what is meant by the McMillan degree. Given any 
p X m matrix P(s) of polynomials, there exist invertible p X p, m X m poly- 
nomial matrices U(s),V(s) such that 
U(s)P(s)V(s)= 
elb) 0 . . . 0 . . . 0 I 
0 4s ) . . . 0 . . . 0 
0 0 . . . e,(s) *** 0 
0 0 . . . 0 . . . 0 
= {e lr...,er}, 
where r=rankP(s) and e,(s),..., e,(s) are uniquely determined manic poly- 
nomials such that ej(s) divides ei(s) if i< j. This is the well-known Smith 
canonical form of P(s). Now let R(s) be a matrix of rational functions. If d(s) 
is the least common denominator of all elements of R(s), then P(s) = d( s)R( s) 
is a matrix of polynomials with corresponding Smith canonical form. If we 
divide throughout by d(s) and reduce e&s)/d(s) to its lowest terms 
E~(s)/$(s), where si( s) and 4(s) are relatively prime, we obtain 
where E&S) divides si(s) and +(s) divides I/+(S) if i<j. This is the so-called 
SmithMcMillan canonical form of R(s). If R(s) is a matrix of proper rational 
functions, its McMillan degree may be defined to be the sum of the degrees of 
the denominators $i(s), . . . ,4,(s). 
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2. THE METHOD OF POLYNOMIAL MATRICES 
Another approach to linear systems theory was largely initiated by 
Rosenbrock [lo]. The differential equations of many mechanical and electrical 
systems, after taking Laplace transforms, lead to algebraic equations 
T(s)x= u(s)u, 
y=V(s)x+W(s)u, 
where T, U,V, W are matrices of polynomials and T is nonsingular. The 
difference equations of analogous systems in economics and biology, after 
taking z-transforms, lead to algebraic equations of the same type. Here u is 
again the input, y the output, and x may be called the partial state. The 
relation between input and output is given directly by y=R(s)u, where 
R=W+VT-‘U (3) 
is a matrix of rational functions, the so-called transfer matrix. 
For example, if in the linear system 
x’=Ax+Bu, 
y=CxfDu 
we take Laplace transforms with x(O) = 0, we obtain 
(sl-A)?=%, 
and hence y=R(s)E, with 
R(s)=D+C(sZ-A)-% (4 
Let R be a given p X m matrix of rational functions, with coefficients from 
an arbitrary ground field. I define a realization of R to be a representation of 
the form (3), where W, V, T, U are polynomial matrices of size p X m, p X 12, 
n X n, n X m, and T is nonsingular. The positive integer n will be called the 
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dimension of the realization. This agrees with our previous definition for the 
state-space realization (4). 
It is easily seen that any p Xm rational matrix R admits a realization of 
dimension min(p, m). For let d be the least common denominator of all 
elements of R. Then dR is a polynomial matrix, and we have 
If R has the realization (3) of dimension n, then for any positive integer q it 
also has the realization 
R=W+(V op.,) ii P, 1-l OK,) 
of dimension n + q. Again, if R has the realization (3) of dimension n, then for 
any nonsingular nXn polynomial matrices D, D it also has the realization 
of the same dimension. 
In general, if T, U are nX 1, nXm polynomial matrices, we say that an 
nXn polynomial matrix D is a common left divisor of T and U if there exist 
polvnomial matrices T,, U, such that 
T=DT,, U= DU,. 
The matrices T, U are said to be left relatively prime if every common left 
divisor is invertible. (Note that a matrix of polynomials may be nonsingnlar 
but not invertible.) It is not difficult to show that there exist polynomial 
matrices M, N such that 
TM+ UN=Z, 
if and only if T, U are left relatively prime and the block matrix (T U) has 
rank n. A similar definition and result hold for right relatively prime matrices 
-one need only take transposes. 
The realization (3) of R will be said to be irreducible if T, U are left 
relatively prime and T, V are right relatively prime. By successively taking out 
common divisors we can prove 
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THEOREM 9. Zf the rational matrix R has the realization (3) of dimension 
n, then it has an irreducible realization 
R= W+ VaTa-‘U 0 
of the same dimension, where 
T= DT,& U=DU,, v=v,D 
for some nonsingular n X n polynomial matrices D, Lj. 
Suppose now that R is a rational matrix with Smith-McMillan normal form 
{%/#U.~ * T q/1CI,}, and let (3) be an irreducible realization of dimension n. 
Then two of Rosenbrock’s main results state that if n is sufficiently large, the 
matrix T has the Smith form {Z,-r, II;, . . . , I)~} and the so-called system matrix 
p=(_; g) 
has the Smith form {Z,, .sr ,..., sI}. 
Rosenbrock’s proofs used the concept of strict system equivalence. We say 
that a realization 
of dimension rl, is strictly system equivalent to (3) if for some integer Nan, ri 
there exist invertible polynomial matrices M, N and polynomial matrices X, Y 
such that 
M 0 ( )i x z 
This is indeed an equivalence relation. Moreover, it may be shown that any 
realization (3) is strictly system equivalent to a state-space realization, of 
dimension deg(det T), and two state-space realizations are strictly system 
equivalent if and only if one can be obtained from the other by a change of 
basis in the state space. 
Now let R be a p X m matrix of rational numbers. Then we can define a 
realization of R to be a representation of the form (3), where T, U, V, W are 
now matrices of integers. The proof of Theorem 9 carries over at once to this 
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situation. The two main results which were mentioned above also make sense, 
since matrices of integers have Smith normal forms and a Smith-McMillan 
normal form can be defined for matrices of rational numbers. However, 
Rosenbrock’s proofs, which depended on replacing the given realization by a 
strictly system equivalent state-space realization, break down (at least in their 
original form’) because the concept of a state space realization now has no 
meaning. I have given an alternative approach (Coppel [2]), which applies 
equally well to matrices of rational functions and matrices of rational num- 
bers. 
Let R be a p X m matrix of rational numbers, say. For any positive integer 
k let &(R) be the least common denominator of all minors of R of order at 
most k. I also set +a(R) = 1, since an empty determinant has the value 1. The 
integers +k(R) will be called the determinantal denominators of R. 
It follows at once from the definition that G~( R) divides c#I~+~(R) for all 
k>O. Also c#Q(R)=c#Q+~(R) for k>min(p, m) and in fact for k>r=rank R. 
The least nonnegative integer g such that &(R) =c&+~(R) for all k>g will be 
called the width of R. A rational matrix R has width zero if and only if it is a 
matrix of integers. 
The usefulness of determinantal denominators stems from the fact that 
they behave very simply under the usual operations on matrices, as indicated 
by the statements of the following five propositions. The proofs use only 
standard properties of determinants or, if you prefer, exterior algebra. 
PROPOSITION 1. Let R, and R, be p Xm matrices of rational numbers 
and let R=R,+R,. Then &(R) divides c#J~(R~)c#Q(R~) for all k. Zf +,(R,) 
and &( R,) are relatively prime, then +,J R)=+,( R,)+,( R,) for all k. 
PROPOSITION 2. Let R, and R, be p X n and n X m matrices of rational 
numbers and let R=R,R,. Then $k(R) divides Go& for all k. 
PROPOSITION 3. Let R 1 and R 2 be nonsingular m X m matrices of rational 
numbers and let R=R,R,. Zf $,(R,) is relatively prime to &(R,) and to 
$J~(RTI), and if c#Q(R~) is relatively prime to +,(Ri’), then c+~(R)= 
&AR1 )&(R2) for all k. 
[If the hypothesis that +r( R,) and +r( R,) are relatively prime is omitted, 
it is still true that c#Q(R)=&(R~)&(R~) for k=m, but not necessarily for 
k<m.] 
‘Actually all that is needed is the strict system equivalence of any two irreducible realiza- 
tions, and this can be established without introducing state-space realizations. 
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PROPOSITION 4. Let R be a nonsingular m X m matrix of rational num- 
bers. Then +,(R-‘)=+,(R)det R. 
PROPOSITION 5. Let R, and R, be p,Xm, and p,Xm, matrices of 
rational numbers, and let R=R,@R,. Then Go is the least common 
multiple of all products c&,(R~)~#I-~(R~), where OGhGk. Zf &(R,) and 
C#Q( R2) are relatively prime, then &( R)=&( Rl)&( R,) for all k. 
From Propositions 2 and 5 we can deduce without difficulty 
PROPOSITION 6. Let R be a p Xm matrix of rational numbers with the 
Smith-McMillan normal form {q /ql,. . . , E, /qr}. Then 
The McMillan degree 6(R) of a matrix R of proper rational functions was 
defined to be the degree of the polynomial #r . . .$,. The polynomials +&R) 
convey more information than the single integer 6(R), and they may be 
manipulated just as conveniently. Moreover, as we have seen, their definition 
and properties hold equally well for matrices of rational numbers. 
Returning now to realizations, we can prove 
PROPOSITION 7. Let R be a rational matrix with the realization (3) of 
dimension n. Then &(R) divides c$~(T -‘) for all k. 
Zf the realization is reducible, then G,,(R) is a proper divisor of +,,( T -‘). 
Zf the realization is irreducible, then $k( R)=+,(T -‘) for all k. 
Rosenbrock, in his approach, was forced to restrict attention to realiza- 
tions of sufficiently large dimension. The present method is not subject to this 
restriction, and in fact it enables us to say what is the minimal dimension of 
any realization. 
PROPOSITION 8. Let R be a rational matrix. Then the width g of R is 
precisely the minimum dimension of any realization of R. 
Finally we have the results which Rosenbrock established only for matrices 
of rational functions. 
PROPOSITION 9. Let R be a rational matrix of width g with the irreduci- 
ble realization (3) of dimension n. Zf R has the Smith-McMillan form 
{%/V4Y”‘, E,/#;), then T has the Smith form {Zn_-g,~s ,..., $,}, and the 
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has the Smith form {I,, q,. . . , q}. 
The significance of the more general realizations considered in this section 
is first that they often arise naturally, and secondly that they may be of much 
lower dimension than any state-space realization. Moreover, the polynomial- 
matrix approach is in some ways closer in spirit to the traditional methods of 
electrical engineers for smgleinput, single-output systems than the state-space 
approach. 
3. INTERCONNECTIONS 
The theory of realizations outlined in Section 2 is valid for matrices with 
elements from an arbitrary principal ideal domain. The ring K[s] of all 
polynomials with coefficients from the field K is such a principal-ideal 
domain, but it also has some additional structure. If 6(a) denotes the degree 
of the polynomial a=u(s), we have 
That is, - 6 is a valuation of the ring K [ s]. We can extend the definition of 6 
to vectors o EK” [ s] by taking 6(u) to be the maximum degree of any of its 
coordinates. 
Now let P be an n X m polynomial matrix, and let d k denote the degree in 
this sense of its kth column. Let C be the n X m constant matrix whose kth 
column consists of the coefficients of sdk in the kth column of P. The matrix C 
may be called the leading column matrix of P. The polynomial matrix P will 
be said to be cdlumn reduced if the columns of C are linearly independent. 
The significance of this concept for systems theory was first shown by 
Wolovich (see, e.g. [12]), but he used the name “column proper.” The 
following result gives some substance to the definition. 
PROPOSITION 10. Let P be an nXm polynomial matrix with rank m and 
with column degrees d, G ’ * . Ed,,,. Then there exists an invertible mXm 
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polynomial matrix U such that P=PU is column reduced. If P has column 
degrees d,< .0-&d,,,, then di<di (i=l,...,m), with strict inequality fm 
some i if and only if P is itself not column reduced. 
It has been stated that any realization of a matrix of rational functions is 
strictly system equivalent to a state-space realization. We describe now a 
procedure for accomplishing this in an important special case. 
Let R be a pXm rational matrix with the realization (3) of dimension n, 
where T and U are left coprime. Then there exists an invertible (n+m)X 
(n + m) polynomial matrix 
such that (T U)A=(Z, 0). If we set %A4, V= WA, -VA,, then T is 
nonsingular and R has the realization R = m -’ of dimension m. 
Thus without loss of generality we may assume from the outset that 
R= VT -l. By multiplying V and T on the right by the same invertible 
polynomial matrix, we may assume also that T is column reduced, with 
column degrees d,, . . . , d,, say. For simplicity suppose dj>O (j=l,...,m). 
Then R is a matrix of strictly proper rational functions if and only if each 
column of V has lower degree than the corresponding column of T. Since we 
can write V=fiT+ V, where fi and V are polynomial matrices and each 
column of V has lower degree than the corresponding column of T, we can 
assume also that R = VT -’ is strictly proper. 
If d=d,+ -. . +d, form the dXm matrix U=diag[U,l ,..., Udnl], where 
’ 1 ’ 
u,= s 
. . 
sk--l 
Then we can write V= CU for a unique constant p X d matrix C. If T, is the 
leading column matrix of T and H=diag[sdl,. . . , sdm], then 
where the degree of each column of f is less than the degree of the 
corresponding column of T. Hence we can also write Yk AU for a unique 
T=T,(H+f), 
270 W. A. COPPEL 
constant m X d matrix A. Put 
A,=diag[D,,,...,D,_], B,, =diag[Ed,,..., Ed,,1], 
where D,, E, are defined as in Section 1. Then a straightforward calculation 
shows that 
R=C(sZ-A))??, 
where A =A, - EA, B = BJ-‘. Thus the constant matrices A, Z?, C provide a 
state-space realization of the matrix R of strictly proper rational functions. It 
may be shown that this realization is minimal if and only if the original 
realization R = VT - ’ is irreducible. It should be noted also that the controlla- 
bility indices of the pair (A, B) are just the degrees d,, . . . , d, of the 
column-reduced matrix T, since (A,, $ ) is the Brunovsky canonical form of 
(A, B). 
Conversely, if we start with a state-space realization (4) with D=O, where 
B has rank m and (A, B) is controllable with controllability indices d 1,. . . , d,, 
we can reverse the argument to obtain a polynomial realization R = VT -‘. 
State feedback can be conveniently studied in this framework. The linear 
system 
x’=Ax+Bu, 
y=Cx+Du 
is transformed by the feedback transformations u=Fx+Gu, x=P.$‘, where P 
and G are nonsingular, into the linear system 
where 
A=P-‘(A+BF)P, B=P-‘BG, 
c=(C+DF)P, ~=DG. 
Its transfer matrix R(s)= D+ C(sZ-A)-‘B is replaced by the transfer matrix 
R< s) = Z?+ C( sZ - x) ~ ‘Z?, Suppose (A, B) is controllable and B has rank m. 
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Then we can pass from the state-space realization of R to the strictly system 
equivalent polynomial realization R = VT -l, where T is column reduced. It 
may be shown (Wolovich [12, pp. 227-2301) that Z? has the strictly system 
equivalent polynomial realization 
R(s)=V(s)T-‘(s)G, 
where v(s)=V(s) and T(s)=T(s)-FLU(s). Here L is a nonsingular nXn 
constant matrix depending only on A, B, and U(s) is the d X m polynomial 
matrix defined above. Thus the “numerator” v(s) is unaltered. The “de- 
nominator” T(s) has the same column degrees and the same leading column 
matrix as T(s), but the terms of lower degree can be altered arbitrarily by 
suitable choice of F. The matrix G -‘T(s) has the same column degrees as 
T(s), but the leading column matrix can be altered arbitrarily, subject to 
remaining nonsingular, by suitable choice of G. 
We have seen that if (A, B) is a controllable pair, then for any manic 
polynomial G(s) of degree n there exists an m X n matrix F such that 
$(s)=det(sZ-A-BF). 
We can refine the problem by asking: can we choose F so that the polynomial 
matrix sZ-A-BF has arbitrarily prescribed invariant factors? (The invariant 
factors are the diagonal elements in the Smith canonical form.) Rosenbrock 
[lo, p. 1921 has given a complete answer to this question, namely: 
THEOREM 10. Let (A, B) be a controllable pair with controllability 
indices n1 Gn2 d . . * Gn,. Let ql(s), . . . , $J~(s) be any manic polynomials 
such that q&s) divides I/++,(S) (j=l,...,m-1). 
Then there is a constant matrix F such that sZ-A - BF has the Smith form 
{Zn-n,\C/l,..., IJ~} if and only if 
i deg#Js)G i ni for l<hGrn, 
i=l i=l 
with equality fm h=m. 
In particular, if G(s) is a manic polynomial of degree n, there is a constant 
matrix F such that sZ-A - BF has the single non-unity invariant factor q(s). 
Then A + BF is a matrix with both characteristic polynomial and minimal 
polynomial equal to 4(s). Although it is possible to prove Rosenbrock’s 
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theorem in a purely state-space framework it is simpler to convert to a 
polynomial matrix formulation. 
We have seen that a state-space realization R(s) = C( sZ- A) - ‘B of a 
matrix of strictly proper rational functions has minimal dimension if and only 
if (A, B) is controllable and (A, C) is observable. On the other hand, a 
polynomial realization R = Wf VT -‘U is irreducible if T, U are left relatively 
prime and T,V are right relatively prime. The connection is provided by a 
theorem of Rosenbrock [lo, p. 721, which says that a pair (A, B) of constant 
matrices is controllable if and only if the pair sZ- A, B of polynomial matrices 
is left relatively prime. It follows that a state-space realization is minimal if 
and only if it is irreducible (as a polynomial realization). 
Towards the end of the last century Kronecker considered the problem of 
classifying pencils of matrices SA +B. Such a pencil is said to be strictly 
equivalent to another pencil sd + B if there exist invertible constant matrices 
P, Q such that P( sA + B)Q = sd + Z?. Kronecker proved that two pencils were 
strictly equivalent if and only if they had the same left and right “Kronecker” 
indices and the same finite and infinite elementary divisors. Moreover, he 
gave a canonical form for each equivalence class. There is a good exposition of 
his results in Gantmacher [3, Chapter 121. 
Consider now a pencil of the block form 
(sZ-A B)=s(Z 0)+(-A B). 
It is readily shown that this is strictly equivalent to another pencil (sZ- d Z?) 
of the same form if and only if there exist a nonsingular nXn matrix T, a 
nonsingular m X m matrix G, and an m X n matrix F such that 
These are exactly the transformations that are used in the reduction to 
Brunovsky canonical form. The controllability indices of the pair (A, Z3) are 
just the right Kronecker indices of the pencil (sZ- A B). 
The numerous interrelationships in linear systems theory, of which this is 
only one instance, are what make the subject both attractive and fruitful. 
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