Abstract -The third-kind boundary-value problem for a second-order elliptic equation on a polygonal domain with variable coefficients, mixed derivatives, and first-order terms is approximated by a linear finite element method with first-order accurate quadrature. The corresponding bilinear form does not need to be strongly positive. The discretisation is equivalent to a finite difference scheme. Although the discretisation is in general only first-order consistent, supraconvergence, i.e., convergence of higher order, is shown to take place even on nonuniform grids. Local error estimates of optimal order min(s, 3/2) (with a logarithmic factor if s = 3/2) in the H 1 (Ω)-norm are proved for s ∈ (1/2, 2] if the exact solution is in the SobolevSlobodetskij space H 1+s (Ω). If neither oblique boundary sections nor mixed derivatives occur, then the optimal order s is achieved. The supraconvergence result is equivalent to the supercloseness of the gradient.
Introduction
We consider the discretisation of the differential equation
Au := −(au x ) x − (bu x ) y − (bu y ) x − (cu y ) y + du x + eu y + f u = g in Ω ⊂ R 2 (1.1) with variable coefficients subject to the Robin boundary conditions Bu := au x η x + bu x η y + bu y η x + cu y η y + αu = ψ on Γ := ∂Ω, (1.2) where Ω is a simple polygonal domain and (η x , η y ) denotes the outer normal on Γ. The coefficients and the right-hand sides are assumed to be sufficiently smooth. Moreover, A is assumed to be uniformly elliptic and the corresponding homogeneous problem with g = ψ = 0 is supposed to possess the trivial solution u = 0, only. It is, however, not necessary to assume strong positiveness of the corresponding bilinear form. The discretisation is obtained from linear finite elements on a triangulation T H of Ω, which relies upon a nonuniform rectangular grid Ω H , in combination with an appropriate first-order quadrature. This fully discrete finite element method is equivalent to a finite difference method on Ω H .
Although the scheme is in general only first-order consistent, we prove higher-order convergence. Let u H denote the finite difference solution, P H -the piecewise linear interpolation with respect to T H (note that P H u H then is the corresponding finite element solution), R H -the pointwise restriction on Ω H , and · 1,2 -the usual H 1 (Ω)-norm. For a quasiuniform sequence of grids Ω H with a maximum meshsize H max tending to zero, we derive a local error estimate from which the global estimate P H R H u − P H u H 1,2 = O(H min(s,3/2) max ) for s ∈ (1/2, 2], s = 3/2, and P H R H u −P H u H 1,2 = O(H 3/2 max log H −1 max ) for s = 3/2, respectively, follows if u ∈ H 1+s (Ω). For s ∈ {1, 2}, the estimate even holds without the assumption of quasi-uniformity. If Ω is a union of rectangles then for s = 3/2, the logarithmic factor does not appear. If, moreover, there are no mixed derivatives, then even the optimal order s can be shown. As a consequence, a global estimate of order O(H s max ) is obtained for s ∈ [1, 2] even for an arbitrary sequence of nonuniform grids if there are no oblique boundary sections and no mixed derivatives. Again by interpolation, a global estimate of order O(H (1+s)/2 max ) follows for an arbitrary sequence of nonuniform grids in case Ω is a union of rectangles. By assuming u ∈ H 1+s (Ω) ∩ W 2,∞ (Ω), local error estimates can be proved that lead to global estimates of order O(H min(s,3/2) max ) without the logarithmic factor even if oblique boundary sections and mixed derivatives occur. Note that the supraconvergence results also show the supercloseness property for the gradient in the context of finite elements.
The super-and supraconvergence of finite elements and finite difference solutions, respectively, have been considered by many authors; we refer, in particular, to the pioneering work [44] as well as to [7, 22, 28, 31, 50, 53] and the references cited therein.
Besides elliptic problems, also other types of equations have been considered; without being exhaustive, we refer to [5, 40, 48] for parabolic equations, to [4, 23, 51] for second-order hyperbolic equations, to [43] for first-order hyperbolic equations, to [14] for the Korteweg-de Vries equation, and to [39] for other semi-and quasilinear time-dependent problems. Recently, also the supraconvergence of finite volume discretisations for linear advection problems has been studied (see [45] ).
Finite difference approximations of linear second-order elliptic equations with Dirichlet boundary conditions have been analysed, mostly by means of function space interpolation techniques and by measuring the error in a discrete Sobolev norm, in [6, 21, 24-26, 34, 41, 49] (and other papers by the same authors), see also [54] for a finite element discretisation on a nonuniform rectangular partition. In order to obtain higher-order convergence on nonuniform grids, often a correction is added to the standard finite difference scheme on a uniform grid. This is different from the results of [3, [11] [12] [13] and of this paper where no correction is needed.
The supercloseness property, which follows from the supraconvergence results, plays an important rôle in postprocessing, recovery techniques for the gradient, and a posteriori error estimates (see [1, 2, 8, 9, [16] [17] [18] [19] 29, 30, 35, 36, 38, 52] and the references cited therein). In all these papers, either a uniform grid or a smooth transformation of a uniform grid (cf., e.g., [35] ) has to be assumed in order to obtain optimal second-order convergence for the gradient in the L 2 (Ω)-norm if u ∈ H 3 (Ω). Moreover, the coefficients are often supposed to be constant, the domain is often the unit square or with a smooth boundary, and the quadrature used in [35] is of second order, which differs from the first-order quadrature studied in this paper. Except for [17, 36] , only Dirichlet boundary conditions are considered. The order of convergence in [17] is 3/2 for Neumann boundary conditions if (except near the smooth boundary) a uniform grid is used. Also in the tables in [36] , one can find order 3/2 but for bilinear elements. In the recent paper [1] , again mixed derivatives and Neumann boundary conditions are allowed; the maximum order of convergence proven there is O(h 2 log 1/2 h −1 ) if the exact solution is in W 3,∞ (Ω) and if the triangulation is quasi-uniform and most of the adjacent triangles fulfill the so-called O(h 2 )-parallelogram property. Recently, the supercloseness property has been studied in [37, 47] for the finite element discretisation of the Poisson and convection-diffusion equation with Dirichlet boundary conditions relying on quadrilateral nonconforming elements even on nonuniform grids.
In [27] , a particular finite difference discretisation of (1.1), (1.2) with mixed derivatives but without lower-order terms was considered on an equidistant partition of the unit square and global estimates for the error measured in the discrete
Preceding results can be found in [33, 46] , where the finite difference method on a uniform grid in [33] for (1.1), (1.2) without lower-order terms and in [46] for the Poisson equation with third-kind boundary conditions, respectively, has been studied on the unit square. The error measured in the discrete H 1 -norm is shown to be of order O(h min(s,3/2) ) (s ∈ (1/2, 2], s = 3/2) and O(h 3/2 log h −1 ) (s = 3/2) if u ∈ H 1+s (Ω). Our paper is to some extent a continuation of [3, [11] [12] [13] : In [12] , the authors deal with the differential operator (1.1) on a simple polygonal domain subject to Dirichlet boundary conditions instead of (1.2) and show a local error estimate for P H R H u − P H u H 1,2 of second order on arbitrary nonuniform grids if u ∈ C 4 (Ω) and if there are no oblique boundary parts in the case b = 0. In this latter case, the convergence order reduces to O(H 3/2 max ) if Γ contains oblique parts. In [13] , again (1.1) (but with first-order terms in divergence form) is considered on a simple polygonal domain subject to Dirichlet boundary conditions and local error estimates are proved showing first-and second-order convergence if u ∈ H 2 (Ω) and u ∈ H 3 (Ω), respectively, and if there are no oblique boundary parts or if b = 0. In the case that Γ possesses oblique parts and b = 0, again order 3/2 can be retained if u ∈ H 3 (Ω) ∩ C 2 (Ω) and, by interpolation, order O(H (1+s)/2−ε max ) with arbitrary ε > 0 can be shown for u ∈ H 1+s (Ω) (s ∈ (1, 2] ). For the third-kind boundary-value problem (1.1), (1.2) on a domain Ω that is the union of rectangles but without mixed or first-order derivatives (b = d = e = 0), local error estimates showing supraconvergence of order s for s ∈ (1/2, 2] if u ∈ H 1+s (Ω) are proved in [11] . Preliminary results for the one-dimensional case were obtained in [3] . The aim of this paper is to generalise the results of [11] by admitting also mixed and first-order derivatives in the differential operator A as well as a polygonal domain.
An essential step here and in the analysis in [11] [12] [13] is the fact that the discretisation can be regarded as a fully discrete finite element method with quadrature but also as a finite difference method.
Discretisation and error estimates
The variational problem corresponding to (1.1), (1.2) reads as
with the sesquilinear form
We employ the usual notation for Lebesgue-, Sobolev-, Sobolev -Slobodetskij spaces and spaces of continuously differentiable functions. In particular, we denote by (·, ·) and (·, ·) Γ the inner product on L 2 (Ω) and L 2 (Γ), respectively, and by · r,p,D and | · | r,p,D the usual norm and seminorm on W r,p (D), respectively, for a domain D (where we omit the subscript D if D = Ω and set H r (D) = W r,2 (D)). For properties of the aforementioned function spaces and embedding theorems, we refer in particular to [42] (cf. also [32, pp. 385ff.] ). As the boundary Γ is only Lipschitz, the norm of Sobolev -Slobodetskij spaces on Γ shall be defined through summing up over disjoint straight boundary sections, which is different from the usual definition. In particular, the continuous embedding H r (Ω) ֒→ H r−1/2 (Γ) then holds true for all r > 1/2.
For the discretisation, let h = {h j } j∈Z and k = {k ℓ } ℓ∈Z be two sequences of positive real numbers and consider the two-dimensional grid
Moreover, let x j+1/2 := x j + h j /2 = x j+1 − h j /2 := x (j+1)−1/2 with an analogous notation for the y-direction.
Throughout this paper, we impose the following assumptions: (H1) The coefficients in A and B as well as ψ are sufficiently smooth such that all are at least uniformly continuous and g ∈ L 2 (Ω). (H2) The differential operator A is uniformly elliptic in Ω and the corresponding homogeneous variational problem (2.1) is uniquely solvable.
(H3) The vertices of Ω are in Γ H . The triangulation T H is a set of open triangles in which the vertices are the grid points of Ω H . The intersection of Γ with a rectangle := (x j , x j+1 ) × (y ℓ , y ℓ+1 ) is either empty or a diagonal of . (H4) The set Λ describes the sequence {Ω H } H∈Λ of grids with H max := max{h j , k ℓ : j, ℓ ∈ Z} tending to zero.
Note that (H2) implies the unique solvability of (2.1) (cf. [42, Thm. 4.11] ). Moreover, we should remark that polygonal domains with an acute angle, whose both sides are nonparaxial, do not satisfy (H3).
We say that {Ω H } H∈Λ is quasi-uniform if all possible quotients of mesh sizes of Ω H are bounded independently of H. Throughout this paper, we assume H max is sufficiently small. By W H , we denote the space of grid functions on Ω H . For convenience, we tacitly assume that a function v H ∈ W H is extended on R H by zero. We often write v P instead of v H (P ). For P = (x j , y ℓ ) ∈ Ω H , let
defines an inner product on W H and on the space of grid functions on Γ H , respectively. With the triangulation T H , we associate the piecewise linear interpolation
Besides, we use the pointwise restriction R H : C(Ω) → W H on the grid Ω H (or on Γ H for functions defined on Γ).
and with forms c H and e H defined analogously to a H and d H , respectively. Here, the subscript △, x denotes the value at the midpoint of the side of △ ∈ T H parallel to the x-axis. The definition of the form b H , which corresponds to mixed derivatives, is more intrigued and is based upon two special triangulations T
H and T
H . Let △ (⊥) j,ℓ denote an open triangle having an angle π/2 at (x j , y ℓ ) ∈ R H and two adjacent grid points as further vertices. We then define T (ν)
△ : (x j , y ℓ ) ∈ R H with j + ℓ + ν being odd .
With T (ν)
H , we associate the piecewise linear interpolation P Let (x △ , y △ ) ∈ Ω H be the vertex of △ ∈ T H that corresponds to the angle π/2 and (x △ , y △ ), (x △ ,ỹ △ ) ∈ Ω H be the other two vertices. We then define
where for ν = 1, 2
The fully discrete Galerkin approximation now reads as
with the right-hand side g H and the boundary value ψ H defined via
It can be shown that scheme (2.4) is equivalent to the finite difference approximation
supplemented by an appropriate approximation of the boundary condition (cf. also [11] ). In particular, we have
Here, we make use of the divided differences
and the corresponding divided differences in the y-direction. We also apply these difference operators on functions defined on Ω taking the points subscripted as arguments. 
By C, we denote a generic positive constant that is independent of significant quantities such as the grid size. As P H · 1,2 defines a norm on W H , Proposition 2.1 shows the inverse stability of the difference operator
* . It also proves, for H max being small enough, the unique solvability of the discrete problem even if the bilinear form is not strongly positive.
For the error of the numerical solution compared with the piecewise linear interpolant of the exact solution, we then find
with the truncation error
We can now state our main results that will be proved in the subsequent sections.
and assume that {Ω H } H∈Λ is quasi-uniform if s = 1. For H max being sufficiently small, the discretisation error satisfies the estimate
Remark 2.1. Theorem 2.1 remains true if the approximation ψ H = R H ψ is replaced by an averaged approximation with
If △ ∈ T H has an edge on Γ, we denote it by Γ P with P being its midpoint. For what follows, let Γ 1/2 be the set of all these midpoints and let Γ xy 1/2 ⊂ Γ 1/2 be the set of all midpoints corresponding to an oblique edge on Γ. The triangle corresponding to P ∈ Γ xy 1/2 will be denoted by △ P ∈ T obl H . Moreover, we set σ obl := 1 in the case of oblique boundary sections and σ obl := 0 otherwise, as well as σ b := 1 if b = 0 and σ b := 0 otherwise.
, and assume that {Ω H } H∈Λ is quasi-uniform if s = 2. For H max being sufficiently small, the discretisation error satisfies the estimate
If Ω is the union of rectangles (i.e., Γ Remark 2.2. As one can infer from the proofs, the term P ∈Γ
in the local estimate in Theorem 2.2 can be replaced by
where S⊂△ P is a finite sum over some characteristic line segments in
can also be replaced by P ∈Γ
In both cases, a global estimate of order O(H
) without a logarithmic factor follows.
Interpolating the convergence results for s = 1 and s = 2 immediately proves
, and ψ ∈ H s (Γ). Moreover, let Ω be the union of rectangles. For H max being sufficiently small, the discretisation error satisfies the estimate
Although the preceding corollary provides convergence results for s ∈ [1, 2] even without assuming quasi-uniformity, neither local error estimates nor estimates for s ∈ (1/2, 1) can be derived in this way.
Remark 2.3. In the case of no mixed derivatives or no oblique boundary sections, the truncation error τ H (w H ) is of optimal order O(H s max ) if w H vanishes on Γ, for s = 2 even without assuming quasi-uniformity. If, however, mixed derivatives and oblique boundary sections occur, then for s 3/2 only suboptimal estimates can be derived; for s = 2 and w H = 0 on Γ, the suboptimal estimate remains valid again without assuming quasiuniformity. This is in accordance with the results known from [13] for the Dirichlet problem with mixed derivatives in a domain with oblique boundary sections where an error estimate of order O(H 3/2−ε max ) with ε > 0 has been shown if u ∈ H 3 (Ω).
Remark 2.4.
As is shown in [11, Remark 5.3, 5.4] , the averaged restriction of the righthand side g in (2.5) can be replaced by the pointwise restriction on Ω H if g ∈ H s (Ω) for s ∈ (1, 2] retaining the order of convergence. If, however, g is not smooth enough, then working with the pointwise restriction may destroy the higher order.
Notation
In this section, we collect all the notation that will be used in the course of proving the main results. Always, definitions analogous to those for the x-direction apply for the y-direction and vice versa. We firstly define some sets of points:
1/2 lying not on Γ or a side of a triangle △ ∈ T obl H , we set
with h P := x j+1/2 − x j−1/2 = (h j−1 + h j )/2 and
The same definitions apply for P ∈ Γ y 1/2 or a point P ∈ Ω y 1/2 that lies on a side of a triangle △ ∈ T obl H but with x j+1/2 and x j−1/2 being replaced by x j , h P being replaced by h j and h j−1 if (x j+1 , y ℓ+1/2 ) and (x j−1 , y ℓ+1/2 ) lies outside Ω, respectively (see also Figure) .
For P ∈ Ω xy 1/2 \Γ, the rectangle P can be split into four congruent rectangles
, and
A triangle △ ∈ T obl H can be characterised by the point P = (x j+1/2 , y ℓ+1/2 ) ∈ Γ xy 1/2 lying on its oblique side, and we often write △ P instead of P . We set h P := h j , k P := k ℓ . Moreover, let P I , P II , P III be the vertices of this triangle such that P III always corresponds to the angle π/2, the line between P I and P III is parallel to the y-axis, and the line between P II and P III is parallel to the x-axis. By P IV and P V , we denote the midpoint of the side parallel to the y-and x-axis, respectively. We have Γ P = Γ I P ∪ Γ II P with Γ i P being the line segment between P and P i (i ∈ {I, II}). The line segment between P IV and P I is denoted by S I P , the one between P V and P by S II P , and the one between P III and P IV by S III P (see Figure) . Furthermore, the triangle △ P can be split into a triangle △ I P with vertices P I , P, P IV , a triangle △ II P with vertices P II , P V , P , and a rectangle III P with vertices P III , P IV , P, P V . Note that |△
Finally, for a point P whatsoever, we denote by x P and y P its coordinates.
Low-order convergence: proof of Theorem 2.1
The truncation error (2.7) can be decomposed in terms corresponding to the parts of the differential operator. For all w H ∈ W H , we find from (2.3) -(2.5) the definitions of A, A H (·, ·), and the Green formula
H are given analogously. The following result is already known from [11] for a domain that is the union of rectangles. The proof in the present case of Ω having oblique boundary sections follows the same lines as that of [11, Lemmata 4.2, 4.3, 4.4] and is omitted here.
For the mixed derivatives, we observe the following.
Proof. In what follows, we decompose τ
H into the part τ 
We firstly concentrate on the contributions corresponding to Ω xy 1/2 \ Γ xy 1/2 . We find
and an analogous identity holds with P r instead of P l . Transformation on a reference squarê , employing the continuous embedding H s (ˆ ) ֒→ L 1 (Ŝ) with an arbitrary vertical line segmentŜ ⊂ˆ , and rescaling gives
and the same estimate with P r instead of P l . Since b ∈ W 1,2/(1−s) (Ω) ֒→ C(Ω), the generalised Bramble-Hilbert lemma (cf. [10] ) and the usual scaling and rescaling now yields for s ∈ (1/2, 1], P ∈ Ω xy 1/2 , i ∈ {1, 2, 3, 4}, and Q ∈ {P r , P l }
Here, we have employed
s which requires quasiuniformity for s ∈ (1/2, 1) but not for s = 1. The preceding estimate together with the Cauchy-Schwarz inequality and
(4.9)
shows that replacing b(P i ) by b(P ) in (4.7) leads to an error that is bounded as desired. Since δ (1/2) y u P l + δ (1/2) y u P r − 4(u(P + ) − u(P ))/k P vanishes for u = 1, x, y and since u ∈ H 1+s (Ω) ֒→ C(Ω), we find again with the generalised Bramble-Hilbert lemma for s < 1
The same estimate applies with u(P ) − u(P − ) instead of u(P + ) − u(P ).
If s = 1, we observe that for
u y (x j+1/2 , y)dy vanishes for u y = 1. The Bramble -Hilbert lemma furnishes the estimate wanted without assuming quasi-uniformity which remains true with u(P ) − u(P − ) instead of u(P + ) − u(P ). With | P | = h P k P and after applying the triangle inequality, the following contribution is left from (4.6) and (4.7) with the following contribution:
Similar to the arguments used before, we have
and the same bound applies for the term corresponding to S − P . For s = 1, the estimate holds again without assuming quasi-uniformity. Together with the Cauchy -Schwarz inequality, the asserted bound follows.
It remains to estimate the contributions to (4.6) and (4.7) arising from Γ xy 1/2 , i.e.,
Firstly, we see that
u y dy vanishes for u = 1, x, y and is linear and bounded for u ∈ H 1+s (Ω). The generalised Bramble-Hilbert lemma, together with
, and the Cauchy-Schwarz inequality, thus shows that k P δ
(1/2) y u P IV in (4.10) can be replaced by 2 S II P u y dy as the error can be bounded appropriately. Here, quasi-uniformity has not to be assumed if s = 1.
Secondly, we observe that b( 
The Bramble-Hilbert lemma again yields the optimal estimate that is valid for s = 1 even without assuming quasi-uniformity.
We now come to the first-order terms.
Proof. A simple calculation shows that
where (P H w H )(P ) = (w j,ℓ + w j+1,ℓ )/2 for P = (x j+1/2 , y ℓ ). Note that h P |S P | = | P | if P ∈ Ω x 1/2 lies on an edge of a triangle △ ∈ T obl H . For P ∈ Ω x 1/2 , we set
which allows to consider the contributions from triangles △ ∈ T obl H separately. The definition of ′ P also applies for points P ∈ Ω H . We then have with (4.3) that
where
(Ω), we find for s ∈ (1/2, 1) with the generalised Bramble-Hilbert lemma
Here, we have used the fact that d ∈ W 1,2/(1−s) (Ω) ֒→ C(Ω) and
Because of the quasi-uniformity of {Ω H } H∈Λ , we have |
C , and the estimate wanted follows. If s = 1, we observe that for P ∈ Ω
and hence the estimate asserted follows without assuming quasi-uniformity.
, we find with the Bramble -Hilbert lemma
which gives the estimate wanted, again without assuming quasi-uniformity if s = 1. Regarding F 3 , we firstly observe that
where r P and l P denotes the part of ′ P to the right and left of the vertical line through P ∈ Ω x 1/2 , respectively. So, we come up with
which gives, because of d ∈ C(Ω) and · 0,2, P · s,2, P , with (4.9)
With respect to the term G, we remember that (P H w H )(P V ) = w P II + w P III /2 and |△ P | = 4|△
With the same arguments as used in the first part of this proof, we find an optimal estimate for G P,1 . Since P H w H ∈ H 1 (Ω) ֒→ H 1/2 (Γ) with
it can be shown (with an argument analogous to (4.8)) that
The assertion finally follows from the application of the Cauchy-Schwarz inequality. The following result is already known from [11, Lemma 4.5] for a domain that is the union of rectangles. In the case of oblique boundary parts, the proof follows the same lines and shall be omitted. 
For the boundary terms, we finally have the following result. Lemma 4.5. Let s ∈ (1/2, 1], u ∈ H 1+s (Ω), α ∈ W 1,1/(1−s) (Γ), ψ ∈ H s (Γ), and assume that {Ω H } H∈Λ is quasi-uniform if s = 1. Then for all w H ∈ W H |τ Γ,H (w H )|
We omit the proof here as it follows the same arguments as [11, Lemmata 4.6, 4.7] . Proof of Theorem 2.1. Theorem 2.1 immediately follows from the lemmata in this section together with Proposition 2.1 upon noting that for the terms with c and e analogous results as for a and d, respectively, are at hand. Remember here that · s,2,Γ is the Euclidean sum of the corresponding norm taken over all straight boundary sections of Γ.
High-order convergence: proof of Theorem 2.2
Since τ Γ,H from (4.5) only admits a first-order estimate, we have to rely upon another decomposition of the truncation error. The main idea is to correct τ Γ,H so that it becomes of higher order and then to allocate this correction to the the truncation error related to the main part of the differential operator.
A simple calculation shows that for all w H ∈ W H and an appropriate function φ
In the following, let for w H ∈ W H and an appropriate function φ
H (w H ) + S 
H (w H ) +τ Γ,H (w H ) in place of (4.1). Sinceτ Γ,H consists of one-dimensional trapezoidal rules, we find
The proof, which is omitted here, relies upon the estimate
and follows the same arguments as the proof of [11, Lemma 5.8] . Further, the continuous embedding H 1+s (Ω) ֒→ H s (Γ P ) is employed. Note that the assumption ψ ∈ H s (Γ) is essential and does not follow from the regularity of the solution and coefficients together with (1.2) .
In what follows, we often make use of an estimate of the L 2 -norm on a boundary strip.
Lemma 5.2. For v ∈ H t (Ω) (0 t 1), the following estimate holds true:
Proof. Since the polygonal domain Ω possesses only a fixed number of oblique boundary sections, it suffices to consider one of them. So, let Γ ′ ⊂ Γ be one of the oblique boundary sections. Then all triangles △ ∈ T 
If Ω is the union of rectangles (i.e., Γ Proof. From (4.2), we find
The generalised Bramble -Hilbert lemma yields for P = (x j+1/2 , y ℓ ) ∈ Ω x 1/2 (which is in general not the midpoint of S P )
where quasi-uniformity is not needed if s = 2. Note that the result remains true if one replaces P by its lower or upper half. Hence, we can replace δ .4) by u x (P ) committing an error of the correct order. With
and summation by parts, we find
,
Since Ω 
Since η x (P ) = sgn η x (P )k P /|Γ P | (P ∈ Γ xy 1/2 ), we have
Obviously, G P,1 consists of one-dimensional trapezoidal rules. Arguing similarly as in [11, Lemma 5 .3], we find (with diam △ P = |Γ P | for P ∈ Γ xy 1/2 ) the optimal estimate
Note that quasi-uniformity is not needed if s = 2. The estimate of the one-dimensional trapezoidal rules in the y-direction leads indeed to a factor (k P /h P ) 1/2 that cannot be absorbed if it appears in connection with w P I − w P III since
is the best possible estimate (remember here (4.13)). But since P ∈ Γ xy 1/2 , the quotient k P /h P is just a constant slope of the corresponding oblique boundary section of Γ.
Regarding G P,2 , one can show that
Here, for 1 < s < 2, we use u x ∈ H s (Ω) ֒→ C(Ω) and a Taylor expansion of a ∈ W 2,2/(2−s) (Ω) ֒→ C 1 (Ω). Upon noting au x 2,2,△ P C a 2,∞ u x 2,2,△ P , the estimate again holds without assuming quasi-uniformity if s = 2. So, we can replace 2((au x )(P V )−(au x )(P )) by −((au x )(P I ) − (au x )(P III )) at the expense of an error having the correct order. It thus remains to estimate
The Bramble -Hilbert lemma and (4.13) only allow to prove the suboptimal estimate
Here, we used the fact that a ∈ W 2,2/(2−s) (Ω) ֒→ C 1 (Ω) and u x ∈ H s (Ω) ֒→ H 1 (Ω) implies |au x | 1,2,△ P C a 1,∞ u x 1,2,△ P . Note that estimate (5.10) again does not require quasiuniformity if s = 2 since k P /h P is the slope of the corresponding oblique boundary section of Γ.
The global estimate asserted can be derived from the preceding estimates and Lemma 5.2.
For the truncation error due to mixed derivatives, we have the following result.
If Ω is the union of rectangles (i.e., Γ xy 1/2 = ∅), then the local estimate above yields order O(H min(s,3/2) max ). Proof. As in the proof of Lemma 4.2, we concentrate on the contributions due to −(bu y ) x that are denoted by a superscript yx. We have for all (w H ) − G 1 with G 1 given by (4.10). We then find from (4.6) and (4.7)
For the sum F 1 in (5.12), we firstly conclude from the Bramble -Hilbert lemma and (4.8)
The application of the Cauchy -Schwarz inequality and (4.9) thus shows that the error that appears when replacing b(
by 2b(P r ) and, analogously, b(P 2 ) + b(P 3 ) by 2b(P l ) in F 1 can be bounded as desired. Here, quasi-uniformity of Ω H H∈Λ is only needed if s = 2. For P = (x j+1/2 , y ℓ+1/2 ) ∈ Ω xy 1/2 , the quantity
vanishes for b = 1 and arbitrary u y as well as for arbitrary b and u y = 1, and is bounded for
The bilinear lemma yields
We further have with (4.8)
and with arguments similar to those already used before
So, we are left with
In the next step, we employ the identity
(5.16) Since the first member of the right-hand side of (5.16) vanishes for b = 1, x, y, we find
which leads to the estimate desired. The second member of the right-hand side of (5.16) can be bounded as in (5.13) . This, finally, shows that F 1 can be bounded appropriately. Moreover, we do not need to assume quasi-uniformity in the case s = 2. We now come to F 2 in (5.12). Due to an estimate similar to (5.13), we can firstly replace
u H P rl with the mean values b P 12 := (b(P 1 ) + b(P 2 ))/2 and b P 34 := (b(P 3 ) + b(P 4 ))/2 leading only to an error of the order we need. Reasoning as in (5.14), we secondly replace b P 12 by b(P + ) and b P 34 by b(P − ). Applying then (5.15) and
we are left with
to be estimated. With the aid of identity (5.6), the quantity F ′ 2 can be rewritten as
Here, G 2 is needed to correct the contributions at the boundary Γ y that arise when the sum F ′ 2 , which is taken over all P ∈ Ω xy 1/2 , is rearranged to a sum over all P ∈ Ω y 1/2 . Similarly, G 3 appears in the rearrangement of the sum if P ∈ Ω y 1/2 lies on a side of a triangle △ ∈ T obl H . With the Cauchy -Schwarz inequality and a relation analogous to (4.9), we find 18) where for P = (x j , y ℓ+1/2 ) ∈ Ω y 1/2
, we find for E 1 and E 2 with the generalised Bramble -Hilbert lemma
For E 3 , we apply the Bramble -Hilbert lemma with respect to b ∈ W 2,2/(2−s) (Ω) as well as the embedding u y ∈ H s (Ω) ֒→ C(Ω) and come up with
Regarding E 4 , we observe that
where P is the center of P and h
Without going into much detail, all the four sums can be bounded appropriately.
Let s = 2 such that b ∈ W 2,∞ (Ω) and u ∈ H 3 (Ω). For P = (x j , y ℓ+1/2 ) ∈ Ω y 1/2 , we find
Upon noting the embeddings u y ∈ H 2 (Ω) ֒→ C(Ω) and u yx ∈ H 1 (Ω) ֒→ L 1 (S) for any line segment S ⊂ Ω, the integrand of the outer integral is well-defined for almost all x. After carrying out the differentiation with respect to x, we wish to replace b(x, y ℓ ) as well as b(x, y ℓ+1 ) by b(x, y ℓ+1/2 ) and b x (x, y ℓ ) as well as b x (x, y ℓ+1 ) by b x (x, y ℓ+1/2 ). This leads to an error of order (h P k P ) 1/2 since in particular
Similar estimates apply to the other terms appearing in the replacing. We are thus left with
The integrand of the outer integral is the sum of one-dimensional rectangular rules applied to (bu y ) x . With the Cauchy-Schwarz inequality, we have
the estimate for the other part in F ′ P being analogous. This leads to |F P | C(h P k P ) 1/2 × b 2,∞ u y 2,2, P that gives together with (5.18) the estimate desired (without requiring quasiuniformity).
After all, it remains to estimate the contributions from or near the boundary, i.e.,
where G 1 is given by (4.10), G 2 , G 3 by (5.17), and S x Γ,H (bu y , w H ) by (5.2). We find
For G y , the generalised Bramble -Hilbert lemma only yields the suboptimal estimate
Here, we used the fact that u y ∈ H s (Ω) ֒→ H s−1/2 (Γ P ) is uniformly continuous on Ω and |u y | 1,2,Γ P C u y s−1/2,2,Γ P for 3/2 < s 2 . With b ∈ W 2,2/(2−s) (Ω) ֒→ C(Ω) and (4.13), it follows
and the Cauchy -Schwarz inequality proves the asserted bound that holds for s = 2 without quasi-uniformity. Regarding G xy , we can write
As in (5.7), G P,1 can be optimally estimated (without quasi-uniformity if s = 2). Since
In G P,2 , reasoning as in the first part of this proof, we can replace b(P I ) + b(P III ) /2 by b(P IV ) and afterwards δ
(1/2) y u P IV by u y (P IV ) (see also (5.5)) as this leads to an error that can be bounded optimally. If Q and R ∈ △ P are two points lying on a straight line in △ P , then the Bramble -Hilbert lemma furnishes (similarly as in (5.9), (5.10))
This, together with (5.8) and (4.13), shows that
if {Ω H } H∈Λ is quasi-uniform for s ∈ (1, 2) (which is not needed for s = 2). The assertion now follows with Lemma 5.2. Let us now consider τ
(f )
H ; the terms with first-order derivatives will be studied afterwards. This, together with |△ P | 1/2 |w P III | C P H w H 0,2,△ P , yields the estimate desired that holds without assuming quasi-uniformity if s = 2.
Since f ∈ W 2,2/(2−s) (Ω) ֒→ C 1 (Ω), we find as usual |F i P | C |△ P | −1/2 |Γ P | u 1,2,△ P , i ∈ {I, II, III} .
Because of
it follows (without assuming quasi-uniformity) |△ P | F i P w P i − w P III C |Γ P | 2 u 1,2,△ P |P H w H | 1,2,△ P , i ∈ {I, II} , which leads to the optimal estimate. Because of (5.3), we also find |△ P | F i P |w P i | C |Γ P | 3/2 u 1,2,△ P P H w H 0,2,Γ P , i ∈ {I, II} .
This leads to the local estimate asserted. The global estimate follows with Lemma 5.2. For the terms with first-order derivatives, we obtain the following result. |△ P | (du x )(P I ) w P I − (du x )(P II ) w P II =: F + G.
With the techniques already known, F can be bounded as asserted. It remains to estimate the contribution G that appears due to the oblique boundary parts. For P ∈ Γ xy 1/2 , we have (du x )(P I ) w P I − (du x )(P II ) w P II = (du x )(P I ) − (du x )(P II ) w P I + +(du x )(P II ) w P I − w P II =: G P,1 + G P,2 .
Since d ∈ W 2,2/(2−s) (Ω) ֒→ C 1 (Ω) and u x ∈ H s (Ω) ֒→ H s−1/2 (Γ P ), we find from the generalised Bramble -Hilbert lemma together with (5.3) |△ P | |G P,1 | C |△ P | |Γ P | −1+min(1,s−1/2) |du x | min(1,s−1/2),2,Γ P P H w H 0,2,Γ P C|Γ P | min(2,s+1/2) d 1,∞ u x s−1/2,2,Γ P P H w H 0,2,Γ P .
Here, we made use of the fact that for 1 < s < 3/2 |du x | s−1/2,2,Γ P C d 0,∞ |u x | s−1/2,2,Γ P + |Γ P | 3/2−s |d| 1,∞ u 0,2,Γ P C d 1,∞ u x s−1/2,2,Γ P and for 3/2 s 2 |du x | 1,2,Γ P C d 1,∞ u x 1,2,Γ P C d 1,∞ u x s−1/2,2,Γ P .
For G P,2 , we can only prove a suboptimal estimate. With u x ∈ H s (Ω) ֒→ H s−1/2 (Γ P ) ֒→ C(Γ P ) and (4.13), it follows |△ P | |G P,2 | C |△ P | |Γ P | −1/2 d 0,∞ u x s−1/2,2,Γ P |P H w H | 1/2,2,Γ P C|Γ P | 3/2 u x s−1/2,2,Γ P |P H w H | 1/2,2,Γ P .
The foregoing estimates are again valid for s = 2 without assuming quasi-uniformity. The assertion follows from the application of the Cauchy -Schwarz inequality. Proof of Theorem 2.2. The assertion of Theorem 2.2 is an immediate consequence of the lemmata in this section together with Proposition 2.1, since for the terms with the coefficients c and e analogous results hold as for a and d, respectively. Moreover, we have u s,2,Γ P C u 1/2+s,2,Γ P as well as P ∈Γ 1/2 u 2 1/2+s,2,Γ P u 2 1+s,2 .
