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The influence of the first term of an arithmetic progression
Daniel Fiorilli
Abstract
The goal of this paper is to study the discrepancy of the distribution of arithmetic sequences
in arithmetic progressions. We will fix a sequence A = {a(n)}n1 of non-negative real numbers
in a certain class of arithmetic sequences. For a fixed integer a = 0, we will be interested in the
behaviour of A over the arithmetic progressions a mod q, on average over q. Our main result is
that, for certain sequences of arithmetic interest, the value of a has a significant influence on
this distribution, even after removing the first term of the progressions.
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1. Introduction
The study of arithmetic sequences is a central problem in number theory. Undoubtedly, it is the
sequence of prime numbers which has attracted the most attention among number theorists,
leading to many theorems and conjectures. Other important sequences include integers which
can be written as the sums of two squares, twin primes (primes p such that p + 2 is also a
prime), divisor sequences and so on. In general, number theorists are interested in sequences
with arithmetical content, and one can formally define wide classes of such sequences. Some
phenomena occurring in the theory of prime numbers happen to be true for much wider classes
of arithmetic sequences, such as the Bombieri–Vinogradov theorem, for example (see [3, 4, 5]).
Another example is the Granville–Soundararajan uncertainty principle (see [11]).
We will fix an integer a = 0 and study the distribution of an arithmetic sequence A =
{a(n)}n1 in the progressions a mod q, on average over q. The sequence A should be seen as
the characteristic function of the set of integers having certain arithmetical properties, or a
weighted version of such a function. For this reason, we will assume that the a(n) are real and
non-negative. Under certain hypotheses, we will show how certain sequences remember the first
term, that is, how the value of a can influence the distribution of A in the progressions a mod q.
Examples of sequences covered by our analysis include the sequences of primes, sums of two
squares (or more generally values of positive definite binary quadratic forms), prime k-tuples,
that is, integers n such that a1n + b1, a2n + b2, . . . , akn + bk are all prime (conditionally) and
integers without small prime factors. We will see that, in each of these examples, values of
a which have the property that a(a) > 0 have a negative influence. (By a having a negative
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influence, we mean that, on average over q, the residue classes a mod q contain fewer elements
of the sequence A compared with other residue classes.) More mysteriously, there are other
values of a having a negative influence, and it is not clear to me why these come up.
The structure of the paper is as follows. We begin in Section 2 by stating our concrete
results for each of the arithmetic sequences mentioned earlier, to highlight the phenomena we
will describe later on in more generality. In Section 3, we give a framework to study general
arithmetic sequences and state the hypotheses on which our main theorems will depend. These
hypotheses will be crucial in the proofs of Section 5. Our general results are stated in Section 4,
and proved in Section 5. As we will see in Section 6, most of the concrete examples we give
satisfy the hypotheses of Section 3, but in some cases we need to slightly modify the analysis.
We also see in this section exactly which hypotheses are needed for each result.
2. Examples
Before we state the general result, let us look at concrete examples. Throughout,A = {a(n)}n1
will be a fixed sequence of non-negative real numbers and a = 0 will be a fixed integer, on which
every error term can possibly depend. We will adopt the convention that, for negative values
of a, a(a) := 0 (and similarly for Λ(a)). Moreover, M = M(x) will denote a function tending
to infinity with x. We define the following counting functions.
Definition 2.1.
A(x) :=
∑
1nx
a(n), Ad(x) :=
∑
1nx:
d|n
a(n), A(x; q, a) :=
∑
1nx
n≡a mod q
a(n).
2.1. Primes
The first example we give is the sequence of prime numbers.
Theorem 2.2. Let A > 0 be a fixed real number and fix  > 0. We have, for M = M(x) 
(log x)A, that
1
(φ(a)/a)(x/M)
∑
qx/M
(q,a)=1
(
ψ(x; q, a)− Λ(a)− ψ(x)
φ(q)
)
is
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∼ −1
2
logM if a = ±1,
∼ −1
2
log p if a = ±pe,
= O(M−205/538+) otherwise,
(1)
where the constant implied in O depends on a,  and A.
Remark 2.3. This improves on a result of Friedlander and Granville [10], who showed
that in this range of M , the left-hand side of (1) is O(logM). We refer the reader to [9] for a
more detailed analysis of this case, as well as a more precise estimate.
2.2. Integers represented by a fixed positive definite binary quadratic form, with multiplicity
The second example we consider is the sequence of integers which can be represented by a
fixed positive definite binary quadratic form Q(x, y) with integer coefficients, counted with
multiplicity, that is,
a(n) := #{(x, y) ∈ Z20 : Q(x, y) = n}.
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We will define rd(n) to be the total number of distinct representations of n by all of the
inequivalent forms of discriminant d (which is not to be confused with a(n)). By distinct
representations, we mean that we count the representations modulo automorphisms of the
forms. We also define the function
ρa(q) :=
1
q
·#{1  x, y  q : Q(x, y) ≡ a mod q}.
Theorem 2.4. Suppose that Q(x, y) = αx2 + βxy + γy2 is a fixed positive definite
quadratic form (with integer coefficients) of discriminant d := β2 − 4αγ < 0, with (α, β, γ) = 1
and d ≡ 1, 5, 9, 12, 13 mod 16 (for simplicity). Fix an integer a such that (a, 2d) = 1 and fix
 > 0. We have, for M = M(x)  xλ where λ < 112 is a fixed real number, that
1
x/M
∑
qx/M
(
A(x; q, a)− a(a)− ρa(q)
q
A(x)
)
= −CQρa(4d)rd(|a|) + O
(
1
M1/3−
)
, (2)
with
CQ :=
AQ
2L(1, χd)
(
=
wd
√|d|
4πhd
AQ
)
,
where AQ is the area of the region {(x, y) ∈ R20 : Q(x, y)  1}, χd := (4d/·), wd is the number
of units of Q(
√
d) and hd is its class number. The constant implied in O depends on a, , λ and
Q.
Remark 2.5. The number ρa(4d) is either zero or equal to 2ω(2d), 2ω(2d)−2 or 3 · 2ω(2d)−2,
depending on Q(x, y) (ω(n), denotes the number of distinct prime factors of n) (see
Lemma A.3). For this reason, if ρa(4d) > 0, then it is independent of a.
Therefore, there is no bias if ρa(4d) = 0 or if |a| cannot be represented by a form of
discriminant d. However, if this is not the case, then the bias is proportional to the number of
such representations.
2.3. Sums of two squares, without multiplicity
The next example is the sequence of integers which can be written as the sum of two squares,
without multiplicity. We define
a(n) :=
{
1 if n = +,
0 else.
For a fixed odd integer a, we define the multiplicative function ga(q) on prime powers as follows.
For p = 2 such that pf ‖ a with f  0,
ga(pe) :=
1
pe
×
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if p ≡ 1 mod 4,
1 if p ≡ 3 mod 4, e  f, 2 | e,
1
p
if p ≡ 3 mod 4, e  f, 2  e,
1 +
1
p
if p ≡ 3 mod 4, e > f, 2 | f,
0 if p ≡ 3 mod 4, e > f, 2  f.
(3)
Moreover, ga(2) := 12 and, for e  2, ga(2e) := (1 + (−1)(a−1)/2)/2e+2.
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Theorem 2.6. Fix an integer a ≡ 1 mod 4. We have, for M = M(x)  (log x)λ where λ <
1
5 is a fixed real number, that
1
x/2M
∑
x/2M<qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
∼ −
(
logM
log x
)1/2 (−4)−a−1(2a + 2)!
(42a − 1)(a + 1)!π
∏
pf‖a:
p≡3 mod 4,
fodd
log(p(f+1)/2)
logM
, (4)
where a := #{pf ‖ a : p ≡ 3 mod 4, 2  f} is the number of primes dividing a to an odd power
and which are congruent to 3 mod 4.
Remark 2.7. The right-hand side of (4) is o((log x)−1/2) if and if only |a| cannot be written
as the sum of two squares. Also, if |a| = +, then it is equal to −(1/2π)(logM/log x)1/2.
Moreover, one can show that if a ≡ 3 mod 4, then the left-hand side of (4) is always
o((log x)−1/2).
2.4. Prime k-tuples
The next example concerns prime k-tuples. Let H = {L1, . . . ,Lk} be a k-tuple of distinct linear
forms Li(n) = ain + bi, with ai, bi ∈ Z, ai  1, and define
P(n;H) :=
∏
L∈H
L(n).
We will suppose that H is admissible, that is, for every prime p,
νH(p) := #{x mod p : P(x;H) ≡ 0 mod p} < p.
Define
a(n) :=
∏
L∈H
Λ(L(n)) = Λ(a1n + b1)Λ(a2n + b2) · · ·Λ(akn + bk).
The singular series associated to H is
S(H) :=
∏
p
(
1− νH(p)
p
)(
1− 1
p
)−k
.
Note that if (P(a;H), q) > 1, then A(x; q, a) is bounded. Fix δ > 0. The Hardy–Littlewood
conjecture stipulates that there exists a function L(x) tending to infinity with x such that if
(P(a;H), q) = 1,
A(x) = S(H)x + O
(
x
L(x)2+2δ
)
. (5)
Define
γ(q) :=
∏
p|q
(
1− νH(p)
p
)
.
Theorem 2.8. Assume that (5) holds uniformly for all admissible k-tuples H˜
such that |ai|  L(x)1+δ and |bi| = O(1). Fix a k-tuple H = {L1, . . . ,Lk}. We have, for
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M = M(x)  L(x), that the average
1
(φ(P(a;H))/P(a;H))(x/2M)
∑
x/2M<qx/M :
(q,P(a;H))=1
(
A(x; q, a)− a(a)− A(x)
qγ(q)
)
is
⎧⎪⎨
⎪⎩
∼ − (logM)
k−ω(P (a;H))
2(k − ω(P(a;H)))!
∏
p|P(a;H)
p− νH(p)
p− 1 log p if ω(P(a;H))  k,
= O(M−δk) otherwise,
where δk > 0 is a positive real number depending on k, and ω(n) denotes the number of distinct
prime factors of n. The constant implied in O depends on a, δ and H.
In the case of twin primes, we have H = {n, n + 2}, so P(a,H) = a(a + 2), and the function
νH is given by νH(2) = 1 and νH(p) = 2 for odd p. We obtain that the average is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∼ −(logM)2/4 if a = −1,
∼ − log 3
4
logM if a = 1,−3,
∼ − log 2
2
logM if a = 2,−4,
∼ − log p log q
2
p− νH(p)
p− 1
q − νH(q)
q − 1 if a(a + 2) = ±p
eqf ,
O(M−δ2) if ω(a(a + 2))  3.
2.5. Integers free of small prime factors
For y = y(x) a function of x, we define
ay(n) :=
{
1 if p | n⇒ p  y
0 else
A(x, y) :=
∑
nx
ay(n),
γy(q) :=
∏
p|q
p<y
(
1− 1
p
)
, A(x, y; q, a) :=
∑
nx
n≡a mod q
ay(n).
Theorem 2.9. Fix a = 0, 0 < δ < 12 and M = M(x)  (log x)1−δ. If
νy(a,M) :=
1
(x/2M)(φ(a)/a)
∑
x/2M<qx/M
(q,a)=1
(
A(x, y; q, a)− ay(a)− A(x, y)
qγy(q)
)
,
then, for y  e(logM)1/2−δ with y →∞,
νy(a,M) =
{
− 12 + o(1) if a = ±1,
o(1) otherwise,
and, for (log x)log log log x  y  √x,
νy(a,M) =
A(x, y)
x
×
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(
−1
2
+ o(1)
)
logM if a = ±1,
−1
2
log p + o(1) if a = ±pk,
o(1) otherwise.
(We have no result in the intermediate range.)
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Remark 2.10. For x large enough, ay(a) = 0 unless a = ±1.
3. Definitions and hypotheses
3.1. Arithmetic sequences
The goal of this section is to give a framework to study a class of arithmetic sequences, which
will justify the hypotheses of the next section. This discussion is modelled on that in [11].
We wish to study the sequence A = {a(n)}n1 in arithmetic progressions, therefore one of
our goals will be to prove the existence of a multiplicative function ga(q) such that
A(x; q, a) ∼ ga(q)A(x),
whenever ga(q) = 0. Let us give a heuristic way to do this with the help of an auxiliary
multiplicative function h(d). First, denote by S a finite set of ‘bad primes’, which are inherent
to the sequence A. We will assume that A is well distributed in the progressions 0 mod d, that
is, there exists a multiplicative function h(d) such that, for (d,S) = 1,
Ad(x) ≈ h(d)
d
A(x).
Moreover, we require that, for each prime p, 0  h(p) < p. As was remarked in [11], this is a
very mild assumption, and it holds for each of the sequences we are interested in. The fact that
h(d) is multiplicative can be rephrased as ‘the events that a(n) is divisible by coprime integers
are independent’. Let us also assume that
A(x; q, a) ≈ 1
φ(q/(q, a))
∑
nx:
(q,n)=(q,a)
a(n),
that is, the sum is equally partitioned among the φ(q/(q, a)) arithmetic progressions b mod q
with (b, q) = (a, q). We then compute
A(x; q, a) ≈ 1
φ(q/(q, a))
∑
nx
(q,n)=(q,a)
a(n)
=
1
φ(q/(q, a))
∑
d|q/(q,a)
μ(d)A(q,a)d(x)
≈ A(x) 1
φ(q/(q, a))
∑
d|q/(q,a)
μ(d)
h((q, a)d)
(q, a)d
= ga(q)A(x),
where
ga(q) = g(a,q)(q) :=
1
φ(q/(q, a))
∑
d|q/(q,a)
μ(d)
h((q, a)d)
(q, a)d
is a multiplicative function of q which depends on (q, a) (rather than depending on a). We have
thus expressed the multiplicative function ga(q) in terms of h(d). More explicitly, we have,
when pf ‖ a (with (pa,S) = 1), that
ga(pe) =
⎧⎪⎪⎨
⎪⎪⎩
h(pe)
pe
if e  f,
1
φ(pe)
(
h(pf )− h(p
f+1)
p
)
if e > f.
(6)
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In particular, if p  a,
ga(pe) =
1
φ(pe)
(
1− h(p)
p
)
.
Another way to write this is
A(x; q, a) ≈ fa(q)
qγ(q)
A(x), (7)
where
γ(q) :=
φ(q)
q
∏
p|q
(
1− h(p)
p
)−1
=
∏
p|q
1− 1/p
1− h(p)/p ,
and fa(q) is a multiplicative function defined by fa(q) := ga(q)qγ(q). Note that for (a, q) = 1,
fa(q) = 1.
3.2. Hypotheses
In the following, δ > 0 will denote a (small) fixed real number which will change from one
statement to another. We will also fix an integer a = 0 with the property that (a,S) = 1,
where S is a finite set of bad primes. The function L : [0,∞)→ [1,∞) will be a given positive
increasing function such that L(x)→∞ as x→∞ (think of L(x) as a power of log x). We now
assume the existence of a multiplicative function fa(q) = f(a,q)(q), depending on (a, q), and of
γ(q) = 0, which is independent of a (as in Section 3.3), such that, for any fixed a = 0 and q  1,
A(x; q, a) ∼ fa(q)
qγ(q)
A(x),
whenever fa(q) = 0. To simplify the notation, we will also assume the existence of a
multiplicative function h(d) such that (6) holds (for (qa,S) = 1), and we define
ga(q) :=
fa(q)
qγ(q)
.
The existence of such functions is justified by the heuristic argument of the last section.
Hypothesis 3.1. There exists δ > 0 and a positive increasing functionR(x) (think ofR(x)
as a small power of x), with L(x)1+δ  R(x)  √x, such that∑
q2R(x)
max
yx
|A(y; q, a)− ga(q)A(y)|  A(x)L(x)1+δ .
We will see later that if we use dyadic intervals, we can replace Hypothesis 3.1 by a weaker
hypothesis.
Hypothesis 3.1*. There exists δ > 0 such that∑
q2L(x)
max
yx
|A(y; q, a)− ga(q)A(y)|  A(x)L(x)1+δ .
Hypothesis 3.2. There exists δ > 0 such that, for any z = z(x) in the range 1/L(x) 
z(x)  1 + |a|/x, we have
A(zx)
A(x) = z + O
(
1
L(x)1+δ
)
.
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Moreover, for n  x, we have the following bound:
a(n) A(x)
L(x)1+δ
.
The next hypothesis is somewhat more specific to our analysis than the ones above, and it
will allow us to use the analytic theory of zeta functions.
Hypothesis 3.3. There exists a real number k  0 such that the sum
∑
p/∈S
h(p)− k
p
is convergent. More generally, there exists δ > 0 such that, for any real number t and integer
n  1, we have, for any  > 0,
∑
px
p/∈S
h(p)− k
p1+it

(
1
2
− δ
)
log(|t|+ 2) + O(1),
∑
px
p/∈S
(h(p)− k) logn p
p1+it
n, (|t|+ 2).
Finally, h(p) < p and, for any  > 0,
h(d) d.
The final hypothesis will be useful when studying the full interval 1  q  x/M rather than
a dyadic one. It is not known whether this hypothesis holds for all sequences considered in
Section 2; for this reason we used dyadic intervals in Theorems 2.6, 2.8 and 2.9.
Hypothesis 3.4. There exists δ > 0 such that, with the same R(x) as in Hypothesis 3.1,
we have ∑
qx/R(x)
(A∗(x; q, a)− ga(q)A(x)) A(x)L(x)1+δ ,
where A∗(x; q, a) is defined as in (26).
3.3. The formula for the average
In this section, we give a formula for the ‘average’ μk(a,M) that will appear in Theorems 4.1
and 4.1*. The formula is rather complicated in its general form; however, in concrete examples
it can be seen that it reflects the nature of the sequence A.
Definition 3.5.
ωh(a) := #{pf ‖ a with f  1 : h(pf ) = h(pf+1)/p}.
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Definition 3.6. Assume Hypothesis 3.3 and suppose that S = ∅. For an integer a = 0 and
a real number k  0, we define
μk(a,M) := −12
(logM)1−k−ωh(a)
Γ(2− k− ωh(a))
∏
pf‖a:
h(pf )=h(pf+1)/p,
f0
1 + h(p) + · · ·+ h(pf )
(1− 1/p)k−1
log p
×
∏
pf‖a:
h(pf ) =h(pf+1)/p,
f0
h(pf )− h(pf+1)/p
(1− 1/p)k . (8)
Remark 3.7. The two products appearing in (8) can potentially be infinite, since we are
allowing f to be zero. The first of these products, however, is a finite product, since, for all but
a finite number of primes, we have f = 0, and h(p) < p for all p, so h(1) = h(p)/p. The second
product is convergent, since, for p  a, we have h(pf )− h(pf+1)/p = 1− h(p)/p ≈ 1− k/p. Of
course both these statements rely on the assumption of Hypothesis 3.3.
Remark 3.8. One sees that, for integer values of k, μk(a,M) = 0 if and if only ωh(a) 
2− k, by the location of the poles of Γ(s). Moreover, since these are the only poles, we have
μk(a,M) = 0 whenever k /∈ Z.
Remark 3.9. If S = ∅, we can still give a formula for μk(a,M), assuming we understand
well ga(pe) with p ∈ S. However, this would complicate the already lengthy definition of
μk(a,M), so we only give individual descriptions in the examples. Two instances of S = ∅
are given in the proofs of Theorems 2.4 and 2.6.
4. Main result
The main result of the paper is a formula for the average value of the discrepancy A(x; q, a)−
ga(q)A(x), summed over 1  q  Q, with Q large enough in terms of x.
Theorem 4.1. Assume that Hypotheses 3.1–3.4 hold with S = ∅ and the function L(x).
Fix an integer a = 0 and let M = M(x) be a function tending to infinity with x such that
M(x)  L(x). We have, for any fixed real number A > 0, that
∑
qx/M
(A(x; q, a)− a(a)− ga(q)A(x)) = A(x)
M
(
μk(a,M)(1 + o(1)) + O
(
1
logA M
))
, (9)
where a(a) is the first term of A(x; q, a) for positive a, and, whenever a is negative, we set
a(a) = 0. The constant implied in O depends on a,A and A.
We also give a dyadic version, which assumes a weaker form of Hypothesis 3.1, and does not
assume Hypothesis 3.4 at all.
Theorem 4.1*. Assume that Hypotheses 3.1*, 3.2 and 3.3 hold with S = ∅ and the
function L(x). Fix an integer a = 0 and let M = M(x) be a function tending to infinity with
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x such that M(x)  L(x). We have, for any fixed real number A > 0, that∑
x/2M<qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
=
A(x)
2M
(
μk(a,M)(1 + o(1)) + O
(
1
logA M
))
. (10)
The constant implied in O depends on a, A and A.
Remark 4.2. As we have seen in the examples of Section 2, Theorems 4.1 and 4.1* easily
generalize to arbitrary (given) sets S = ∅, as long as we understand ga(pe) for each p ∈ S. In
the general case, one needs to adapt the lemmas of Section 4. One should add a product over the
primes in S to S2(s) (and remove these primes from the product defining Z3(s)). If we assume
that fa(pe) stabilizes for e large enough, that is, there exists e0 such that fa(pe) = fa(pe0) for
all e > e0, then we can give a general formula for μk(a,M). Note that, depending on ga(pe)
for e  e0, the extra factors of S2(s) for primes p ∈ S can possibly vanish at s = −1 and thus
change the analytic behaviour of Z(s), ending up in either changing μk(a,M) by a factor of
(logM)−1 or making it vanish.
Remark 4.3. If μk(a,M) = 0, then Theorems 4.1 and 4.1* give asymptotics for the sum
on the left-hand side.
Remark 4.4. Suppose that k = 0 (for example, when A is the sequence of primes).
If ωh(a)  2, then μ0(a,M) = 0.
If ωh(a) = 1, so there is a unique p
f0
0 ‖ a, f0  1, such that h(pf00 ) = h(pf0+10 )/p0, then
μ0(a,M) = −12
(
1− 1
p0
)
(1 + h(p0) + · · ·+ h(pf00 )) log p0
∏
pf‖a
f0
p=p0
(h(pf )− h(pf+1)/p).
If ωh(a) = 0, then
μ0(a,M) = − logM2
∏
pf‖a
f0
(h(pf )− h(pf+1)/p).
Remark 4.5. Suppose that k = 1 (for example, when A is the sequence of integers that
can be written as the sum of two squares, counted with multiplicity). Then
μ1(a,M) = −12
∏
pf‖a
f0
h(pf )− h(pf+1)/p
1− 1/p .
Remark 4.6. Suppose that k is an integer  2 (for example, when A is the sequence of
integers of the form (m + c1)(m + c2) · · · (m + ck), where the ci are distinct integers). Then
μ1(a,M) = 0.
5. Proof of the main result
The goal of this section is to prove Theorems 4.1 and 4.1*.
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5.1. An estimate for the main sum
In this section, we will assume that S = ∅ for simplicity.
Proposition 5.1. Assume Hypothesis 3.3. Let M = M(x) and R = R(x) be two positive
functions of x such that M(x)1+δ  R(x)  √x for a fixed δ > 0. We have∑
1rR
ga(r)
(
1− r
R
)
−
∑
1rM
ga(r)
(
1− r
M
)
−
∑
x/R<qx/M
ga(q)
=
μk(a,M)
M
(
1 + O
(
log logM
logM
))
+ OA,δ
(
1
M logA M
)
.
The proof of Proposition 5.1 will require several lemmas.
Lemma 5.2. With fa(n) and γ(n) defined as in Section 3.1, we have
ga(n) 1
φ(n)
.
Proof. By definition,
ga(n) =
∏
pe‖n
ga(pe)a,S
∏
pe‖n
pa,p/∈S
ga(pe)
=
∏
pe‖n
pa,p/∈S
1
φ(pe)
(
1− h(p)
p
)

∏
pe‖n
pa,p/∈S
1
φ(pe)
a,S 1
φ(n)
.
since h(p)  0 (The proof also works when S is nonempty.)
Lemma 5.3. Assume Hypothesis 3.3. Let η : [0,∞)→ [0,∞) be a piecewise continuous
function supported on [0, 1], taking a value halfway between the limit values at discontinuities,
and suppose the integral
Mη(s) :=
∫1
0
η(x)xs−1 dx
converges absolutely for (s) > 0. Then∑
nM
ga(n)η
( n
M
)
=
1
2πi
∫
(s)=1
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)Mη(s)Ms ds, (11)
where
S2(s) = S2(s; a) :=
∏
pf‖a
f1
[(
1 +
h(p)
ps+1
+ · · ·+ h(p
f )
pf(s+1)
)(
1− 1
ps+1
)
+
h(pf )− h(pf+1)/p
1− 1/p
1
p(f+1)(s+1)
](
1− 1
ps+2
)1−k
,
Z3(s) = Z3(s; a) :=
∏
pa
(
1 +
1
ps+1
(
1
γ(p)
− 1
))(
1− 1
ps+2
)1−k
. (12)
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Moreover, S2(s) is holomorphic for (s) > −2 and Z3(s) is holomorphic for (s) > −1.
Proof. Define
ZA(s) = ZA(s; a) :=
∞∑
n=1
ga(n)
ns
=
∏
p
(
1 +
ga(p)
ps
+
ga(p2)
p2s
+ · · ·
)
.
A standard computation using the definition of ga(n) (see (6)) yields that
ZA(s) = S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s).
If k /∈ Z, the function S2(s) has branching points at s = −2 + 2πi/log p for each  ∈ Z and
p | a. Restricting ourselves to (s) > −2 and taking the principal branch of log, we end up
with a holomorphic function. The fact that Z3(s) is holomorphic for (s) > −1 follows from
Hypothesis 3.3 and from the Euler product of the Riemann zeta function (again taking the
principal branch of log).
Now Mellin inversion gives that
η
( n
M
)
=
1
2πi
∫
(s)=1
Ms
ns
Mη(s) ds.
Multiplying by ga(n) and summing over n yields the result.
5.1.1. Properties of the Dirichlet series
Lemma 5.4. Assume Hypothesis 3.3. We have
Z3(s) = Z3(−1) + O(|s + 1|)
in the region |s + 1|  3, with (s) > −1. Note that, by Hypothesis 3.3, the product defining
Z3(−1) is convergent (see the proof of Proposition 5.9).
Proof. We will show that
log
Z3(s)
Z3(−1)  |s + 1|,
from which the lemma clearly follows. Let s be a complex number with (s) > −1. We
compute
log
Z3(s)
Z3(−1) =
∑
pa
log
⎛
⎜⎝1 +
1
ps+1
(
1
γ(p) − 1
)
1
γ(p)
·
(
1− 1ps+2
)1−k
(
1− 1p
)1−k
⎞
⎟⎠
=
∑
pa
[
log
(
1− (1− γ(p))
(
1− 1
ps+1
))
+ (1− k) log
(
1 +
1
p− 1
(
1− 1
ps+1
))]
=
∑
pa
[
h(p)− 1
p− h(p)
(
1− 1
ps+1
)
+
1− k
p− 1
(
1− 1
ps+1
)]
+ O
(
|s + 1|2
∑
p
log2 p
p2−
)
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=
∑
pa
(
h(p)− 1
p− h(p) +
1− k
p− 1
)(
1− 1
ps+1
)
+ O
(|s + 1|2)
=
∑
p
(
h(p)− 1
p− h(p) +
1− k
p− 1
)(
1− 1
ps+1
)
+ O (|s + 1|) . (13)
Note that, by Hypothesis 3.3, the series∑
p
(
h(p)− 1
p− h(p) +
1− k
p− 1
)
=
∑
p
h(p)− k
p
+ O(1)
converges. Moreover, summation by parts yields the following estimate:
S(t) :=
∑
pt
(
h(p)− 1
p− h(p) +
1− k
p− 1
)
= S(∞) + O
(
1
log2(t + 2)
)
.
We then obtain that∑
pT
(
h(p)− 1
p− h(p) +
1− k
p− 1
)(
1− 1
ps+1
)
=
∫T
1
(
1− 1
ts+1
)
dS(t)
=
(
1− 1
ts+1
)
S(t)
∣∣∣∣∣
T
1
− (s + 1)
∫T
1
S(t)
ts+2
dt
=
(
1− 1
T s+1
)(
S(∞) + O
(
1
log2 T
))
− (s + 1)
∫T
1
S(∞)
ts+2
dt
+ O
(
|s + 1|
∫T
1
dt
t log2(t + 2)
)
= S(∞)
(
1− 1
T s+1
)
+ O
(
1
log2 T
)
+
S(∞)
ts+1
∣∣∣∣
T
1
+ O (|s + 1|)
= O
(
1
log2 T
+ |s + 1|
)
.
Taking T →∞ yields that (13) is  |s + 1|.
Lemma 5.5. Let f(s) be a holomorphic function over a domain D. We have
that (f (n)/f)(s) is a polynomial in the variables (f ′(s)/f(s))(0), (f ′(s)/f(s))(1), . . . ,
(f ′(s)/f(s))(n−1), with integer coefficients.
Proof. The proof goes by induction, using the identity
f (n)
f
=
(
f (n−1)
f
)′
+
f (n−1)
f
f ′
f
.
Lemma 5.6. Assume Hypothesis 3.3. Let Z3(s) be defined as in (12) and let n  0. Then
there exists δ > 0 such that, uniformly in the region −1 < σ < − 12 and t ∈ R, we have
Z
(n)
3 (σ + it)n (|t|+ 2)1/2−δ. (14)
In particular, if t is fixed, then Z
(n)
3 (σ + it) is bounded near σ = −1.
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Proof. First write Z3(s) = Z4(s)Z5(s), where
Z4(s) = Z4(s; a) :=
∏
pa
(
1 +
1
ps+1
(
1
γ(p)
− 1
))(
1− 1− k
ps+2
)
,
Z5(s) = Z5(s; a) :=
∏
pa
(
1− 1
ps+2
)1−k(
1− 1− k
ps+2
)−1
.
The function Z5(s) is uniformly bounded in the region (s)  −1, since the Eulerian product
converges absolutely. As for Z4(s), we have, for −1 < σ < − 12 , that
logZ4(σ + it) = log
∏
pa
(
1 +
1
pσ+1+it
k− h(p)
p
)
+ O(1).
Hypothesis 3.3 gives
S(x, t) :=
∑
px
k− h(p)
p1+it
 (1/2− δ) log(|t|+ 2) + O(1).
Thus,
log
∏
pa
(
1 +
1
pσ+1+it
k− h(p)
p
)
=
∑
pa
1
pσ+1
k− h(p)
p1+it
+ O(1)
=
∫∞
1
dS(x, t)
xσ+1
+ O(1)
=
S(x, t)
xσ+1
∣∣∣∞
1
+ (σ + 1)
∫∞
1
S(x, t)
xσ+2
dx + O(1)

(
1
2
− δ
)
log(|t|+ 2)
∫∞
1
σ + 1
xσ+2
dx + O(1)
=
(
1
2
− δ
)
log(|t|+ 2) + O(1),
which proves (14) for n = 0. The bound∑
px
(k− h(p)) logm p
p1+it
 (|t|+ 2)
gives (
Z ′3(σ + it)
Z3(σ + it)
)(m)
 (|t|+ 2) (15)
for m  0. We complete the proof of (14) for n  1 by applying Lemma 5.5.
Lemma 5.7. We have, for |σ + it− 1| > 110 , that
ζ(σ + it) (|t|+ 2)μ(σ)+,
where
μ(σ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
2 − σ if σ  0,
1
2 − 2σ/3 if 0  σ  12 ,
1
3 − σ/3 if 12  σ  1,
0 if σ  1.
Moreover, these bounds are uniform for σ contained in any compact subset of R.
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Proof. See [19, Section II.3.4], in particular (II.3.13) and Theorem 3.8. By studying the
proof of the Phragment–Lindelo¨f principle (see [8, Chapter 9] for instance), we see that the
bounds we get are uniform in σ.
Lemma 5.8. Assume Hypothesis 3.3. Let
Z(s) = Z(s; a) :=
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
s(s + 1)
,
with S2(s) and Z3(s) defined as in Lemma 5.3. There exists δ > 0 such that, uniformly for
|t|  2 and −1 < σ < − 12 ,
Z(n)(σ + it)n 1|t|1+δ .
Proof. Define
Z6(s) = Z6(s; a) :=
S2(s)ζ(s + 2)1−kZ3(s)
s(s + 1)
.
Write s = σ + it, with −1 < σ < − 12 and |t|  2. We have, for m  0, that(
Z ′6(s)
Z6(s)
)(m)
=
(
S′2(s)
S2(s)
)(m)
+ (1− k)
(
ζ ′(s + 2)
ζ(s + 2)
)(m)
+
(
Z ′3(s)
Z3(s)
)(m)
−
(
2s + 1
s(s + 1)
)(m)
.
We compute that(
S′2(s)
S2(s)
)(m)
m 1,
(
2s + 1
s(s + 1)
)(m)
m 1,
(
Z ′3(s)
Z3(s)
)(m)
m, |t|.
(The first bound is clear, the second follows from the fact that |t|  2 and the third comes
from (15).) Applying Cauchy’s formula for the derivatives as in [19, Corollaire II.3.10] and
then using the bound [19, (II.3.55)] yields(
ζ ′(s + 2)
ζ(s + 2)
)(m)
m logm+1(|t|).
Using Lemma 5.5,
Z
(m)
6 (s),m |Z6(s)||t|
for m  0. We now use Lemma 5.6 to bound |Z3(s)|, which gives
Z
(m)
6 (s)m |ζ(s + 2)1−k||t|−3/2−2δ
for some δ > 0. Now if k  1, we use Lemma 5.7 to bound ζ(s + 2)1−k. Otherwise, we use the
bound (ζ(s + 2))−1  log(|t|) (see [19, (II.3.56)]). In both cases, we obtain
Z
(m)
6 (s)m |t|−3/2−δ.
We now use the Cauchy’s formula for the derivatives, which states that
ζ(k)(s + 1) =
k!
2πi
∮
|z|=r
ζ(s + 1 + z)
dz
zk+1
.
Selecting r = /2 and applying Lemma 5.7, we obtain the bound†)
ζ(k)(s + 1)k, |t|1/2+.
†This bound is still valid outside the zero-free region of ζ(s + 1); this is why we considered the ordinary
derivatives of ζ(s + 1) instead of its logarithmic derivatives as with the other terms.
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We conclude the existence of δ > 0 such that
Z(n)(s) =
n∑
i=0
(
n
i
)
ζ(i)(s + 1)Z(n−i)6 (s)n
1
|t|1+δ .
5.1.2. The value of μk(a,M)
Proposition 5.9. Assume Hypothesis 3.3. If k ∈ Z, then
1
2πi
∫
(s)=− 12
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
s(s + 1)
Ms ds
= −μk(a,M)
M
(
1 + O
(
log logM
logM
))
+ OA
(
1
M logA M
)
where μk(a,M) is defined in Definition 3.6.
Proof. We first need to understand the behaviour of
Z(s) = Z(s; a) :=
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
s(s + 1)
(16)
= (s + 1)k+ωh(a)−2
S2(s)
(s + 1)ωh(a)
ζ(s + 1)((s + 1)ζ(s + 2))1−k
Z3(s)
s
(17)
in the region D : −1  (s)  − 12 . This function is holomorphic for (s) > −1 by Lemma 5.3,
and, as we will see, the only point in D where Z(s) is not necessarily locally bounded is s = −1.
The functions
ζ(s + 1), ((s + 1)ζ(s + 2))1−k and
1
s
are holomorphic on D and do not vanish at s = −1. The function Z3(s) is holomorphic for
(s) > −1, and all its derivatives are locally bounded around any point of D by Lemma 5.6.
We compute
Z3(−1) =
∏
pa
1− h(p)/p
(1− 1/p)k = 0,
since h(p) < p. As for the function S2(s), it is holomorphic on D. However, this function can
vanish at s = −1 if, for a certain p | a, we have h(pf ) = h(pf+1)/p. In this case, we have, for
s close to −1, that
S2(s)
∏
p|a
(
1− 1
ps+2
)k−1
=
∏
pf‖a:
h(pf ) =h(pf+1)/p,
f1
[
h(pf )− h(pf+1)/p
1− 1/p + O(|s + 1|)
]
×
∏
pf‖a:
h(pf )=h(pf+1)/p,
f1
[(s + 1)(1 + h(p) + · · ·+ h(pf )) log p + O(|s + 1|2)],
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and, since h(pe)  0, this shows that every local factor has at most a simple zero at s = −1.
We conclude that
S2(s)
(s + 1)ωh(a)
is holomorphic on D and does not vanish at s = −1. We now split into three distinct cases,
depending on the analytic nature of (s + 1)k+ωh(a)−2 near s = −1.
First case: k+ ωh(a)  2. In this case, Z(s) and all of its derivatives are bounded near
s = −1. To show this, note that it is true for the functions
(s + 1)k+ωh(a)−2,
S2(s)
(s + 1)ωh(a)
, ζ(s + 1), ((s + 1)ζ(s + 2))1−k,
1
s
and Z3(s),
so it is also true for Z(s) by Leibniz’s rule. We now shift the contour of integration to the left
until the line (s) = −1 + 1/logM to obtain
1
2πi
∫
(s)=− 12
Z(s) ds =
i
2πi
∫
R
Z
(
−1 + 1
logM
+ it
)
M−1+
1
logM +it dt
=
e
M
1
2π
∫
R
Z
(
−1 + 1
logM
+ it
)
eit logM dt,
which gives, after A integrations by parts,
1
2πi
∫
(s)=− 12
Z(s) dsA 1
M logA M
∫
R
∣∣∣∣Z(A)
(
−1 + 1
logM
+ it
)∣∣∣∣ |eit logM | dt
A 1
M logA M
(
O(1) +
∫
|t|2
1
|t|1+δ dt
)
A 1
M logA M
by Lemma 5.8. Note that the uniformity in σ was crucial. This shows that we can take
μk(a,M) = 0.
Second case: k+ ωh(a) = 1. Let
c := lim
s→1+
(s + 1)Z(s) = 0
and define
Z7(s) = Z7(s; a) := Z(s)− c
s + 1
.
We can show using Lemma 5.4 that, for s close to −1 with (s) > −1, the following bound
holds:
Z7(s) 1.
Lemma 5.4 implies that, for s close to −1 with s > −1, the function
Z ′7(s) =
((s + 1)Z(s))′
s + 1
− (s + 1)Z(s)
(s + 1)2
+
c
(s + 1)2
satisfies
Z ′7(s)
1
|s + 1| .
Using Lemma 5.8, we obtain that for |t|  2,
Z ′7(s)
1
|t|1+δ .
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Thus,
1
2πi
∫
(s)=−1+1/logM
Z7(s)Ms ds =
−1
2πi logM
∫
(s)=−1+1/logM
Z ′7(s)M
s ds
 1
M logM
∣∣∣∣
∫∞
−∞
Z ′7
(
−1 + 1
logM
+ it
)
M itdt
∣∣∣∣
 1
M logM
(∣∣∣∣
∫2
−2
Z ′7
(
−1 + 1
logM
+ it
)
M itdt
∣∣∣∣+ O(1)
)
 1
M logM
(∫2
−2
1
1
logM + |t|
dt + O(1)
)
 1
M logM
(∫ 1
logM
0
logM +
∫2
1
logM
1
t
dt + O(1)
)
 log logM
M logM
.
Combining this bound with an easy residue computation yields
1
2πi
∫
(s)=− 12
Z(s)Ms ds =
1
2πi
∫
(s)=− 12
Z7(s)Ms ds +
1
2πi
∫
(s)=− 12
c
s + 1
Ms ds
=
c
M
(
1 + O
(
log logM
logM
))
.
Now Remarks 4.4 and 4.5 show that c = −μk(a,M), which concludes this case.
Third case: k = ωh(a) = 0. Defining
c := lim
s→−1+
(s + 1)2Z(s) = 0,
we obtain that the function Z8(s) = Z8(s; a) := Z(s)− c(s+1)2 satisfies the bound
Z8(s) 1|s + 1|
by Lemma 5.4. An easy residue computation yields
1
2πi
∫
(s)=− 12
Z(s)Ms ds = c
logM
M
+
1
2πi
∫
(s)=−1+ 1logM
Z8(s)Ms ds.
Proceeding in an analogous way to the previous case, we compute∫
(s)=−1+ 1logM
Z8(s)Ms ds 1
M
∣∣∣∣
∫∞
−∞
Z8
(
−1 + 1
logM
+ it
)
M it dt
∣∣∣∣
 1
M
(∣∣∣∣
∫2
−2
Z8
(
−1 + 1
logM
+ it
)
M it dt
∣∣∣∣+ O(1)
)
 log logM
M
,
from which we conclude
1
2πi
∫
(s)=− 12
Z(s)Ms ds = c
logM
M
(
1 +
log logM
logM
)
= −μ0(a,M)
M
(
1 +
log logM
logM
)
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by Remark 4.4, since
c =
1
2
∏
pf‖a
f0
(h(pf )− h(pf+1)/p).
Lemma 5.10. Let z > 1 be a real number. Then
1
2πi
∫
(s)=− 12
Ms
(s + 1)z
ds =
1
M
(logM)z−1
Γ(z)
.
Proof. Let R  2 be a large real number and consider HR a Hankel contour centered at
s = −1 and truncated at −R± i (see [19, The´ore`me II.0.17]). Define CR to be the union of
two circle segments starting at the endpoints of HR and ending at the points ±iR. By Cauchy’s
formula,
1
2πi
∫
(s)=− 12
Ms
(s + 1)z
ds =
1
2πi
∫
(s)=0
Ms
(s + 1)z
ds
=
1
2πi
∫
HR
Ms
(s + 1)z
ds +
1
2πi
∫
CR
Ms
(s + 1)z
ds
=
1
2πi
∫
HR
Ms
(s + 1)z
ds + O
(
1
Rz−1
)
,
and so, by taking R →∞,
1
2πi
∫
(s)=− 12
Ms
(s + 1)z
ds =
1
2πi
∫
H∞
Ms
(s + 1)z
ds
=
1
M
1
2πi
∫
H∞
e(s+1) logM
(s + 1)z
ds
=
(logM)z−1
M
1
2πi
∫
H′∞
ew
wz
dw
=
1
M
(logM)z−1
Γ(z)
by Hankel’s formula. Here, H′∞ denotes an infinite Hankel contour centered at w = 0.
Proposition 5.11. Assume Hypothesis 3.3. If k /∈ Z, then
1
2πi
∫
(s)=− 12
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
s(s + 1)
Ms ds = −μk(a,M)
M
(
1 + O
(
1
logM
))
.
Proof. As in Proposition 5.9, we need to study the function
Z(s) = Z(s; a) := (s + 1)k+ωh(a)−2
S2(s)
(s + 1)ωh(a)
ζ(s + 1)((s + 1)ζ(s + 2))1−k
Z3(s)
s
in the region D : −1  (s)  − 12 . This function is holomorphic for (s) > −1 by Lemma 5.6,
and the only point in D where Z(s) is not necessarily locally bounded is s = −1. However, the
functions
S2(s)
(s + 1)ωh(a)
, ζ(s + 1), ((s + 1)ζ(s + 2))1−k and
1
s
are holomorphic on D and do not vanish at s = −1. The function Z3(s) is holomorphic for
(s) > −1, all its derivatives are locally bounded around any point of D, and Z3(−1) = 0.
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Define
Z9(s) = Z9(s; a) := Z(s)− c(s + 1)k+ωh(a)−2,
where
c := lim
s→−1+
(s + 1)2−k−ωh(a)Z(s) = 0.
We have that
1
2πi
∫
(s)=− 12
Z(s)Ms ds =
(−1)k+ωh(a)
2πi(logM)k+ωh(a)
∫
(s)=− 12
Z(k+ωh(a))(s)Ms ds
=
(−1)k+ωh(a)
2πi(logM)k+ωh(a)
(∫
(s)=− 12
Z
(k+ωh(a))
9 (s)M
s ds
+c
Γ(k+ ωh(a)− 1)
Γ(k− k − 1)
∫
(s)=− 12
(s + 1)k−k−2Ms ds
)
=
c
M
(logM)1−k−ωh(a)
Γ(2− k− ωh(a))
+
(−1)k+ωh(a)
2πi(logM)k+ωh(a)
∫
(s)=− 12
Z
(k+ωh(a))
9 (s)M
s ds (18)
by Lemma 5.10. We will show the bound
Z
(k+ωh(a))
9 (s) |s + 1|k−k−1 (19)
for s close to −1, which will yield (using Lemma 5.8)∫
(s)=−1+1/logM
Z
(k+ωh(a))
9 (s)M
s ds 1
M
∣∣∣∣
∫∞
−∞
Z
(k+ωh(a))
9
(
−1 + 1
logM
+ it
)
M itdt
∣∣∣∣
=
1
M
∣∣∣∣
∫2
−2
Z
(k+ωh(a))
9
(
−1 + 1
logM
+ it
)
M itdt + O(1)
∣∣∣∣
 1
M
(∫2
−2
(
1
logM
+ |t|
)k−k−1
dt + O(1)
)
 1
M
(∫1/logM
0
(logM)1−k+k +
∫2
1/logM
tk−k−1dt + O(1)
)
 (logM)
k−k + 1
M
 (logM)
k−k
M
,
from which we will conclude, using (18), that
1
2πi
∫
(s)=− 12
Z(s)Ms ds =
c
M
(logM)1−k−ωh(a)
Γ(2− k− ωh(a))
(
1 + O
(
1
logM
))
= −μk(a,M)
(
1 + O
(
1
logM
))
,
achieving the proof. Let us now show that (19) holds. By Lemma 5.6, the function
Z10(s) = Z10(s; a) := (s + 1)2−k−ωh(a)Z(s)
as well as its derivatives are locally bounded around s = −1. Moreover, applying Lemma 5.4
gives the bound
Z10(s) = Z10(−1) + O(|s + 1|). (20)
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Now we use Leibniz’s formula:
Z(k+ωh(a))(s) =
(
(s + 1)k+ωh(a)−2Z10(s)
)(k+ωh(a))
=
k+ωh(a)∑
i=0
(k+ ωh(a)
i
)(
(s + 1)k+ωh(a)−2
)(i)
Z
(k+ωh(a)−i)
10 (s)
=
(
(s + 1)k+ωh(a)−2
)(k+ωh(a))
Z10(s) + O(|s + 1|k−k−1)
=
(
(s + 1)k+ωh(a)−2
)(k+ωh(a))
Z10(−1) + O(|s + 1|k−k−1)
by (20), so
Z
(k+ωh(a))
9 (s) = Z
(k+ωh(a))(s)− c
(
(s + 1)k+ωh(a)−2
)(k+ωh(a))
= (Z10(−1)− c)
(
(s + 1)k+ωh(a)−2
)(k+ωh(a))
+ O(|s + 1|k−k−1)
= O(|s + 1|k−k−1)
since c = Z10(−1).
Lemma 5.12. Assume Hypothesis 3.3. Let y  1 be a real number. Then
1
2πi
∫
(s)=− 12
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)ys
ds
s
 y−1+. (21)
Proof. Define
ZA(s) = ZA(s; a) := S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s).
The goal is to bound the integral
1
2πi
∫
(s)=− 12
ZA(s)ys
ds
s
=
1
2πi
∫
(s)=−1+
ZA(s)ys
ds
s
.
We will first show that this integral is  y−1/2+ using complex analysis, and then we will
see how to improve this bound to  y−1+ by elementary means. In the region −1 +  < σ,
we have the bound
|ZA(σ + it)|  |ζ(σ + 1 + it)|  (|t|+ 2)μ(σ+1)+,
where μ(σ + 1) is defined as in Lemma 5.7. Thus, we obtain the bounds
∫−1++iT
−1+−iT
ZA(s)ys
ds
s
 T
1/2
y1−
,
∫ ±iT
−1+±iT
ZA(s)ys
ds
s
 (Ty)
(
1
T 5/6y1/2
+
1
T 1/2y
+
1
T
+
1
T 5/6y1/2
)
.
The last integral we need to bound is
1
2πi
∫
(s)=,|(s)|>T
ZA(s)ys
ds
s
=
∑
n
ga(n)
1
2πi
∫
(s)=,|(s)|>T
( y
n
)s ds
s
 y
∑
n
ga(n)
1
n(1 + T | log(y/n)|)
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by the effective version of Perron’s formula (see [19, The´ore´me II.2.3]). The last sum is
 y

√
T
∑
ny
(
1− 1√
T
)ga(n) +
∑
y
(
1− 1√
T
)
ny
(
1+ 1√
T
)ga(n) +
y√
T
∑
ny
(
1+ 1√
T
)
ga(n)
n
 y

√
T
log y +
1√
T
 y

√
T
log y
by Lemma 5.2. Taking T = y yields that the left-hand side of (21) is  y−1/2+. We now
proceed to show that this bound can be improved to  y−1+. The function ZA(s)ys/s has
a double pole at s = 0 with residue equal to C1 log y + C2, where C1 and C2 are real numbers
independent of y. By the residue theorem and Mellin inversion,
1
2πi
∫
(s)=− 12
ZA(s)ys
ds
s
= −C1 log y − C2 + 12πi
∫
(s)=1
ZA(s)ys
ds
s
=
∑
ny
ga(n)− C1 log y − C2.
(22)
Let us give an elementary estimate for the sum appearing on the right-hand side of (22).
Define
ν(n) :=
∏
p|n
1− h(p)
p− 1 .
Using the convolution identity
1
γ(n)
=
∑
rs=n
μ2(s)ν(s),
we compute∑
ny
fa(n)
nγ(n)
=
∑
ny
ga(n) =
∑
sy
μ2(s)ν(s)
s
∑
ry/s
fa(rs)
r
(23)
=
∑
sy
μ2(s)ν(s)
s
∑
(a,s)|d|a
fa(d)
∑
ry/s:
(a,rs)=d
1
r
=
∑
sy
μ2(s)ν(s)
s
∑
(a,s)|d|a
fa(d)
∑
ry/s:
(d/(d,s))|r
(a,rs)=d
1
r
=
∑
sy
μ2(s)ν(s)
s
∑
(a,s)|d|a
fa(d)
(d, s)
d
∑
ly(d,s)/ds:
(a/d,ls/(d,s))=1
1
l
=
∑
sy
μ2(s)ν(s)
s
∑
(a,s)|d|a:
(a/d,s/(d,s))=1
fa(d)
(d, s)
d
∑
ly(d,s)/ds:
(l,a/d)=1
1
l
=
∑
sy
μ2(s)ν(s)
s
∑
(a,s)|d|a:
(a/d,s/(d,s))=1
fa(d)
(d, s)
d
φ(a/d)
a/d
⎛
⎝log(y(d, s)
ds
)
+ γ
+
∑
p|a/d
log p
p− 1 + O
(
ds
y(d, s)
)⎞⎠ . (24)
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Using the bound ν(n) n−1+, which is deduced from Hypothesis 3.3, we obtain that the
error terms sum to Oa,(y−1+). Moreover, we can extend the sum over s  y to all integers,
at the cost of the error term Oa,(y−1+). Having done this, (24) becomes∑
ny
ga(n) = C˜1 log y + C˜2 + Oa,(y−1+), (25)
where C˜1 and C˜2 are real numbers that do not depend on y. Substituting (25) into (22) and
using our previous bound, we obtain
(C˜1 − C1) log y + C˜2 − C2 + Oa,(y−1+) = 12πi
∫
(s)=− 12
ZA(s)ys
ds
s
= Oa,(y−1/2+),
which of course implies that C˜1 = C1 and C˜2 = C2 since these numbers do not depend on y.
We conclude from (22) and (25) that (21) holds.
5.1.3. Proof of Proposition 5.1
Proof of Proposition 5.1. First, we use Lemma 5.3 to write
S5 :=
∑
1rR
ga(r)
(
1− r
R
)
−
∑
1rM
ga(r)
(
1− r
M
)
−
∑
x/R<qx/M
ga(q)
=
1
2πi
∫
(s)=1
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
(
Rs −Ms
s + 1
+
( x
R
)s
−
( x
M
)s) ds
s
.
Writing
ψ(s) :=
Rs −Ms
s + 1
+
( x
R
)s
−
( x
M
)s
,
it is trivial that ψ(0) = 0. Using Taylor series, we have, for s close to 0, that
ψ(s) = (1 + O(s))(s log(R/M) + O(s2)) + s log(x/R)− s log(x/M) + O(s2),
which means that ψ has a double zero at s = 0. Thus,
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)
ψ(s)
s
is holomorphic at s = 0. Using this fact,
S5 =
1
2πi
∫
(s)=− 12
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)ψ(s)
ds
s
=
1
2πi
∫
(s)=− 12
S2(s)ζ(s + 1)ζ(s + 2)1−kZ3(s)(Rs −Ms) ds
s(s + 1)
+ O
((
R
x
)1−)
by Lemma 5.12. We conclude using propositions 5.9 and 5.11 that
S5 =
μk(a,M)
M
(
1 + O
(
log logM
logM
))
+ OA
(
1
M logA M
)
− μk(a,R)
R
(
1 + O
(
log logR
logR
))
+ OA
(
1
R logAR
)
+ O
((
R
x
)1−)
=
μk(a,M)
M
(
1 + O
(
log logM
logM
))
+ OA,δ
(
1
M logA M
)
,
since M(x)1+δ  L(x)1+δ  R(x)  √x.
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5.2. Proofs of theorems 4.1 and 4.1*
We first define the following counting function, which will come in handy for the proofs of this
section:
A∗(x; q, a) :=
∑
|a|<nx
n≡a mod q
a(n). (26)
Proof of Theorem 4.1. Let M(x)  L(x) and let R = R(x) be as in Hypothesis 3.1. We
decompose the sum (9) as follows:∑
qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
=
∑
qx/M
(A∗(x; q, a)− ga(q)A(x)) + O(1)
=
∑
x/R<qx
A∗(x; q, a)−
∑
x/M<qx
A∗(x; q, a)−A(x)
∑
x/R<qx/M
ga(q)
+
∑
qx/R
(A∗(x; q, a)− ga(q)A(x)) + O(1)
= S1 − S2 − S3 + S4 + O(1). (27)
Hypothesis 3.4 implies the bound
S4  A(x)
M(x)1+δ
.
To evaluate the sums S1 and S2, we will interchange divisors in a similar way as in Hooley’s
paper [12]. Setting n = a + qr, we have, for positive a, that
S2 =
∑
x/M<qx
∑
|a|<nx
n≡a mod q
a(n) =
∑
1r<M(x−a)/x
∑
a+rx/M<nx
n≡a mod r
a(n)
=
∑
1r<M(x−a)/x
(
A(x; r, a)−A
(
a + r
x
M
; r, a
))
. (28)
Using Hypothesis 3.1, we see that there exists δ > 0 such that
S2 =
∑
1r<M(x−a)/x
ga(r)
(
A(x)−A
(
a + r
x
M
))
+ O
( A(x)
L(x)1+2δ
)
=
∑
1r<M(x−a)/x
ga(r)
(
A(x)−A
( r
M
x
))
+ O
( A(x)
L(x)1+δ
)
= A(x)
∑
1r<M(x−a)/x
ga(r)
(
1− A
(
r
M x
)
A(x)
)
+ O
( A(x)
L(x)1+δ
)
(29)
by Hypotheses 3.2 and Lemma 5.2. Now, if a were negative, we would have to add an error
term of size  A(x)/L(x)1+δ to (28) (by Hypothesis 3.2), which would yield the same error
term in (29). Using Hypothesis 3.2 again, (29) becomes
= A(x)
∑
1r<M(x−a)/x
ga(r)
(
1− r
M
)
+ O
( A(x)
L(x)1+δ
)
.
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If M is an integer, then the Mth term of the sum is ga(r)(1−M/M) = 0. If not, the bound
ga(r) 1/φ(r) (see Lemma 5.2) implies that this last term is  A(x)(log logM/M2). Thus,
S2 = A(x)
∑
1rM
ga(r)
(
1− r
M
)
+ O
( A(x)
M1+δ
)
since M(x)  L(x). A similar calculation shows that
S1 = A(x)
∑
1rR(x)
ga(r)
(
1− r
R(x)
)
+ O
( A(x)
L(x)1+δ
)
.
Grouping terms, (27) becomes∑
q xM
(A(x; q, a)− a(a)− ga(q)A(x)) = S1 − S2 − S3 + S4 + O(1)
= A(x)
⎛
⎝ ∑
1rR
ga(r)
(
1− r
R
)
−
∑
1rM
ga(r)
(
1− r
M
)
−
∑
x
R<q xM
ga(q)
⎞
⎠
+ O
( A(x)
M1+δ
)
,
which combined with Proposition 5.1 gives
=
A(x)
M
μk(a,M)
(
1 + O
(
log logM
logM
))
+ OA
( A(x)
M logA M
)
,
that is, ∑
qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
=
A(x)
M
(
μk(a,M)
(
1 + O
(
log logM
logM
))
+ OA
(
1
logA M
))
.
Proof of Theorem 4.1*. Let M(x)  L(x) and let R = R(x) be as in Hypothesis 3.4. We
decompose the sum (10) as follows:∑
x/2M<qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
=
∑
x/2M<qx/M
(A∗(x; q, a)− ga(q)A(x)) + O(1)
=
∑
x/2M<qx
A∗(x; q, a)−
∑
x/M<qx
A∗(x; q, a)−A(x)
∑
x/2M<qx/M
ga(q) + O(1)
= S1 − S2 − S3 + O(1). (30)
Arguing as in the proof of Theorem 4.1, we set n = a + qr to obtain that, for positive a,
S2 =
∑
1r<M(x−a)/x
(
A(x; r, a)−A
(
a + r
x
M
; r, a
))
= A(x)
∑
1r<M(x−a)/x
ga(r)
(
1− A((r/M)x)A(x)
)
+ O
( A(x)
L(x)1+δ
)
= A(x)
∑
1rM
ga(r)
(
1− r
M
)
+ O
( A(x)
M1+δ
)
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by Hypotheses 3.1*, 3.2 and Lemma 5.2. Now, if a were negative, we would have to add a
negligible contribution. Thus, (30) becomes∑
x/2M<qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
= A(x)
⎛
⎝ ∑
1r2M
ga(r)
(
1− r
2M
)
−
∑
1rM
ga(r)
(
1− r
M
)
−
∑
x/2M<qx/M
ga(q)
⎞
⎠+ O( A(x)
M1+δ
)
.
Going through the proof of Proposition 5.1, we see that this is
=
A(x)
M
μk(a,M)
(
1 + O
(
log logM
logM
))
− A(x)
2M
μk(a, 2M)
(
1 + O
(
log logM
logM
))
+ OA
( A(x)
M logA M
)
,
that is, ∑
x/2M<qx/M
(A(x; q, a)− a(a)− ga(q)A(x))
=
A(x)
2M
(
μk(a,M)
(
1 + O
(
log logM
logM
))
+ OA
(
1
logA M
))
,
since, by the definition of μk(a,M),
2μk(a,M)− μk(a, 2M) = μk(a,M)
(
1 + O
(
1
logM
))
.
6. Further Proofs
In this section, we prove the results of Section 2.
Proof of Theorem 2.2. Put
a(n) := Λ(n),
which gives A(x) = ψ(x) and A(x; q, a) = ψ(x; q, a). Define
fa(q) :=
{
1 if (a, q) = 1,
0 otherwise,
and γ(q) := φ(q)/q. Define also the multiplicative function h(d) by h(1) = 1, and h(d) = 0 for
d > 1. The prime number theorem in arithmetic progressions gives the asymptotic
A(x; q, a) ∼ fa(q)
qγ(q)
A(x),
for any fixed a and q such that (a, q) = 1. Now let us show that the hypotheses of Section 3.2
hold. Fix A > 0 and put L(x) := (log x)A, R(x) := x1/2(log x)−B(A), where B(A) := A + 5.
Hypothesis 3.1 is the Bombieri–Vinogradov theorem. Hypothesis 3.2 follows from the prime
number theorem. As h(p) = k = 0, Hypothesis 3.3 is trivial. Hypothesis 3.4 follows from
[3, Theorem 9].
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We now compute μk(a,M). As h(pe) = 0, we have ωh(a) = ω(a), the number of distinct
prime factors of a. Thus, Remark 4.4 gives
μ0(a,M) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−1
2
logM if a = ±1,
−1
2
(
1− 1
p
)
log p if a = ±pe,
0 if ω(a)  2,
so an application of Theorem 4.1 gives the result with a weaker error term. A better version of
Proposition 5.1 follows from Huxley’s subconvexity result [13], yielding the stated error term
(see [9] for a more precise proof).
Proof of Theorem 2.4. Let Q(x, y) := αx2 + βxy + γy2 be a binary quadratic form, where
α, β and γ are integers such that α > 0, (α, β, γ) = 1 and d := β2 − 4αγ < 0 (so Q(x, y) is
positive definite). Note that the set of d for which d ≡ 1, 5, 9, 12, 13 mod 16 includes a large
subset of all fundamental discriminants. The set of bad primes is S := {p : p | 2d} in this case.
Since S = ∅, we will need to modify the proof of Theorem 4.1. We define
χd :=
(
4d
·
)
.
Note that, for (n, 2d) = 1, we have the equalities
rd(n) =
∑
m|n
χd(m) =
∏
pk‖n:
χd(p)=1
(k + 1)
∏
pk‖n:
χd(p)=−1,
k odd
0. (31)
An intuitive argument suggests that
A(x; q, a) ∼ Ra(q)
q2
A(x),
where
Ra(q) := #{1  x, y  q : Q(x, y) ≡ a mod q}. (32)
As this is a classical result, we leave its proof, as well as several other classical facts about
binary quadratic forms, to Appendix A. The function
ga(q) :=
Ra(q)
q2
is actually multiplicative (see Lemma A.1), and Lemma A.3 shows that, for p  2d, ga is given
as in (6) with
h(pe) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1 + e
(
1− 1
p
)
if χd(p) = 1,
1
p
if χd(p) = −1 and 2  e,
1 if χd(p) = −1 and 2 | e,
and, for p | 2d, Ra(pe) is given as in (A.7) and (A.8). Since we are looking at large moduli, we
need to use a result of Plaksin [18, Lemma 8], which asserts that
A(x; q, a) = ga(q)A(x) + E(x, q), (33)
where E(x, q)a, (x/q)3/4+ if q  x1/3, and E(x, q)a, x2/3+q−1/2 if x1/3 < q  x2/3.
Summing (33) over q  x1/2, we obtain that the Hypotheses 3.1 and 3.4 hold withR(x) := x1/2
and L(x) := xλ, provided λ < 112 . (Note that, in the case β = 0, we can take the wider range
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λ < 18 , using [17, Lemma 20].) Hypothesis 3.2 follows from Gauss’s estimate:
A(x) = AQx + O(x1/2),
where AQ is the area of the region {(x, y) ∈ R20 : Q(x, y)  1}. Let us turn to Hypothesis 3.3.
For p  2d,
h(p) =
⎧⎪⎨
⎪⎩
2− 1
p
if χd(p) = 1,
1
p
if χd(p) = −1,
so we set k := 1 and ∑
p/∈S
h(p)− k
p
=
∑
p2d
χd(p)
p
+ O(1) <∞
by the prime number theorem for ψ(x, χ−d) (see [7]). Moreover,
∑
p/∈S
(h(p)− k)(log p)n+1
p1+it
= O(1) + (−1)n+1
(
L′
L
)(n)
(1 + it, χd)
d,n (log(|t|+ 2))n+2,
(34)
this last bound following from Cauchy’s formula for the derivatives combined with the classical
bound for L′(s, χ)/L(s, χ) in a zero-free region (see [7, Chapter 19]). As in the [19, proof of
The´ore`me II.3.22], we can deduce from (34) that (setting η := 1/ log2(|t|+ 2))∑
p/∈S
h(p)− k
p1+it
+ O(1) = logL(1 + it, χd)
=
∫1+it
1+it+η
L′(s, χd)
L(s, χd)
ds + logL(1 + it + η, χd)
 η log2(|t|+ 2) + log ζ(1 + η)
= 2 log log(|t|+ 2) + O(1).
Having proved Hypotheses 3.1–3.4, we now proceed to prove an analogue of Theorem 4.1
(since S = {p : p | 2d} is non-empty). In the proof of Lemma 5.3, we need to change the
definition of S2(s) to (remember that (a, 2d) = 1)
S2(s) =
((
1− 1
2s+1
)(
1 +
Ra(2)
2s+2
)
+
Ra(4)
4
1
22s+2
)∏
p|d
p=2
(
1− 1
ps+1
+
Ra(p)
ps+2
)
×
∏
pf‖a
f1
p/∈S
[(
1 +
h(p)
ps+1
+ · · ·+ h(p
f )
pf(s+1)
)(
1− 1
ps+1
)
+
h(pf )− h(pf+1)/p
1− 1/p
1
p(f+1)(s+1)
]
,
(We also need to change the condition on the product defining Z3(s) to p  2ad) so
S2(−1) = Ra(4)4
∏
p|d
p=2
Ra(p)
p
∏
pf‖a
f1
p/∈S
h(pf )− h(pf+1)/p
1− 1/p
=
Ra(4)
4
∏
pf‖d
p=2
Ra(pf )
pf
∏
pf‖a:
χd(p)=1
(
1− 1
p
)
(f + 1)
∏
pf‖a:
χd(p)=−1,
f even
(
1 +
1
p
) ∏
pf‖a:
χd(p)=−1,
f odd
0
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=
Ra(4d)
4d
∏
p|a
(
1− χd(p)
p
)
rd(|a|),
by (31) and Lemma A.3. We conclude that Theorem 4.1 holds with
μ1(a,M) = −Ra(4d)4d ·
rd(|a|)
2L(1, χd)
,
which gives the result (with a weaker error term) by Dirichlet’s class number formula. To get
the better error term O(1/M1/3−), one has to get a better estimate in Proposition 5.1. To do
this, we go back to the proof of Proposition 5.9 and remark that (with the notation introduced
there)
Z3(s) =
∏
p2ad
(
1− χd(p)
ps+2
)
,
so
Z(s) =
S3(s)ζ(s + 1)L(s + 2, χd)
s(s + 1)
,
where
S3(s) := S2(s)
∏
p|2ad
(
1− χd(p)
ps+2
)−1
.
Since Z(s) is a meromorphic function on the whole complex plane, we can shift the contour of
integration to the left until the line (s) = −43 + . We have the following convexity bound on
L(s, χd) for 0  σ  1 and t ∈ R:
L(σ + it, χd) (d(|t|+ 3))(1−σ)/2+
(see [15, (5.20)]). Combining this bound with a standard residue calculation yields that
1
2πi
∫
(s)=− 12
S3(s)ζ(s + 1)L(s + 2, χd)
s(s + 1)
Ms ds = −μ1(a,M)
M
+ O
(
1
M4/3−
)
,
from which we conclude the result.
Proof of Theorem 2.6. Set S := {2}, k := 12 and L(x) := (log x)λ with λ < 15 . We first prove
Hypothesis 3.2 using a refinement of a theorem of Landau. We have
A(x) = C x√
log x
(
1 + O
(
x
log x
))
, (35)
with
C :=
1√
2
∏
p≡3 mod 4
(
1− 1
p2
)−1/2
.
(See, for instance, [19, Exercice 240].) The distribution of A in the arithmetic progressions
a mod q with (a, q) = 1 is uniform; however, a result of the strength of Plaksin’s (33) is far
from being known. The best result so far for individual values of q (in terms of uniformity in
q) is due to Iwaniec [14], which proved using the half-dimensional sieve that if (a, q) = 1 and
a ≡ 1 mod (q, 4), then
A(x; q, a) = (2, q)
(4, q)qγ(q)
A(x)
(
1 + O
(
log q
log x
)1/5)
, (36)
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where
γ(q) :=
∏
p|q
p≡3 mod 4
(
1 +
1
p
)−1
.
An easy computation using the arithmetic properties of a(n) shows that
Ape(x) =
⎧⎪⎪⎨
⎪⎪⎩
A
(
x
pe+1
)
if p ≡ 3 mod 4 and 2  e,
A
(
x
pe
)
otherwise,
and more generally,
Ad(x) = A
(
h(d)
d
x
)
, (37)
with
h(pe) :=
⎧⎨
⎩
1
p
if p ≡ 3 mod 4 and 2  e,
1 otherwise.
This confirms that our choice of k = 12 was good, and Hypothesis 3.3 follows as in the proof
of Theorem 2.4. Moreover, (36) can be extended to (a, q) = d for any fixed odd integer d > 1,
by using the identity A(x; q, a) = A((h(d)/d)x; q/d, a/d), hence Hypothesis 3.1* holds. As we
have shown every hypothesis, we turn to the calculation of the average μ1/2(a,M) (which is
never zero since k /∈ Z). We need to modify the definition of S2(s), changing the local factor
at p = 2 to (
1− 1
2s+2
)1/2(
1− 1
22s+2
+
1
22s+3
)
.
Doing so and proceeding as in the proof of Theorem 4.1*, we obtain the result.
Lemma 6.1. Suppose that H = {a1n + b1, . . . akn + bk} is an admissible k-tuple of linear
forms and q, a are two integers such that (q, aia + bi) = 1 for 1  i  k. Then the modified
k-tuple H˜ := {a1(qm + a) + b1, . . . ak(qm + a) + bk} is also admissible. Moreover,
S(H˜) =
∏
p|q
(
1− νH(p)
p
)−1
S(H).
Proof. First, since H is admissible, we have (ai, bi) = 1 for 1  i  k. Fix a prime p. We
need to show that νH˜(p) < p. For a fixed i we have either p | ai, in which case p  bi so ain + bi ≡
0 mod p, or p  ai, in which case the only solution to ain + bi ≡ 0 mod p is n ≡ −a−1i bi. Hence, if
p  ai, then there are only νH(p) < p distinct possible values for −a−1i bi mod p; thus regrouping
these, we can write
k∏
i=1
(ain + bi) ≡ C
∏
i:p|ai
bi
νH(p)∏
j=1
(n + kj)ej mod p,
where the kj are distinct integers, ej  1 and p  C. Using this and the fact that (ai, bi) = 1,
we obtain
k∏
i=1
(ai(qm + a) + bi) ≡ D
νH(p)∏
j=1
(qm + a + kj)ej mod p,
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with p  D. If p  q, then this has exactly νH(p) < p solutions, therefore νH˜(p) < p. Otherwise,
this becomes
k∏
i=1
(ai(qm + a) + bi) ≡
k∏
i=1
(aia + bi) ≡ 0 mod p,
since (q, aia + bi) = 1 for 1  i  k. We conclude that H˜ is admissible. The calculation of S(H˜)
follows easily.
Proof of Theorem 2.8. Define S := ∅ and
a(n) :=
∏
L∈H
Λ(L(n)) = Λ(a1n + b1)Λ(a2n + b2) · · ·Λ(akn + bk).
In our context, some assumptions of Section 3.1 do not hold. The reason is that the asymptotic
for A(x; q, a) depends on (q,P(a;H)) rather than depending only on (q, a). The correct
conjecture in this case is that for integers a and q such that (q,P(a;H)) = 1, (see [16]†)
A(x; q, a) ∼ A(x)
qγ(q)
,
with
γ(q) :=
∏
p|q
(
1− νH(p)
p
)
.
This actually follows from the Hardy–Littlewood conjecture, by taking the modified k-tuple
of linear forms L˜i(m) := ai(qm + a) + bi = qaim + aai + bi, which is admissible if H is and
(q,P(a;H)) = 1 (see Lemma 6.1). Using this idea, we obtain that the assumption of (5)
holding uniformly for |ai|  L(x)1+δ implies Hypothesis 3.1*. We now prove an analogue of
Proposition 5.1. Defining
ZH(s) = ZH(s; a) :=
∑
n
fa(n)
ns+1γ(n)
,
where
fa(q) :=
{
1 if (P(a;H), q) = 1,
0 otherwise,
one can compute that
ZH(s) = S2(s)ζ(s + 1)ζ(s + 2)kZ0(s)
with
S2(s) :=
∏
p|P(a;H)
(
1− 1
ps+1
)(
1 +
νH(p)
p− νH(p)
1
ps+1
)−1
and
Z0(s) :=
∏
p
(
1 +
νH(p)
p− νH(p)
1
ps+1
)(
1− 1
ps+2
)k
,
which converges for (s) > − 32 . Note that ZH(s) has a simple pole at s = 0. Also, S2(s) has
a zero of order ω(P(a,H)) at the point s = −1, and Z0(−1) = S(H)−1, so ZH(s) is of order
†Kawada imposes the additional condition that R(b) :=
∏k
j=1 |aj |
∏
1i,jk |aibj − ajbi| is non-zero. However,
we assume that our linear forms are admissible and distinct, and ai  1; one can show that this implies R(b) = 0.
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ω(P(a,H))− k at this point. The function
ψ(s) :=
(2M)s −Ms
s + 1
+
( x
2M
)s
−
( x
M
)s
vanishes to the second order at s = 0. Combining all this information, we obtain, by shifting
the contour of integration to the left, that
1
2πi
∫
(s)=1
ZH(s)ψ(s)
ds
s
=
1
2M
(
μ1−k(a,M)(1 + o(1)) + O
(
1
M δk
))
,
where
μ1−k(a,M) :=
⎧⎪⎨
⎪⎩
− 1
2S(H)
(logM)k−ω(P(a;H))
(k − ω(P(a;H)))!
∏
p|P(a;H)
p− νH(p)
p
log p if ω(P(a;H))  k,
0 otherwise,
and δk > 0 is a small real number (one can take δk = 12+k ). We conclude by proceeding as in
the proof of Theorem 4.1*.
In the case of twin primes (that is, a(n) := Λ(n)Λ(n + 2)), we give an explicit description
of all integers a  −1 (without loss of generality, since −a(−a + 2) = a(a− 2)) for which
μ−1(a,M) = 0 (note the occurrence of Mersenne and Fermat primes):
a a(a + 2) ω(a(a + 2))
−1 −1 0
1 3 1
2 8 1
pe, p = 2 : pe + 2 = qf peqf 2
2e : 2e−1 + 1 = qf 2e+1(2e−1 + 1) 2
2e − 2 : 2e−1 − 1 = qf 2e+1(2e−1 − 1) 2
Proof of Theorem 2.9. Define S := ∅ and L(x) := (log x)1−δ. We split the proof into two
cases, depending on the size of y.
Case 1: log y  (logM)1/2−δ. The fundamental lemma of combinatorial sieve (see [6]) gives
the following estimate, in the range 2  y  xo(1):
A(x, y) = x
∏
py
(
1− 1
p
)
(1 + E(x, y)) , (38)
where E(x, y) x−1/3 for 2  y < (log x)2/16, and E(x, y) u−u(log y)3 for (log x)2/16 
y  x, with the usual notation u := log x/log y (so yu = x). This shows that Hypothesis 3.2
holds. One shows that
Ad(x, y) :=
∑
nx
d|n
ay(n) =
{
A
(x
d
, y
)
if p | d⇒ p  y,
0 else,
so we have Ad(x, y) = A(hy(d)d x, y), where
hy(d) :=
{
1 if p | d⇒ p  y,
0 else.
Wolke [20] has shown a Bombieri–Vinogradov theorem for this sequence, which states that,
for any A > 0, there exists B = B(A) such that for any Q  x1/2/ logB x, we have, uniformly
THE FIRST TERM OF AN ARITHMETIC PROGRESSION 851
in the range y  √x,
∑
qQ
max
(a,q)=1
max
zx
∣∣∣∣∣∣∣∣
∑
nz
n≡a mod q
ay(n)− 1
φ(q)
∑
nz
(n,q)=1
ay(n)
∣∣∣∣∣∣∣∣
 x
logA x
. (39)
(Note that if (a, q) > 1, then A(x, y; q, a) is bounded.) We will only use this for Q = 2L(x),
and so from now on we suppose that q  2(log x)1−δ. Arguing as in Section 3.1, we have, for
x/2L(x)  z  x, that
1
φ(q)
∑
nz
(n,q)=1
ay(n) =
1
φ(q)
∑
d|q
μ(d)Ad(z, y) = 1
φ(q)
∑
d|q
μ(d)A
(
hy(d)
d
z, y
)
=
A(z, y)
φ(q)
∑
d|q
hy(d)μ(d)
d
(1 + Ed;q(z, y))
=
A(z, y)
qγy(q)
(1 + O(x−1/3+o(1))),
since by (38), in the range d  q  (log x)1−δ, we have
Ed;q(z, y)
(
d
z
)1/3
 x−1/3+o(1).
Summing this over q  2L(x) and using (39), we obtain that∑
q2L(x)
max
(a,q)=1
max
x/2L(x)zx
∣∣∣∣A(z, y; q, a)− A(z, y)qγy(q)
∣∣∣∣ A(x, y)L(x)1+δ . (40)
Having a Siegel–Walfisz theorem in hand, we now prove an analogue of Proposition 5.1. A
straightforward computation shows that
ZA(s) :=
∑
n1
(n,a)=1
1
ns+1γy(n)
= ζ(s + 1)
∏
p|a
(
1− 1
ps+1
)∏
pa
p<y
(
1 +
1
(p− 1)ps+1
)
(41)
= S(s)ζ(s + 1)ζ(s + 2)Z11(s)
∏
py
(
1 +
1
(p− 1)ps+1
)−1
, (42)
where
S(s) = S(s; a) :=
∏
p|a
(
1− 1
ps+1
)(
1 +
1
(p− 1)ps+1
)−1
,
Z11(s) = Z11(s; a) :=
∏
p
(
1 +
1
(p− 1)ps+2 −
1
(p− 1)p2s+3
)
.
We will now use representation (41). Representation (42) will be useful for larger values of y,
since then
∏
p<y(1− 1/ps+2)−1 behaves like ζ(s + 2) on the line (s) = −1 + 1/logM . Note
that, by (41), ZA(s) is defined on the whole complex plane, except at s = 0. As before, we
need to compute the integral
I :=
1
2πi
∫
(s)=2
ZA(s)ψ(s)
ds
s
,
where
ψ(s) :=
(2M)s −Ms
s + 1
+
( x
2M
)s
−
( x
M
)s
,
852 DANIEL FIORILLI
which has a double zero at s = 0, so
I =
1
2πi
∫
(s)=− 12
ZA(s)ψ(s)
ds
s
=
1
2πi
∫
(s)=− 12
ZA(s)((2M)s −Ms) ds
s(s + 1)
+ Oa,
((
M
x
)1/2−
log y
)
,
by the same arguments as in Lemma 5.12 (and Merten’s theorem). We now proceed as in the
proof of Proposition 5.9. Moving the contour of integration to (s) = σ = −1 + 1/logM and
using the bounds ZA(σ + it) (|t|+ 1)1/2+ log y and Z ′A(σ + it) (|t|+ 1)1/2+(log y)2 for
|t|  2 (by Cauchy’s theorem for the derivatives), we can deduce that
I =
2μy(a,M)− μy(a, 2M)
2M
(
1 + Oa
(
(log y)2 log logM
logM
))
+ o(1),
where
μy(a,M) :=
⎧⎪⎨
⎪⎩
−1
2
∏
p<y
(
1− 1
p
)−1
if a = ±1,
0 else.
The condition log y  (logM)1/2−δ ensures that the term in the Oa tends to zero. We conclude
the proof in the same lines as that of Theorem 4.1*.
Case 2: L(1+δ) log logL  y  √x. Note that it is sufficient to consider this range, since
L(1+δ) log logL < (log x)log log log x. We have
A(x, y) = xω(u)
log y
(
1 + O
(
1
log y
))
,
where u := log x/log y and ω(u) is Buchstab’s function (see [19, The´ore´me III.6.4]). Therefore,
we can use the properties of ω(u) to show that, in the range 1/L(x)  z  1 + δ,
A(zx, y)
A(x, y) = z
ω(u−O(logL/log y))
ω(u)
(
1 + O
(
1
log y
))
= z
(
1 + O
(
logL
log y
))
,
hence Hypothesis 3.2 holds if y > x1/log log x. If L(1+δ) log logL  y  x1/log log x, Hypothesis 3.2
follows from (38).
Now, since q  2L(x) < y, we have the equality
1
φ(q)
∑
nx
(n,q)=1
ay(n) =
1
φ(q)
∑
nx
ay(n) =
A(x, y)
qγy(q)
,
and thus, using (39), we conclude that Hypothesis 3.1* holds. We now turn to an analogue of
Proposition 5.1, which we prove using (42). We need an estimate for
I =
1
2πi
∫
(s)=− 12
ZA(s)ψ(s)
ds
s
=
1
2πi
∫
(s)=− 12
ZA(s)((2M)s −Ms) ds
s(s + 1)
+ Oa,
((
M
x
)1/2−)
,
since on the line σ = −1 + 1/logM , we have the bound
∏
py
(
1 +
1
(p− 1)ps+1
)−1

∏
pL(1+δ) log logL
(
1 +
C1
p(log p)1+δ
)
 1,
and similarly for the derivative of this product. We now study the function Z(s) :=
ZA(s)/s(s + 1). Using the bounds we just proved, we obtain that for s = −1 + 1/logM + it
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with |t|  2,
|Z(s)|, |Z ′(s)|  (|t|+ 1)−3/2+.
If ω(a)  2, then Z(s) and Z ′(s) are bounded near s = −1 and we conclude that I = o(1). If
ω(a) = 1, then we define
Z12(s) = Z12(s; a) := Z(s)− c(M,y)
s + 1
,
where
c(M,y) := −1
2
φ(a)
a
∏
p|a
log p
∏
py
(
1 +
1
(p− 1)p1/logM
)−1
.
One sees that, for s close to −1 with (s) = 1/logM ,
∏
py
(
1 +
1
(p− 1)ps+1
)−1
= (1 + O(|s + 1|))
∏
py
(
1 +
1
(p− 1)p1/logM
)−1
,
hence |Z ′12(s)|  1/|s + 1|, and thus
I = −1
2
φ(a)
a
∏
p|a
log p
∏
py
(
1 +
1
(p− 1)p1/logM
)−1
(1 + o(1)). (43)
If a = ±1, then we take Z13(s) = Z13(s; a) := Z(s)− c(M,y)/(s + 1)2, and since Z13(s)
1/|s + 1|, we obtain that (43) holds. Finally, in our range of y,
∏
py
(
1 +
1
(p− 1)p1/logM
)−1
= 1 + O
(
1
log y
)
.
Appendix A. Generalities on binary quadratic forms
In this section, we review several classical facts about the distribution of positive definite binary
quadratic forms Q(x, y) = αx2 + βxy + γy2 in arithmetic progressions. We recall the notation
d = β2 − 4αγ, S = {p | 2d}, χd = (4d· ) and
Ra(q) = #{1  x, y  q : Q(x, y) ≡ a mod q}.
Lemma A.1. The function Ra(q) is multiplicative as a function of q.
Proof. Define Sa(q) := {(x, y) ∈ (Z ∩ [1, q])2 : Q(x, y) ≡ a mod q} and let q1, q2 be two
coprime integers. The ‘reduction mapping’
Sa(q1q2) −→ Sa(q1)× Sa(q2),
(x, y) mod q1q2 −→ ((x, y) mod q1, (x, y) mod q2)
is a bijection by the Chinese remainder theorem.
Lemma A.2. Take Q(x, y) := x2 − dy2 with d ≡ −1 mod 4, and let a = 0 be a fixed integer
such that (a, 2d) = 1. We have that
Ra(q)
q2
=
fa(q)
qγ(q)
,
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where
γ(q) :=
∏
p|q
(
1− χd(p)
p
)−1
and fa(q) is a multiplicative function defined on prime powers as follows.
For p  2ad, fa(pe) := 1. For pf ‖ a with f  1 (so p  2d),
fa(pe) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e + 1 +
1
p− 1 if χd(p) = 1, e  f,
f + 1 if χd(p) = 1, e > f,
1
p + 1
if χd(p) = −1, e  f, 2  e,
1− 1
p + 1
if χd(p) = −1, e  f, 2 | e,
0 if χd(p) = −1, e > f, 2  f,
1 if χd(p) = −1, e > f, 2 | f.
(A.1)
For p | 2d (so p  a),
fa(pe) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1 +
(
a
p
)
if p = 2,
1 +
(−4
a
)
if p = 2, e  2,
1 if p = 2, e = 1.
(A.2)
Proof. By Lemma A.1, it is enough to show that, for any prime p and integer e  1,
Ra(pe)
pe
=
fa(pe)
γ(p)
. (A.3)
First case: p  2d.
We will proceed as in [2, Section 2.3], by using Gauss sums. Writing e(n) := e2πin,
Ra(pe) =
1
pe
∑
1mpe
e
(
−m a
pe
)⎛⎝ ∑
1xpe
e
(
m
x2
pe
)⎞⎠
⎛
⎝ ∑
1ype
e
(
−mdy
2
pe
)⎞⎠
= pe +
1
pe
∑
1mpe−1
e
(
−m a
pe
)
g(m; pe)g(−md; pe),
where g(m; q) :=
∑q
n=1 e(mn
2/q) is a Gauss sum. We have the following properties (see [1]):
If q is odd, then g(1; q)2 =
(−1
q
)
q, (A.4)
If (q,m) = 1, then g(m; q) =
(
m
q
)
g(1; q). (A.5)
As for Ramanujan sums (see, for example, (3.3) of [15])
q∑
m=1
(m,q)=1
e(ma/q) = φ(q)
μ(q/(q, a))
φ(q/(q, a))
. (A.6)
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Using these properties, we compute
Ra(pe) = pe +
1
pe
e∑
g=1
∑
1mpe−1
pe−g‖m
e
(
−m a
pe
)
g(m; pe)g(−md; pe)
= pe +
1
pe
e∑
g=1
∑
1m′pg−1
pm′
e
(
−m′ a
pg
)
p2e−2gg(m′; pg)g(−m′d; pg)
= pe + pe
e∑
g=1
(
d
pg
)
p−g
∑
1m′pg−1
pm′
e
(
−m′ a
pg
)
by (A.4) and (A.5)
= pe + pe
e∑
g=1
(
d
p
)g (
1− 1
p
)
μ(pg/(pg, a))
φ(pg/(pg, a))
by (A.6),
which shows (after a straightforward computation) that (A.3) holds for p  2d.
Second case: p | 2d, p = 2. In this case, we have that p  a, since (a,S) = 1. The number of
solutions of x2 − dy2 ≡ a mod p is exactly p(1 + (ap )). Moreover, such a solution must satisfy
x ≡ 0 mod p; thus by Hensel’s lemma we obtain that
Ra(pe)
pe
= 1 +
(
a
p
)
.
Third case: p = 2. In this case, 2  a. We have that Ra(2) = 2. Reducing the equation x2 −
dy2 ≡ a mod 2e (using that d ≡ −1 mod 4), we obtain
x ≡ y mod 2, x2 + y2 ≡ a mod 4,
which shows that there are no solutions if a ≡ 3 mod 4. Suppose now that a ≡ 1 mod 4. For
e  3, an odd integer is a square mod 2e if and only if it is congruent to 1 mod 8; in fact we
have the following isomorphism:
(Z/2eZ)×  Z/2Z× Z/2e−2Z.
Using these well-known facts, we find that the number of solutions to x2 − dy2 ≡ a mod 2e
such that x is odd is
= 4#{y mod 2e : dy2 + a ≡ 1 mod 8}
= 2e−1#{y mod 8 : y2 ≡ d−1(1− a) mod 8} = 2e
since d−1(1− a) ≡ 0, 4 mod 8. Now the number of solutions of x2 − dy2 ≡ a mod 2e such that
x is even is just the number of solutions of y2 − d−1x2 ≡ −d−1a mod 2e such that y is odd,
which as we have shown (and using that −d−1 ≡ 1 mod 4) is equal to 2e. We conclude that
Ra(2e)
2e
=
{
2 if a ≡ 1 mod 4,
0 if a ≡ 3 mod 4.
Lemma A.3. Take Q(x, y) := αx2 + βxy + γy2 with (α, β, γ) = 1 and d = β2 − 4αγ ≡
1, 5, 9, 12, 13 mod 16. Let a = 0 be a fixed integer with (a, 2d) = 1. We have, for (q, 2d) = 1,
that
Ra(q)
q2
=
fa(q)
qγ(q)
,
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where
γ(q) :=
∏
p|q
(
1− χd(p)
p
)−1
and fa(q) is defined as in Lemma A.2. Moreover, for p | 2d, p = 2 (so p  a),
Ra(pe)
pe
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 +
(
αa
p
)
if p = 2, p  α,
1 +
(
γa
p
)
if p = 2, p  γ,
(A.7)
and
Ra(2e)
2e
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if 2 | β, e = 1,
1 +
(−4
αa
)
if 2 | β, 2  α, e  2,
1 +
(−4
γa
)
if 2 | β, 2  γ, e  2,
1
2
if 2  β, 2 | αγ,
3
2
if 2  αβγ.
(A.8)
Proof. First write Q(x, y) in four different ways:
Q(x, y) =
1
4α
((2αx + βy)2 − dy2) (A.9)
=
1
α
((
αx +
β
2
y
)2
− d
4
y2
)
(A.10)
=
1
4γ
((βx + 2γy)2 − dx2) (A.11)
=
1
γ
((
γy +
β
2
x
)2
− d
4
x2
)
. (A.12)
We will split into five distinct cases.
Case 1 : p  2α. In this case, we use the representation (A.9). Note that the mapping φy :
x → 2αx + βy is an automorphism of Z/peZ, so
Ra(pe) = #{1  x, y  pe : x2 − dy2 ≡ 4αa mod pe}.
Going through the proof of Lemma A.2, we see that
Ra(pe)
pe
=
f4αa(pe)
γ(p)
=
fαa(pe)
γ(p)
(
=
fa(pe)
γ(p)
if p  d
)
.
Case 2 : p  2γ. In this case, we proceed in an analogous way to the first case, using the
representation (A.11) to obtain that
Ra(pe)
pe
=
f4γa(pe)
γ(p)
=
fγa(pe)
γ(p)
(
=
fa(pe)
γ(p)
if p  d
)
.
Case 3 : p | α, p | γ, p = 2. In this case p  β, so p  d. Writing X := x + y and Y := y, we
compute that
αX2 + βXY + γY 2 = αx2 + (2α + β)xy + (α + β + γ)y2 =: α′x2 + β′xy + γ′y2.
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We have p | α′, p  β′ and p  γ′, which reduces the problem to Case 2, and so
Ra(pe)
pe
=
f(α+β+γ)a(pe)
γ(p)
=
fa(pe)
γ(p)
.
Case 4.1 : p = 2, 2 | β. In this case, d ≡ 0 mod 4. We have that either 2  α, or 2  γ. In the
first event we use representation (A.10), which gives
Ra(2e) = #{1  x, y  2e : x2 − d′y2 ≡ αa mod 2e}
with d′ := d4 ≡ −1 mod 4. Going back to the proof of Lemma A.2, we obtain that
Ra(2e)
2e
= fαa(2e).
In the event that 2  γ, the result is
Ra(2e)
2e
= fγa(2e).
Note that if 2  αγ, then, since d4 ≡ −1 mod 4, we have α ≡ γ mod 4, so
fαa(2e) = fγa(2e).
Case 4.2 : p = 2, 2  β. In this case, 2  d and 2  a. An easy application of Hensel’s lemma in
either of the variables x or y (since one of them has to be odd) yields
Ra(2e)
2e
=
Ra(2)
2
,
and all the possibilities are contained in the following table.
α mod 2 β mod 2 γ mod 2 Ra(2)
0 1 0 1
0 1 1 1
1 1 0 1
1 1 1 3
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