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Recent years have seen the ﬁrst applications of computational protein design to generate novel cat-
alysts, binding pairs of proteins, protein inhibitors, and large oligomeric assemblies. At their core
these methods rely on a similar hybrid energy function, composed of physics-based and database-
derived terms, while different sequence and conformational sampling approaches are used for each
design category. Although these are ﬁrst steps for the computational design of novel function, crys-
tal structures and biochemical characterization already point out where success and failure are
likely in the application of protein design. Contrasting failed and successful design attempts has
been used to diagnose deﬁciencies in the approaches and in the underlying hybrid energy function.
In this manner, design provides an inherent mechanism by which crucial information is obtained on
pressing areas where focused efforts to improve methods are needed. Of the successful designs,
many feature pre-organized sites that are poised to perform their intended function, and improve-
ments often result from disfavoring alternative functionally suboptimal states. These rapid develop-
ments and fundamental insights obtained thus far promise to make computational design of novel
molecular function general, robust, and routine.
 2012 Federation of European Biochemical Societies. Published by Elsevier B.V.1. Introduction
What are the design principles that underlie the complex,
sophisticated and beautiful protein systems that are at the heart
of all life processes? Nature provides an inspiring number of differ-
ent functional classes of proteins, from signaling molecules that
display exquisitely ﬁne-tuned molecular recognition, through reg-
ulated membrane channels and pumps, to enzymes that catalyze
essential reactions at speciﬁcities and efﬁciencies that are un-
matched by human invention. Biochemical and theoretical work
has long been used to characterize how function is encoded in
these systems, often by studying the impact of mutations on natu-
ral proteins. However, a myriad of evolutionary forces operating
over countless generations has shaped extant natural systems, con-
founding the inference of key design principles. Recent advances in
computation and high-throughput experimental analysis have
opened the way to generating molecular function from the bottom
up. By controlling all inputs into the process, computational pro-
tein design of novel function offers an intriguing route to uncover
fundamental principles that explain existing molecular functionsand, by extrapolation, allows construction of functional systems
with no known natural counterparts.
Recent years have seen the ﬁrst steps made by computational
protein designers to produce novel catalysts, binding proteins,
inhibitors, and oligomeric assemblies. Their approaches all rely
on the inverse-folding paradigm [1], where the target state (a pro-
tein bound to its partner, be it another protein or a transition-state
model) is modeled in atomic detail and the designed protein’s se-
quence is chosen to form energetically favorable interactions with
its target. The choice of the sequence is guided by (1) the technique
used to consider different candidate sequences, or the sampling
method, e.g., simulated annealing or dead-end elimination, and
(2) the energy (scoring) function used to compare these candidate
sequences. Energy functions used in design are usually ‘‘hybrid’’
(Fig. 1) – they feature terms that are physics-based (e.g., the Len-
nard–Jones potential for atomic repulsion and dispersion forces)
and terms that are derived from known three-dimensional struc-
tures of proteins (e.g., amino acid sidechain conformational prefer-
ences observed in the Protein DataBank (PDB)). A crucial early
insight was that both the energy function and sampling techniques
used should be general and independent of the particular design or
modeling problem [2–4]. In such a framework, the design process
provides a powerful mechanism to diagnose the state of our
understanding of protein energetics; improvements in the energy
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Fig. 1. A schematic description of hybrid all-atom energy functions used in design calculations. The energy functions used by several protein design software suites such as
ORBIT and Rosetta are dominated by the following contributions (left-to-right, and top-to-bottom): van der Waals interactions accounting for both the attractive interactions
among apposing molecular surfaces and the repulsive interactions due to steric overlap; hydrogen bonds between acceptor atoms (e.g., carbonyls), and donating polar
hydrogens [62]. Hydrogen-bond strengths are determined by distance, orientation, and the polarity of the acceptor and donor; polar atoms are stabilized by interacting with
water in their vicinity. Sequestering polar groups in the protein reduces some of this stabilization. Macromolecular forceﬁelds used in design do not explicitly model the
interactions with water molecules, rather use an implicit solvation model in which the total volume of excluded water in the vicinity of polar atoms is assessed by counting
the number of protein atoms in a shell surrounding the atom [63,64]; residue sidechains are observed to reside in a limited set of preferred conformations, known as rotamers
due to the nature of the chemical bonds within the residue and to dependencies on the local backbone conformations [64]. These probabilities are converted to pseudo-
energies and used to bias conformations to the most likely ones; certain residue pairs are observed to cluster more often than others, for instance, due to the formation of
stabilizing electrostatic interactions. A pair potential is derived from these propensities and used as a pseudo-energy term [65,66]. Other pseudo-energy terms are derived
from the structures in the PDB and based on the desired molecular function (e.g., catalytic constraints). Increasing the reliability of macromolecular energy functions is an
active area of research; major aspects that lack accuracy are the effects of solvation and electrostatics [55,67]. For a detailed treatment of the energy terms used in Rosetta we
refer the reader to Ref. [49] and in ORBIT to Refs. [3,5]. All molecular ﬁgures were generated using PyMol [68].
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more generally, protein modeling, efforts.
The earliest demonstrations that hybrid energy functions are
useful for design came from the complete computational redesign
of a zinc-ﬁnger protein by Dahiyat and Mayo [5], followed by the
de novo design of a protein fold not observed in nature, by Kuhl-
man, Baker and co-workers [6], and more recently, a similar strat-
egy led to the design of a novel protein loop [7]. Here, we limit
ourselves to discussing the computational design of novel protein
function – particularly novel enzymes and protein binders – that
has been corroborated by experimental atomic structures but note
that very exciting progress has been made in computational design
of altered protein function, such as novel binding speciﬁcities [8,9]
and allosteric regulation [10], and refer readers to a recent review
[11].
2. Design of novel enzymes
Natural enzymes are amazingly proﬁcient catalysts that can
accelerate the rates of their cognate reactions by as much as 1023
fold [12]. The ability to de novo design an enzyme to catalyze
any desired chemical reaction is a stringent test of our understand-
ing of catalysis and will have signiﬁcant practical applications in
medicine and industry. Early computational design efforts focused
on introducing metal-binding sites in proteins ([13,14]), and ‘‘nas-
cent’’ metalloenzymes for redox chemistries were obtained by vir-
tue of open metal co-ordination sites in the designed proteins
([15–17]). However, these studies did not include explicit compu-
tational models of the chemical transformation being catalyzed. Apioneering effort by Bolon and Mayo included atomistic details of
the catalyzed reaction and introduced a nucleophilic histidine res-
idue on the surface of a catalytically inert thioredoxin to obtain
catalysts (‘‘protozymes’’) for the hydrolysis of an activated ester
substrate [18].
It is widely accepted that natural enzymes make two primary
contributions to catalysis: they interact favorably with the reaction
transition state [19] and they shield the chemical groups that aid
catalysis from water [20], thereby increasing their reactivity; to-
gether these mechanisms lower the transition-state free energy
in the active site microenvironment compared to the bulk solvent.
To generate novel enzymes, design efforts in the framework of pro-
grams such as ORBIT and Rosetta have attempted to emulate these
properties of natural enzymes. The process starts by modeling a so-
called theozyme that is composed of a model of the chemical tran-
sition state(s) and key amino acid residues placed in orientations
that are predicted to favor interactions with the transition-state
model [21]. The transition-state structure cannot be experimen-
tally determined due to its short lifespan (a few femtoseconds at
room temperature [22]), so it is either adapted from crystal struc-
tures of transition-state analogue bound enzymes, or is based on
quantum-chemical calculations. Constellations of backbones that
can support the theozyme model are searched among hundreds
of small-molecule binding pockets in crystallographic protein
structures [23,34]. The sequence of residues in the putative cata-
lytic pocket is then optimized to both favor maintenance of cata-
lytic geometry and to provide additional stabilization to the
transition state(s) [25]. Several candidate designs are synthesized
in the laboratory and assayed for their programmed activity.
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enzymes utilizing the approach outlined above came from efforts
to catalyze the model reactions, Kemp elimination [26] and the ret-
ro-aldol reaction [27], for both of which no natural biocatalyst is
known. In both cases small and relatively activated substrates
were chosen for initial proof-of-principle efforts (Fig 2A and B).
The catalytic efﬁciencies of designed enzymes were initially quite
modest but could be improved through in vitro evolution, yielding
in some instances >103-fold increases over the original design [28–
30]. Subsequently solved crystallographic structures of enzymes
bound to substrate analogues and mutational analysis showed that
in some enzymes much of the catalytic machinery was in place, but
also revealed that the design of polar interactions and water-med-
iated contacts was not accurate [31], and these elements were
visualized in orientations that were not optimal for catalysis
[32,33] (Fig 2C and D). Analysis by crystallographic structure deter-
mination and molecular dynamics (MD) simulation suggested that
conformational plasticity underlies the lack of activity in another
designed Kemp eliminase [34]. In the latter case, substitutions
were subsequently introduced to disfavor hydration of the ac-
tive-site environment and to reduce the ﬂexibility of catalytic
groups, leading to an active enzyme with a catalytic efﬁciency, kcat/
Km, of 430 M1s1. These results demonstrate a potentially power-
ful strategy in which an assessment of the conformational stability
of the designed active site from MD simulations is used iteratively
to complement design algorithms that typically operate on static
structures. Further, they suggest that improvements in designed
enzymes can be made by restricting the conformational degrees
of freedom of polar amino acid residues, possibly with additionalFig. 2. Models and crystal structures of computationally designed enzymes provide
conformational plasticity in design. (A) and (B) Computational models of the designed Kem
in the calculations are shown in spheres, and the catalytic and some of the binding resid
Comparison of the KE59 design model (green) with a crystal structure of the protein b
ﬂipped orientation relative to the TS model, and rotameric changes are observed in the act
the protein bound to a diketone inhibitor, 1-(6-methoxynaphthalen-2-yl)butane-1,3-di
structures. The modeled and crystallographic water molecules are shown as spheres.contacts formed to other structural elements in the designed pro-
tein [35]. Other areas where improvements are needed are in
understanding how to conﬁne water molecules in the catalytically
desired orientation and how to modulate the degree of hydration
of key catalytic groups.
In a second generation of enzyme design, a possible route to ad-
dress the challenges of designing polar interaction networks was
tested by constructing much of the network using backbone car-
bonyl and amide groups rather than water molecules and side-
chain atoms; backbone functional groups are on average less
ﬂexible than those of sidechains and water molecules [36]. To
understand the minimal requirements for ester hydrolysis, a reac-
tion carried out by a number of natural enzymes, cysteine-histi-
dine dyads along with various conceptions of an oxyanion-hole
were used as theozymes for design. Oxyanion holes contribute to
catalysis by donating hydrogen bonds to polarize the substrate,
therefore different theozyme conceptions featured sidechain, back-
bone amide and explicitly modeled water molecule donor groups,
respectively. While designs featuring sidechain and explicitly mod-
eled water molecules were inactive, utilizing backbone-mediated
hydrogen bonds yielded designed enzymes with catalytic efﬁcien-
cies kcat/Km 400 M1s1. Crystal structures of the designed (apo-)
enzymes showed that the backbone-mediated hydrogen bonds and
the nucleophilic cysteine residues were in their designed confor-
mations. However, the catalytic histidine residue, which was
designed on a loop segment, was not in an appropriate position
for catalysis. In contrast, in the natural enzymes that feature
similar catalytic machinery, the histidine residue is highly pre-or-
ganized by a conserved hydrogen bond to a spatially proximalhigh-resolution mechanistic insights and highlight challenges for modulating
p eliminase, KE59, and Retro-aldolase, RA34, respectively. The TS models employed
ues are highlighted. The designs feature highly shape complementary interfaces. (C)
ound to the substrate analogue benzotriazole (magenta). The benzotriazole is in a
ive site. (D) Comparison of the RA34 design model (green) with a crystal structure of
one (magenta). The catalytic lysine residue adopts a different rotamer in the two
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signed enzymes could thus be attributed to a reorganization pen-
alty for orienting the histidine in a catalytically productive
conformation, in agreement with earlier calculations highlighting
the importance of preorganization in natural enzymes [37].
Another design approach that takes advantage of pre-organized
polar functional groups is to computationally repurpose the
machinery of existing enzymes for catalyzing new, non-cognate
reactions. A set of mononuclear zinc-containing metalloenzymes
was used to design catalysts for organophosphate (OP) hydrolysis,
and a redesigned adenosine deaminase that catalyzed OP hydroly-
sis with a catalytic efﬁciency of kcat/Km 104 M1s1 after directed
evolution was obtained [38]. The wild type deaminase had no
detectable OP hydrolysis activity at comparable enzyme and sub-
strate concentrations. While both OP hydrolysis and deamination
reactions are hydrolyses, their respective transition-state geome-
try, leaving-group character, and substrate electrophilicity are
quite distinct. The most active designed OP hydrolase variant fea-
tured 11 substitutions in the wild type deaminase, and analysis of
the mutational landscape of activity switching indicated that 4 de-
signed substitutions were required simultaneously for obtaining
detectable OP hydrolysis activity. Obtaining these epistatic muta-
tions using directed evolution would require generating and
screening an impractically large library. Thus, success with this
computational approach offers a general route to exploring the un-
tapped catalytic prowess of natural enzymes for novel reactivities,
and suggests that once highly activated, solvent-shielded catalytic
machinery is obtained, it can be channeled effectively to carry out
novel transformations.
Signiﬁcant improvements in the catalytic efﬁciencies of de-
signed enzymes have been made using directed evolution tech-
niques in which substitutions both spatially proximal to and
distal from the designed active site are screened for activity
improvements [30,33,36]. A general theme that has emerged from
these studies is that substitutions that do not directly contact the
substrate can have substantial effects on catalytic efﬁciencies (kcat/
Km), and most of the improvements that result through evolution
occur in the catalytic rate (increases in kcat) as opposed to substrate
binding (decreases in Km). Rationalizing these observed improve-
ments using comparative structural analyses ([33,34,36]) as well
as detailed quantum-chemical simulations ([39–41]) of the de-
signed active sites will be useful feedback for improving the energy
functions used in design. Taken together, recent efforts in these
directions suggest that the observed improvements are likely the
result of one or more of the following: (a) increased pre-organiza-
tion of catalytic residues induced by the destabilization of non-pro-
ductive alternative states, (b) better activation of the catalytic
groups (e.g., pKa modulation) by modulation of their electrostatic
environment, and (c) better alignment of the substrate with re-
spect to the catalytic machinery. These insights make a strong case
for improvements in modeling long range, electrostatic effects of
amino acid substitutions on both the active site environment and
the entire free energy landscape of the reaction (as opposed to a
single transition state). Such improvements will be crucial to ob-
tain the next generation of highly active computationally designed
catalysts and bridge the currently large efﬁciency gap between de-
signed and natural enzymes [42].3. Design of novel protein interactions
Protein–protein interactions underlie all life processes. The abil-
ity to design protein interactions that are not seen in nature is a
stringent test of our understanding of the physical basis for
biomolecular recognition, and provides a future route to novel
molecules with therapeutic, technological, and research utility.Initial successes were demonstrated in designing low-afﬁnity
binding pairs through computational docking followed by design
to generate a heterodimer comprising two variants of a single nat-
ural protein [43] and a designed protein that bound a natural tar-
get protein [44]. Likely due to the low afﬁnities (KdP 100 lM),
experimentally determined molecular structures of the designed
interactions have not been obtained. In the following we discuss
designs where molecular structures were obtained, providing a
clear test for the design strategy.
Certain protein scaffolds recur through evolution as protein-
binding modules, which have favorable characteristics for binding
a wide range of molecular surfaces. For instance, the ankyrin do-
main has been studied extensively using in vitro evolution and
crystallography, yielding many insights on the importance of cer-
tain positions for its stability and binding [45]. Following this lead
from evolution, a design approach utilized these insights to design
an ankyrin domain and a set of hyperthermophilic proteins to form
binding pairs by constraining residue choices and interaction
types between the two designed partners [46]. For instance, aspar-
tate residues that were known to form important stabilizing inter-
actions within the ankyrin repeat as well as cross-interface
interactions were conserved in design calculations. On the hyper-
thermophilic partner, two aromatic residues, tyrosine and trypto-
phan, which are often seen to make important contributions to
binding afﬁnity in natural complexes [47], were introduced to form
hydrophobic and hydrogen-bonding interactions across the inter-
face. These aromatic residues were supported by a hydrophobic
ring of residues, followed by polar and charged residues at the
interface periphery, and designs were selected on the basis of
how well they conformed to properties of naturally occurring pro-
tein–protein interactions, such as the content of polar groups at the
interface. This design strategy yielded one medium-afﬁnity de-
signed pair (Kd 150 nM) comprising approximately 20 substitu-
tions on each partner protein relative to the wild-type pair and
substitutions identiﬁed through in vitro evolution improved bind-
ing afﬁnity by 3 orders of magnitude generating subnanomolar dis-
sociation constants. Crystallographic analysis of this complex
showed that the designed interfaces mediated the interaction,
but the binding mode was inverted by 180. The inverted binding
mode may indicate inaccuracies in the design procedure or could
be due to the substitutions accumulated during the afﬁnity-matu-
ration process favoring the inverted mode. Conformational plastic-
ity may also have had a role in reducing the speciﬁcity of the
designed surface to the target conformation. Indeed, the co-crystal
structure reveals that several sidechains adopted conformations
that were quite different from the designed ones and that the de-
signed hyperthermophilic protein had increased temperature fac-
tors, indicative of conformational ﬂexibility.
Interfacial contacts between backbone atoms provide a way to
design polar interactions that are less prone to reconﬁguring rela-
tive to the design conception. This inference led to the design of a
symmetric homodimer mediated by a cross-interface b sheet [48].
The design protocol consisted of computationally scanning the PDB
for exposed b strands and then subjecting these proteins to sym-
metric design and reﬁnement to obtain designed homodimeric
proteins that form tight binding interactions. One of these proteins
was experimentally determined to dimerize with a dissociation
constant, Kd 1 lM, and the dimer crystal structure was essentially
identical to the original design conception (Fig. 3a). The designed
interface is dominated by hydrophobic sidechain contacts and six
backbone mediated hydrogen bonds. Three other designed pro-
teins based on the same scaffold protein did not form homodimers
in experiment and were noted to have more polar interfaces than
the successful design. Taken together, these results highlight the
challenges in the modeling and design of polar interaction net-
works mediated through amino acid sidechains. A comparison of
Fig. 3. Crystal structures of computationally designed protein interfaces using three different methods highlight strategies employed in protein design to limit
conformational plasticity at the interface. (A) A computationally designed symmetric homodimer incorporates a cross-interface b sheet, which speciﬁes the proteins’
orientations [48]. (B) HB80 (green backbone) uses a dense interaction network comprising three residues (pink) to interact with the conserved surface of Group 1 inﬂuenza
hemagglutinins (surface) [54,55]. (C) A large cage-like structure was designed by forming higher-order oligomers between symmetric homotrimers [57]. In all of these
designs, the interfaces are dominated by hydrophobic contacts, and the designed surface comprises rigid secondary-structural elements. Success in designing ﬂexible
backbones and polar interaction networks in interfaces has been elusive [56].
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highlighted the difﬁculty in accurate design of buried polar interac-
tion networks mediated by sidechains [69].
Another approach for increasing the speciﬁcity of the designed
binding mode utilized metal-mediated interactions, by designing a
symmetric interaction incorporating a zinc ion binding site com-
prising residues on both partners [50]. The protein pair’s afﬁnity
in the presence of Zn2+ was enhanced by 2 orders of magnitude
compared to its afﬁnity in the absence of Zn2+ and a crystal struc-
ture of the Zn2+-bound complex showed that the binding mode
was largely as designed. However, one of the designed histidines
adopted a conformation that was not consistent with co-ordinating
the zinc ion. Replacing this histidine residue with a designed gluta-
mate yielded a design variant that ligated Zn2+ as conceived, dem-
onstrating how iterative cycles of design and experimental testing
can improve the design methodology. This strategy of incorporat-
ing metal-binding sites to induce interactions among non-interact-
ing starting proteins has been extended to generate large and
ordered protein arrays [51]. Here, a 3 histidine zinc binding site
was designed on a monomeric protein to induce a C2 symmetric
dimer. The fourth Zn-ligand was left open, such that aspartate res-
idues from other monomers could form higher-order oligomers.
Interestingly, the arrays could be assembled and disassembled
with changes in pH and Zn concentration, mimicking the plasticity
of biological assemblies.Many natural protein interfaces show a hotspot region of high-
afﬁnity interactions mediated by 2–4 amino acids on either side of
the interface, which make crucial contributions to binding afﬁnity
[47]. Computational design calculations have suggested that the
clustering of these hotspot residues may limit conformational plas-
ticity at the binding surface [52]. To emulate this design feature of
natural binding surfaces a two-step procedure was developed:
ﬁrst, a hotspot region comprising clustered, high-afﬁnity interac-
tions between the target protein and amino acid sidechains was
computed, and second, scaffold proteins capable of presenting
the hotspot while forming high shape complementarity interfaces
were identiﬁed and further sequence optimized for target binding
[53]. This strategy was used to generate two initially low-afﬁnity
(Kd > 1 lM) binders of the conserved stem region of inﬂuenza hem-
agglutinin that were then reﬁned through in vitro evolution to Kd
10 nM [54]. Crystal structures showed that these proteins bound
to their target in a mode that was almost identical with the original
design conception providing atomic-level validation for this design
strategy (Fig. 3b).
Given the high accuracy of this procedure, designs were further
analyzed using two complementary approaches to identify meth-
odological deﬁciencies. The ﬁrst approach was informed by exper-
imental data. To identify substitutions that can improve binding
afﬁnity, a novel combination of deep sequencing and afﬁnity
maturation was used, whereby a library encoding each single point
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(comprising each of the 20 amino acids at each position on the
two hemagglutinin binders) was subjected to weak selection for
binding afﬁnity to the target to obtain a selected library [55]. The rel-
ativeproportionof all point substitutions in theoriginal and selected
libraries was assessed using deep sequencing, singling out substitu-
tions that were enriched in the selected library on account of
increasing the binding afﬁnity. When substitutions that increase
binding afﬁnity were modeled on the initial designed structures it
emerged that these substitutions could decrease the desolvation
penalty upon binding and increase the long-range charge comple-
mentarity between the two proteins. Solvation and electrostatics
are aspects that are poorlymodeled by currentmethods, and guided
by these data a Poisson–Boltzmann equation based electrostatic
model was developed to aid interface design. The second approach
analyzed the designs which completely failed to bind under the
experimental conditions tested and compared them to a set of nat-
ural protein–protein complexes. Twenty-eight research groups spe-
cializing in structure prediction of protein complexes were asked to
independently developmetrics that distinguish these failed designs
from natural interfaces [56]. One key ﬁnding from this study was
that the binding surfaces of a majority of natural protein–protein
interfaces are conformationally more stable than those of the failed
designs. Taken together, these results reinforce the conclusions from
analysis of designed enzymes, thatmodeling the contributions from
polar interactions needs to be improved and that conformational
plasticity in designed interfaces is detrimental to their efﬁciency.
High avidity provides another route to interaction design that
leverages small contributions from many interacting surfaces to
drive the interaction. In two independent studies, large homo-olig-
omeric complexes were generated by (1) docking of homotrimeric
structures into larger assemblies consistent with a target symme-
try, and (2) symmetric design of the resulting interfaces between
trimers to optimize their binding afﬁnity [57,58]. In the former
study, two proteins, one comprising 12 trimeric subunits and the
other 24 trimeric subunits, were found to form the anticipated
interaction stoichiometry in solution and crystallography showed
very high ﬁdelity to the original design concept (Fig. 3c), and in
the latter study, a 3-helix coiled coil was designed to form a crystal
lattice. This procedure could be used in the future to custom design
drug delivery devices and other nanomaterials for biotechnological
applications [59].
4. Emerging themes and future perspectives
Computational design of protein function is a very young ﬁeld
and success rates have so far been low – tens of failed designs
for a few successes are the norm. At this early stage, we can learn
much about the scope of our understanding of protein energetics
and its relationship with molecular function from both the suc-
cesses and the failures. A recurring theme is that the conforma-
tional stability of the active site cannot be taken for granted.
Employing naturally occurring rigid backbone structures helps re-
duce uncertainty in the conﬁguration of the designed site, yet
backbone rigidity does not ensure that the sidechains do not recon-
ﬁgure. Three strategies that have relied on limiting sidechain ﬂex-
ibility during design featured constellations of amino acid residues
that were predicted to form a dense network of stabilizing interac-
tions among themselves, as in the design of protein inhibitors [54],
amino acids with short sidechains, as in the design of oligomeric
structures [57], or focused on designing interactions that utilize
backbone atoms, as in the design of homodimers with an interface
b-sheet [48] and ester hydrolases featuring backbone groups for
the catalytic machinery [36]. In cases where these routes were
not taken, some ﬂexibility at the sidechain level caused alteredbinding, either through minor sidechain rearrangements [30] or
large binding mode differences [46]. The challenge in restricting
the plasticity of the designed site is due to the fact that the energy
gap that separates alternative sidechain conformations or sub-
strate-binding modes is small unless the sidechains are explicitly
designed to form uniquely stabilizing interactions. Such small en-
ergy gaps are difﬁcult for design calculations to predict accurately
[60]. The problem is compounded in the case of small and/or ﬂex-
ible substrates and in designing sidechain-mediated polar interac-
tion networks, including through water molecules, where correct
balancing of electrostatic, solvation, and hydrogen bonding is re-
quired [49].
A second emerging theme is that design of segments lacking
secondary structural elements (loops) for function has so far seen
no success (although design of a stable loop has been demon-
strated [7]). In all cases mentioned here, where regions containing
large loops were subjected to design, the resulting protein either
did not interact with its target [56], or bound to it in a very differ-
ent binding mode. Here again, the likely reason is that small energy
gaps separate multiple different backbone conﬁgurations, con-
founding the energy functions on which design relies. There are
two complementary routes that design efforts are undertaking to
address these challenges: one is to improve the underlying force-
ﬁeld to encompass a more accurate treatment of electrostatics
and solvation [55]. These efforts should help identify the lowest-
energy structure for a given sequence in design, and estimate the
energy gap between the lowest-energy and alternative structures
accurately. A second thrust is to encode large energy gaps by ruling
out alternative states. For instance the hotspots used in inhibitor
design are predicted to form dense interaction networks among
themselves in order to disallow alternative conﬁgurations [53]. An-
other approach is to replace loop structures with larger, well-
folded domains that likely will have access to a smaller number
of alternative states. Signiﬁcant improvements in a designed
Diels–Alderase resulted from using such an approach [61]. These
strategies could be generally beneﬁcial for other enzyme design
cases, particularly for those in which binding-site reconﬁguration
has been associated with the low efﬁciency of de novo designs.
Natural evolution makes much use of the protein backbone de-
grees of freedom to encode molecular speciﬁcity, afﬁnity, and reg-
ulation. Therefore, efforts should be directed to understand how
backbone conformations that lack secondary structural elements
are stabilized in nature and how conformational speciﬁcity is en-
coded in functional sites constructed from these ﬂexible building
blocks. Such insights will help account for and eventually program-
matically encode subtle but important regulatory effects like pro-
tein dynamics and allostery in design.
A ﬁnal theme is the use of high-throughput experimental char-
acterization to screen and improve computationally designed
proteins. Many of the limitations of computational-design method-
ology, including forceﬁeld inaccuracies and our limited under-
standing of the relationships between sequence, backbone
conformation, and function, have been at least in part overcome
by screening dozens of computationally designed proteins using
sensitive experimental assays, identifying weakly active hits and
subsequently improving their efﬁciencies using directed evolution
techniques. Importantly, activities of computationally designed
proteins can be improved to the point that, in the case of hemag-
glutinin binders, they rival known antibodies in afﬁnity and spec-
iﬁcity [54,55], and in the case of designed enzymes, they are
comparable to some natural enzymes [33,38]. This combined com-
putational–experimental strategy builds upon the strengths of
these complementary methods and promises to make rapid
gains in design applications, in the process improving our under-
standing of crucial aspects of protein conformation and energetics.
S.D. Khare, S.J. Fleishman / FEBS Letters 587 (2013) 1147–1154 1153Incorporating these insights will help make computational design
of novel function robust, routine and powerful.
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