In this paper we construct an entire function of two variables having the property that its values and its partial derivatives of any order at any distinct algebraic points are algebraically independent. Such an entire function is generated by a linear recurrence. In order to prove this result, we reduce the algebraic independency to that of Mahler functions of several variables by shifting the linear recurrence and apply the theory of Mahler functions.
Introduction and the results
In transcendental number theory, various authors have investigated necessary and sufficient conditions for the values of analytic functions at algebraic numbers to be algebraically independent. The earliest such result is the famous LindemannWeierstrass theorem, which asserts that the values e α 1 , . . . , e αn of the exponential function at algebraic numbers α 1 , . . . , α n are algebraically independent if and only if α 1 , . . . , α n are linearly independent over the rationals (cf. Shidlovskii [8] ).
Some complex or p-adic entire functions are known to have the notable property that their values and their derivatives of any order at any nonzero distinct algebraic numbers are algebraically independent. As the first such result, Nishioka established Theorem 1 below. Before stating the theorem, we introduce some notation used throughout this paper.
Let p be ∞ or a prime number. Let | · | p denote the usual absolute value or the standarized p-adic absolute value of the field Q of rational numbers according respectively as p is ∞ or a prime number. We denote by Q p the completion of Q with respect to | · | p , by Q p the algebraic closure of Q p , and by C p the completion of Q p . Note that Q ∞ is the field R of real numbers, and that Q ∞ and C ∞ are the field C of complex numbers. We also denote by | · | p the absolute value of C p . Let Q denote the field of algebraic numbers, that is, the algebraic closure of Q in C. We denote by Q × the set of nonzero algebraic numbers. For each prime number p, we fix an embedding of Q into C p . We denote by f (l) (x) the derivative of f (x) of order l.
Theorem 1 (Nishioka [5] ). Let p be ∞ or a prime number. Let a be an algebraic number with 0 < |a| p < 1. Define f (x) = ∞ k=0 a k! x k . Then the infinite subset {f (l) (α) | α ∈ Q × , l ≥ 0} of Q p is algebraically independent over Q.
First we consider the case where p is ∞. Fix an algebraic number a with 0 < |a| ∞ < 1 in what follows. Nishioka also proved the following Theorem 2 (Nishioka [6] ). Let d be an integer greater than 1. Define g(x) = ∞ k=0 a d k x k . Then the infinite subset {g (l) (α) | α ∈ Q × , l ≥ 0} of C is algebraically independent over Q. 
which is essentially different from the situation of Theorem 1. Mahler functions are analytic functions satisfying the functional equations such as (1) or those of more general forms. In order to prove Theorem 2 above, Nishioka [6] established a criterion for the algebraic independence of the values of Mahler functions. Mahler's method, which treats the algebraic independence of the values of Mahler functions, has further applications as follows. Let {R k } k≥0 be a linear recurrence of nonnegative integers satisfying
where n ≥ 2, R 0 , . . . , R n−1 are not all zero, and c 1 , . . . , c n are nonnegative integers with c n = 0. We define a polynomial associated with (2) by Φ(X) := X n − c 1 X n−1 − · · · − c n .
Define
The following theorem was proved by applying Nishioka's criterion.
Theorem 3 (Tanaka [9] ). Suppose that Φ(±1) = 0 and that the ratio of any pair of distinct roots of Φ(X) is not a root of unity. Then the infinite subset {F (l) (α) | α ∈ Q × , l ≥ 0} of C is algebraically independent over Q.
Using Mahler's method, Tanaka also constructed a complex entire function defined by an infinite product and having the property that its values and its derivatives of any order at any nonzero distinct algebraic numbers except its zeros are algebraically independent. Define
The following theorem was proved by applying another criterion, which was proved by Kubota [2] and improved by Nishioka [7] .
Theorem 4 (Tanaka [12] ). Suppose that Φ(±1) = 0, that the ratio of any pair of distinct roots of Φ(X) is not a root of unity, and that {R k } k≥0 is not a geometric progression. Then the infinite subset
It is shown in Remark 2 of Tanaka [10] that, if Φ(±1) = 0 and if the ratio of any pair of distinct roots of Φ(X) is not a root of unity, then R k = cρ k +o(ρ k ), where ρ > 1 and c > 0, so that F (x) and G(y) are complex entire functions.
Remark 2.
In the case where {R k } k≥0 is a geometric progression, Theorem 4 is not valid (cf. Tanaka [12, Remark 2] ). Note that {R k } k≥0 is a geometric progression if and only if R 1 = 0 and R k R k+2 = R 2 k+1 for all k with 0 ≤ k ≤ n − 2.
One of the main purpose of this paper is to construct an entire function of two variables which possesses the notable algbraic independence property such as the functions stated in Theorems 1-4 even for its partial derivatives. In what follows, we consider not only the complex case but also the p-adic case. Again let p be ∞ or a prime number and fix an algebraic number a with 0 < |a| p < 1. Let {R k } k≥0 be a linear recurrence of nonnegative integers satisfying (2) and Φ(X) the polynomial defined by (3) . We note that the degree n of Φ(X) is greater than 1. In the case where p is ∞, we suppose that {R k } k≥0 satisfies the following condition, which is the same as that assumed in Theorem 4: (R) ∞ Φ(±1) = 0, the ratio of any pair of distinct roots of Φ(X) is not a root of unity, and {R k } k≥0 is not a geometric progression.
On the other hand, in the case where p is a prime number, we suppose that {R k } k≥0 satisfies the following condition, which is stronger than (R) ∞ (cf. Tanaka [10, Remark 1]):
(R) p Φ(X) is irreducible over Q and the roots ρ 1 , . . . , ρ n of Φ(X) satisfy
Then F (x) and G(y) defined respectively by (4) and (5) are entire functions on C p . We define a two-variable function Θ(x, y), the main object in this paper, by
By Remark 1, Θ(x, y) is an entire function on C p × C p . We assert that F (x) and −G ′ (y) are specializations of Θ(x, y). Indeed, substituting y = 0 into Θ(x, y), we have Θ(x, 0) = F (x), so that
On the other hand, substituting x = 1 into Θ(x, y), we see by the logarithmic derivative of G(y) that
To state our main theorem, let us introduce the following notation. For each algebraic number β, we define
Then, by Remark 1, N β is 0 or 1 for all but finitely many β. The following theorem, which establishes the algebraic independence of the "direct product" of the infinite sets treated in Theorems 3 and 4, is the main theorem of the present paper.
Theorem 5. Let p be ∞ or a prime number. Suppose that {R k } k≥0 satisfies the condition (R) p . Then the infinite subset
of Q p is algebraically independent over Q.
By (6), (7) , and Theorem 5, we can refine Theorems 3 and 4, namely we obtain the algebraic independence of the union of the infinite sets treated in Theorems 3 and 4 as well as the nonzero derivatives at the zeros of the infinite product G(y). Corollary 1. Let p be ∞ or a prime number. Suppose that {R k } k≥0 satisfies the condition (R) p . Then the infinite subset
Let us describe another corollary of Theorem 5. We define
Theorem 5 implies that, if {R k } k≥0 is strictly increasing, then the entire function Ξ(x, y) on C p × C p have the following notable property: The infinite set consisting of its values and its partial derivatives of any order at any distinct algebraic points (α, β) with α = 0 is algebraically independent.
Corollary 2. Let p be ∞ or a prime number. Suppose that {R k } k≥0 satisfies the condition (R) p . Assume in addition that {R k } k≥0 is strictly increasing. Then the infinite subset
Example 1. Let p be ∞ or a prime number and fix an algebraic number a with 0 < |a| p < 1. Let {F k } k≥0 be the Fibonacci numbers defined by
Then by Corollary 2 the infinite subset
Theorem 5 is deduced from Theorem 6 below. We define
Theorem 6. Let p be ∞ or a prime number. Suppose that {R k } k≥0 satisfies the condition (R) p . Then the infinite subset
This paper is organized as follows. In Section 2, we reduce Theorem 5 to Theorem 6 by shifting the linear recurrence {R k } k≥0 so as to avoid the zeros of the infinite product G(y). In Section 3, we establish a criterion for the algebraic independence of the values of Mahler functions. Our criterion, which is valid not only in the complex case but also in the p-adic case, includes that of Nishioka and a special case of that of Kubota. In the last section, using our criterion, we reduce Theorem 6 to the existence of nontrivial rational function solutions of certain types of functional equations and complete the proof by applying Tanaka's results.
Proof of Theorem 5
In this section, we deduce Theorem 5 from Theorem 6.
Proof of Theorem 5. Since
we see inductively that, for any m ≥ 1,
where
we have
for any l, m ≥ 0, where
Then, for any l, m ≥ 0, we see that
In particular, substituting y = 0 into both sides of (9) and (10), we see that, for any l, m ≥ 0,
and
respectively. Let α 1 , . . . , α r be any nonzero distinct algebraic numbers with α 1 = 1 and β 1 , . . . , β s any nonzero distinct algebraic numbers. To simplify our notation, we denote N j := N β j (1 ≤ j ≤ s). In order to prove the theorem, it is enough to prove that, for any sufficiently large L and M, the finite set
is algebraically independent over Q. Following several steps, we reduce the algebraic independency of T 1 to that of another set. We see by (11) and (12) that the algebraic independency of T 1 is equivalent to that of
Then, since
by (7) in Section 1, we see that the algebraic independency of T 2 is equivalent to that of
Since R k → ∞ as k tends to infinity, there exists a sufficiently large integer
We assert that the algebraic independency of T 3 is equivalent to that of
To see this, we prove that T 3 modulo Q and S 1 modulo Q generate the same Q-vector space. First, we show that
where R(x) := x k 0 , we have
Secondly, we show that
we see that, for 1 ≤ j ≤ s and 0 ≤ m ≤ M + 1,
we obtain g = B g.
Finally, we show that
It is easy to check that
Using the fact that
In particular, when i = 1, from (7) in Section 1, (13), and the fact that α 1 = 1, we have
and let θ ij :=Then, from (13) and (14), we have
, so that we have
we obtain
. This implies the assertion since the coefficient matrix of the right-hand side is a lower triangular matrix with entries in Q whose diagonal entries are nonzero. Since
by (7) in Section 1, we see that the algebraic independency of S 1 is equivalent to that of
Then we see by (9) and (10) that the algebraic independency of S 2 is equivalent to that of
This concludes the proof since Theorem 6 for the linear recurrence { R k } k≥0 asserts that S 3 is algebraically independent over Q. . . . , α n ) be a point with α 1 , . . . , α n nonzero algebraic numbers. We consider the following four conditions on Ω and α.
(I) Ω is nonsingular and none of its eigenvalues is a root of unity, so that ρ > 1.
(II) Every entry of the matrix Ω k is O(ρ k ) as k tends to infinity.
for all sufficiently large k, where c is a positive constant.
In the case where p is ∞, the last condition is the following
which converges in some neighborhood of the origin of C n , there are infinitely many positive integers k such that f (Ω k α) = 0.
On the other hand, in the case where p is a prime number, the last condition is the following
which converges in some neighborhood of the origin of C n p and for any positive integer a, there are infinitely many positive integers k such that f (Ω ak α) = 0.
Vanishing theorems
In the case where p is ∞, the condition (IV) ∞ stated above has been studied by Mahler, Kubota, Loxton and van der Poorten, and Masser. The following lemma is Masser's vanishing theorem.
Lemma 1 (Masser [4] ). Let p be ∞ and Ω an n × n matrix with nonnegative integer entries satisfying the condition (I). Let α be an n-dimensional vector whose components α 1 , . . . , α n are nonzero algebraic numbers such that Ω k α → (0, . . . , 0) in C n as k tends to infinity. Then the negation of the condition (IV) ∞ is equivalent to the following: There exist integers i 1 , . . . , i n , not all zero, and positive integers a, b such that (α
On the other hand, in the case where p is a prime number, Masser's vanishing theorem is unsolved. However, the following lemma, which is the p-adic analogue of Mahler's vanishing theorem [3] , can be proved in the same way as in the proof of Theorem 2.2 in Nishioka [7] .
Lemma 2. Let p be a prime number and Ω an n×n matrix with nonnegative integer entries. Suppose that the characteristic polynomial of Ω is irreducible over Q and that Ω has an eigenvalue ρ > 1 which is greater than the archimedean absolute values of any other eigenvalues. We denote by A ij the (i, j)-cofactor of the matrix Ω − ρE, where E is the identity matrix. Then A i1 = 0 (1 ≤ i ≤ n). Moreover, if nonzero algebraic numbers α 1 , . . . , α n satisfy
then the matrix Ω and the point α = (α 1 , . . . , α n ) satisfy the conditions (I), (II), (III) p , and (IV) p . 
Criterion for algebraic independence
where e h (z), b h (z) ∈ Q(z 1 , . . . , z n ) (1 ≤ h ≤ m), and established a criterion for the algebraic independence of their values as well as that of the functions themselves (see also Nishioka [7] ). On the other hand, Nishioka [6] studied Mahler functions
and established a criterion for the algebraic independence of their values as well as that of the functions themselves. In order to prove Theorem 6, we need the following criterion for the algebraic independence of the values of Mahler functions, which includes Nishioka's and a special case of Kubota's criteria. In what follows, we call a subfield K of Q a number field if K is a finite extension of Q. Theorem 7. Let p be ∞ or a prime number, K a number field, and Ω an n × n matrix with nonnegative integer entries. Let
converge in an n-polydisc U around the origin of C n p . Suppose that they satisfy the system of functional equations 
. . .
where f i (z), A i ∈ GL n(i) (Q), and b i (z) ∈ Q(z 1 , . . . , z n ) n(i) (1 ≤ i ≤ l) are as in (16), (17), and (18), respectively, and e h (z) ∈ Q(z 1 , . . . , z n ) (1 ≤ h ≤ m). Let α = (α 1 , . . . , α n ) be a point in U whose components are nonzero algebraic numbers. Assume that Ω and α satisfy the conditions (I), (II), (III) p , and (IV) p . Assume
of Q p are algebraically dependent over Q, then at least one of the following two conditions holds:
(i) There exist a nonempty subset {i 1 , . . . , i r } of {1, . . . , l} and nonzero algebraic numbers c 1 , . . . , c r such that
Here R(z) satisfies the functional equation
(ii) There exist integers d 1 , . . . , d m , not all zero, and S(z) ∈ Q(z 1 , . . . , z n ) × such that
The proof consists of two parts. The first is Theorem 8 below, the algebraic independence over the field of rational functions of Mahler functions themselves, which can be obtained by combining the proof of Theorem 3 in Nishioka [6] and the second half of that of Theorem 3.5 in Nishioka [7] . Theorem 8. Let C be a field of characteristic 0 and M the quotient field of
Let Ω be an n × n matrix with nonnegative integer entries satisfying the condition (I). Suppose that
where a i , a
,
) and g h (z) (1 ≤ h ≤ m) are algebraically dependent over C(z 1 , . . . , z n ), then at least one of the following two conditions holds: exist a nonempty subset {i 1 , . . . , i r } of {1, . . . , l} and nonzero elements c 1 , . . . , c r of C such that
(ii) There exist integers d 1 , . . . , d m , not all zero, and S(z) ∈ C(z 1 , . . . , z n ) × such that
The second part, Theorem 9 below, asserts the algebraic independence of the values of Mahler functions under the assumption that the Mahler functions themselves are algebraically independent over the field of rational functions.
Theorem 9. Let p be ∞ or a prime number, K a number field, and Ω an n × n matrix with nonnegative integer entries. Let
where A is an l × l matrix with entries in K and
. . , α n ) be a point in U whose components are nonzero algebraic numbers. Suppose that Ω and α satisfy the conditions (I), (II), (III) p , and (IV) p and that
We prove Theorem 9 in the next subsection. Let us now introduce some notation which will be used in the proof of Theorem 9. For any algebraic number α, we denote by α the maximum of the archimedean absolute values of the conjugates of α and by den(α) the least positive integer d such that dα is an algebraic integer. We define α := max{ α , den(α)}.
It is easily seen that
for any algebraic numbers α 1 , . . . , α n . Furthermore, for any nonzero algebraic number α, we have
(cf. Nishioka [6] ) and the fundamental inequality
(cf. Waldschmidt [13] ).
Proof of Theorem 9
We denote by N the set of nonnegative integers. If λ is a vector whose components are nonnegative integers, then we denote by |λ| the sum of the components of λ.
The following lemma plays a crucial role in the proof.
Lemma 3 (Nishioka [6] ). Let p be ∞ or a prime number, Ω an n × n matrix with nonnegative integer entries, and α an n-dimensional vector whose components α 1 , . . . , α n are nonzero algebraic numbers. Suppose that Ω and α satisfy the conditions (I), (II), (III) p , and (IV) p . Define the function
where γ 1 , . . . , γ q are nonzero distinct elements of C p and
This lemma was proved by Nishioka [6] in the case where p is ∞. The proof is also valid in the case where p is a prime number.
Proof of Theorem 9. We may assume that α 1 , . . . , α n and the eigenvalues of A are all contained in K. Since f 1 (z) , . . . , f l (z) are algebraically independent over K(z 1 , . . . , z n ), we have det A = 0. We let f (z) :
Iterating the functional equations (19) and (20), we see that
We note here that, any power of Ω and the point α also satisfy the conditions (I), (II), (III) p , and (IV) p . Indeed, it is clear that they satisfy the conditions (I), (II), and (III) p . If p is ∞, then we see by Lemma 1 that they satisfy the condition (IV) ∞ , and if p is a prime number, then it is obvious that they satisfy the condition (IV) p . Therefore, taking a sufficiently large integer k 0 and replacing Ω, A, b i (z), and e h (z) with
, and e
h (z), respectively, we may assume that Ω k α ∈ U for all k ≥ 0 and that the multiplicative subgroup G of K × generated by the eigenvalues of A is torsion free. Since e h (Ω k α) = 0 (1 ≤ h ≤ m) for all k ≥ 0, by the functional equation (20) and the condition (IV) p , we see that
To prove the theorem, we assume on the contrary that f i (α) (1 ≤ i ≤ l) and g h (α) (1 ≤ h ≤ m) are algebraically dependent over Q. Then there exist a positive integer L and integers τ λµ (λ ∈ L, µ ∈ M), not all zero, such that
, and t λµ (λ ∈ L, µ ∈ M) be variables and let
. . . . . .
We define T λµ (t; X; y; x ′ ) (λ ∈ L, µ ∈ M) by the equality λ∈L µ∈M
namely,
by the functional equations (22) and (23), we have
for all k ≥ 0. Hence
We define an ideal
For the proof we use the following Lemma 5 (Skolem-Lech-Mahler, cf. Nishioka [7] ). Let C be a field of characteristic 0. Let γ 1 , . . . , γ s be nonzero distinct elements of C and
is an infinite set, then γ i /γ j is a root of unity for some distinct i, j.
Proof of Lemma 4. We define a subset R 1 of (K[y;
Then R 1 forms a commutative ring including K[y; x ′ ] under termwise addition and multiplication. If we put A k =: (a
we have {T λµ (τ ; A k ; y; x ′ )} k≥0 ∈ R 1 for any λ ∈ L and µ ∈ M. Therefore, if P (t) ∈ K[t], then {P (T (τ ; A k ; y; x ′ ))} k≥0 ∈ R 1 , so that there exist a finite subset Γ = Γ(P ) of G and nonzero polynomials
To prove the lemma, we let P 1 (t), P 2 (t) ∈ K[t] and suppose that P 1 (t)P 2 (t) ∈ V (τ ). Since P 1 (T (τ ; A k ; y; x ′ ))P 2 (T (τ ; A k ; y; x ′ )) = 0 for all k ≥ 0, we may assume that P 1 (T (τ ; A k ; y; x ′ )) = 0 for infinitely many k. Hence, if Γ(P 1 ) = ∅, then Lemma 5 implies that there exist distinct γ, γ ′ ∈ Γ(P 1 ) such that γ/γ ′ is a root of unity, which contradicts the fact that G is torsion free. Thus Γ(P 1 ) = ∅ and P 1 (t) ∈ V (τ ). Proposition 1. The following two conditions are equivalent for any P (z; t) ∈ K[z; t].
; e (k) (α))) = 0 for all sufficiently large k.
(ii) If we put P (z; t) =: η∈H Q η (t)z η , where Q η (t) ∈ K[t] (η ∈ H) and H is a finite subset of N n , then Q η (t) ∈ V (τ ) for any η ∈ H.
Proof. We only prove that the condition (i) implies (ii) since the converse is trivial. We define a subset R 2 of (Q p [w 1 , . . . , w l ,
Then R 2 forms a commutative ring including Q p [w 1 , . . . , w l ,
] under termwise addition and multiplication. In the same way as in the proof of Lemma 4, we see that {Q η (T (τ ; 
for all k ≥ 0 and η ∈ H, where
We claim that every {R ηνξ (k)} k≥0 is the null sequence. Since
are formal power series in the variables z 1 , . . . , z n with coefficients in Q p which converge in an n-polydisc around the origin of C n p . Define
By the condition (i) of the proposition and the functional equations (22) and (23), we see that
for all sufficiently large k. Then Lemma 3 implies that h ij (z) = 0 for any 1 ≤ i ≤ q and 1
are algebraically independent over Q p (z 1 , . . . , z n ) (cf. Nishioka [7, p. 6 ]), we have r ηνξij = 0 for any η, ν, ξ, i, and j. This proves our claim. By the claim we have
for all k ≥ 0 and η ∈ H. Noting that det A = 0 and that
for all k ≥ 0 and η ∈ H, which implies the condition (ii) of the proposition.
where min ∅ := ∞.
In what follows, c 1 , c 2 , . . . denote positive constants independent of N and k. If they depend on N, then we denote them by c 1 (N), c 2 (N), . . .. We denote by O K the ring of algebraic integers of K. The following proposition is proved in the same way as in the proof of Proposition 5 in Nishioka [6] by using the condition (IV) p , the fact that F (z; τ ) ≡ 0, and Lemma 4. Proposition 2. Let N be a sufficiently large positive integer. Then there exist N +1 polynomials P 0 (z; t), . . . , P N (z; t) ∈ O K [z; t] with degree at most N in each of the variables z i , t λµ (1 ≤ i ≤ n, λ ∈ L, µ ∈ M) such that the following two conditions are satisfied.
Let E(z; t) be the N h=0 P h (z; t)F (z; t) h in Proposition 2 and ρ the maximum of the archimedean absolute values of the eigenvalues of Ω.
for λ ∈ L and µ ∈ M. We note that E(z; t) is a polynomial in the variables t λµ (λ ∈ L, µ ∈ M) with degree at most 2N in each variable whose coefficients are power series convergent in U. Let E(z; t) =:
where s :
where I := index E(z; t). By the condition (III) p , there exists a positive constant θ < 1 such that |α
Since I ≥ c 1 (N + 1) 1+1/n by the condition (ii) of Proposition 2, we see that, if
Proof of Theorem 6
In this section, we prove Theorem 6 by using Theorem 7 and Tanaka's results. Let {R k } k≥0 be a linear recurrence of nonnegative integers satisfying (2) and let
We define a monomial M(z) := z
which is denoted similarly to (15) by
It follows from (2), (15), and (29) that
Lemma 6. Let p be ∞ or a prime number. Suppose that {R k } k≥0 satisfies the condition (R) p stated in Section 1. Then, if α is an algebraic number with 0 < |α| p < 1, then the matrix Ω defined by (27) and the point α = (1, . . . , 1 n−1 , α) satisfy the conditions (I), (II), (III) p , and (IV) p stated in Section 3.1.
In the case where p is ∞, Lemma 6 was proved by Tanaka [10] , and in the case where p is a prime number, it can be proved by using Lemma 2 (cf. Mahler [3] ). The following lemmas are central to the proof of Theorem 6.
Lemma 7 (A special case of Theorem 1 of Tanaka [11] ). Let C be an algebraically closed field of characteristic 0. Suppose that {R k } k≥0 satisfies the condition (R) ∞ stated in Section 1. Assume that R(z) ∈ C[[z 1 , . . . , z n ]] satisfies the functional equation of the form R(z) = αR(Ωz) + Q(M(z)), where α = 0 is an element of C, Ω is defined by (27), M(z) is defined by (28), and Q(X) ∈ C(X) is defined at X = 0. Then, if R(z) ∈ C(z 1 , . . . , z n ), then R(z) ∈ C and Q(X) ∈ C. where Ω is defined by (27), M(z) is defined by (28), and Q(X) ∈ C(X) is defined and nonzero at X = 0. Then, if S(z) ∈ C(z 1 , . . . , z n ) × , then S(z) ∈ C × and Q(X) = 1.
Proof of Theorem 6. Assume on the contrary that there exist distinct α 1 , . . . , α r ∈ Q × , distinct β 1 , . . . , β s ∈ Q × \ {a −R k } k≥0 , and nonnegative integers L, M such that the values where Ω and M(z) are defined by (27) and (28), respectively. Furthermore, define
Since M(Ω k z) = z 
we see that
and g j (γ) = G(β j ) (1 ≤ j ≤ s).
Since the values (30) are algebraically dependent over Q, so are the values
and g j (γ) (1 ≤ j ≤ s).
Here we see that which is a special case of (34) since β j d j (1 ≤ j ≤ s) are not all zero. It is easily seen that (34) does not hold since β j (1 ≤ j ≤ s) are nonzero distinct numbers and since c jm (0 ≤ j ≤ s, 0 ≤ m ≤ M) are not all zero. Therefore neither the case (i) nor (ii) arises, which is a contradiction.
