Analogues of the general theta transformation formula by Dixit, Atul
ar
X
iv
:1
11
1.
47
99
v1
  [
ma
th.
NT
]  
21
 N
ov
 20
11
ANALOGUES OF THE GENERAL THETA TRANSFORMATION
FORMULA
ATUL DIXIT
Abstract. A new class of integrals involving the confluent hypergeometric function
1F1(a; c; z) and the Riemann Ξ-function is considered. It generalizes a class con-
taining some integrals of S. Ramanujan, G.H. Hardy and W.L. Ferrar and gives as
by-products, transformation formulas of the form F (z, α) = F (iz, β), where αβ = 1.
As particular examples, we derive an extended version of the general theta trans-
formation formula and generalizations of certain formulas of Ferrar and Hardy. A
one-variable generalization of a well-known identity of Ramanujan is also given. We
conclude with a generalization of a conjecture due to Ramanujan, Hardy and J.E. Lit-
tlewood involving infinite series of Mo¨bius functions.
1. Introduction
For αβ = pi, Re α2, β2 > 0, the well-known transformation formula for the theta
function ϕ(q) =
∑∞
n=−∞ q
n2 , where |q| < 1, is given by [3, p. 43, Entry 27(i)]
√
αϕ
(
e−α
2
)
=
√
βϕ
(
e−β
2
)
.
It can also be written alternatively, for αβ = 1, in the form
√
α
(
1
2α
−
∞∑
n=1
e−piα
2n2
)
=
√
β
(
1
2β
−
∞∑
n=1
e−piβ
2n2
)
. (1.1)
In [29, p. 36], one finds the following integral evaluation∫ ∞
0
Ξ(t)
t2 + 1
4
cos xt dt =
pi
2
(
e
x
2 − 2e−x2
∞∑
n=1
e−pin
2e−2x
)
, (1.2)
where Ξ(t) is the Riemann Ξ-function defined by
Ξ(t) := ξ(1
2
+ it), (1.3)
the ξ(s) being the Riemann ξ-function
ξ(s) := 1
2
s(s− 1)pi−12sΓ( s
2
)ζ(s), (1.4)
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and ζ(s) being the Riemann zeta function (see Section 2). Replacing t by t/2 on the
left-hand side of (1.2), then setting x = logα and simplifying, gives for αβ = 1,
2
pi
∫ ∞
0
Ξ(t/2)
1 + t2
cos
(
1
2
t logα
)
dt =
√
β
(
1
2β
−
∞∑
n=1
e−piβ
2n2
)
. (1.5)
Now the invariance of the integral on the left side of (1.5) under the map α→ β proves
(1.1). Such integrals involving the Riemann Ξ-function, which are invariant under
certain maps, can be used to prove a variety of transformation formulas. A beauti-
ful example illustrating this phenomenon is found on page 220 in Ramanujan’s lost
notebook [27], with the first proofs being given in [6]. This formula which Ramanujan
describes as ‘curious’ is given below.
Theorem 1.1. Define
λ(x) := ψ(x) +
1
2x
− log x,
where
ψ(x) :=
Γ′(x)
Γ(x)
= −γ −
∞∑
m=0
(
1
m+ x
− 1
m+ 1
)
(1.6)
is the logarithmic derivative of the Gamma function. Let the Riemann’s functions Ξ(t)
and ξ(s) be defined as in (1.3) and (1.4) respectively. If α and β are positive numbers
such that αβ = 1, then
√
α
(
γ − log(2piα)
2α
+
∞∑
k=1
λ(kα)
)
=
√
β
(
γ − log(2piβ)
2β
+
∞∑
k=1
λ(kβ)
)
= − 1
pi3/2
∫ ∞
0
∣∣∣∣Ξ
(
1
2
t
)
Γ
(−1 + it
4
)∣∣∣∣
2 cos
(
1
2
t logα
)
1 + t2
dt,
where γ denotes Euler’s constant.
Ramanujan [26] was the first one to employ the idea of using integrals involving the
Riemann Ξ-function to prove transformation formulas. After Ramanujan, N.S. Koshli-
akov made a fruitful use of this technique in several of his papers. Recently, this
technique was further explored and extended by the author in [9, 10, 11, 12] to obtain
more general transformation formulas of the form F (z, α) = F (z, β) or their character
analogues F (z, α, χ) = F (−z, β, χ) = F (−z, α, χ) = F (z, β, χ), where αβ = 1, in addi-
tion to the transformation formulas of the above type, i.e., of the form F (α) = F (β).
This paper focuses on formulas of the type F (z, α) = F (iz, β), where αβ = 1. This
work was motivated by the search for an integral representation, similar to (1.2), for
both sides of the following generalization of (1.1), valid for αβ = 1 and z ∈ C,
√
α
(
e−
z2
8
2α
− e z
2
8
∞∑
n=1
e−piα
2n2 cos(
√
piαnz)
)
=
√
β
(
e
z2
8
2β
− e− z
2
8
∞∑
n=1
e−piβ
2n2 cos(i
√
piβnz)
)
,
(1.7)
which is of the form F (z, α) = F (iz, β). In [2, p. 252-253, Entry 7], this identity
can be found in a slightly different form. Another version of (1.7), given in terms of
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Ramanujan’s theta function f(a, b) =
∑∞
n=−∞ a
n(n+1)/2bn(n−1)/2, |ab| < 1, and valid for
αβ = pi, is [3, p. 36, Entry 20]
e
z2
4
√
αf
(
e−α
2+izα, e−α
2−izα
)
=
√
βf
(
e−β
2+zβ, e−β
2−zβ
)
.
For more details, see [5].
Formulas of the type F (z, α) = F (iz, β) are generated through a one-variable gen-
eralization of integrals of the form
∫∞
0
f
(
t
2
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
dt, whose special cases
were studied by Ramanujan, Koshliakov, G.H. Hardy and W.L. Ferrar. See [9] for some
examples. This one-variable generalization is of a different kind than those studied in
[11, 12] in that, the variable z does not occur in the argument of the Riemann Ξ-function
but rather in a function which generalizes the cos
(
1
2
t logα
)
term. This function, which
we denote by ∇(x, z, s), involves the confluent hypergeometric function 1F1(a; c; z) [1,
p. 188], and is defined by
∇(x, z, s) := ρ(x, z, s) + ρ(x, z, 1 − s), (1.8)
where
ρ(x, z, s) := x
1
2
−se−
z2
8 1F1
(
1− s
2
;
1
2
;
z2
4
)
,
1F1(a; c; z) =
∞∑
n=0
(a)nz
n
(c)nn!
, (1.9)
with (a)n being the rising factorial defined by
(a)n := a(a+ 1) · · · (a + n− 1) = Γ(a+ n)
Γ(a)
,
for a ∈ C. It is easy to see that
∇
(
α, 0,
1 + it
2
)
= α−
it
2 + α
it
2 = 2 cos
(
1
2
t logα
)
.
The general form of the integrals giving rise to transformation formulas of the type
F (z, α) = F (iz, β) is given by
F (z, α) :=
∫ ∞
0
f
(
t
2
)
Ξ
(
t
2
)
∇
(
α, z,
1 + it
2
)
dt, (1.10)
where f(t) is of the form f(t) = φ(it)φ(−it) and φ is analytic in t as a function of
a real variable. To see this, recall Kummer’s first transformation for the confluent
hypergeometric function [1, p. 191, Equation (4.1.11)]
1F1(a; c; z) = e
z
1F1(c− a; c;−z). (1.11)
Using (1.11) in the second equality below and the fact that αβ = 1, we see that
∇
(
β, iz,
1 + it
2
)
= ρ
(
β, iz,
1 + it
2
)
+ ρ
(
β, iz,
1− it
2
)
= β
1
2
−1+it
2 e
z2
8 1F1
(
1− it
4
;
1
2
;−z
2
4
)
+ β
1
2
−1−it
2 e
z2
8 1F1
(
1 + it
4
;
1
2
;−z
2
4
)
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= α
it
2 e−
z2
8 1F1
(
1 + it
4
;
1
2
;
z2
4
)
+ α−
it
2 e−
z2
8 1F1
(
1− it
4
;
1
2
;
z2
4
)
= ρ
(
α, z,
1− it
2
)
+ ρ
(
α, z,
1 + it
2
)
= ∇
(
α, z,
1 + it
2
)
. (1.12)
Then (1.10) and (1.12) imply that F (z, α) = F (iz, β).
We explicitly evaluate the integrals in (1.10) for several choices of the function f(t).
These give rise to new analogues of the general theta transformation formula (1.7). We
begin by stating the general theta transformation formula itself obtained through such
an integral. Its extended version is as follows.
Theorem 1.2. Let z ∈ C. If α and β are positive numbers such that αβ = 1, then
√
α
(
e−
z2
8
2α
− e z
2
8
∞∑
n=1
e−piα
2n2 cos(
√
piαnz)
)
=
√
β
(
e
z2
8
2β
− e− z
2
8
∞∑
n=1
e−piβ
2n2 cosh(
√
piβnz)
)
=
1
pi
∫ ∞
0
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt.
(1.13)
At the end of his short note [15], Hardy obtained an identity, whose corrected form
(see for example, [9]), is∫ ∞
0
Ξ(t/2)
1 + t2
cosnt
cosh 1
2
pit
dt =
1
4
e−n
(
2n+
1
2
γ +
1
2
log pi + log 2
)
+1
2
en
∫ ∞
0
ψ(x+1)e−pix
2e4n dx,
(1.14)
where n is real and ψ(x) is defined in (1.6).
Later, Koshliakov [21, Equations (14), (20)] expressed the above identity in a com-
pact and symmetric form, which we rephrase in the following form, valid for αβ = 1:
√
α
∫ ∞
0
(ψ(x+ 1)− log x) e−piα2x2 dx =
√
β
∫ ∞
0
(ψ(x+ 1)− log x) e−piβ2x2 dx
= 2
∫ ∞
0
Ξ(t/2)
1 + t2
cos
(
1
2
t logα
)
cosh 1
2
pit
dt. (1.15)
This is seen at once by letting n = 1
2
logα in (1.14) and by using the formula [14,
p. 572, formula 4.333]
∫∞
0
e−piα
2x2 log x dx = − 1
4α
(γ + log (4α2pi)). Koshliakov also
proved this identity in several of his other papers, namely, [17, Equation 30.5], [18,
Equation 34.10]1, [20, Equations 18, 19]. He also gave two different generalizations of
Hardy’s formula; one in [17, Equation 30.4] and [18, Equation 34.1], and another in
[19, Equation 27]. (See [7, p. 198–199] for the genesis of the monograph [19] written
under Koshliakov’s patronymic name ‘N. S. Sergeev’.)
Here, we obtain the following new generalization of (1.15), again of the form F (z, α) =
F (iz, β).
1The formula here contains a typo, as the factor 1
2
log 2pi should be 1
2
log pi.
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Theorem 1.3. Let z ∈ C and let ψ(x) be defined as in (1.6). If α and β are two
positive numbers such that αβ = 1, then
√
αe
z2
8
∫ ∞
0
(ψ(x+ 1)− log x) e−piα2x2 cos (√piαxz) dx
=
√
βe−
z2
8
∫ ∞
0
(ψ(x+ 1)− log x) e−piβ2x2 cosh (√piβxz) dx
=
∫ ∞
0
Ξ(t/2)
1 + t2
∇ (α, z, 1+it
2
)
cosh 1
2
pit
dt. (1.16)
In [13], Ferrar obtained some transformation formulas of the form F (α) = F (β), of
which one is rephrased in the form given below.
Let K0(z) denote the modified Bessel function of order 0. If α and β are positive
numbers such that αβ = 1, then
√
α
(
−γ + log 16pi + 2 logα
α
− 2
∞∑
n=1
(
e
piα2n2
2 K0
(
piα2n2
2
)
− 1
nα
))
=
√
β
(
−γ + log 16pi + 2 log β
β
− 2
∞∑
n=1
(
e
piβ2n2
2 K0
(
piβ2n2
2
)
− 1
nβ
))
= 4pi−
3
2
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
1 + t2
dt. (1.17)
This also admits the following new generalization, which is the third example of the
form F (z, α) = F (iz, β).
Theorem 1.4. Let z ∈ C and let K0(z) be defined above. If α and β are positive
numbers such that αβ = 1, then
√
αe
z2
8
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt
=
√
βe
−z2
8
∫ ∞
0
e−
β2t2
4pi cosh
(
βtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt
= − 1
2
√
pi
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt.
(1.18)
For real n, Ramanujan [26] showed that
e−n−4pie−3n
∫ ∞
0
xe−pix
2e−4n
e2pix − 1 dx =
1
4pi
√
pi
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ
(
t
2
)
cosnt dt.
(1.19)
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As noted in [9], letting n = 1
2
logα in the above identity and noting that the resulting
integral on the left side is invariant under α→ β, where αβ = 1, gives
α−
1
2 − 4piα− 32
∫ ∞
0
xe−
pix2
α2
e2pix − 1 dx = β
− 1
2 − 4piβ− 32
∫ ∞
0
xe
−pix2
β2
e2pix − 1 dx
=
1
4pi
√
pi
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
dt. (1.20)
For more details on the first equality in (1.20), see [9]. Interestingly, this identity does
not admit a generalization of the form F (z, α) = F (iz, β), as can be seen from the
following new generalization of (1.19).
Theorem 1.5. Let z ∈ C and let ρ(x, z, s) be defined in (1.9). Then,
α−
1
2 e−
z2
8 − 4piα 12 e z
2
8
∫ ∞
0
xe−piα
2x2 cos (
√
piαxz)
e2pix − 1 dx
=
1
8pi3/2
∫ ∞
−∞
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ
(
t
2
)
ρ
(
α, z,
3 + it
2
)
dt. (1.21)
Obviously, the presence of 3
2
instead of 1
2
in ρ
(
α, z, 3+it
2
)
destroys the invariance
property under the simultaneous application of the maps α→ β and z → iz. Regard-
ing the special case when z = 0 of the integral on the right-hand side of (1.21) (i.e.,
the integral on the right-hand side of (1.20)), Hardy says in [15], “The integral has
properties similar to those of the integral by means of which I proved recently that
ζ(s) has an infinity of zeros on the line σ = 1
2
and may be used for the same purpose.”
It may be interesting to see what information can be extracted from the general integral.
In [16, p. 156, Section 2.5], Hardy and Littlewood discuss the following amazing
identity, actually a conjecture, involving infinite series of Mo¨bius functions having its
genesis in the work of Ramanujan [4, p. 470].
Let µ(n) denote the Mo¨bius function. Let α and β be two positive numbers such
that αβ = 1. Assume that the series
∑
ρ
(
Γ
(
1−ρ
2
)
/ζ
′
(ρ)
)
aρ converges, where ρ runs
through the non-trivial zeros of ζ(s) and a denotes a positive real number, and that the
non-trivial zeros of ζ(s) are simple. Then
√
α
∞∑
n=1
µ(n)
n
e−
piα2
n2 − 1
4
√
pi
√
α
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
pi
ρ
2αρ
=
√
β
∞∑
n=1
µ(n)
n
e−
piβ2
n2 − 1
4
√
pi
√
β
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
pi
ρ
2βρ. (1.22)
The original formulation, slightly different in [16], can be easily seen to be equivalent
to (1.22). See also [24, p. 143] and [29, p. 219, Section 9.8] for discussions of this
identity. The above conjecture admits the following generalization, also of the form
F (z, α) = F (iz, β).
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Theorem 1.6. Let µ(n) denote the Mo¨bius function. Let z ∈ C and let α and β be two
positive numbers such that αβ = 1. Assume that the series
∑
ρ
Γ( 1−ρ2 )
ζ′(ρ) 1
F1
(
1−ρ
2
; 1
2
; −z
2
4
)
pi
ρ
2aρ
converges, where ρ runs through the non-trivial zeros of ζ(s) and a denotes a positive
real number, and that the non-trivial zeros of ζ(s) are simple. Then
√
αe
z2
8
∞∑
n=1
µ(n)
n
e−
piα2
n2 cos
(√
piαz
n
)
− e
z2
8
4
√
pi
√
α
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;−z
2
4
)
pi
ρ
2αρ
=
√
βe−
z2
8
∞∑
n=1
µ(n)
n
e−
piβ2
n2 cosh
(√
piβz
n
)
− e
− z2
8
4
√
pi
√
β
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;
z2
4
)
pi
ρ
2βρ.
(1.23)
This paper is organized as follows. In Section 2, we discuss preliminary results which
are subsequently used in the later sections. In Section 3, we obtain a line integral
representation for the integral in (1.10). Then in Sections 4, 5, 6 and 7, we prove
Theorems 1.2, 1.3, 1.4 and 1.5 respectively. In Section 8, we give proof of Theorem
1.6. Finally, we conclude the paper with some remarks on further developments that
may be possible.
2. Preliminary results
The Riemann zeta function ζ(s) is defined for Re s > 1 by the absolutely convergent
Dirichlet series
ζ(s) =
∞∑
m=1
1
ms
. (2.1)
It can be analytically continued first to 0 < Re s < 1 by an elementary argument and
then to the whole complex plane, except for a simple pole at s = 1, by means of the
following functional equation [29, p. 22, eqn. (2.6.4)]
pi−
s
2Γ
(s
2
)
ζ(s) = pi−
(1−s)
2 Γ
(
1− s
2
)
ζ(1− s), (2.2)
which can also be written in the form
ξ(s) = ξ(1− s), (2.3)
where ξ(s) is the Riemann ξ-function defined in (1.4). We also need some basic prop-
erties of the Gamma function Γ(s). The reflection formula for the Gamma function
[28, p. 46] is given by
Γ(s)Γ(1− s) = pi
sin pis
, (2.4)
for s /∈ Z. Further, Legendre’s duplication formula [28, p. 46] gives
Γ(s)Γ
(
s+
1
2
)
=
√
pi
22s−1
Γ(2s), (2.5)
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Stirling’s formula for Γ(s), s = σ + it, in a vertical strip α ≤ σ ≤ β is given by
|Γ(s)| = (2pi)12 |t|σ−12 e−12pi|t|
(
1 +O
(
1
|t|
))
, (2.6)
as |t| → ∞. We will also require the inverse Mellin transform representation of the
function e−ax
2
cos bx [25, p. 47, Equation 5.30], valid for c = Re s > 0, and given by
e−ax
2
cos bx =
1
2pii
∫ c+i∞
c−i∞
1
2
a−
s
2Γ
(s
2
)
e−
b2
4a 1F1
(
1− s
2
;
1
2
;
b2
4a
)
x−s ds, (2.7)
which can be easily proved by employing the series representation of 1F1 and then
interchanging the order of summation and integration. Finally, we require the asymp-
totic expansion, for large values of |λ|, of the Whittaker function Mλ,µ(z) defined by
[14, p. 1024, formula 9.220, no. 2]
Mλ,µ(z) = z
µ+ 1
2 e−z/21F1
(
µ− λ+ 1
2
; 2µ+ 1; z
)
. (2.8)
Its asymptotic expansion [14, p. 1026, formula 9.228] is given by
Mλ,µ(z) ∼ 1√
pi
Γ(2µ+ 1)λ−µ−
1
4z1/4 cos
(
2
√
λz − µpi − pi
4
)
, (2.9)
as |λ| → ∞. Letting µ = −1
4
and replacing z by z2/4 in (2.9) and using (2.8), we
obtain, upon simplification,
1F1
(
1
4
− λ; 1
2
; z
2
4
)
∼ ez2/8 cos
(√
λz
)
, (2.10)
as |λ| → ∞.
3. A line integral representation
Here we give a line integral representation for the integral in (1.10) that will allow
us to use the residue theorem and Mellin transforms for its evaluation.
Theorem 3.1. Let
f(t) = φ(it)φ(−it),
where φ is analytic in t as a function of a real variable. Let ∇(x, z, s) and ρ(x, z, s) be
defined as in (1.8) and (1.9). Assume that the integral on the left side below converges.
Then,∫ ∞
0
f(t)Ξ(t)∇
(
α, z,
1
2
+ it
)
dt =
1
i
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s)ρ(α, z, s) ds.
(3.1)
Proof. Let I(z, α) denote the left-hand side of (3.1). Then using the facts that
f(t),Ξ(t) and ∇ (α, z, 1
2
+ it
)
are all even functions of t, we have
I(z, α) =
1
2
(∫ ∞
0
f(t)Ξ(t)∇
(
α, z,
1
2
+ it
)
dt−
∫ −∞
0
f(−t)Ξ(−t)∇
(
α, z,
1
2
− it
)
dt
)
=
1
2
∫ ∞
−∞
f(t)Ξ(t)∇
(
α, z,
1
2
+ it
)
dt
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=
1
2i
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s) (ρ(α, z, s) + ρ(α, z, 1− s)) ds
=
1
2i
(I1(z, α) + I2(z, α)) , (3.2)
where
I1(z, α) :=
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s)ρ(α, z, s) ds
I2(z, α) :=
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s)ρ(α, z, 1− s) ds,
and in the penultimate step in (3.2), we have performed a change of variable s = 1
2
+ it.
Now rewriting I2(z, α) by employing (2.3), and then replacing s by 1− s, we easily see
that
I2(z, α) =
∫ 1
2
+i∞
1
2
−i∞
φ
(
1
2
− (1− s)
)
φ
(
1− s− 1
2
)
ξ(1− s)ρ(α, z, 1− s) ds,
=
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s)ρ(α, z, s) ds
= I1(z, α). (3.3)
Hence, substituting (3.3) in (3.2), we obtain (3.1). 
For our purposes, we will use the following alternative form of (3.1), which is easily
obtained by replacing t by t/2 on the left-hand side of (3.1):∫ ∞
0
f
(
t
2
)
Ξ
(
t
2
)
∇
(
α, z,
1 + it
2
)
dt =
2
i
∫ 1
2
+i∞
1
2
−i∞
φ
(
s− 1
2
)
φ
(
1
2
− s
)
ξ(s)ρ(α, z, s) ds.
(3.4)
4. Proof of Theorem 1.2: Extended version of the general theta
transformation formula
Using (1.3), (1.4), (1.8), (1.9), (2.6) and (2.10), we easily see that the integral on
the extreme right-hand side of (1.13) converges. Let φ(t) = 1
t+1/2
so that f(t) =
φ(it)φ(−it) = 1
t2+1/4
. Substituting this in (3.4) and using (1.4) and (1.9), we have
4
∫ ∞
0
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt
= i
∫ 1
2
+i∞
1
2
−i∞
pi−
s
2Γ
(s
2
)
ζ(s)ρ(α, z, s) ds
= iα
1
2 e−
z2
8
∫ 1
2
+i∞
1
2
−i∞
Γ
(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds. (4.1)
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To evaluate the last integral, we shift the line of integration from Re s = 1/2 to Re
s = 1 + δ, δ > 0, so that we can use (2.1). Consider a positively oriented rectangular
contour with sides [1
2
+ iT, 1
2
− iT ], [1
2
− iT, 1 + δ − iT ], [1 + δ − iT, 1 + δ + iT ] and
[1 + δ+ iT, 1
2
+ iT ], where T is any positive real number. While shifting, we encounter
the pole of the integrand at s = 1. Hence, using the residue theorem, we have∫ 1
2
+iT
1
2
−iT
Γ
(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=

∫ 1+δ−iT
1
2
−iT
+
∫ 1+δ+iT
1+δ−iT
+
∫ 1
2
+iT
1+δ+iT

Γ(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
− 2pii lim
s→1
(s− 1)Γ
(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s. (4.2)
Using (2.6), one easily sees that the integrals on the horizontal segments [1
2
− iT, 1 +
δ − iT ] and [1 + δ + iT, 1
2
+ iT ] tend to zero as T →∞. Also,
lim
s→1
(s− 1)Γ
(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s =
1
α
. (4.3)
Therefore, letting T → ∞ in (4.2), using (4.3) and (2.1) in the integral over [1 + δ −
i∞, 1 + δ + i∞], we have∫ 1
2
+i∞
1
2
−i∞
Γ
(s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=
∫ 1+δ+i∞
1+δ−i∞
∞∑
n=1
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds− 2pii
α
=
∞∑
n=1
∫ 1+δ+i∞
1+δ−i∞
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds− 2pii
α
, (4.4)
where in the last step, we have interchanged the order of summation and integration,
which is valid because of absolute convergence.
Letting a = 1, x =
√
piαn, b = z in (2.7), we see that∫ 1+δ+i∞
1+δ−i∞
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds = 4piie−piα
2n2+z2/4 cos
(√
piαnz
)
.
(4.5)
Now (4.1), (4.4) and (4.5) imply that
1
pi
∫ ∞
0
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt =
√
α
(
e−
z2
8
2α
− e z
2
8
∞∑
n=1
e−piα
2n2 cos(
√
piαnz)
)
.
(4.6)
ANALOGUES OF THE GENERAL THETA TRANSFORMATION FORMULA 11
Finally, replacing z by iz and α by β in (4.6), noting that the integral on the left-hand
side remains invariant in this process, and then combining the result with (4.6), we
arrive at (1.13).
5. Generalization of Hardy’s formula
Let φ(s) = 1
4
√
2pi
Γ
(
1
4
+ s
2
)
Γ
(−1
4
+ s
2
)
, so that
f(t) = φ(it)φ(−it) = 1
32pi2
Γ
(
1
4
+
it
2
)
Γ
(−1
4
+
it
2
)
Γ
(
1
4
− it
2
)
Γ
(−1
4
− it
2
)
.
Applying (2.4) twice, we easily see that f
(
t
2
)
= 1/((1+ t2) cosh 1
2
pit). Using these facts
along with (1.3), (1.4), (1.8), (1.9), (2.6) and (2.10), we find that the integral on the
extreme right-hand side of (1.16) converges. Substituting this in (3.4) and using (1.4)
and (1.9), we have∫ ∞
0
Ξ(1
2
t)
1 + t2
∇ (α, z, 1+it
2
)
cosh 1
2
pit
dt
=
1
16pi2i
∫ 1
2
+i∞
1
2
−i∞
pi−
s
2
s(s− 1)
2
Γ2
(s
2
)
Γ
(
s− 1
2
)
Γ
(
1− s
2
)
Γ
(−s
2
)
ζ(s)ρ(α, z, s) ds
= −α
1
2 e−
z2
8
4i
∫ 1
2
+i∞
1
2
−i∞
Γ
(s
2
) ζ(s)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds, (5.1)
where in the last step, we used (2.5) as well as (2.4).
To evaluate the last integral, we shift the line of integration from Re s = 1/2 to Re
s = 1 + δ, δ > 0, so that we can use (2.1). Consider a positively oriented rectangular
contour with sides [1
2
+ iT, 1
2
− iT ], [1
2
− iT, 1 + δ − iT ], [1 + δ − iT, 1 + δ + iT ] and
[1 + δ + iT, 1
2
+ iT ], where T is any positive real number. While shifting the line of
integration, we encounter the pole of order two of the integrand (due to ζ(s) and sin pis)
at s = 1. Hence, using the residue theorem, we have∫ 1
2
+iT
1
2
−iT
Γ
(s
2
) ζ(s)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=

∫ 1+δ−iT
1
2
−iT
+
∫ 1+δ+iT
1+δ−iT
+
∫ 1
2
+iT
1+δ+iT

Γ(s
2
) ζ(s)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
− 2piiL, (5.2)
where
L := lim
s→1
d
ds
(
(s− 1)2Γ
(s
2
) ζ(s)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s
)
= L1 + L2, (5.3)
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where
L1 := lim
s→1
{
d
ds
(
(s− 1)2Γ
(s
2
) ζ(s)
sin pis
(
√
piα)−s
)
1F1
(
1− s
2
;
1
2
;
z2
4
)}
,
L2 := lim
s→1
{
(s− 1)2Γ
(s
2
) ζ(s)
sin pis
(
√
piα)−s
d
ds
1F1
(
1− s
2
;
1
2
;
z2
4
)}
.
Using (5.12) from [9], (1.4) and (2.4), we observe that
L1 = lim
s→1
d
ds
(
(s− 1)2Γ
(s
2
) ζ(s)
sin pis
(
√
piα)−s
)
=
−2
pi
lim
s→1
d
ds
(
(s− 1)2Γ(s− 1)Γ(−s)ξ(s)α−s)
= (−γ + log (4piα2))/(2piα). (5.4)
Now,
d
ds
1F1
(
1− s
2
;
1
2
;
z2
4
)
=
d
ds
∞∑
n=1
((1− s)/2)n
(1/2)n
(z2/4)n
n!
=
∞∑
n=1
(z2/4)n
(1/2)nn!
d
ds
n−1∏
j=0
(
1− s
2
+ j
)
= −1
2
∞∑
n=1
(z2/4)n
(1/2)nn!
(
1− s
2
)
n
n−1∑
j=0
1
1−s
2
+ j
,
so that
lim
s→1
d
ds
1F1
(
1− s
2
;
1
2
;
z2
4
)
= −1
2
lim
s→1
∞∑
n=1
(z2/4)n
(1/2)nn!
(
3− s
2
)
n−1
= −1
2
∞∑
n=1
(z2/4)n
(1/2)nn
= −z
2
4
2F2(1, 1; 3/2, 2; z
2/4). (5.5)
Hence, L2 =
z2
4piα
· 2F2(1, 1; 3/2, 2; z2/4) so that, by (5.3) and (5.4),
L =
1
2piα
(
−γ + log (4piα2)+ z2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
. (5.6)
As before, using (2.6), one easily sees that the integrals on the horizontal segments
[1
2
− iT, 1 + δ − iT ] and [1 + δ + iT, 1
2
+ iT ] tend to zero as T → ∞. Thus it remains
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to evaluate
J(z, α) :=
∫ 1+δ+i∞
1+δ−i∞
Γ
(s
2
) ζ(s)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=
∞∑
n=1
∫ 1+δ+i∞
1+δ−i∞
Γ
(
s
2
)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds
=:
∞∑
n=1
J(z, α, n), (5.7)
where we have interchanged the order of summation and integration, which is valid
because of absolute convergence. Another application of the residue theorem yields,
for 0 < c = Re s < 1,
J(z, α, n) =
∫ c+i∞
c−i∞
Γ
(
s
2
)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds
+ 2pii lim
s→1
(s− 1)Γ ( s
2
)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s.
(5.8)
It is well-known that [24, p. 91, Equation (3.3.10)]
1
2pii
∫ c+i∞
c−i∞
x−s
sin pis
ds =
1
pi(1 + x)
. (5.9)
Also, from [24, p.83, Equation (3.1.13)], we have
1
2pii
∫ c+i∞
c−i∞
F (s)G(s)w−s ds =
∫ ∞
0
f(x)g
(w
x
) dx
x
, (5.10)
where F (s) and G(s) are Mellin transforms of f(x) and g(x) respectively. Hence, from
(4.5), (5.9) and (5.10), we have∫ c+i∞
c−i∞
Γ
(
s
2
)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds = 4iez
2/4
∫ ∞
0
e−x
2
cosxz
x+
√
pinα
dx. (5.11)
Also,
lim
s→1
(s− 1)Γ ( s
2
)
sin pis
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s = − 1
pinα
. (5.12)
Thus, (5.8), (5.11) and (5.12) imply that
J(z, n, α) = 4iez
2/4
(∫ ∞
0
e−x
2
cosxz
x+
√
pinα
dx− e
−z2/4
2nα
)
. (5.13)
Rewriting e−z
2/4 as an integral, we have
e−z
2/4 =
2√
pi
∫ ∞
0
e−x
2
cosxz dx. (5.14)
14 ATUL DIXIT
Now (5.13) along with (5.14), (5.7) and (1.6) give
J(z, α) = 4iez
2/4
∞∑
n=1
∫ ∞
0
e−x
2
cos(xz)
{
1
x+
√
pinα
− 1√
pinα
}
dx
= −4iez2/4
∞∑
n=1
∫ ∞
0
e−piα
2x2 cos(
√
piαxz)
{
1
n
− 1
x+ n
}
dx
= −4iez2/4
∫ ∞
0
e−piα
2x2 cos(
√
piαxz)
∞∑
n=0
{
1
n+ 1
− 1
x+ 1 + n
}
dx
= −4iez2/4
∫ ∞
0
(ψ(x+ 1) + γ) e−piα
2x2 cos(
√
piαxz) dx
= −4iez2/4
(
γe−z
2/4
2α
+
∫ ∞
0
ψ(x+ 1)e−piα
2x2 cos(
√
piαxz) dx
)
, (5.15)
where in the second step we made the change of variable x→ √piαx and in the third
step, we interchanged the order of summation and integration, which is valid because
of absolute convergence. Thus from (5.1), (5.2), (5.6) and (5.15), we have∫ ∞
0
Ξ(1
2
t)
1 + t2
∇ (α, z, 1+it
2
)
cosh 1
2
pit
dt
= −α
1
2 e−
z2
8
4i
{
− 4iez2/4
(
γe−z
2/4
2α
+
∫ ∞
0
ψ(x+ 1)e−piα
2x2 cos(
√
piαxz) dx
)
− i
α
(
−γ + log (4piα2)+ z2
2
2F2(1, 1; 3/2, 2; z
2/4)
)}
=
√
αe
z2
8
∫ ∞
0
ψ(x+ 1)e−piα
2x2 cos(
√
piαxz) dx
+
e−
z2
8
4
√
α
(
γ + log
(
4piα2
)
+
z2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
. (5.16)
Finally, replacing z by iz and α by β in (5.16), noting that the integral on the left-hand
side remains invariant in this process, and then combining the result with (5.16), we
arrive at ∫ ∞
0
Ξ(1
2
t)
1 + t2
∇ (α, z, 1+it
2
)
cosh 1
2
pit
dt
=
√
αe
z2
8
∫ ∞
0
ψ(x+ 1)e−piα
2x2 cos(
√
piαxz) dx
+
e−
z2
8
4
√
α
(
γ + log
(
4piα2
)
+
z2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
=
√
βe−
z2
8
∫ ∞
0
ψ(x+ 1)e−piβ
2x2 cosh(
√
piβxz) dx
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+
e
z2
8
4
√
β
(
γ + log
(
4piβ2
)− z2
2
2F2(1, 1; 3/2, 2;−z2/4)
)
. (5.17)
We can rewrite (5.17) in a more compact form by means of the integral evaluation
∫ ∞
0
e−piα
2x2 cos(
√
piαxz) log x dx = −e
− z2
4
4α
(
γ + log
(
4piα2
)
+
z2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
,
(5.18)
which can be proved by expanding cos(
√
piαxz) into infinite series, interchanging the
order of summation and integration and then employing the following formula [14,
p.573, formula 4.352, no. 3], valid for Re µ > 0,∫ ∞
0
xn−
1
2 e−µx log x dx =
√
pi
(2n− 1)!!
2nµn+
1
2
[
2
(
1 +
1
3
+ · · ·+ 1
2n− 1
)
− γ − log 4µ
]
along with the fact that
∞∑
n=0
(−z2/4)n
n!
(
1 +
1
3
+ · · · 1
2n− 1
)
= −z
2
4
e−z
2/4
2F2(1, 1; 3/2, 2; z
2/4),
which in turn can be proved by reversing the steps in (5.5) and using (1.11). Combining
(5.18) with (5.17), we obtain (1.16).
6. Generalization of Ferrar’s formula
Using (1.3), (1.4), (1.8), (1.9), (2.6) and (2.10), we easily see that the integral on
the extreme right-hand side of (1.18) converges. Let φ(s) =
√
2
1
2
−sΓ
(
1
4
+ s
2
)
so that
f( t
2
) = φ
(
it
2
)
φ
(−it
2
)
= 8
1+t2
Γ
(
1+it
4
)
Γ
(
1−it
4
)
. Substituting this in (3.4) and using (1.4)
and (1.9), we have
8
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt
= 2i
∫ 1
2
+i∞
1
2
−i∞
pi−
s
2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)ρ(α, z, s) ds
= 2iα
1
2 e−
z2
8
∫ 1
2
+i∞
1
2
−i∞
Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds, (6.1)
To evaluate the last integral, we wish to shift the line of integration from Re s = 1/2
to Re s = 1 + δ, 0 < δ < 2, so that we can use (2.1). Consider a positively oriented
rectangular contour with sides [1
2
+ iT, 1
2
− iT ], [1
2
− iT, 1+δ− iT ], [1+δ− iT, 1+δ+ iT ]
and [1 + δ + iT, 1
2
+ iT ], where T is any positive real number. While shifting the line
of integration, we encounter the pole of order two at s = 1 (due to Γ
(
1−s
2
)
and ζ(s)).
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Using the residue theorem, we have
∫ 1
2
+iT
1
2
−iT
Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=

∫ 1+δ−iT
1
2
−iT
+
∫ 1+δ+iT
1+δ−iT
+
∫ 1
2
+iT
1+δ+iT

Γ2 (s
2
)
Γ
(
1− s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
− 2piiL, (6.2)
where
L := lim
s→1
d
ds
(
(s− 1)2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s
)
= L1 + L2, (6.3)
with
L1 := lim
s→1
{
d
ds
(
(s− 1)2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)(
√
piα)−s
)
1F1
(
1− s
2
;
1
2
;
z2
4
)}
L2 := lim
s→1
{
(s− 1)2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)(
√
piα)−s
d
ds
1F1
(
1− s
2
;
1
2
;
z2
4
)}
.
Now L1 can be easily computed, or from [9, Equation (4.12)], we readily have
L1 = lim
s→1
d
ds
(
(s− 1)2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)
(√
piα
)−s)
=
√
pi
α
(log 16pi + 2 logα− γ) . (6.4)
Also, from (5.5) and the fact that Γ(1/2) =
√
pi, we find that
L2 = −z
2
4
2F2(1, 1; 3/2, 2; z
2/4) lim
s→1
{
(s− 1)2Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)(
√
piα)−s
}
=
z2
√
pi
2α
2F2(1, 1; 3/2, 2; z
2/4). (6.5)
Finally, from (6.3), (6.4) and (6.5), we have
L =
√
pi
α
(
−γ + log 16pi + 2 logα + z
2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
. (6.6)
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Using (2.6), one easily sees that the integrals on the horizontal segments [1
2
− iT, 1 +
δ − iT ] and [1 + δ + iT, 1
2
+ iT ] tend to zero as T →∞. Thus it remains to evaluate
J(z, α) :=
∫ 1+δ+i∞
1+δ−i∞
Γ2
(s
2
)
Γ
(
1− s
2
)
ζ(s)1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piα)−s ds
=
√
pi
∞∑
n=1
∫ 1+δ+i∞
1+δ−i∞
B
(
s
2
,
1− s
2
)
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds
=:
∞∑
n=1
J(z, α, n). (6.7)
Here B(s, z − s) is the Euler beta function given by
B(s, z − s) =
∫ ∞
0
xs−1
(1 + x)z
dx =
Γ(s)Γ(z − s)
Γ(z)
, 0 < Re s < Re z. (6.8)
Another application of the residue theorem yields, for 0 < c = Re s < 1,
J(z, α, n) =
√
pi
(∫ c+i∞
c−i∞
B
(
s
2
,
1− s
2
)
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds
+ 2pii lim
s→1
(s− 1)√
pi
Γ2
(s
2
)
Γ
(
1− s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s
)
=
√
pi
(∫ c+i∞
c−i∞
B
(
s
2
,
1− s
2
)
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds− 4pii
nα
)
.
(6.9)
From (6.8), we have for 0 < c = Re s < 1,
1
2pii
∫ c+i∞
c−i∞
B
(
s
2
,
1− s
2
)
x−s ds =
2√
1 + x2
. (6.10)
Now using (4.5), (6.10) and (5.10), we see that
∫ c+i∞
c−i∞
B
(
s
2
,
1− s
2
)
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)
(
√
piαn)−s ds = 8piiez
2/4
∫ ∞
0
e−x
2
cos xz√
x2 + piα2n2
dx.
(6.11)
Hence, from (6.7), (6.9) and (6.11), we deduce that
J(z, α) = 8pi3/2iez
2/4
∞∑
n=1
(∫ ∞
0
e−x
2
cosxz√
x2 + piα2n2
dx− e
−z2/4
2nα
)
. (6.12)
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Substituting (5.14) in (6.12) and then employing the change of variable x = αt/(2
√
pi),
we have
J(z, α) = 8pi3/2iez
2/4
∞∑
n=1
∫ ∞
0
e−x
2
cosxz
(
1√
x2 + piα2n2
− 1√
pinα
)
dx
= 8pi3/2iez
2/4
∞∑
n=1
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)(
1√
t2 + 4pi2n2
− 1
2pin
)
dt
= 8pi3/2iez
2/4
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
) ∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2pin
)
dt. (6.13)
Now from [30, Equation 6], we have, for Re z > 0,
2
∞∑
n=1
K0(nz) = pi
{
1
z
+ 2
∞∑
n=1
(
1√
z2 + 4pi2n2
− 1
2npi
)}
+ γ+log
(z
2
)
− log 2pi. (6.14)
From (6.13) and (6.14), we have
J(z, α) = 8pi3/2iez
2/4
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)(
1
2pi
(
−γ + log 4pi − log t+ 2
∞∑
n=1
K0(nt)
)
− 1
2t
)
dt
=: 8pi3/2iez
2/4 (J1(z, α) + J2(z, α) + J3(z, α)) , (6.15)
where
J1(z, α) :=
(−γ + log 4pi)
2pi
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)
dt,
J2(z, α) := − 1
2pi
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)
log t dt,
J3(z, α) :=
1
pi
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt.
However, from [14, p. 488, formula 3.896, no. 4]
J1(z, α) =
e−z
2/4
2α
(−γ + log 4pi) (6.16)
and by using (5.18), we find that
J2(z, α) =
e−z
2/4
4α
(
γ + 2 logα− log pi + z
2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
. (6.17)
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Thus, from (6.1), (6.2), (6.6), (6.15), (6.16) and (6.17), we deduce that
8
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt
= −4pi3/2α 12 e− z
2
8
{
2
α
(−γ + log 4pi) + 1
α
(
γ + 2 logα− log pi + z
2
2
2F2(1, 1; 3/2, 2; z
2/4)
)
+
4ez
2/4
pi
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt
− 1
α
(
−γ + log 16pi + 2 logα + z
2
2
2F2(1, 1; 3/2, 2; z
2/4)
)}
= −16√pi√αe z
2
8
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt,
so that
− 1
2
√
pi
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ(t/2)
1 + t2
∇
(
α, z,
1 + it
2
)
dt.
=
√
αe
z2
8
∫ ∞
0
e−
α2t2
4pi cos
(
αtz
2
√
pi
)( ∞∑
n=1
K0(nt)− pi
2t
)
dt.
(6.18)
Finally, replacing z by iz and α by β in (6.18), noting that the integral on the left-
hand side remains invariant under this replacement, and then combining the result
with (6.18), we arrive at (1.18).
Remark. The special case (1.17) of (1.18) can be derived as follows. Let z = 0 in
(1.18). Then,
√
α
∫ ∞
0
e−
α2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt =
√
β
∫ ∞
0
e−
β2t2
4pi
( ∞∑
n=1
K0(nt)− pi
2t
)
dt
= − 1√
pi
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
1 + t2
dt.
(6.19)
From the invariance of the integral under the map α → β, it suffices to show the
equality of the extreme left and right expressions in (1.17). To that end, observe that
using (6.14) in the extreme left and right sides of (6.19) and using (6.16) and (6.17),
we have
4pi−
3
2
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
1 + t2
dt
= −4√α
∫ ∞
0
e−
α2t2
4pi
(
γ − log 4pi
2pi
+
log t
2pi
+
∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2npi
))
dt
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= 4
√
α
(
J1(0, α) + J2(0, α)−
∫ ∞
0
e−
α2t2
4pi
∞∑
n=1
(
1√
t2 + 4pi2n2
− 1
2npi
)
dt
)
= 4
√
α
(
−γ + log 4pi
2α
+
1
4α
(γ + 2 logα− log pi)−
∞∑
n=1
∫ ∞
0
e−
α2t2
4pi
(
1√
t2 + 4pi2n2
− 1
2npi
)
dt
)
= 4
√
α
(
− γ
4α
+
logα
2α
+
log 16pi
4α
−
∞∑
n=1
(∫ ∞
0
e−
α2t2
4pi dt√
t2 + 4pi2n2
− 1
2nα
))
. (6.20)
Employing a change of variable x = t2 in the formula [14, p. 351, formula 3.388, no. 2]∫ ∞
0
(2bx+ x2)ν−1e−µx dx =
1√
pi
(
2b
µ
)ν−1/2
ebuΓ(ν)Kν− 1
2
(bµ),
valid for | arg b| < pi, Re ν > 0, Re µ > 0 and then letting ν = 1
2
, µ = α
2
4pi
and b = 2pi2n2,
we observe that ∫ ∞
0
e−
α2t2
4pi dt√
t2 + 4pi2n2
=
1
2
e
piα2n2
2 K0
(
piα2n2
2
)
. (6.21)
Substituting (6.21) in (6.20) and simplifying, we arrive at
√
α
(
−γ + log 16pi + 2 logα
α
− 2
∞∑
n=1
(
e
piα2n2
2 K0
(
piα2n2
2
)
− 1
nα
))
= 4pi−
3
2
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
1 + t2
dt. (6.22)
Now replace α by β in (6.22) and note the invariance of the integral on the right-hand
side under this transformation. This gives (1.17).
Since the above steps are reversible, (6.19) is equivalent to (1.17).
7. Generalization of a formula of Ramanujan
Let
K(z, α) :=
∫ ∞
−∞
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ
(
t
2
)
ρ
(
α, z,
3 + it
2
)
dt,
where ρ is defined in (1.9). Using (1.3), (1.4), (1.9), (2.6) and (2.10), we see that
K(z, α) converges. Converting K(z, α) into a complex integral by the change of variable
s = 1+it
2
and employing (1.9) and (1.4), we observe that
K(z, α) =
2
i
∫ 1
2
+i∞
1
2
−i∞
Γ
(
s− 1
2
)
Γ
(
−s
2
)
ξ(s)ρ (α, z, s+ 1) ds
=
−4α− 12 e− z28
i
∫ 1
2
+i∞
1
2
−i∞
Γ
(
s+ 1
2
)
Γ
(
1− s
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
Γ
(s
2
)
ζ(s)(
√
piα)−s ds
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= 4iα−
1
2 e−
z2
8
∫ 1
2
+i∞
1
2
−i∞
pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
ζ(s)(
√
piα)−s ds,
(7.1)
where we used (2.4) in the last step. Let T > 0 be a real number. Using the residue
theorem, we have∫ 1
2
+iT
1
2
−iT
pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
ζ(s)(
√
piα)−s ds
=

∫ 1+δ−iT
1
2
−iT
+
∫ 1+δ+iT
1+δ−iT
+
∫ 1
2
+iT
1+δ+iT

 pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
ζ(s)(
√
piα)−s ds
− 2piiL, (7.2)
where
L := lim
s→1
(s− 1)ζ(s) pi
sin 1
2
pis
Γ
(
s + 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
(
√
piα)−s
=
√
pi
α
1F1
(
−1
2
,
1
2
;
z2
4
)
. (7.3)
As before, using (2.6), one easily sees that the integrals on the horizontal segments
[1
2
− iT, 1 + δ − iT ] and [1 + δ + iT, 1
2
+ iT ] tend to zero as T → ∞. Thus it remains
to evaluate
J(z, α) :=
∫ 1+δ+i∞
1+δ−i∞
pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
ζ(s)(
√
piα)−s ds
=
∞∑
n=1
∫ 1+δ+i∞
1+δ−i∞
pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
(
√
piαn)−s ds
=
∞∑
n=1
∫ c+i∞
c−i∞
pi
sin 1
2
pis
Γ
(
s+ 1
2
)
1F1
(
−s
2
,
1
2
;
z2
4
)
(
√
piαn)−s ds
=:
∞∑
n=1
J(z, α, n) (7.4)
for 0 < δ < 1. Note that shifting the line of integration from Re s = 1 + δ to Re s = c
does not introduce any poles.
Now (4.5) is valid for 0 < δ < 1. Replacing s by s+1 in (4.5) and letting x =
√
piαn,
for 0 < c = Re s < 1, we have∫ c+i∞
c−i∞
Γ
(
s+ 1
2
)
1F1
(−s
2
;
1
2
;
z2
4
)
x−s ds = 4piixe−x
2+z2/4 cos xz. (7.5)
Also, from (5.9), we easily see that for 0 < d = Re s < 2,
1
2pii
∫ d+i∞
d−i∞
pi
sin 1
2
pis
x−s ds =
2
1 + x2
. (7.6)
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Hence from (5.10), (7.5) and (7.6), we see that for 0 < c = Re s < 1,
J(z, α, n) = 8piie
z2
4
∫ ∞
0
e−x
2
cosxz
1 + (
√
piαn/x)
2 dx. (7.7)
Thus from (7.2), (7.3), (7.4) and (7.7),
K(z, α) = 4iα−
1
2 e−
z2
8
(
8piie
z2
4
∞∑
n=1
∫ ∞
0
e−x
2
cos xz
1 + (
√
piαn/x)
2 dx−
2pi3/2i
α
1F1
(
−1
2
,
1
2
;
z2
4
))
= −8pi 32α− 12 e− z
2
8
(
4αe
z2
4
∞∑
n=1
∫ ∞
0
t2e−piα
2t2 cos (
√
piαtz)
t2 + n2
dt− 1
α
1F1
(
−1
2
,
1
2
;
z2
4
))
= −8pi 32α− 12 e− z
2
8
(
4αe
z2
4
∫ ∞
0
t2e−piα
2t2 cos
(√
piαtz
)( ∞∑
n=1
1
t2 + n2
)
dt− 1
α
1F1
(
−1
2
,
1
2
;
z2
4
))
.
(7.8)
For t 6= 0 [8, p. 191],
∞∑
n=1
1
t2 + n2
=
pi
t
(
1
e2pit − 1 −
1
2pit
+
1
2
)
. (7.9)
Substituting (7.9) in (7.8), we see that
K(z, α) = −8pi 32α− 12 e− z
2
8
(
4piαe
z2
4
∫ ∞
0
te−piα
2t2 cos (
√
piαtz)
e2pit − 1 dt− 2αe
z2
4
∫ ∞
0
e−piα
2t2 cos
(√
piαtz
)
dt
+ 2piαe
z2
4
∫ ∞
0
te−piα
2t2 cos
(√
piαtz
)
dt− 1
α
1F1
(
−1
2
,
1
2
;
z2
4
))
.
(7.10)
But from [14, p. 488, formula 3.896, no. 4],∫ ∞
0
e−piα
2t2 cos
(√
piαtz
)
dt =
e−
z2
4
2α
. (7.11)
Also, from [14, p. 502, formula 3.952, no. 2], we have for a > 0,∫ ∞
0
xe−p
2x2 cos(ax) dx =
1
2p2
− a
4p3
∞∑
k=0
(−1)kk!
(2k + 1)!
(
a
p
)2k+1
(7.12)
However, this formula holds for any a ∈ C. Hence, letting a = √piαz and p = √piα in
(7.12), simplifying the right-hand side, and then using (1.11), we have∫ ∞
0
te−piα
2t2 cos
(√
piαtz
)
dt =
e−
z2
4
2piα2
1F1
(
−1
2
,
1
2
;
z2
4
)
. (7.13)
Substituting (7.11) and (7.13) in (7.10), we have
K(z, α) = −8pi 32α− 12 e− z
2
8
(
4piαe
z2
4
∫ ∞
0
te−piα
2t2 cos (
√
piαtz)
e2pit − 1 dt− 1
)
. (7.14)
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Finally, substituting (7.14) in (7.1), we obtain (1.21).
8. Generalization of the Ramanujan-Hardy-Littlewood conjecture
The approach here is similar to the one used by Hardy and Littlewood in [16] and
so we will be brief. Shifting the line of integration from Re s = 1 + δ, where δ > 0, to
−1 < c = Re s < 0 in the integral on the left-hand side of (4.5) and replacing n by
1/n, we have
∫ c+i∞
c−i∞
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)(√
piα
n
)−s
ds = 4piie
z2
4
(
e−
piα2
n2 cos
(√
piαz
n
)
− 1
)
.
(8.1)
Note that one version of the prime number theorem reads
∑∞
n=1
µ(n)
n
= 0. Using these
two facts in the calculation that follows, we have
√
αe
z2
4
∞∑
n=1
µ(n)
n
e−
piα2
n2 cos
(√
piαz
n
)
=
√
αe
z2
4
∞∑
n=1
µ(n)
n
(
e−
piα2
n2 cos
(√
piαz
n
)
− 1
)
=
√
α
4pii
∞∑
n=1
µ(n)
n
∫ c+i∞
c−i∞
Γ
(s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)(√
piα
n
)−s
ds
=
√
α
4pii
e
z2
4
∫ c+i∞
c−i∞
Γ
(
s
2
)
ζ(1− s)1F1
(
1− s
2
;
1
2
;
z2
4
)(√
piα
)−s
ds, (8.2)
where we interchanged the order of summation and integration, which is valid because
of absolute convergence, and we replaced
∑∞
n=1 µ(n)n
−(1−s) by 1/ζ(1 − s) since Re
1− s > 1. Using (2.2) in (8.2), we have
√
αe
z2
4
∞∑
n=1
µ(n)
n
e−
piα2
n2 cos
(√
piαz
n
)
=
√
α
4pi
3
2 i
∫ c+i∞
c−i∞
Γ
(
1−s
2
)
ζ(s)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
α√
pi
)−s
ds.
(8.3)
We want to shift the line of integration from −1 < c =Re s < 0 to Re s = λ, λ ∈ (1, 2),
so that we can use the series representation
∑∞
n=1 µ(n)n
−s for 1/ζ(s). Consider a
positively oriented rectangular contour formed by [c− iT, λ− iT ], [λ− iT, λ+ iT ], [λ+
iT, c + iT ] and [c + iT, c − iT ], where T is any positive real number. In the shifting
process, we encounter the non-trivial zeros of ζ(s). Hence upon the application of the
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residue theorem and assuming that the non-trivial zeros are simple, we get∫ c+iT
c−iT
Γ
(
1−s
2
)
ζ(s)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
α√
pi
)−s
ds
=
[∫ λ−iT
c−iT
+
∫ λ+iT
λ−iT
+
∫ c+iT
λ+iT
]
Γ
(
1−s
2
)
ζ(s)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
α√
pi
)−s
ds
− 2pii
∑
−T<ρ<T
lim
s→ρ
(s− ρ)Γ
(
1−s
2
)
ζ(s)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
α√
pi
)−s
. (8.4)
Let T →∞ through values such that |T − γ| > exp (−A1γ/ log γ) for every ordinate γ
of a zero of ζ(s), where A1 is a positive constant. From [29, p. 218, Equation (9.7.3)],
log |ζ(σ + it)| ≥
∑
|t−γ|≤1
log |t− γ|+O(log t).
Hence for c < σ = Re s < λ,
log |ζ(σ + iT )| ≥ −
∑
|T−γ|≤1
A1γ/ log γ +O(logT ) > −A2T,
where A2 < pi/4 if A1 is small enough, and T > T0. This along with (2.6) and (2.10)
implies that the integrals along the horizontal segments [c−iT, λ−iT ] and [λ+iT, c+iT ]
tend to zero as T →∞ through the above values. It remains to evaluate
J(z, α) :=
∫ λ+i∞
λ−i∞
Γ
(
1−s
2
)
ζ(s)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
α√
pi
)−s
ds
=
∞∑
n=1
µ(n)
∫ λ+i∞
λ−i∞
Γ
(
1− s
2
)
1F1
(
1− s
2
;
1
2
;
z2
4
)(
αn√
pi
)−s
ds
=:
∞∑
n=1
µ(n)J(z, α, n). (8.5)
Employing the change of variable w = 1− s in the integral in J(z, α, n), for −1 < λ′ =
Re w < 0, we have
J(z, α, n) =
√
pi
αn
∫ λ′+i∞
λ′−i∞
Γ
(w
2
)
1F1
(
w
2
;
1
2
;
z2
4
)(√
pi
αn
)−w
dw
=
√
pie
z2
4
αn
∫ λ′+i∞
λ′−i∞
Γ
(w
2
)
1F1
(
1− w
2
;
1
2
;−z
2
4
)(√
pi
αn
)−w
dw
=
4pi3/2iβ
n
(
e−
piβ2
n2 cosh
(√
piβz
n
)
− 1
)
, (8.6)
where in the penultimate step, we used (1.11) and in the last step, we used (8.1) with
z replaced by iz and α replaced by β. Thus letting T → ∞ in (8.4) and combining
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with (8.3), (8.5) and (8.6), we obtain
√
αe
z2
4
∞∑
n=1
µ(n)
n
e−
piα2
n2 cos
(√
piαz
n
)
= −
√
β
∞∑
n=1
µ(n)
n
(
1− e−piβ
2
n2 cosh
(√
piβz
n
))
−
√
α
2
√
pi
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;
z2
4
)(
α√
pi
)−ρ
.
Using the prime number theorem again, we have
√
αe
z2
8
∞∑
n=1
µ(n)
n
e−
piα2
n2 cos
(√
piαz
n
)
−
√
βe−
z2
8
∞∑
n=1
µ(n)
n
e−
piβ2
n2 cosh
(√
piβz
n
)
= − e
− z2
8
2
√
pi
√
β
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;
z2
4
)
piρ/2βρ. (8.7)
We have not shown the convergence of the series in the above equation in the ordinary
sense, but rather only when the terms are bracketed in such a way that two terms for
which
|γ − γ′| < exp (−A1γ/ log γ) + exp (−A1γ′/ log γ′)
are included in the same bracket. Replacing α → β and z → iz in (8.7), simplifying,
and using (8.7) again, we easily see that
e
z2
8
2
√
pi
√
α
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;−z
2
4
)
piρ/2αρ+
e−
z2
8
2
√
pi
√
β
∑
ρ
Γ
(
1−ρ
2
)
ζ ′(ρ)
1F1
(
1− ρ
2
;
1
2
;
z2
4
)
piρ/2βρ = 0.
(8.8)
Thus (8.7) and (8.8) give (1.23) upon simplification.
9. Concluding remarks
The integrands of all the integrals that we have considered here are not only con-
tinuous functions in both variables t and z but also analytic in C as a function of z
for each fixed value of t. Since all of these integrals converge uniformly at both limits
in any compact subset of C, from [28, p. 31, Theorem 2.3], we find that each of these
integrals is holomorphic in C as a function of z and that their derivatives of all orders
may be found by differentiating under the sign of integration. This way, we can obtain
many more transformation formulas or identities.
In this paper, we have focused on the generalization of the integral
∫∞
0
f
(
t
2
)
Ξ(t) cos
(
1
2
t logα
)
dt,
where we generalized cos
(
1
2
t logα
)
by making use of the function ρ(α, z, s) consisting
of the confluent hypergeometric function. In [26], Ramanujan introduced the integral∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cosµt
(z + 1)2 + t2
dt,
where Re z is not an integer and µ is real, and expressed it in terms of another integral
in each of the regions Re s > 1, −1 < Re s < 1 and −3 < Re s < −1. See also [10,
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Theorem 1.2]. In [11], we examined the following general integral, with η ∈ C,∫ ∞
0
f
(
η,
t
2
)
Ξ
(
t + iη
2
)
Ξ
(
t− iη
2
)
cos
(
1
2
t logα
)
dt. (9.1)
It seems natural then to generalize the above integral by introducing in it a similar
generalization of cos
(
1
2
t logα
)
that we have utilized in this paper. Thus, replacing
cos
(
1
2
t logα
)
in (9.1) by either ρ
(
α, z, 1+it
2
)
or its variants like ρ
(
α, z, 3+it
2
)
(as in The-
orem 1.5) should lead to a generalization of the integrals in (9.1). The substitution
ρ
(
α, z, 1+it
2
)
will generate formulas of the type F (η, z, α) = F (η, iz, β), where αβ = 1.
Also, it looks plausible that either the substitution ρ
(
α, z, 3+it
2
)
or ρ
(
α, z, 1+it
2
)
should
generalize Theorem 1.2 in [10] found by Ramanujan. However, in both cases, the asso-
ciated inverse Mellin transforms are difficult to evaluate. Our search in this direction
did not lead to any particular nice example. Further efforts, however, may be fruitful
and may result in beautiful and more general identities, for example, a generalization
of the extended version of the Ramanujan-Guinand formula [11, Theorem 1.4].
Another possible direction of generalizing the transformation formulas resulting from
the integrals of the form
∫∞
0
f
(
t
2
)
Ξ
(
t
2
)
cos
(
1
2
t logα
)
dt may be to replace the function
ρ(α, z, s) used in this paper with an analogous one which involves the hypergeometric
function 2F2 instead of a 1F1. This is because of the following Kummer-type transfor-
mation that exists for a 2F2 [23, Equation 4]:
2F2 (a, c+ 1; b, c; x) = e
x
2F2 (b− a− 1, f + 1; b, f ;−x) ,
where
f =
c(1 + a− b)
a− c .
In fact, a Kummer-type transformation also exists for the generalized hypergeometric
function pFp(x) [22, Equation 4.2].
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