It has been an open problem to identify classes of Gibbs measures less regular then Hölder continuous on the full shift which are closed under factor maps. In this article we show that in fact all of the classical uniqueness regimes (Bowen, Walters, and Hölder) from thermodynamic formalism are closed under factor maps between full shifts. In fact we show more generally that the classical uniqueness regimes are closed under factors between shifts of finite type provided the factor map satisfies a suitable mixing in fibers condition.
Introduction
Hidden Markov measures are of great interest in many areas of science, both pure and applied. It is well known that a hidden Markov measure can fail to be Markov. Our goal here is to study a generalization of hidden Markov measures, single site factors of Gibbs measures. These measures have attracted a significant amount attention ( [14] , [16] , [3] , [4] , [7] , [8] ). Broadly speaking there are two main questions: are these measures Gibbs for some continuous potential (and what is its continuity rate) and what classes of measures are preserved by single site factors. We will focus on the second question.
Let us recall the definition of a single site factor map. Suppose that Σ and Σ are two alphabets and π : Σ → Σ and Σ . This map is continuous and intertwines the shift maps. Thus given a shift invariant measure µ on Σ N we can define π * µ on Σ N as the pushforward of µ under π. That is, π * µ(A) = µ(π −1 A) for all A Borel measurable. As π interwines the shift maps it follows that π * µ is shift invariant.
When the shift of finite type Σ + A is a full shift it is known that factors of Markov measures have Hölder continuous g functions [16] . However when the shift Σ + A has * Department of Mathematics and Statistics, University of Victoria.
excluded words this is no longer true see for instance [12, example 4] or [8, example 4.2] . However by imposing conditions on the factor map π to ensure that the fibers of π are "topologically mixing" in a certain sense the result can be recovered see for instance [3] , [16] . The goal of this paper is to prove the analogous results for Gibbs measures associated to more general potentials. We say that ϕ is Hölder if there exists a constant |ϕ| θ and 0 < θ < 1 such that var n ϕ ≤ |ϕ| θ θ n for all n ≥ 0 (that is ϕ is Hölder in the 2 −n metric). We say that ϕ is Walters if var n S n ϕ ≤ K.
We will refer to these as the classical uniqueness regimes. It can be seen that Hölder ⊂ Walters ⊂ Bowen. For all of these classes of potentials Gibbs measures exist and are unique. That is, if Σ + A is a topologically mixing shift of finite type and ϕ : Σ + A → R is Bowen then there exists a unique shift invariant measure µ ϕ for which there exist constants C > 0 and P such that
for all x ∈ Σ + A and n > 0. The constant P is called the pressure and is alternatively characterized by the equation
Moreover the measure µ ϕ is the unique measure which achieves this supremum. The following definition appears in [16] . Definition 1.2. We say that π is fiber-wise sub-positive mixing if there exists an N such that for any word
The goal of this article is then to prove the following theorem.
N is a topologically mixing shift of finite type, µ ϕ a Gibbs measure for ϕ and π a fiber-wise sub-positive mixing factor map. If ϕ is Bowen (respectively Walters, Hölder) then π * µ ϕ is the Gibbs state for a potential which is Bowen (respectively Walters, Hölder).
The proof also yields the following.
N is a topologically mixing shift of finite type, µ g a g-measure for g and π a fiber-wise sub-positive mixing factor map. If log g is Bowen (respectively Walters, Hölder) then the logarithm of the g-function for π * µ g is Bowen (respectively Walters, Hölder).
In [14] the problem of finding a class of g measures more general then Hölder continuous which is preserved under single site transformations on the full shift over finite many symbols was posed. In addition it was conjectured that the class of g measures with square summable log variations might be such a class, however it was shown in [7] that this is not the case. Theorem 1.3 can be seen as a strong answer to this question, which holds beyond the special case of factor maps between full shifts.
Recall Gibbs measures are typically constructed using the eigendata of a Ruelle operator. Recall that given a continuous function ϕ : X → R (which is often called a potential ) we define the Ruelle operator (sometimes referred to as the transfer operator ) for ϕ, L ϕ :
If ϕ is Bowen then there exists a unique measure ν such that
is the spectral radius of L ϕ . The Gibbs measure is then constructed as µ ϕ = hdν. For background on Gibbs measures we refer the reader to Bowen's book [2] as well as [15] for potentials less regular then Hölder. Let's consider an example of a hidden Markov measure. Again suppose that the states 0 and 1 are labeled red and 2 is labeled blue. That is π : {0, 1, 2} N → {r, b} N is the map induced by the function π(0) = π(1) = r and π(2) = b. Let ν be the left eigenvector for S. Recall that the measure µ S is the Gibbs state for the potential ϕ(x) = log S x 0 x 1 . The transfer operator for ϕ preserves the subspace span χ [a] : a ∈ Σ and the matrix representation of L ϕ in the standard basis is given by the transpose of S that is
It is well known that there is a formula for the π * µ S measure of cylinder sets in terms of the matrices
That is we can write
where [1] is the row vector of all 1's and ν is the left eigenvector for S normalized so that i ν i = 1. In this example all of the products of the matrices L ij of length 2 map one cone strictly inside another. They are thus strict contractions of the Hilbert projective metric and this implies π * µ S is the Gibbs state for a Hölder continuous potential, see [16] for details.
This example demonstrates two things. First the presence of excluded words (or more accurately the structure of the fibers π −1 (y)) has a significant impact on the regularity properties of the g function for hidden Markov measures. Second it suggests a method for extending results beyond hidden Markov measures where the matrices L rr , L rb , L br and L rr are replaced by suitable operators on acting on subspaces of C(Σ + A ).
The classical uniqueness regimes
It is known from [16] that factors of Markov measures under a fiber-wise sub-positive mixing map have Hölder continuous g functions. We have seen that factors of Hölder Gibbs states on full shifts have Hölder continuous g functions. The goal of this section is to show that in fact all of the classical uniqueness regimes from definition 1.1 are closed under fiber-wise sub-positive mixing factor maps. In particular in this section we will prove theorem 1.3. Let L ϕ be the Ruelle operator associated to ϕ and assume without loss that ρ(L ϕ ) = 1, in other words the pressure of ϕ is 0. Take ν such that L * ν = ν. Assume that ϕ is Bowen. Let π : Σ → Σ be a map inducing a 1-block factor map π :
assume that π is fiber-wise sub-positive mixing. For each i, j ∈ Σ with ji admissible in Σ + A define the operator
For example in the case of the Markov measure µ S from example 1.5 L 00 is simply the matrix
As µ S is the Gibbs state for the potential ϕ(x) = log
In the case of example 1.5 the operator L br = L 20 + L 21 is the matrix
Thus by iteration
We will make use of a strategy of using sequences of cones to obtain sub exponential rates of convergence that has been used previously in the decay of correlations literature [9] . Give a metric d and a symbol a ∈ Σ define a cone
and given a number B > 0 define a cone
We now produce a sequence of metrics for which long products of the operators
, σd j+1 ) for some 0 < σ < 1. This is crucial to bounding the projective diameter (see corollary 4.9).
Procedure 2.1. This procedure has two inputs. A function ϕ with the Bowen property (which is fixed throughout this section) and a sequence α k which is positive and decreasing to 0 (we will make different choices for α k depending on our needs).
What it produces is a sequence of natural numbers {n j } ∞ j=0 and a sequence of metrics {d j } ∞ j=0 with specific properties. Construct a sequence {n j } ∞ j=0 of numbers and metrics {d j } ∞ j=0 in following way. Set
. As α k converges to 0 and S n 1 ϕ is continuous we may take n 2 such that for all n ≥ n 2 we have that
Continue in this way, that is given
choose n j such that for all n ≥ n j we have
where n 0 := 0. Notice that for each j, d j,k k→∞ − −− → 0 thus we can then define a sequence of metrics
where k(x, y) = min {i :
Remark 2. Unless ϕ is Hölder n j j→∞ − −− → ∞. In the case of a Hölder potential we can have that n j = 1 and
What we have gained from this construction of {n i } ∞ i=0 and d j,k is the following. First,
This implies that n j+1 products of the operators L ij map a cone of the type C([a], d j ) into a cone of the type C([b], σd j+1 ) which is the content of lemma 2.2. Second, we have that for k ≥ 0
Where K is the constant from the Bowen property for ϕ, this implies that for all j and a we have that
Lemma 2.2. For any j and word w = w 0 · · · w n j+1 we have that
and
The strategy of the proof will be the following. Define ψ : Y → R by
Recall that if ψ is Bowen then it has a unique Gibbs state µ ψ which satisfies the Gibbs inequality
(that the pressure is 0 is a consequence of the assumption that ρ(L ϕ ) = 1). A computation (Proposition 2.6) shows that
Thus µ ψ and π * µ ϕ are mutually absolutely continuous and therefore equal as they are ergodic. π * µ ϕ is then the Gibbs state for ψ and theorem 1.3 will follow by proving that ψ is Hölder, Walters, or Bowen respectively. This proof strategy is similar to [8] and [13] with the observation that the choice of the measure ν is arbitrary (although it also allows us to obtain corollary 1.4). The notable difference being that we appeal to cone-theoretic techniques while [8] and [13] are based on "hands on" bounds. That is, the function defined in [8] and [13] is essentially the same as (4) with ν replaced by a point mass. The real benefit to our method is that we can prove that classes are closed under factor maps. This is in contrast to [8] and [13] where the main application is continuity rates.
We must now construct a sequence of cones. To do so we identify C(Σ A ) with We will give names to the sets w in = {a : ∃w, π(w) = w, w 0 = a} ⊆ Σ and w out = {a : ∃w, π(w) = w, w n = a} ⊆ Σ.
In addition we will call
and similarly for "out". To get a sense of these definitions observe that in example 1.5 we have that
Recall that because the potential in example 1.5 depends only on 2 coordinates we can think of these cones as the non-negative quadrant of span χ [a] : a ∈ Σ ∼ = R |Σ| . In general the cones C(in, w, d), C(out, w, d) are simply non-negative functions supported on the cylinder sets corresponding to w in and w out for which the restriction to any cylinder set [a] is in the cone C([a], d).
Lemma 2.3. Suppose that w = w 0 · · · w n j+1 is a word admissible in Y . We have that
Proof. This is a consequence of the fact that L w = π(w)=w L w and lemma 2.2. Proof. Let z ∈ π(a)=w 0 [a] be such that f (z) = f ∞ . By the assumption that π is fiberwise sub-positive mixing we have that for any x ∈ π(a)=w N [a] there exists a word w with π(w) = w and w 0 = z 0 , w N = x 0 . Thus
on the other hand we have that
Remark 3. Note by potentially taking n j slightly larger if necessary we can have that n j ≥ N for all j.
Lemma 2.5.
1. There exists a constant D such that for any j and w = w 0 · · · w n j+1 admissible in Y we have that
Let
where γ := tanh(D/4).
Proof.
out, w, σd j+1 ) we have by corollary 4.9 that
where C is as in lemma 2.4.
2. We will show the second assertion when k = 2 the general case for k ≥ 1 is similar. Set w 1 = y 0 · · · y n j+1 and w 2 = y n j+1 · · · y m . Notice that
Notice that for any f ∈ C(Σ A ), f − R w 2 in f ∈ ker L w 2 because is it supported on cylinder sets for which no word projecting to w 2 begins (R w 2 in is nothing but a restriction map). Thus L w 2 f = L w 2 R w 2 in f . To get a sense of what is happening consider the following diagram
Hence
by theorem 4.3.
Proposition 2.6. Suppose that ϕ is Bowen.
The sequence of functions {f
converges uniformly to a function ψ : Y → R. Moreover ψ is Bowen.
2. If µ ψ is the unique Gibbs states for ψ then there exist constants C 1 , C 2 > 0 such that
for all y.
3. µ ψ = π * µ ϕ .
Proof.
1. Let ε > 0. Let α k = var k ϕ, set d j to be the metrics as in equation (3) and notice that this implies that L ij 1 ∈ C([i], d 0 ). Let D and γ be as in lemma 2.5. Take N = 1 + k i=1 n i where k is chosen such that γ k−1 D < ε. Suppose that y ∈ Y and that n, m ≥ N. Then
and similarly for ν y,m . For the sake of notation divide y 1 y 2 · · · y N into words w 1 = y 1 · · · y n 1 +1 , w 2 = y n 1 +1 · · · y n 1 +n 2 +1 and so on. Thus by lemma 4.4
where Θ + is the Hilbert metric on the the cone of non-negative functions. In addition by our choice of α k we have
Thus by theorem 4.3 and lemma 2.5 we have that
Therefore {f n } is Cauchy in C(Y ) and thus converges by completeness. To see that ψ is Bowen notice that
Thus for any n and y, y ′ ∈ Y such that y i = y ′ i for all 0 ≤ i ≤ n − 1 we have that
Notice that for any word w = w 0 · · · w n admissible in Σ + A and x, x ′ ∈ [w n ] we have that
Where K is the constant in the Bowen property for ϕ. Thus for any word w admissible in Y we have that L w 1 ∈ C(out, w, +B) (note that K < 2+K σ = B). Therefore restricting L w 1 as necessary (in the same way as the paragraph preceding equation (5)) we have that for n ≥ N + 1
where N and C are as in lemma 2.4. Hence ψ is Bowen.
2. Notice that for any probability measure η and cylinder set [I] we have that
Thus
Observe that this implies that the pressure of ψ is 0. The result is then simply an application of the Gibbs inequality for µ ψ .
3. By 2 be have that µ ψ and π * µ are mutually absolutely continuous. As they are ergodic this implies they are equal.
Remark 4.
Observe that if ϕ is the logarithm of a g-function then ν = µ ϕ and the function ψ is the logarithm of the g function for π * µ ϕ . Thus the proof of theorem 1.3 will also yield corollary 1.4.
What remains to prove theorem 1.3 is the following.
Theorem 2.7. Suppose that ϕ is Walters (respectively Hölder). Then the function
is Walters (respectively Hölder).
Proof. We will prove the result in the case that ϕ is Walters. The Hölder case is similar to the previous section [12] . Let α k = sup n≥1 var n+k S n ϕ which by the assumption that ϕ is Walters converges to 0 (and thus can be used as an input for procedure 2.1). Define the sequence {n j } based on procedure 2.1. Set d j to be the sequences of metrics based on {α i } and {n j } as in (3). Let ε > 0. To show that ψ has the Walters property we need to show that there exists N such that for all j ≥ N, var n+j S n ψ < ε for all n ≥ 1. To do so suppose that n ≥ 1, j ≥ 0 and that y, y ′ ∈ Y are such that y i = y ′ i for all 0 ≤ i ≤ n + j − 1. In the same way as the proof of proposition 2.6 we have that
and similarly for ν y ′ ,m . Thus by lemma 4.4
Let D and γ be as in lemma 2.5, take k such that γ k−1 D < ε and set N = 1 + k i=1 n i (note N depends only on ε and not on n, y or y ′ ). Assume that j ≥ N. For notational purposes divide y n y n+1 · · · y n+N into words w 1 = y n · · · y n+n 1 , w 2 = y n+n 1 · · · y n+n 1 +n 2 and so on. Notice that by our choice of the sequence {α k } we have that for any
and thus
The picture to have in mind through the remainder of the proof is the following
By lemma 2.5 each L w i contracts the relevant cones by a factor of γ and thus we have
Thus taking the supremum over y, y ′ we have that var n+j S n ψ < ε and taking the supremum over n gives sup n≥1 var n+j S n ψ < ε. Therefore sup n var n+j S n ψ j→∞ − −− → 0 and ψ is Walters.
Final remarks
1. Similar results hold on countable state topological Markov shifts with a strong "mixing in fibers" assumption on the factor map.
2. The theory of factors of Gibbs measures in dimension greater then 1 is well known to be filled with strange phenomena such as loss of Gibbsianness. This is in stark contrast to the results we have presented in this chapter. It is worth pointing out that the uniqueness regimes we have considered in this article do not exhibit many pathologies which are prevalent in higher dimensions. In particular they do not undergo phase transitions.
3. One interesting direction to move in an attempt to bridge the gap between our results and those in higher dimension would be to consider factors of Markov measures on countable state topological Markov shifts. These represent an intriguing class with respect to the current theory. On the one hand they can exhibit phase transitions and on the other they are fairly tractable objects with a well developed theory. It seems likely that one could understand in a fairly explicit way the existence of so called "hidden phase transitions" in these models and their connection to loss of Gibbsianness. We leave this for future work. 2. C is convex.
3. C ∩ (−C) = ∅ if C satisfies only (1) and (2) we say that C is a wedge. We say that C is a closed cone if C ∪ {0} is closed.
Every cones induces a partial ordering on the vector space V by
for x ∈ C and y ∈ V we say that x dominates y if there exists α, β such that αx ≤ C y ≤ C βx if x dominates y and y dominates x then x, y are said to be comparable. A cone C is called almost Archimedean if whenever x ∈ C and y ∈ V are such that −εx ≤ C y ≤ C εx for all ε > 0 it follows that y = 0. If x ≥ C 0 dominates y then define m(y/x; C) = sup {α : αx ≤ C y} M(y/x; C) = inf {β : y ≤ C βx} if x and y are comparable we define
This is known as Hilbert's metric and has been used in a number of different contexts. In dynamics it is most often used to prove upper bounds on the rate of convergence for transfer operators. This function Θ C is a projective psuedo metric in the following sense. If C is almost Archemedean then Θ C (x, y) = 0 =⇒ x = ay for some a > 0.
Proof. These follow by direct computation. See for example [6, lemma 2.7] .
The true utility of Hilbert's metric is the following theorem.
Given a closed cone C in a Banach space X we can define the dual
To see this suppose that ψ ∈ C * 2 and x ∈ C 1 then x, L * ψ = Lx, ψ ≥ 0.
A word of caution: in general C * is not a cone but a wedge. Let Σ + A be a topological Markov shift over a countable alphabet (we will work in this generality so that the industrious reader can convince themselves that under the appropriate assumptions the results about factors can be carried over to countable state spaces). When Σ + A is a shift space it is often nice to think of C b (Σ A ) as a "ℓ ∞ " direct sum of the spaces
where a is a symbol in the alphabet. Recall that given a collection of Banach spaces
This along with coordinate-wise addition and scalar multiplication is one of a number of possible ways to take the direct sum of Banach spaces.
It is not hard to see that
Moreover given a subset of symbols S we identify
We will also be concerned with cones which arise in the following way.
is a set of Banach spaces and C i ⊆ X i are closed cones. Then
Proof. As addition and scalar multiplication are coordinate wise it is clear that ∞ i=0 C i is a cone. To see that it is closed suppose that x is in the closure of ∞ i=0 C i and take a net x α converging to x. By the definition of the norm we have that for any i x α i converges to x i , as C i ∪ {0} is closed this implies that
is a set of Banach spaces and C i ⊆ X i are closed cones. Then m x/y;
Proof. We will show this for m the proof for M is similar. Notice that m x/y;
For a metric space (Z, d) define the cones
Lemma 4.8. Assume that Z has no isolated points. For f, g ∈ C(Z, d) we have
Proof. This is a mild generalization of the proof of lemma 2.2 in [10] we provide the details for the reader's convenience. We will compute m(f /g; C(Z, 
f (x) − f (z)
If z is the unique minimum of g f then take a sequence which is not eventually z converging to z and the same inequality follows (hence the assumption that Z contains no isolated points).
We are concerned with the case that Z is a cylinder set in Σ + A and d some metric. Given a metric and a number σ > 0 we can define a new metric by the function (x, y) → σd(x, y), the new metric is called σd. The next corollary will be one of our fundamental tools, it has been noticed previously, see for example [11] and [10] , although we state it in a somewhat different way. 
where in line 6 we have used that for x ≥ y > 0
1 − e −y ≤ x y .
