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ABSTRACT 
 
 
Part A 
Injection of particles to the side wall of single-walled carbon nanotubes 
(SWCNT) has been employed for doping and storage of particles on SWCNTs. In 
addition, particle bombardment can be used to cut and modify graphene structures. While 
the collision of hydrogen atoms with SWCNTs has been extensively studied, collision 
dynamic behavior of heavy particles with SWCNTs has not been well understood. To 
facilitate a better understanding of the particle-SWCNT collision process, in this work, 
we study the impact of five noble gas atoms (He, Ne, Ar, Kr, Xe) with SWCNTs and 
investigate particle impact induced CNT bond breaking phenomena. Simulation results 
include the bond-breaking kinetic energy ranges of the incident atoms with reflection and 
penetration after the collision. Effect of chirality, boundary and strain conditions of the 
SWCNTs and energy exchange between the incident atoms and carbon atoms of SWCNT 
are investigated.  
Simulation results show that, except for very small SWCNTs (diameter < 0.5 nm), 
the minimum bond-breaking energy of the incident atom is independent of the 
chirality/diameter and boundary conditions of the SWCNT. However, the incident atom 
mass as well as strain conditions of the SWCNT plays an important role in the minimum 
bond-breaking energy, collision behavior and energy loss of the incident atom. 
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Part B 
Nanocomposite materials are increasingly used in the resonators in 
Nanoelectromechanical systems (NEMS). While nanoresonators' ability to attain high 
fundamental frequencies with excellent mechanical response makes them useful for high 
performance sensing, a critical performance measure is the quality factor of the resonator. 
While quality factors of single crystal materials have been extensively studied, few work 
has been done on the analysis of quality factors of nanocomposites. In this work, we 
investigate the characteristics of intrinsic energy dissipation in nanocomposite resonators 
using classical molecular dynamics. The quality factors, and thereby energy dissipation 
rate, of various silicon and germanium configurations are calculated. The relationship 
between the quality factor and the temperature, material configuration and interface area 
are investigated.  
Simulation results indicate that, due to the strong phonon scattering in the 
nanocomposite beams, the characteristics of the quality factor variation can not be 
described by the classical thermoelastic energy dissipation theory. The component 
material interface plays a major role in the quality factor of the beams. The 
disadvantageous effect of the interface area is significant, especially at lower 
temperatures. 
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CHAPTER ONE 
INTRODUCTION 
 
A carbon nanotube (CNT) is an allotrope of carbon belonging to the fullerene 
family. It has a cylindrical nanostructure. Carbon nanotubes can be categorized into 
single-walled carbon nanotubes (SWCNT) and multi-walled carbon nanotube (MWCNT) 
as illustrated in FigureA.1.1.  The carbon-carbon bonding in CNT uses sp
2
 hybridization 
where each carbon atom is bonded to three other carbon atoms just as in graphite. 
Therefore CNTs can be considered as rolled-up graphene sheets. A graphene is a one 
atom layer of graphite (Fig. A.1.2).  
Depending on the arrangement of hexagons around the circumference, i.e., the 
way a graphene sheet is rolled, CNTs can be further categorized into three types: a) 
zigzag b) armchair c) chiral, as shown in Fig. A.1.3. These structures are specified using 
a vector (n, m) called chiral vector.  As shown in Fig. A.1.2, a nanotube of type (5, 2) is 
obtained by rolling a graphene sheet such the atom at (0, 0) coincides with the one at (5, 
2). According to the patterns they follow, all the CNTs with m=0 are called zigzag type. 
The CNTs with n=m are called armchair type and the rest are called chiral type.  
The strong sp
2
 carbon-carbon bonding in CNTs leads to high mechanical strength. 
The Young’s modulus can go up to 1000 GPa which is approximately five times that of 
steel. The tensile strength is high as 63 Gpa which is 50 times that of steel. In addition, 
the CNTs can have both semi-conducting and conducting electronic properties [1]. 
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Figure A.1.1 An illustration of single walled carbon nanotube (TOP) and multi walled                       
carbon nanotube (BOTTOM) (This image was made with VMD [2]). 
 
 
Figure A.1.2 Graphene and chirality representation [3]. 
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Figure A.1.3 Carbon nanotubes of type zigzag (TOP), armchair (MIDDLE) and chiral 
(BOTTOM). 
 
Due to their unique material properties, CNTs have been used in many 
engineering applications. For example, CNTs have been used in concrete to halt crack 
propagation [4]. In sports, they are used to provide strong and light tennis rackets, bicycle 
parts and golf balls. Due to the low weight to strength ratios of CNTs, they have been 
employed in aerospace applications [5]. Transistors based on CNTs, called carbon 
nanotube field-effect transistors (CNFETs) are used in digital switching devices [6]. 
CNTs can also be used as super-conductors at low temperatures [7]. They have been used 
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in desalination process in which salt molecules are separated from water molecules by 
forcing them to pass through CNTs [8].  
One of the applications of carbon nanotubes, especially single walled carbon 
nanotubes, is storage of some other materials in their large empty interior space. 
SWCNTS are used for storage due to their high chemical stability, low mass density and 
high storage capacity.  C. Dillon et al [9] through their experiments demonstrated that a 
gas can be condensed to high density inside SWCNTS. They concluded that, by 
controlling the parameters such as tube diameter and aspect ratios and improving in 
production and purification of SWCNTs, one can make SWCNTs an effective hydrogen-
storage material for fuel-cell electric vehicles. Seung Lee et al [10] performed density-
functional calculations to determine hydrogen adsorption sites and maximum storage 
capacity in SWCNTs. They discovered two chemisorption sites at the exterior and 
interior of the tube wall and also found that hydrogen can exist as H2 molecules inside the 
tube.  It is shown in their work that the storage capacity of hydrogen is proportional to the 
tube diameter and the repulsive forces within hydrogen molecules and those between 
hydrogen molecules and tube determine the maximum storage capacity. In another work, 
Yuchen Ma [11] used molecular dynamics simulations to examine the storage capacity of 
hydrogen in SWCNTs and also studied strain of tube due to interactions between stored 
hydrogen and SWCNT. They found that the storage capacities increase with increase in 
tube diameter and the maximal strain in the radial direction is between 11 – 18 % which 
depends on the helicity of the tube. The maximum strain in armchair SWCNTs is found 
to be more when compared to that of zigzag SWCNTs   
  6 
Another application of CNTs is the doping and adsorption of ions and atom to 
modify the material properties of CNTs. Kim Bolton et al [12] studied collisions between 
gas particles and carbon nanotubes with chirality (10, 0) at high temperatures using 
molecular dynamics. They have shown that the thermal fluctuations of the tube at high 
temperatures dictate the scattering dynamics of collisions dwarfing the effect of other 
collision parameters such as mass of incident atom (Xenon, Neon, Helium, and 
Hydrogen), initial collision angle and potential between incident atom and tube. The 
production of CNTs by chemical vapor deposition method takes at 1300K. At this 
temperature it is observed that hydrogen molecules scatter from the tube while carbon 
atoms are efficiently trapped on the tube surface. However, bond breaking dynamics of 
CNT was not investigated in their work. In another study, O. Stephan et al [13] in their 
experiments studied the doping of graphitic and carbon nanotube structures with Boron 
and Nitrogen. Yuchen Ma et al [14] in their molecular dynamics study of collision 
between hydrogen atom and SWCNT of chirality (5, 5) observed that the hydrogen atom 
can be chemisorbed when the hydrogen atom moves toward the side wall of the tube with 
a velocity that falls in the energy range of 1-3eV. The minimum incident kinetic energy 
required to penetrate into the hexagonal ring of the tube is estimated to be 14eV. The 
hydrogen atom that entered the tube can either be captured or it can escape out of the 
tube. Amir Farajian et al [15] performed ab initio and molecular dynamics simulations to 
study dopant (Na, K) insertion into carbon nanotubes. They calculated an upper bound of 
potential barrier to pass through the hexagonal ring center for typical alkali metals such 
as Na and K to be 40eV and 90eV respectively. MD simulations have also been 
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performed where the dopants are given kinetic energies of 70eV and 150eV for Na and K 
respectively. It was observed that the dopants are inserted into the tube. It is also 
observed that the hexagonal ring comes back to the initial configuration later and the 
impact travels through the nanotube and eventually decays. 
      While collision dynamics is important in doping and adsorption of CNTs, high 
energy collisions have been utilized in nano-manufacturing. More specifically, inert 
atoms can be used as a cutting tool to tailor the CNTs or grapheme sheets through high 
energy bombardment. O Lehtinen et al [16] utilizing atomistic computer simulations 
(molecular dynamics and Monte Carlo methods) investigated how ion irradiation can be 
used to cut and control the morphology of a graphene monolayer. They studied the 
impacts of He, Ne, Ar, Kr, Xe and Ga ions with kinetic energies ranging between few 
tens of eV to 10Mev and angle of incidences from 0
o
 and 88
o
. Their results provide 
microscopic insight which is useful in the optimization of graphene cutting and patterning 
with ion beams. Jizhong et al [17] made a molecular dynamics simulation study of energy 
exchanges between hydrogen and graphene sheet during collision. They considered three 
different target areas on graphene sheet and the incident hydrogen atom hits the target 
area head-on with a given initial kinetic energy. The energy varies from 0 to 200eV 
depending on the case (target area) considered and the energy ranges for adsorption, 
reflection and penetration are studied. They recognize that the collision process is 
complicated and cannot be explained by binary collision theory.   
 . While the collision dynamics of the hydrogen atoms with graphene and 
SWCNTs and doping of boron, nitrogen, alkali metals into carbon nanotubes has been 
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extensively studied, collision dynamic behavior of noble gases with SWCNTs has not 
been well understood, especially the CNT bond breaking and atom penetration 
phenomena. To facilitate a better understanding of the noble gas-SWCNT collision 
process and further to explore the impact of chirality of the tube, the boundary conditions 
applied and strain effects on energy ranges, the impact of five noble gas atoms (He, Ne, 
Ar, Kr, Xe) with SWCNTs is studied and also the impact induced CNT bond breaking 
phenomena is investigated using molecular dynamics.  
Part A of the thesis is organized as follows. In chapter 2, the simulation 
methodology is discussed. The potentials used for carbon-carbon and carbon-gas 
interactions are described. The simulation setup, types of CNTs, types of boundary 
conditions, strain conditions, ensemble and simulation times are presented. Chapter 3 
discusses the results which include effects of chirality, effects of boundary and strain 
conditions and energy investigation. Finally, chapter 4 gives conclusions and future work. 
  9 
CHAPTER TWO 
SIMULATION METHOD 
 
2.1 Classical Molecular Dynamics 
Molecular Dynamics (MD from here on) is an atomistic computer simulation 
technique which utilizes the fundamental laws of classical mechanics to predict the 
trajectories of atoms or molecules as a function of time. While the classical mechanics’ 
laws are useful in predicting the motion of planets, stars and other large-scale objects, it 
was observed that the same laws can be used to a good approximation at the molecular 
level. Molecular Dynamics utilizes Newton’s second law, 
                                                                                                                                 
where the subscript i denotes each atom and N is the total number of atoms or molecules 
in a system,   is atom mass, the acceleration     ̈   and    is position vector of atom i, 
    is the force acting on atom i and is obtained from 
    
  
   
                                                                                                                         
 where U is potential energy function. Therefore, the essential part in MD is the 
calculation of the force    .  A simulation is close to reality only if the calculated forces 
from the potential are close to the actual interatomic forces. Since the forces are 
calculated from a given potential, the selection of the potential function plays an 
important role because the realism of a simulation depends on how well the potential 
function considered is able to mimic the actual system under given simulation conditions. 
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Although classical MD has been successful in predicting dynamic behavior of 
nanomaterials, it has several limitations. One major limitation is that the classical 
approximation is not accurate for studies that involve electrons. Also the number of 
particles in a system is limited by the computing power available. In addition, at very low 
temperatures quantum effects become significant. 
  
2.2 Carbon-Carbon Interaction 
During the past two decades, many interatomic potentials have been proposed to 
describe the interactions between the carbon atoms in a lattice [18]. Among them, a 
recently developed Adaptive Interatomic Reactive Empirical Bond Order (AIREBO) 
potential [19] has been widely adopted due to its accuracy and generality.  In this work, 
we use the AIREBO potential to describe the interactions between the carbon atoms in 
the CNTs. The AIREBO potential is given by  
   
 
 
 ∑∑[   
         
    ∑ ∑      
       
            
]
    
                                                        
 In this work, the term    
  
 is Lennard-Jones term that is used describe Van der Waals 
interaction between different CNTs in MWCNTs and is therefore turned off during the 
simulation since the system includes only SWCNTs.       
        is neglected as well since 
the simulations do not include hydrocarbons. The term    
     is the second-generation 
Reactive Empirical Bond Order (REBO) potential developed based on original REBO by 
Brenner et al [20] which describes the interatomic interactions in carbon and hydrocarbon 
system and is given by 
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 (   )         
 (   )                                                                                                
where    
  and    
  are the repulsive and attractive terms respectively for the pair of atoms 
i and j. The terms are combined by the bonding term    . The quantity     is the distance 
between the i
th
 and j
th
 atoms. The repulsive term is given as, 
     
 (   )      (   ) *   
   
   
+     
                                                                                     
where the terms    ,    , and      depend on the type of atoms i and j. The values of 
these parameters for SWCNTs are given in Table A.2.1 in Appendix. The    term is a 
bond-weighting factor that works as a switching function. It is used to turn off the REBO 
interactions whenever the distance between atom pair i and j exceeds the typical bond 
length.     is given by, 
   (   )    
 (  (   ))                                                                                                               
The switching function has the form  
                       
 
 
[         ]                                                                 
where   is  Heaviside step function and 
   (   )   
       
   
   
       
   
                                                                                                               
The term for the attractive pair potential in Eq. (A.2.4) is given by 
     
 (   )       (   )∑    
        
   
    
                                                                                   
This function varies smoothly using the bond weight for non-short ranged interactions. 
The values for the parameters    
   
and    
   
 are also given in Table A.2.1 (in Appendix). 
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 The many-body interactions are described by a bond order term     , 
      
 
 
[   
      
  ]     
      
                                                                                             
This term is only an approximation to the usual chemical concept of bond order. It is used 
for changing the bond strength according to the changes in local environment. Therefore 
the     term is larger for stronger bonds. The terms involved in      are many body terms 
which rely upon the bonding environment of atoms i and j. The dominant contribution to 
the bond order comes from the covalent bond terms,    
    and     
  , given by 
   
     [   ∑         
     
   (       ) 
        ]
 
 
 
                                                       
Here    
      
   and    
   depends on the angle     , the angle between the bonds along 
vector     and     , where k denotes any other neighboring atom other than i and j. The 
term    is called penalty function which is a fifth-order spline. If the central atom is 
carbon, then this spline depends on the local coordination number (sum of carbon-only 
and hydrogen-only coordination) which is 
        
     
                                                                                                                             
where 
   
   (∑           
   
+         (   )                                                                             
is a carbon-only coordination number and      is a Kronecker delta function. The 
hydrogen-only coordination number is defined similarly. Therefore with this coordination 
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number, the angle-bending penalty function    changes between    
  (for covalent bonds 
compounds with low coordination) and   
  (highly coordinated bulk materials). Therefore  
  (       )     
 (       )    
 (  (   )) [  
 (       )     
 (       )]              
where    is defined in Eq. (A.2.7) and     is defined as, 
  (   )   
        
   
   
       
   
                                                                                                           
To determine the coefficients of the fifth order spline   , the function values and the 
values of the first and second derivatives at the interpolation points are given in Table 
A.2.2 (in Appendix). The term       in Eq. (A.2.11) is defined as, 
          [                                        ]                            
where      is the Kronecker Detla for atom types of atoms i and j. The term     is a two-
dimensional cubic spline and also depends on the coefficients of    
  and    
 , whose 
values are given in Table A.2.3 (in Appendix). The radical term    
   also contributes to 
bond order term (Eq. (A.2.10)) and is a three dimensional cubic spline that depends on  
   ,    , and     
    
.     and     are already defined and    
    
 is given by 
   
        [∑              
             
     
]
 
 [∑       (   )  
             
     
]
 
                                                          
where  
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The interpolation points for the three-dimensional spline    
   are in Table A.2.4 (in 
Appendix). The remaining term (in Eq. (A.2.10)) that contributes to bond order function 
is    
   which is given by the form 
   
       (           
    ) ∑ ∑(           )
          
                                                                
                                                    
 
  (   ) (         
   )  
                                                               (         
   )                                          
Here     is a three-dimensional cubic spline whose interpolation data points are gives in 
Table A.2.5 (in Appendix).      is the torsion angle defined as  
          
        
|       |
   
        
|       |
                                                                     
The bond-weighing function 
    (   )    
 (   (   ))                                                                                         
is slightly different from what is there in Eq. (A.2.6) due to the difference in the scaling 
function  
   (   )   
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2.3 Carbon-Gas Interaction 
For the interaction between CNT carbon atoms and the noble gas atoms, the 
Lennard-Jones potential is used [21]  
        [(
 
 
)
  
 (
 
 
)
 
]                                                                                        
The values for the LJ parameters for the gas-gas interaction [22] and for the carbon-
carbon interaction [23] are given in Table A.2.6 (in Appendix). The LJ parameters in 
Table A.2.7 (in Appendix) include the values for gas-gas interactions and carbon-carbon 
interactions. The parameters of LJ for gas-carbon interaction are obtained from the 
Lorentz-Berthelot rules [18], according to which 
     
       
 
                                                                                                                     
    √                                                                                                                               
here G and C refer to gas atom and carbon atom, respectively.  
 
2.4 Model Setup 
The MD study of collision of noble gas atoms (He, Ne, Ar, Kr, Xe) with 
SWCNTs of zigzag type is carried out using a classical MD simulation package, 
LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) [24].  
For the CNTs under considerations, the boundary conditions in x-, y-, and z-
directions are all non-periodic. The length of each tube is set to be 2.4 nm. As shown in 
Fig. A.2.1, a group of atoms along the bottom edge of CNT are fixed (white) while the 
target atom is located on the top side of the tube. A detailed description of the target and 
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its neighbor atoms is shown in Fig. A.2.3. The target atom (light green) is surrounded by 
three neighbor atoms (purple) which are called first neighbors. These first neighbors in 
turn are bonded to six (cyan) second neighbor atoms. Finally, the six second 
neighborhood atoms are linked to nine (magenta) atoms which are considered as third 
neighbors. The incident atom is placed right above the target atom at a distance       , 
which is the cut off distance for the Lennard-Jones potential.  The incident atom moves 
towards the target atom and hits the target head-on. The energy interactions between the 
incident noble gas atom and the target atom, the first, the second, the third neighborhood 
atoms are investigated.    
 The simulations include interaction between one of noble gas elements (He, Ne, 
Ar, Kr, Xe) and the range of CNT chirality is from (10,0) to (55,0), the details are given 
in Table A.2.7.  
Table A.2.7: Parameters of the CNTs investigated 
Chirality(n, m) Length(Å) Diameter(Å) Number of atoms 
(10,0) 24 7.83 240 
(15,0) 24 11.74 360 
(20,0) 24 15.66 480 
(25,0) 24 19.57 600 
(30,0) 24 23.49 720 
(35,0) 24 27.4 840 
(40,0) 24 31.32 960 
(45,0) 24 35.23 1080 
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(50,0) 24 39.15 1200 
(55,0) 24 43.06 1320 
 
To investigate the boundary effect, we use a different boundary condition as 
shown in Fig. A.2.2, where the two ends of CNT are fixed. Apart from different boundary 
conditions (fixed bottom, fixed ends as explained before), effect of tensile strain on the 
incident atom energy ranges is also studied. Tensile strains of 1%, 3%, 5%, 10% and 15 
% are applied along the length of carbon nanotube. Then the incident atom is injected 
onto the target atom. The variation in incident atom reflection and penetration energies is 
recorded. The coordinates of CNT atoms are generated using an online applet [25]. 
 
 
Figure A.2.1: Schematic illustration of simulation setup with bottom edge fixed. The 
above CNT is (30, 0) type.  
Incident atom 
 Target atom 
Fixed atoms 
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Figure A.2.2: Schematic illustration of simulation setup with two ends fixed. The above 
CNT is (35, 0) type. 
 
 
Figure A.2.3: Schematic illustration of target and its neighbor atoms in CNT. The target 
atom (light green), first  neighbor atoms (purple), second neighbor atoms (cyan) and third 
neighbor atoms  (magenta) atoms which are considered.  
Fixed atoms 
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The micro-canonical ensemble (NVE) is used since, due to the high velocity of the 
incident atom, the interaction time between incident and target atoms is very short. As it 
is not possible for the system to dissipate the gained energy to the environment in such a 
short time, this ensemble (constant number of particles, volume and energy) is a 
reasonable choice. An initial velocity is given to the incident atom such that it travels 
towards the target carbon atom and hits it head on. The temperature of the CNT is set to 
300K by scaling the velocities of the atoms according to Gaussian distribution. 
In different simulations, different initial velocities (hence different kinetic 
energies) are given to the incident atom. This initial velocity of the incident atom is 
varied from 0 to 800Å/ps in steps of 10Å/ps. Hence a total of 80 simulations are run for 
each type of CNT and each type of incident atom. The time step used is 10
-5
ps and total 
simulation run time varies from 15ps to 0.3ps depending on the initial velocity of the 
incident atom since lower velocities make the incident atom travel longer time to reach 
the target and therefore require longer simulation time. In each simulation, the time 
history of the kinetic and potential energy of the incident noble gas atom, target atoms 
and its first, second and third neighboring atoms are obtained. 
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CHAPTER THREE 
RESULTS AND DISCUSSION 
 
Depending on the input kinetic energy of the incident atom, three types of 
collision behaviors are observed: (1) the incident atom is reflected away from the CNT 
after collision without permanently dislocating the target carbon atom (denoted as R); (2) 
the incident atom is reflected away after permanently dislocating (bond breaking) the 
target carbon atom (denoted as BR); and (3) the incident atom penetrates into the CNT 
after permanently dislocating the target carbon atom (denoted as BP). 
 
3.1 Effect of Chirality 
The first effect we investigate is the chirality of the CNTs. Five noble gas atoms 
are used to hit a target atom of each of the CNTs listed in Table A.2.8. The diameter of 
the CNTs varies from 7.83Å to 43.06Å. The CNTs are fixed at the bottom as shown in 
Fig. A.2.1. Figure A.3.1 shows the minimum bond breaking kinetic energies of the 
incident atoms as functions of the CNT chirality (or diameter) for bond-breaking and 
reflection (BR) case. It is observed that, the minimum bond breaking energy is smaller 
for lighter atoms, implying that lighter atoms are preferred in cutting the CNTs. On the 
other hand, although larger kinetic energies are needed for heavier incident atoms, the 
velocity of the heavier atoms required to break the bond is smaller, as suggested by the 
classical elastic collision theory. A significant result shown in Fig. A.3.1 is that, while the 
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minimum bond breaking kinetic energy is different for different noble gas atoms, it is 
independent of the chirality of the CNT.  
Variation in minimum bond breaking kinetic energy with respect to the CNT 
chirality for the penetration (BP) case is shown in Fig. A.3.2. It is shown that the bond 
breaking kinetic energy for the incident atom to break the bonds and penetrate into the 
CNTs is also independent of chirality. Although there are variations in the kinetic energy 
of Neon, on average its kinetic energy is also independent of chirality of CNT. In the 
penetration (BP) case, unlike in the BR cases, less kinetic energy is required for the 
heavier atoms to penetrate into the CNTs. In addition, the simulation results show that, 
when the heaviest atom, Xenon, knocks out the target carbon atom, it always penetrates 
into the CNT. The phenomenon of bond breaking and reflection (BR) is not observed for 
Xenon. Therefore, the energy-chirality curve for Xenon only appears in Fig. A.3.2. On 
the other hand, the lightest atom, Helium, never penetrates into the CNTs, even with a 
very high incident kinetic energy. It is always reflected back after the collision (bond 
breaking or not). For this reason, the energy-chirality curve for Helium is only shown in 
Fig. A.3.1. 
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Figure A.3.1: Variation in bond breaking kinetic energies with chirality for reflection 
case (BR). 
 
Figure A.3.2: Variation in bond breaking kinetic energies with chirality for penetration 
case (BP). 
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          Table A.3.1 summaries the kinetic energy ranges of the incident noble gas atoms 
for the three collision behaviors (R, BR, BP) with CNTs fixed at the bottom as shown in 
Fig. A.2.1. 
 
 
Table A.3.1: Incident kinetic energy (eV) ranges for reflection and bond breaking of 
CNT. 
 
ELEMENT 
NO BOND BREAKING 
& REFLECTION  
(R) 
BOND BREAKING 
& REFLECTION 
(BR) 
BOND BREAKING 
& PENETRATION 
(BP) 
Helium KE<38  38 <KE NA 
Neon KE<34 34<KE<510 KE>510 
Argon KE<53 53<KE<175 KE>175 
Krypton KE<86 86<KE<112 KE>112 
Xenon KE<117 NA KE>117 
 
 
3.2 Effect of Boundary Conditions 
 While Table A.3.1 shows the energy ranges for the collisions of the noble gas 
atoms with CNTs that are fixed at the bottom, it was observed that the fixing of the two 
ends of the nanotube (as shown in Fig. A.2.2) does not change the energy ranges of the 
incident atom. Therefore the values shown in Table A.3.1 are applicable to both the 
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boundary conditions. This result indicates that, for CNTs with a diameter larger than 0.7 
nm and a length larger than 2.4 nm, the boundary conditions have little effect on the 
collision behavior. 
 
3.3 Effect of Strain  
 As mentioned previously, tensile strains of 1%, 3%, 5%, 10% and 15% are 
applied along the longitudinal axis of the carbon nanotube and the variation in minimum 
energy for BR and BP cases are obtained. As shown in Fig. A.3.3, the minimum kinetic 
energy for He, Ne and Ar atoms to break the bonds and reflect (BR) is found to be 
independent of the strain applied. For Krypton, however, the bond breaking and 
reflection (BR) phenomenon is not observed for strains above 3%, only bond-breaking 
and penetration (BP) occurs. 
 
 
 
Figure A.3.3: Minimum energy of incident atom for bond-breaking (BR) versus strain 
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In the case of bond-breaking and penetration (BP), as illustrated in Fig. A.3.4, the 
minimum energy required is in general found to be decreasing with increasing strain. 
Figure A.3.5 is a subplot of A.3.4 showing Argon, Krypton and Xenon curves more 
distinctly. From Fig. A.3.4, it is observed that, after the 3% strain, the BP energy of 
Krypton reduced to below its BR energy shown in Table A.3.1. That is, the Krypton atom 
will always penetrate into the CNT after breaking the bonds. 
 
 
 
Figure A.3.4: Minimum energy for bond-breaking (BP) versus strain 
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Figure A.3.5: Subplot of A.3.4 showing Argon, Krypton and Xenon curves distinctly.  
 
3.4 Energy Transfer  
Another collision characteristic is the variation in energies of incident noble gas atoms, 
target and neighbor CNT atoms after collision.  Figure A.3.6 shows the energy transfer of 
the incident atoms after the collision and its comparison with the energy transfer 
predicted by the classical binary collision theory [26]. The initial velocities of the 
incident atoms are also plotted. It is shown that, while the light atoms such as He (and H 
as reported in [3]) lose a part of their kinetic energy after breaking the CNT bonds, the 
heavier atoms, Ar, Kr, and Xe, lose most of their kinetic energy after knocking out the 
target atom. According to classical binary collision theory the elastic energy transfer to 
the target atom is given by [26] 
      
     
        
      
 (
 
 
*                                                                                                    
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where    and   are masses of incident and target atoms, respectively, and     is the 
initial kinetic energy of the incident atom. For head on collision, the scattering angle     
is 180
o
. The energy loss of the incident atoms calculated from Eq. (A.3.1) is also shown 
in Fig. A.3.6. It is clear that the large energy loss of the heavier atoms cannot be 
explained by the binary collision theory which is based on the elastic collision 
assumption.  
 
Figure A.3.6 Energy transfer and velocity versus atom mass 
 
To explain this characteristic, the following two situations are considered, (a) 
interaction between Helium and CNT (35, 0) for the bond breaking and reflection (BR) 
case, and (b) interaction between Argon and CNT (35,0) for reflection without bond 
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breaking (R), bond breaking and reflection (BR) and bond breaking and penetration (BP) 
cases. Although these situations only consider one light and one heavy atom interacting 
with one particular type of CNT, due to the chirality independence of incident kinetic 
energy and also boundary condition independence, they are sufficient to explain the 
interaction of the light and heavy atoms with CNTs in general.  
Figure A.3.7 shows that, for He-CNT collision, most of the kinetic energy loss of 
He atom is absorbed by the target and first neighbor atoms. Form the time scale of the 
plot, it can be observed that the interaction between the He atom and the target atom is 
very short (steep change of the energies during collision), due to the high velocity of the 
He atom. The second and third neighboring atoms of the target atom do not have 
sufficient time to absorb much of the impact energy. While Fig. A.3.7 depicts the total 
energy change of the atoms, Fig. A.3.8 separates the potential and kinetic energies to give 
a more detailed picture of the energy transfer. It is shown in Fig. A.3.8 (bottom) that the 
kinetic energy part of the first, second and third neighbor atoms is small, indicating that 
there is very small energy wave propagation through the CNT. However, the target atom 
gains considerable amount of kinetic energy which represents the free flying motion of 
the target atom.    
Consider the potential energy part of FigureA.3.8, the target atom has a zero 
potential energy after the collision process which means that it is dissociated from its first 
neighbors. The first neighbors have a considerable permanent increase in potential energy 
due to the missing target atom. When the target atom was associated with its neighbors, 
each atom in first neighborhood had an equilibrium potential around -7.8 eV. The 
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potential energies of atoms in second and third neighbors have a very small change since 
they do not lose any neighbor atom and the elastic wave is small.  
In summary, the kinetic energy loss of He atom is mostly transferred to the kinetic 
energy of the target atom which is flying away and the potential energy of its first 
neighbor which is dislocated to a new position with higher equilibrium potential energy. 
 
  
 
Figure A.3.7: Total energy exchange between Helium and CNT (35, 0) in BR case. 
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Figure A.3.8: Potential energy (TOP) and Kinetic energy (BOTTOM) exchanges between 
Helium and CNT (35, 0). 
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The energy transfer in Ar-CNT collision is quite different. The variations of the 
total, potential and kinetic energies of the atoms for Ar-CNT bond breaking-reflection 
(BR) situation are given in Figs. A.3.9 and A.3.10. Since the initial kinetic energy of the 
incident atom is around 60eV which is above 53eV and below 175eV, the incident atom 
breaks the bonds and then gets reflected away from CNT. An increase in the potential 
energy of the incident atom is observed only during Ar-CNT interaction. For the target 
carbon atom, variation in its potential energy occurs twice. The first one is during the Ar-
CNT interaction when the potential energy goes to zero indicating the bond dissociation. 
The second one occurs at around 0.2 ps due to the following reason: after the target atom 
is dislocated from its initial (equilibrium) position, it travels into the CNT.  At a later 
time, the target atom hits another carbon atom on the other side (bottom) of the tube, 
leading to a fluctuation in the potential energy.  For all other times the target atom’s 
potential energy is zero since it is not bonded to any other atoms. The potential energy for 
the first neighbor atoms is increased permanently after Ar-CNT interaction (that is, after 
target atom bond dissociation). The detachment of target atom from the first neighbor 
atoms leads to a higher first neighbor potential energy than the initial equilibrium value. 
In addition, compared to the He-CNT collision case (Fig. A.3.8), the potential energies of 
second and third neighbor atoms exhibit a clear oscillation right after the collision, 
indicating an elastic wave propagation. This result is more obvious when looking at the 
kinetic energies of the second and third neighbors.  
Understanding the kinetic energy variations in Fig. A.3.10 is crucial since it 
delineates the energy transfer difference between the light and heavy atoms. First, almost 
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all of the initial kinetic energy of the incident atom is lost to the CNT atoms. Second, 
there is an increase in the kinetic energy of the target atom during the Ar-CNT 
interaction, which implies the free flying of the target atom. The target atom kinetic 
energy remains constant thereafter except for the kink at 0.2 ps which is due to the 
collision at the other end as explained previously. Finally, the variation of kinetic 
energies of first, second and third neighbors clearly shows that an energy wave 
propagates through the first, second and third neighbors and beyond and thereby 
absorbing a significant portion of the incident kinetic energy. This energy wave 
propagation is not observed in the He-CNT case. Figures A.3.11 and A.3.12 give a 
pictorial comparison of the CNT responses in He-CNT and Ar-CNT collisions, 
respectively. Figure A.3.11 shows little disturbance of the CNTs atoms after the target 
atom is knocked out by He, while a large deformation of the CNT is shown in Fig. A.3.12 
for Ar-CNT collision, which is the result of significant elastic wave propagation. In 
summary, in the bond breaking collision between a heavy atom and CNT, nearly all of 
the incident kinetic energy is converted to (1) kinetic energy of the target atom; (2) 
potential energy increase of the first neighbor atoms; and (3) energy waves propagating 
in the CNT. As the CNT absorbs most of the incident kinetic energy, the collision process 
can be regarded as an inelastic collision. That is, for light atoms such as He and Ne, the 
collision process largely remains elastic, while for heavy atoms such as Ar, Kr and Xe, 
the collision process becomes inelastic. 
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Figure A.3.9: Total energy exchange between Argon and CNT (35, 0) in BR case  
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FigureA.3.10: Potential energy (TOP) and kinetic energy (BOTTOM) exchanges between 
Argon and CNT (35, 0) in BR case.  
 
 
 
FigureA.3.11: Interaction of Helium with CNT (35, 0) for BR case (almost no wave 
propagation). 
 Target atom 
 Incident atom 
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Figure A.3.12: Interaction of Argon with CNT (35, 0) for BR case (wave propagation). 
Other than the BR case, the inelastic collision behavior of heavy atoms is also 
observed in R and BP cases. For example, in the case of Ar-CNT interaction, if the initial 
incident Ar atom energy is around 40eV, it will not separate the target carbon atom from 
its neighbors. The Ar atom only gets reflected away from the tube. The energy 
interactions in such a situation are shown in Figs A.3.13 and A.3.14.  As shown in the 
figures, all the energies (total, potential, kinetic) exhibit a relatively slow change during 
and right after (energy wave transmission) the Ar-CNT interaction. While the energies 
decrease with time, small oscillations of the potential and kinetic energy are observed for 
the CNT atoms. This result indicates that the incident kinetic energy is eventually 
dissipated into the CNT.   
Incident atom Target atom 
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Figure A.3.13: Total energy exchange between Argon and CNT (35, 0) in R case  
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Figure A.3.14: Potential energy (TOP) and kinetic energy (BOTTOM) exchanges 
between Argon and CNT (35, 0) in R cas.e  
The third case in the Ar-CNT interaction is bond breaking and penetration (BP). 
When the kinetic energy of the incident argon atom is sufficiently high (more than 
175eV), the incident atom breaks the bonds of target atom and penetrates into CNT. After 
breaking the bonds, the incident atom loses most of its kinetic energy. However, there is 
small amount of kinetic energy left and the incident atom is moving at a relatively low 
velocity. Figure A.3.16 shows that between 0.55 - 0.6ps there is a jump of potential 
energy and a dip of kinetic energy of the incident atom energy curve which is not seen in 
other two cases (R, BR).  This indicates that the incident Ar atom penetrates into the 
CNT, travels across the interior space of the tube and collides with another carbon atom 
at the bottom of the tube.  
  Due to the high energy involved, the target atom attains a high velocity which 
can be observed from the kinetic energy plot of Fig. A.3.16. The second kink in the 
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potential energy curve of the target atom is again due to the collision with the bottom face 
of the tube.  However, the potential energy increase at second kink in this case (BP) is 
quite high as compared to that of the BR case. Considering the high kinetic energy (thus 
high velocity) of the target carbon atom, it is expected that the target atom can get much 
closer to the bottom surface carbon atom than in the BP case. Therefore a much larger 
potential energy change occurs in this case.  
 Once again, significant energy wave propagation through the first, second, third 
neighbors and beyond is observed. The energy wave along with the potential energy 
change of the CNT atoms absorbs most of the kinetic energy of the Ar atom.  
 
 
 
Figure A.3.15: Total energy exchange between Ar and CNT (35, 0) in BP case 
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FigureA.3.16: Potential energy (TOP) and kinetic energy (BOTTOM) exchanges between 
Argon and CNT (35, 0) in BP case  
  
  40 
CHAPTER FOUR 
CONCLUSION AND FUTUTRE WORK 
  
4.1 Conclusion  
In this work, collision of different noble gas atoms with single walled carbon 
nanotubes of zigzag type is studied through MD simulations. It is observed that the 
minimum bond breaking energy of the incident atom is independent of chirality and 
boundary conditions of the SWCNT. However, the incident atom mass plays an 
important role in the minimum bond breaking energy, collision behavior and energy 
transfer between the incident atom and the SWCNT. Application of tensile strain along 
the length of SWCNT does not affect incident atom energy values in BR case, but 
reduces the BP energy of the incident atoms. 
 
4.2 Future Work 
At this point, the fundamental mechanism which results in the independence of 
BR energies with respect to applied tensile strain in CNTs and the decreasing BP energies 
with increasing strain is not clear. Further analysis is needed to gain a better 
understanding of the phenomena. 
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PART B 
MOLECULAR DYNAMICS STUDY OF QUALITY FACTORS OF 
NANOCOMPOSITE STRUCTURES 
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CHAPTER ONE 
INTRODUCTION 
 
 
 Nanocomposite materials are increasingly used in the resonators in micro and 
nanoelectromechanical systems (MEMS/NEMS) [1-3]. Composite materials are typically 
used to tailor mechanical, thermal, electrical and/or chemical properties of NEMS 
resonators to achieve improved or new functionality of the device. While nanoresonators' 
ability to attain high fundamental frequencies with excellent mechanical response makes 
them useful for high performance sensing [4], a critical performance measure is the 
quality factor of the resonator which indicates the energy dissipation per cycle [5,6]. For 
better performance and reliability of NEMS, high nanoresonator quality factor is a 
necessity since it facilitates optimal operating conditions for a longer period of time and 
thereby extends the operational lifetime of nanoresonator. 
Energy dissipation in nanostructures has been extensively studied in the literature. 
H. Jiang et al [7] employed classical molecular dynamics to examine intrinsic energy loss 
mechanisms in cantilevered carbon nanotube beam oscillator of both single wall and 
double wall type. It was found that the relation between Q factor of the beam oscillator 
and temperature as Q    1/T0.36 which deviates from classical theory [8], indicating the 
importance of size and structure of beam oscillators at the nanoscale. They also indicate 
that the energy loss in double-walled carbon nanotube oscillator is more due to the weak 
interlayer Van der Waals interactions. Ajit Vallabhaneni et al [9] investigated quality 
factors of resonance associated with axial and transverse vibrations of single walled 
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carbon nanotube resonators using molecular dynamics. They studied the influence of 
device length, diameter and chirality, temperature on the quality factors and compared the 
results with existing classical theories of energy dissipation [8]. They found that the 
quality factors related to transverse vibrations decrease with increasing device diameter, 
increase with device length and are independent of chirality of the tube whereas for axial 
vibrations the device length does not affect the quality factors. The quality factor for axial 
vibrations agrees with that predicted by classical theories. However, the existing classical 
theories cannot explain the quality factor values of transverse vibrations. S. Reid et al 
[10] explored the dissipation losses in silicon flexures. They considered a single-crystal 
silicon cantilever of thickness 92μm and the quality factors are observed over a 
temperature range of 85K to 300K. It was observed that dissipation of single crystal 
silicon cantilevers decreases as temperature decreases. Ron Lifshitz et al [11] studied 
thermoelastic damping in micro and nanomechanical systems and concluded that at 
nanometer scale thermoelastic damping is a significant source of energy loss. M. Chu et 
al [12] studied the role of surface reconstruction in intrinsic losses of silicon 
nanoresonators using molecular dynamics. Intrinsic dissipation losses in flexural 
vibrations of fixed-fixed silicon nanoresonator bar are analyzed. The bar length is fixed to 
22nm while the width is varied from 3.3 to 8.7nm. Their results show that the quality 
factors of the bar change from 100 at 1000K to 10000 at 50K. It was observed that 
because of the symmetry breaking of the bulk of the bar due to the dimerized 
(reconstructed) surface, there is a transfer of energy between the two transverse modes.  
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While quality factors of single crystal materials [12] or carbon nanotubes have 
been extensively studied, few work has been done on the analysis of quality factors of 
nanocomposites. In nanoresonators, energy dissipation may occur due to extrinsic 
dissipation or intrinsic dissipation or both [10]. The extrinsic losses are those which occur 
due to clamping and air, which can be minimized by proper device design and packaging. 
The intrinsic dissipation mechanisms include thermoelastic dissipation [11], dissipation 
due to electron-phonon interactions and phonon-phonon interactions. Intrinsic loss 
mechanisms are inherently related to the material(s) of the structure. It is known that the 
classical energy dissipation theory may not be directly applied to predict the quality 
factor of nanostructures due to the size effect [7,9]. The intrinsic energy loss mechanism 
in nanocomposite structures is significantly more complex since the interactions of 
different kinds of atoms are involved and phonon scattering becomes much stronger. In 
addition, depending on the configuration of the material phases, the nanostructure may 
become anisotropic. A proper understanding of the roles these factors play in the quality 
factors of the nanoresonators will benefit the design and optimization of nanocomposite 
based NEMS. 
In this work, quality factors of crystalline silicon-germanium (Si-Ge) 
nanocomposites are calculated using classical molecular dynamics (MD). The quality 
factors, and thereby energy dissipation rate, of various silicon and germanium 
configurations are calculated. The influence of temperature, material configuration and 
interface area on quality factor is investigated. 
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Part B of this thesis is organized as follows. In Chapter 2, the simulation method is 
discussed. The potentials and their parameters used for silicon-silicon, germanium-
germanium and silicon-germanium interactions are described. The simulation setup, types of 
composites considered, boundary conditions, ensemble, simulation times and the method 
used to extract exponential displacement decay are explained. Chapter 3 discusses the results 
which include effects of temperature and interface area in various configurations of 
composites considered. The results are compared to the existing classical theory. Finally, 
Chapter 4 gives conclusions and future work. 
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CHAPTER TWO 
SIMULATION METHOD 
 
2.1 Potential for Si-Si, Ge-Ge, Si-Ge Interactions 
 In the MD simulations, Tersoff type potential [13] is typically used to model the 
Si-Si, Ge-Ge and Si-Ge interatomic interactions. In the Tersoff empirical potential model, 
the interatomic potential energy of a given system is expressed as the sum of local many-
body interactions. The total potential energy U of a system is given by 
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 U in Eq (B.2.1) is the total energy of the system,     is the potential energy of the bond 
connection atoms i and j, which is given by 
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In equation (B.2.2),      is the distance between atom i and j,     is a smooth cutoff 
function specifying a limit on the range (distance) of the potential since a short range 
function is a good approximation. A proper choice of the cutoff function ensures the 
computational accuracy as well as reduces the computational cost.    represents a 
repulsive pair term due to the overlapping of atomic wave functions and    is an 
attractive pair potential term related to bonding. The cutoff function is given by, 
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where R and D are parameters used to control the cutoff distance.       is a C
1
 
continuous function of r and its value varies from 0 to 1 in the vicinity around R. The 
repulsive and attractive terms have the exponential form as  
                                                                                                                                 
                                                                                                                               
An important feature of this potential is the bond order term    , a measure of bond order 
and a decreasing function of coordination number of atoms i and j. It is given by  
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where       is the bond angle between bonds ij and ik. For Silicon/Germanium 
composites, there are eight possible configurations of the three atoms connected by a pair 
of adjacent bonds [14]. The potential parameters for the eight different configurations are 
listed in Table B.2.1 in Appendix B. 
 
2.2 Model Setup 
As shown in Fig. B.2.1, three types of nanocomposite resonators are studied in this work: 
(1) composite with alternating Silicon/Germanium layers in the longitudinal direction of 
the resonator (referred to as C1); (2) composite with alternating Silicon/Germanium 
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layers in the transverse direction of the resonator (referred to as C2); and (3) fibrous 
Silicon/Germanium composite with Germanium wires embedded in Si matrix in the 
longitudinal direction (referred to as C3). The number of layers and wires are varied to 
study the material interface effect on the quality factor. In all the cases the nanocomposite 
resonator is fixed at both ends and has a length about 22 nm and a 8.7 nm X 8.7 nm 
square cross-section. In all cases, the volume fraction of Silicon and Germanium are 
50%, i.e., Silicon and Germanium each occupies half of the total volume, regardless of 
the material configuration. The number of atoms for the wired systems is around 76000 
while the number of atoms in layered systems is around 80000. 
In the MD simulations, the system is initially run on NVT at a given temperature 
(T=50K, 300K and 1000K are considered here) for 50ps. Then the ensemble is changed 
to NVE where the total energy is conserved. A force is applied on a layer of atoms 
located at the center of the beam for another 50ps. Then the beam is left to undisturbed 
vibration for 3000-9000ps depending on the temperature and type of the resonator.  The 
time step of 1fs is used for all the simulations. 
Two methods are available for the calculation of the quality factor. The first 
method is to calculate the quality factor by using the decay rate of external energy [7]. 
However, it has been observed that at high temperatures it is difficult to observe the 
external energy change clearly since the fluctuations in external energy are of the same 
order as the decay. In this work, quality factors are calculated using the displacement of 
the center of mass (COM) method [9, 12] where the quality factor is computed from the 
displacement decay curve of the structure’s center of mass.  
  49 
 
Figure B.2.1 Three types of nanocomposite beams: (TOP) alternating layers along length, 
(MIDDLE) alternating layers in transverse direction, (BOTTOM) Germanium wires  
through Silicon bulk. In all the cases Silicon atoms are in green and Germanium atoms 
are in white. 
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It is well known that, for a linear harmonic oscillator with damping, the equation of 
motion is given by 
 ̈         ̇      
                                                                                                    
where      is displacement, t is the time,   is damping factor or ratio and    is the 
natural frequency of the oscillator. The general solution of Eq. (B.2.9) is given by [16] 
                                                                                                                    
where   is the amplitude and   is the phase angle and     √       is called 
frequency of damped vibration. The factor           represents the exponentially 
decaying function and             is a harmonic function related to the vibration of 
the system. The damping ratio,  , is a dimensionless quantity which describes decay in 
vibrations of system and quality factor is a dimensionless parameter which is a measure 
of energy dissipation in a system. The quality factor and damping ratio are related by 
Q 1/2ς  
In the case of nanocomposites the center of mass of the beam may not coincide 
with the geometric center of the beam. This is due to the difference in atomic masses of 
Silicon (28.08) and Germanium (72.61). In this work, when calculating the quality factors 
of the nanocomposites, the geometric center displacement is considered since (1) the 
force is applied at the geometric center and (2) the maximum amplitude of vibration 
occurs at the geometric center. All the simulations are run using LAMMPS [17] 
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CHAPTER THREE 
RESULTS AND DISCUSSION 
 
3.1 Single Crystal Beams 
Single crystal Si and Ge beams are first analyzed by using MD simulations. All the 
simulation conditions of these beams are the same as those of nanocomposite beams. 
Figure B.3.1 shows the time history of the geometric center displacement (in x-, y- and z-
directions) for a pure silicon resonator at T=50K. It is shown in Fig. B.3.1 that, although 
the beam is perturbed by a y-directional force, over time a part of energy is transferred 
into the other transverse direction (z-direction) due to the breaking of bulk symmetry 
which is a consequence of dimerized surface [3]. The energy transferred into the 
longitudinal direction is negligible since both the ends of the beam are fixed. The 
exponential curve (thick solid black curve) fitted on to the overall displacement time 
history is used to determine ς, thereby obtaining the quality factor. 
Figure B.3.2 illustrates the variation of quality factors of pure silicon and 
germanium beams with temperature change. It is shown that the quality factor decreases 
as temperature increases. This result can be qualitatively explained by the classical 
thermoelastic energy dissipation theory developed by Zener [10], which is given by 
    
   
  
  
 
  
       
                                                                                                          
   is isothermal Young’s Modulus of beam,  is linear coefficient of thermal expansion 
of beam, T is the temperature of the beam,    is specific heat constant at constant 
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pressure,   is angular frequency of vibration,    is relaxation time of beam and is given 
as   
  
   
 , where   is thickness of the beam, D is thermal diffusivity constant. A 
detailed derivation of Eq. (B.3.1) is given in Appendix C. It can be shown that Eq. 
(B.3.1) can be rewritten as 
  
  
     
   
          
      
           
                                                                                     
where K is the thermal conductivity of the beam material. According to Eqs. (B.3.1, 
B.3.2), the quality factor is inversely proportional to temperature          .  Note that, 
this relation is an approximation assuming all the other parameters do not change much 
with the temperature. As shown in Fig. B.3.2, for the single crystal resonator beams, this 
relation is still valid. 
 
 
Figure B.3.1 Time history of center of mass displacement in transverse (y and z) and 
longitudinal (x) directions for a single crystal Silicon beam at 50K. The thick solid black 
curve is the fitted exponential curve. 
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Figure B.3.2 Quality factor of single crystal Silicon and Germanium beams as a function 
of temperature. 
 
 
3.2 Horizontally Layered Composite Beams (C1 type) 
Figure B.3.3 shows the time history of geomtric center displacement of a ten 
layered composite beam of C1 type at 50K. The exponential curve plotted against the 
decay is used to obtain damping ratio ζ from which quality factor is obtained. The effect 
of temperature on the quality factors of C1 type composites is shown in Fig. B.3.4. It is 
shown that, for the composite beams, the quality factors vary in a quite different fashion. 
It is observed that quality factor of these beams decreases as temperature increases. 
However, the number of material layers has a significant effect on the quality factor as 
well as the rate of quality factor decrease. At the given temperature, an increase in the 
number of layers results in a reduced quality factor. The quality factor reduces by 90% 
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when the number of layers increases from 2 to 20. The Q-T relation varies from   
     ⁄  for the 2-layer composite beam to        ⁄ for the 20-layer beam. While this 
energy dissipation characteristic of the composite beams cannot be directly explained by 
Eq. (B.3.1), it is evident that the quality factor is strongly dependent on the material 
layers in the composite beams. Increasing the temperature and material layers increases 
the energy dissipation and reduces the quality factor.  
Since in all the beams the volume fraction of Silicon and Germanium are always 
50%, the volume fraction does not play a role in the quality factor variation. At a given 
temperature and with the same size and boundary condition of the beams, the quality 
factor variation may depend on the interface area, the characteristic length of the 
composite layers, and the type of the composite. When comparing the quality factor 
curves for the same composite type (C1 type in this case), the interface area and the 
characteristic length are the two remaining factors. To further investigate the effect of 
interface area on the quality-factor reduction, Q as a function of interface area at different 
temperatures is shown in Fig. B.3.5 for C1 type composite beams. It is evident from the 
figure that the quality factor is inversely proportional to the interface area. The 
disadvantageous effect of the composite interface area is much more significant at lower 
temperatures. 
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Figure B.3.3 Time history of geometric center displacement in transverse(y and z) and 
longitudinal (x) directions for a 10-layer C1 type composite beam at 50K. The thick solid 
black curve is the fitted exponential curve. 
 
Figure B.3.4 Quality factor of C1 type nanocomposite beams as a function of 
temperature. 
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Figure B.3.5 Quality factors of C1 type composite beams as a function of interface area 
 
3.3 Vertically Layered Composite Beams (C2) 
In this section, we study the energy dissipation behavior of the vertically layered 
composite beams (C2 type). Figure B.3.6 shows the time history of geomtric center 
displacement of a 4-layer C2 type composite beam at T=50K. The exponential curve 
(thick black curve) plotted against the decay is used to obtain damping ratio ζ from which 
quality factor is obtained. It is observed that the oscillation behavior of the C2 type 
composite beam is different from that of the C1 type beams. The z-directional oscillation 
is considerablly smaller than the y-directional vibration. Due to the layer configuration of 
the beam, the moment of inertia about the y- and z-axis are different. The beam is stiffer 
about the y-axis leading to a smaller displacement in the z-direction. The influence of 
temperature on the quality factors of C2 type composites is shown in Fig. B.3.7. The Q-T 
relation varies from        ⁄  for the 2-layer composite beam to        ⁄ for the 8-
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layer beam. The large reduction of the quality factor with increaing number of layers is 
observed again. The quality factors of C2 type composite beams as functions of effective 
interface area is depicted in Fig. B.3.8. Similar to the C1 beams, at a given temperature 
the quality factor is inversely proportional to the interface area. Nevertheless, when 
compare Fig. 3.8 with Fig. 3.5, it is shown that, for the same interface area and same 
temperature, the quality factor of C1 type beams is higher than those of the C2 type. This 
result indicates the configuration of the component materials also plays a role in the 
energy dissipation.  
 
 
 
Figure B.3.6 Time history of geometric center displacement in transverse(y and z) and 
longitudinal (x) directions for a 4-layer C2 type composite beam at 50K. The thick solid 
black curve is the fitted exponential curve. 
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Figure B.3.7 Quality factor of C2 type nanocomposite beams as a function of temperature 
 
 
 
Figure B.3.8 Quality factors of C2 type composite beams as a function of interface area 
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3.4 Wired Beams (C3) 
The same set of MD simulations are performed for wire beams shown in Fig. 
B.2.1(bottom). We consider two wired beams: a 1-wire beam and a 4-wire beam. Each of 
the beams contains 50% Si and 50% Ge in volume. A 9-wire beam was also created for 
the simulation. However, the Si atom layers around the Ge wires becomes very thin. 
During the simulations, a few atoms in the surface layers became unstable and were 
detached from the beam. Thus the results are unrealiable and cannot be compared. Figure 
B.3.9 shows the time history of geomtric center displacement of the 1-wire composite 
beam at T=50K. The exponential curve plotted against the decay is used to obtain 
damping ratio ζ from hich quality factor is obtained. The influence of temperature on the 
quality factors of C3 type composites is shown in Fig. B.3.10. The Q-T relation varies 
from        ⁄  for the 1-wired composite beam to         ⁄ for the 4-wired beam. 
Quality factors of C3 type composites as function of effective interface area is depicted in 
Fig. B.3.11. From the results of these two beams, the quality factor reduction with 
increasing wires and its inverse relationship with the interface area are clearly observed. 
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Figure B.3.9: Time history of geometric center displacement in transverse(y and z) and 
longitudinal (x) directions for a 1-wire C3 type composite beam at 50K. The thick solid 
black curve is the fitted exponential curve. 
 
 
 
Figure B.3.10: Quality factor of C3 type nanocomposite beams as a function of 
temperature 
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Figure B.3.11: Quality factors of C3 type composite beams as a function of interface area 
 
3.5 Discussions 
In the MD results, several energy dissipation characteristics are common for all 
the three types of composite beams: (1) the quality factor is inversely proportional to the 
temperature; (2) the quality factor reduces significantly with increasing number of layers 
or wires; (3) the reduction of the quality factor is proportional to the interface area 
between the material components. These characteristics cannot be easily explained by the 
classical thermoelastic energy dissipation theory given in Eq. (B.3.1) or Eq. (B.3.2). 
However, looking at Eq. (B.3.2) more closely, for a given beam, we observe that all the 
quantities in the equation do not vary much with respect to the composite layers or wires 
except the thermal conductivity. In addition, for the beams under consideration, the 
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quantity     
       is small compared to     , therefore, Eq. (B.3.2) can 
approximated as 
     
   
         
                                                                                                                    
That is,      . From the kinetic theory of thermodynamics, we have    , where   
is the phonon mean free path. The phonon mean free path measures the average distance 
between subsequent phonon scatterings. For a large single crystal structure, the main 
phonon scattering events are the phonon-phonon scattering which increases with 
temperature. For nanocomposite structures, however, a new type of phonon scattering is 
introduced. This type of phonon scattering is called interface scattering which simply 
means that phonons are scattered at the interfaces between dissimilar materials. The 
frequency of this interface scattering is determined by the density of the interface in the 
material. The phonon-interface scattering mean free path is directly proportional to the 
distance between the material interfaces. According to Matthiessen's rule [18], the total 
mean free path can be expressed as 
 
 
 
 
              
 
 
                 
                                                                               
where                 is the mean free path of the phonon-phonon scattering, and 
                  is the  mean free path of the phonon-interface scattering. Equation 
(B.3.4) shows that when the phonon-interface scattering mean free path becomes much 
smaller than the phonon-phonon scattering mean free path, it dominates the final 
combined mean free path and thus the thermal conductivity. In this regard, we can 
qualitatively explain the quality factor results obtained for the nanocomposite beams. At 
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lower temperatures, it is well known that phonon-phonon scattering is limited. 
               is quite large. A decrease in                   will lead to a sizeable 
decrease in     and  . Therefore, in this case, the interface phonon scattering induced by 
the composite layers plays a major role. More interface area in the same volume leads to 
shorter mean free path, lower thermal conductivity and lower Q. At high temperatures, 
the phonon-phonon scattering becomes dominant, dwarfing the effect of interface 
scattering. The reduction in the quality factor due to the layers and wire is less significant 
as shown in the figures. While a possible explanation for the obtained energy dissipation 
characteristics of nanocomposite beams is given above, the calculation of 
                  is challenging due to the fact that it depends not only on the interface 
area per volume but also the characteristic length of the material components and their 
configurations. The exact relationship between the quality factor and these factors 
requires more rigorous analysis. 
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CHAPTER FOUR 
CONCLUSION AND FUTURE WORK 
  
4.1 Conclusion  
In conclusion, a molecular dynamics study on quality factors of three types of 
Silicon/Germanium nanocomposite resonators is performed. Simulation results indicate 
that, due to the strong phonon scattering in the nanocomposite beams, the characteristics 
of the quality factor variation cannot be described by the classical thermoelastic energy 
dissipation theory. The component material interface plays a major role in the quality 
factor of the beams. It is observed that the quality factor reduces significantly with 
increasing number of layers or wires in the composite structures. The reduction of the 
quality factor is proportional to the interface area between the material components. The 
disadvantageous effect of the interface area is significant, especially at lower 
temperatures. 
 
4.2 Future Work  
As indicated in the previous chapter, the phonon mean free path is the key factor 
for a complete explanation of the energy dissipation characteristics of nanocomposite 
structures. A quantitative model is necessarily to be established for the calculation of the 
phonon-interface scattering mean free path. In addition, several other aspects such as the 
beam size effect and component volume fraction effect are also of technical interest. 
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Appendix A 
PARAMETERS FOR CARBON-CARBON AND CARBON-GAS INTERACTIONS 
 
Table A.2.1 Parameters for second-generation REBO potential 
Parameter CC CH HH Eqs. 
    (Å) 0.313460 0.340776 0.370471 1.3 
    (Å
-1
) 4.7465391 4.1025498 3.5362986 1.3 
    (eV) 10953.544 149.94099 32.817356 1.3 
   
  (eV) 12388.792 32.355187 29.632593 1.7 
   
  (eV) 17.567065 … … 1.7 
   
  (eV) 30.714932 … … 1.7 
   
  (Å
-1
) 4.7204523 1.4344581 1.7158922 1.7 
   
  (Å
-1
) 1.4332132 … … 1.7 
   
  (Å
-1
) 1.3826913 … … 1.7 
    (Å) … 1.09 0.7415887 1.14 
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Table A.2.2 Interpolation points for the spline   (    ) 
         ∂          
           
  
  
   
 
[Eq. (1.12)] 
-1 
-2/3 
-1/2 
-1/3 
1 
-0.010000 
0.028207 
0.052804 
0.097321 
1.00000 
0.104000 
0.131443 
0.170000 
0.400000 
2.83457 
0.00000 
0.140229 
0.370000 
1.98000 
10.2647 
  
   
 
[Eq. (1.12)] 
-1 
-2/3 
-1/2 
-1/3 
1 
-0.010000 
0.028207 
0.052804 
0.097321 
8.00000 
 
0.104000 
0.131443 
0.170000 
0.400000 
20.2436 
0.00000 
0.140229 
0.370000 
1.98000 
43.9336 
   
[Eq. (1.9)] 
-1 
-5/6 
-1/2 
1 
11.2357 
12.5953 
16.8111 
19.9918 
0.00000 
13.8543 
8.64123 
0.333013 
115.115 
32.3618 
-25.0617 
-0.474189 
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Table A.2.3 Interpolation points for the bi-cubic spline    (  
   
 )[Eq. A.2.9].The 
values that are not listed and all derivatives are zero at integral values of   
 and   
  
    
     
      
   (   
    
 )  0 
0 
1 
1 
2 
2 
2 
3 
1 
2 
0 
1 
-0.000500 
0.016125 
-0.010960 
0.006326 
-0.027603 
0.003180 
   (   
    
 )  0 
0 
0 
1 
1 
1 
2 
2 
3 
1 
2 
3 
0 
1 
2 
0 
1 
0 
0.209337 
-0.064450 
-0.303928 
0.010000 
-0.125123 
-0.298905 
-0.122042 
-0.300529 
-0.307585 
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Table A.2.4 Interpolation points for tri-cubic spline    
              
      [Eq. A.2.8] 
 
            
    
    
       
            
            
          
   
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
0 
0 
0 
1 
1 
1 
0 
0 
0 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
 3 
1 
   
1 
2 
 3 
1 
2 
 3 
1 
2 
3 
4 
5 
6 
 7 
1 
2 
3 
0.004959 
0.021694 
0.004959 
0.052500 
-0.002089 
-0.008043 
0.024699 
-0.005971 
0.004959 
0.004825 
0.015000 
-0.010000 
-0.011689 
-0.013378 
-0.015067 
-0.015067 
0.047225 
0.011000 
0.019853 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.026250 
0 
0 
0 
-0.027188 
-0.027188 
-0.27188 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
-0.010022 
-0.010022 
0 
0 
0 
0 
0 
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Table A.2.4 (contd) 
            
    
    
       
            
            
          
   
   
contd 
 
 
 
 
 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
2 
2 
2 
2 
2 
0 
0 
0 
1 
1 
2 
2 
4 
5 
6 
7 
8 
1 
2 
   
2 
 3 
1 
 2 
0.016544 
0.013235 
0.009926 
0.006618 
0.003309 
-0.099899 
-0.099899 
0.004959 
-0.062418 
-0.062418 
-0.022355 
-0.022355 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.037545 
0 
0 
0.062418 
-0.003309 
-0.003309 
-0.003309 
-0.003309 
-0.003309 
0 
0 
0 
0 
0 
0 
0 
   
   
 
 
 
 
 
 
 
1 
1 
1 
1 
2 
2 
2 
3 
1 
1 
1 
1 
0 
1 
1 
1 
1 
2 
3 
   
   
2 
3 
1 
-0.050000 
-0.050000 
-0.300000 
-0.050000 
-0.004524 
-0.250000 
-0.250000 
-0.100000 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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Table A.2.4 (contd) 
            
    
    
       
            
            
          
   
   
contd 
 
3 
3 
3 
1 
1 
1 
2 
3 
   
-0.125000 
-0.125000 
-0.10000 
0 
0 
0 
0 
0 
0 
0 
0 
0 
   
   1 1 1 0.124916 0 0 0 
 
Table A.2.5 Interpolation points for the tri-cubic spline                
     [Eq. A.2.17]. 
The values that are not listed and all derivatives are zero at integral values of 
           
    
 
           
    
     
2 
2 
2 
2 
1 
   
-0.035140 
-0.004048 
 
 
Table A.2.6 LJ parameters, epsilon and sigma, for gas-gas and carbon-carbon interactions 
Parameter He Ne Ar Kr Xe C 
epsilon(K) 10.2 35.6 120 171 221 28 
sigma(Å) 2.56 2.75 3.4 3.6 4.1 3.4 
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Appendix B 
PARAMETERS FOR SILICON-SILICON, GERMANIUM-GERMANIUM AND 
SILICON-GERMANIUM 
Table B.2.1 (a) Tersoff potential parameters for various bond combinations 
Atom1 Si Ge Si Si 
Atom2 Si Ge Ge Si 
Atom3 Si Ge Ge Ge 
m 3.0 3.0 3.0 3.0 
  1.0 1.0 1.0 1.0 
   0.0 0.0 0.0 0.0 
C 1.0039e5 1.0643e5 1.0039e5 1.0039e5 
D 16.217 15.652 16.217 16.217 
Cos  -0.59825 -0.43884 -0.59825 -0.59825 
N 0.78734 0.75627 0.78734 0.78734 
  1.1000e-6 9.0166e-7 1.1000e-6 1.1000e-6 
   1.7322 1.7047 1.71845 0.0 
B 471.18 419.23 444.7177 0.0 
R 2.85 2.95 2.8996 2.8996 
D 0.15 0.15 0.1500 0.15 
   2.4799 2.4451 2.4625 0.0 
A 1830.8 1768.0 1799.6347 0.0 
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Tadble 2.1 (contd) 
Atom1 Si Ge Ge Ge 
Atom2 Ge Si Si Ge 
Atom3 Si Si Ge Si 
M 3.0 3.0 3.0 3.0 
  1.0 1.0 1.0 1.0 
   0.0 0.0 0.0 0.0 
C 1.0039e5 1.0643e5 1.0643e5 1.0643e5 
D 16.217 15.652 15.652 15.652 
Cos  -0.59825 -0.43884 -0.43884 -0.43884 
N 0.78734 -.075627 -.075627 -.075627 
  1.1000e-6 9.0166e-7 9.0166e-7 9.0166e-7 
   0.0 1.71845 0.0 0.0 
B 0.0 444.7177 0.0 0.0 
R 2.85 2.8996 2.95 2.8996 
D 0.15 0.15 0.15 0.15 
   0.0 2.4625 0.0 0.0 
A 0.0 1799.6347 0.0 0.0 
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APPENDIX C 
DERIVATION OF ZENER’S EQUATION FOR THERMOELASTIC ENERGY 
DISSIPATION 
 
Let y         denote the displacement function of the beam in transverse 
direction that varies with the variable x and time t,            denote a distributed load 
that varies along the length of the beam as shown in Figurec.1 and m be the mass of the 
beam. The direction of shear force (Q) and bending moment (M) on the element dx are 
taken positive according to the convention.  
 
Figure c.1 Transverse vibrations in a beam 
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Using Newton’s second law in y-direction, 
  (  
  
  
  *            
   
   
                                                                         
 (
  
  
  *            
   
   
                                                                                        
 
  
 
   
   
  
  
  
                                                                                                               
Consider mass per unit length,   
 
  
 , then Eq. (c.3) becomes 
 
   
   
  
  
  
                                                                                                                   
Taking moment about point A gives 
      (  
  
  
  *                                                                                               
   
  
  
                                                                                                                                   
By using (c.6) in Eqn. (c.4) the following Eqn is obtained, 
 
   
   
  
   
   
                                                                                                                 
The bending moment        in Eqn. c.7 includes two parts. a)   , moment that would 
arise due bending of the beam when the temperature gradient across the beam is assumed 
to be zero and b)  , moment due variation in temperature across the beam. 
 
The first part is generally written as 
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Where   Young’s modulus and   is moment of inertia given by     
   
  
 . If s denotes the 
y coordinate inside the beam with the origin at the center of the beam, let    denote the 
average temperature of the beam and   denote the temperature variable then the second 
part of bending moment   is defined as 
        ∫          
   
    
                                                                                             
Here   (
   
  
)
    
, where    is the tensile stress along length of the beam if x axis is 
taken to lie parallel to the axis of the beam    indicates that the stresses   and     are 
held constant and     is the tensile strain in x direction. 
 To obtain   , a function for the temperature    in Eqn. c.9 needs to be obtained 
first, to do the same consider the partial derivative 
  
  
 which can be written as a sum of 
two terms, such as 
  
  
  
   
   
  
    
  
                                                                                                          
Here   (
  
    
)
  
 
The first term on the right hand side of Eqn. c.9 is on account of heat by diffusion, where 
  is thermal diffusivity constant and the second term is as a result of generation and 
absorption of heat by dilation. Since the stresses      and     , the strains     and 
    completely depend on      and the partial derivative   is defined for constant   
signifying adiabatic process and constant   as defined before.  
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Now from the strain-curvature relation  
         where κ is curvature of the beam and    
   
   
 from curvature-deflection 
relation. Therefore     becomes 
      
   
   
                                                                                                                         
If only the steady state of the oscillation is considered then 
                                                                                                                                
Using Eqns.c.11 and c.12 in Eqn. c.10, the following equation is obtained 
  
  
  
   
   
 (    
   
   
)                                                                                               
 To obtain a solution for Eqn. c.13, the boundary conditions are necessary and are 
acquired by noticing that the temperature equilibrium of the beam is achieved due to 
almost entirely a flow of heat across the beam and not to and from the surroundings. 
Hence if the heat flow across the beam surface is zero then the temperature gradient is 
zero, which is given as   
  
  
          
 
 
                                                                                                                 
The solution of Eqn. c.13 with boundary conditions c.14 is given by the Fourier series 
        ∑        {          }            
 
                                                             
The Fourier coefficient,       in Eqn.c.15 is obtained by substituting Eqn. c.15 in 
Eqn. c.13, then multiplying by    {          } and then finally integrating across the 
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beam thickness. Therefore by putting Eqn. c.15 in Eqn. c.13, the left hand side of the 
Eqn. c.13 becomes  
  
  
  ∑  
 
   
 
   {          }                                                                                     
and the partial derivative in the first term of the right hand side of Eqn. c.13  becomes 
   
   
   ∑(
       
 
)
 
         ,
        
 
-
 
                                                        
Finally, multiplying by    {          }, Eqn. c.13 becomes  
∑  
 
   (   ,
        
 
-)
 
  (
       
 
)
 
     
 
(   ,
        
 
-)
 
          
      (    
   
   
)            ,
        
 
-                                                               
Integrating the above equation with respect to the internal variable s between the limits 
–
 
 
 and   
 
 
 , and using ∫ (   {
        
 
})
 
  
    
–   
   
 
 
, the following equation is 
obtained, 
∑  
 
      ∑  
  
      (    
   
   
)    
                                                     
where     (
       
 
)
 
 and     
 
 
∫     {          }    
   
    
 
The Eqn. c.19 is a first order linear differential equation analogous to  
              whose general solution is of the form        [∫           ] 
here   ∫       
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Therefore the solution of Eqn. c.19 is given by, that is  
        
     ∫     (     
   
   
   
   )                                                         
                          
   
   
  ∫ 
                                                                     
           
      
   
   
    
    
       
                                                                                     
Coming back to the second part of bending moment     substitute the obtained 
temperature function in Eqn. c.15 in the moment Eqn. c.9 to obtain 
        ∫  
   
    
∑          {          }                                                         
            ∑     
 
 
 
                                                                                                   
      =    
 
 
 ∑ (
      
   
   
       
  
       
) 
     
     
  (by substituting the value of       and 
multiplying and dividing with its complex conjugate), one gets 
        {
 
 
     
   
   
∑
  
     
 
 
  
    
 
 
     
   
   
∑
   
     
 
 
  
 }                 
and by substituting Eqn. c.12 in Eqn. c.8 
      
   
   
    
   
   
                                                                                                           
Now separating   and   into their spatial and temporal parts as follows 
         (           ) 
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  {  
   
   
 
 
 
     
   
   
∑
  
     
 
 
  
 
   
 
 
     
   
   
∑
   
     
 
 
  
 }                                                           
Comparing the equations c.28 and c.29 the following is obtained, 
        
   
   
 
 
 
     
   
   
∑
  
     
 
 
  
    
 
 
     
   
   
∑
   
     
 
 
  
            
Now separating the real and imaginary parts of     
    (    )     
   
   
 
 
 
     
   
   
∑
  
     
 
 
  
                                      
   (    )  
 
 
     
   
   
∑
   
     
    
                                                                       
Multiplying and dividing the second term in     (    ) and     (    ) by 
 
  
 one 
gets 
    (    )    
   
   
    (
   
  
)
   
   
∑
  
     
 
 
 
  
  
                              
   (    )     (
   
  
)
   
   
∑
   
     
 
 
  
 
  
                                                 
Substituting 
   
  
   in the last two equations 
    (    )    
   
   
     
   
   
∑
  
     
 
 
 
  
  
                                           
   (    )      
   
   
∑
   
     
 
 
  
 
  
                                                               
The internal friction (inverse of quality factor) in the beam is now given by 
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   (    )
    (    )
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  ∑
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Now writing 
   
 
  
                and noticing that for k=0,1,2… , the values of 
   
 
  
             , 0.0016 and now replacing 
   
 
  
 with unity for k=0 and zero for other 
k’s one gets 
     
  
 
   
     
 
   
  
 
   
     
 
                                                                                         
The term 
  
 
 is always less than 0.01, therefore only a slight error is made by neglecting 
the second term in the denominator, thereby getting the internal friction as 
 
     
  
 
   
     
                                                                                                    
Now consider the ratio 
  
 
 where   (
   
  
)
   
,   (
  
    
)
 
 and    (
   
    
)
 
, therefore 
this ratio becomes, 
 
  
 
 (
   
  
)
   
(
  
   
)
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Now consider static energy density ε, 
Consider               
Writing a Maxwell relation for the above thermodynamic potential one gets 
(
  
   
*
 
  (
    
  
*
  
  
 
  
(
    
  
*
  
  
 
  
                                            
where    is the coefficient of linear thermal expansion,   temperature of the  beam and 
   specific heat at constant pressure, per unit volume. Writing a second relation using the 
property  
(
  
  
*
 
  (
  
  
*
 
(
  
  
*
 
                                                                                           
(
   
  
*
   
  (
   
    
*
 
(
    
  
*
  
                                                                 
where    is isothermal Young’s modulus. Using the relations c.43 and c.45, Eqn. c.42 
can be written as  
  
 
  
   
  
  
                                                                                                                 
Using c.46 in c.41 gives 
    
   
  
  
 
   
     
                                                                                                 
Writing    
 
 
 in the above equation gives, 
    
   
  
  
 
  
       
                                                                                               
where   is relaxation time of beam and is given as   
  
   
 
