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Recentes  investigacións  evidencian que os  astrocitos do  sistema  glial  xogan un papel  esencial no 
procesamento da  información no  cerebro, existindo  comunicación bidireccional  entre neuronas e 
astrocitos (Sinapse Tripartita). Dado que os Sistemas Conexionistas (SS.CC.) só consideran neuronas 
artificiais  interconectadas,  nesta  tese  doutoral multidisciplinar  investigáronse por  primeira  vez  as 
consecuencias de  engadirlles  astrocitos  artificiais.  Para  iso,  realizouse unha  análise  exhaustiva da 
eficacia  de  novas  Redes  NeuroGliais  Artificiais  (RR.NG.AA.)  versus  Redes  de  Neuronas  Artificiais 
multicapa clásicas (RR.NN.AA.). Os resultados  indican que os astrocitos: melloran o rendemento de 
RR.NN.AA., tanto cando potencian coma cando deprimen as conexións sinápticas; esta melloría non 
pode  atribuírse  ao  incremento  de  elementos  de  procesado  da  rede,  senón  ás  propiedades  dos 













el  procesamiento  de  la  información  en  el  cerebro,  existiendo  comunicación  bidireccional  entre 
neuronas  y  astrocitos  (Sinapsis  Tripartita).  Dado  que  los  Sistemas  Conexionistas  (SS.CC.)  solo 
consideran  neuronas  artificiales  interconectadas,  en  esta  tesis  doctoral  multidisciplinar  se  han 




las  conexiones  sinápticas;  esta  mejoría  no  puede  atribuirse  al  incremento  de  elementos  de 
procesado  de  la  red,  sino  a  las  propiedades  de  los  astrocitos;  la  eficacia  de  RR.NG.AA.  con 
potenciación vs. RR.NN.AA., aumenta al incrementarse la complejidad de la red; el grado de mejora 
inducido por  los astrocitos depende del problema  tratado y de  las propiedades  intrínsecas de  los 
astrocitos. 
Se puede concluir que los astrocitos artificiales permiten proponer a las RR.NG.AA. como un posible 









Recent  research  shows  that  glial  system  astrocytes  play  an  essential  role  in  the  information 







accounted  for  an  increased  number  of  processing  elements  on  the  network,  but  rather  for  the 
properties of astrocytes; the efficacy of ANGN‐potentiation vs. ANN  increases as the complexity of 















El propósito de este prólogo es  realizar una breve descripción del problema  tratado en esta  tesis 





Desde  los albores de  la Neurociencia, como verdad  inmutable, se consideraron  las neuronas como 
los elementos celulares nobles del cerebro y responsables únicos del procesamiento y transmisión 
de la información. Las células gliales, y más concretamente los astrocitos ‐ el tipo más abundante de 
célula  glial  en  el  Sistema  Nervioso  Central  (SNC)  ‐  eran  consideradas meras  células  de  soporte 
estructural,  trófico  y metabólico  de  las  neuronas.  Sin  embargo,  recientes  investigaciones  en  los 
últimos treinta años han demostrado que los astrocitos juegan un papel activo en el procesamiento 
de  la  información,  modulando  la  excitabilidad  neuronal,  así  como  la  transmisión  y  plasticidad 
sináptica,  a  través  de  una  comunicación  bidireccional  entre  astrocitos  y  neuronas  (Araque  et  al., 
1999; Araque et al., 2001; Haydon, 2001; Haydon & Araque, 2002; Perea & Araque, 2002; Perea & 
Araque, 2004; Perea & Araque, 2007a; Perea, Navarrete & Araque, 2009; Navarrete & Araque, 2011; 






astrocitos en  lo que se podrían denominar  redes neurogliales. Sin embargo, queda  todavía mucho 
por descubrir sobre el modo específico en que los astrocitos influyen en este funcionamiento de las 
redes  biológicas  responsables  del  procesamiento  de  la  información.  Los  estudios  sobre  esta 
influencia se están haciendo mayoritariamente mediante  la experimentación en  los  laboratorios de 
Neurociencia,  pero  dado  que  hoy  en  día  la  modelización  de  los  circuitos  nerviosos  en  las 
computadoras  in  silico  está  permitiendo  obtener  muchas  pistas  y  nueva  información  sobre  el 





interesante desde el punto de vista de  las Ciencias de  la Computación y de  la  IA, para observar si 
Sistemas  Conexionistas  que  integren  como  nuevos  elementos  de  procesado  astrocitos  artificiales 




Los  Sistemas  Conexionistas  (SS.CC.)  actuales  son  básicamente  Redes  de  Neuronas  Artificiales 
(RR.NN.AA.)  que  tratan  de  emular  las  redes  de  neuronas  del  cerebro.  Las  RR.NN.AA.  permiten 
resolver problemas del mundo real no abordables eficientemente mediante sistemas de informática 





Dadas  estas  limitaciones,  las mejoras que  están  siendo  logradas mediante  la  investigación  en  los 
modelos conexionistas se obtienen actualmente siguiendo dos vías diferentes de  investigación: por 
un  lado,  investigadores que construyen RR.NN.AA. basadas en múltiples modelos matemáticos con 
diversas  ecuaciones  que  controlan  su  funcionamiento  (Cortes  &  Vapnik,  1995;  Haykin,  1999; 
Buhmann, 2003; Fritzke, 1994; Fritzke, 1995); por otro, investigadores que creen que las limitaciones 




estos no plasman  fielmente el  funcionamiento real del SN  (Dorado, 1999; Porto et al., 2007). Este 
trabajo  de  investigación  está  enmarcado  en  esta  segunda  vía  de  investigación.  Dado  que  dichas 
RR.NN.AA. tratan de emular al Sistema Nervioso (SN), cabe pensar que, intentando acercar su diseño 
lo  más  posible  al  modelo  biológico,  se  logren  mejoras  significativas  en  su  rendimiento,  con  el 
objetivo  de  obtener  comportamientos  más  “inteligentes”  y  poder  abordar  problemas  más 
complejos. 




astrocitos  artificiales  interactúen  con  las  neuronas  artificiales  tratando  de  emular  con  mayor 
fidelidad  lo  que  sucede  en  la  estructura  biológica  que  lleva  a  cabo  esta  función  en  el  SN.  Se  ha 




de  las  conexiones,  generándose  caminos de  activación  como  resultado de dicha  adaptación. Este 
proceso podría, por tanto, facilitar la clasificación de los patrones o su reconocimiento por la RNGA 
implementada. 
Existen una  serie de  conflictos observados entre el  funcionamiento de  los  SS.CC.  y el del  SN que 
podrían resolverse con esta incorporación de los astrocitos artificiales. Por ejemplo: 
 En el perceptrón multicapa,  las conexiones sinápticas entre  las neuronas artificiales tienen 
pesos  que  pueden  ser  excitatorios  o  inhibitorios.  Recientes  investigaciones  (Navarrete & 
Araque,  2011)  indican  que  los  astrocitos  juegan  también  un  importante  papel  en  la 
excitación o inhibición de las sinapsis. 
 El cambio en el peso de  las conexiones  requiere  la  retropropagación de  la  señal de error. 
Este comportamiento  tradicionalmente se había asumido como  imposible en  las neuronas 
naturales, de acuerdo a la teoría de la “polarización dinámica” formulada por Cajal en 1899 
(Ramón y Cajal, 1904),  según  la cual una neurona es  incapaz de  transmitir eficientemente 






de  retroalimentación,  de  mecanismos  existentes  en  las  dendritas  o  a  través  de  la 
intervención de células gliales, como los astrocitos.   
 El aprendizaje supervisado conlleva la existencia de un instructor, que en el contexto del SN 
implicaría  que  un  conjunto  de  neuronas  se  comportasen  de  forma  diferente  al  resto, 
dedicadas  exclusivamente  a  integrar  la  información  aferente  y  generar  una  información 








interacción  neurona‐astrocito  que  podrían  tener  lugar  en  el  SNC  (concretamente  se  basarán  en 
experimentos  realizados en áreas cerebrales como el hipocampo,  involucradas en el aprendizaje y 
procesamiento de  información) (Araque et al., 1999). Las RR.NG.AA. permitirán, además,  investigar 





El  objetivo  general  de  este  trabajo multidisciplinar  de  tesis  es  considerar  los  últimos  avances  en 













2. Comprobar  si  la  potencialidad  de  los  astrocitos  artificiales  es  distinta  en  SS.CC.  con 
arquitecturas  de  diferente  complejidad  y  si  se  confirma  que  a mayor  complejidad mayor 
potencialidad de los astrocitos artificiales. 
3. Diseñar  una  metodología  que  incorpore  a  los  SS.CC.  multicapa,  redes  de  astrocitos 




Resultados  previos  a  esta  investigación muestran,  de modo  preliminar  y  en  dos  problemas muy 
sencillos de clasificación, que emulando la realidad biológica observada en los circuitos neurogliales 
se  puede  conseguir  superar  en  cierta medida  la  barrera  de  los  algoritmos  de minimización  por 
descenso  de  gradiente  que  caen  en mínimos  locales  a  la  hora  de  encontrar  una  solución  a  un 
problema determinado (Yao, 1999; Porto, 2004; Porto et al., 2007).  
Se piensa que esta mejora de la eficiencia podría darse de modo generalizado en otros problemas de 
clasificación  más  complejos,  dado  que  se  ha  demostrado  que  los  astrocitos  influyen  en  mayor 
medida en zonas cerebrales de mayor complejidad, en las que se encuentran en más cantidad y en 
las que  tienen  lugar  fenómenos  cognitivos de  alto nivel  (p.e. hipocampo)  (Ramón  y Cajal,  1904). 
Además, se cree que podrían existir diferentes grados de mejora de  la eficiencia en  las RR.NG.AA. 
considerando  diferentes  modos  de  actuación  de  los  astrocitos  artificiales  en  dichas  redes.  Los 
astrocitos biológicos conforman redes en  las que se comunican mediante señales de calcio y no se 
conoce exactamente su proceder en cada ocasión, pero se ha observado que influyen de diferentes 





“Al  igual  que  ocurre  en  el  cerebro,  es  posible  que  las  RR.NG.AA.  procesen  mejor  la  información 








 Prólogo.  Introducción  a  la  tesis,  donde  se  contextualiza  la  investigación  realizada,  se 
describe el problema tratado y se exponen los objetivos y la hipótesis formulada. 
 Capítulo  1:  Fundamentos.  En  este  capítulo  se  explican  las  nociones  fundamentales  para 
comprender  el  resto  del  contenido  de  la  tesis.  Dado  el  carácter multidisciplinar  de  esta 




 Capítulo  3:  Solución  propuesta.  Se  describe  el  planteamiento  seguido  para  alcanzar  los 
objetivos  planteados  y  se  expone  la  planificación  de  las  pruebas  y  presentación  de 
resultados, justificando la adecuación del planteamiento. 
 Capítulo 4: Evaluación de las Redes NeuroGliales Artificiales. Este capítulo se subdivide en 
dos  subcapítulos:  el  primero de  ellos  está  dedicado  a  la  presentación  de  las  aplicaciones 
utilizadas para el desarrollo, pruebas y análisis de la eficiencia de las RR.NG.AA.; el segundo 
subcapítulo  es  el  de  la  exposición  y  discusión  de  los  resultados  obtenidos  en  la  fase  de 
pruebas.  
 Capítulo  5:  Conclusiones.  Se  exponen  las  conclusiones  derivadas  de  la  investigación 
realizada en esta tesis. 
 Capítulo  6:  Futuros  Desarrollos.  Este  capítulo  presenta  los  futuros  desarrollos  que  se 
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la  tesis. Dado el carácter multidisciplinar de esta  investigación, se exponen  tanto  los  fundamentos 

























Las  neuronas  se  reconocen  como  los  elementos  celulares  responsables  del  procesamiento  de 
información del SN gracias a una de sus propiedades fundamentales, la excitabilidad eléctrica. Como 
cualquier otra  célula,  las neuronas poseen un potencial de membrana; esto es, una diferencia de 








como  la unión  funcional entre dos neuronas  (Sherrington, 1906). Como se describirá en detalle en 
una sección posterior de este capítulo, la sinapsis es lo que principalmente se emula en los modelos 









En  la  sinapsis  eléctrica,  las membranas  pre‐  y  postsinápticas  están  en  íntima  aposición,  esto  es, 
continuas una de la otra, y forman uniones hendidas a través de las que la corriente eléctrica puede 
fluir directamente de una célula a otra, siendo el flujo de corriente bidireccional. Así, la transferencia 





La  terminal presináptica  libera en el espacio extracelular que  separa  las dos neuronas  implicadas, 
denominado  hendidura  sináptica,  neurotransmisores  químicos  que  provocan  la  activación  de 
receptores  específicos  en  la  membrana  postsináptica.  Si  la  neurona  postsináptica  posee  en  las 
dendritas o en el soma receptores específicos que provocan  la apertura de canales sensibles a  los 
neurotransmisores  liberados,  los  fijarán,  y  como  consecuencia  de  ello  permitirán  el  paso  a 






este  ion entre masivamente en el  interior produciéndose  la despolarización brusca de  la neurona, 
generándose así un potencial de acción (PA). Este PA se propagará a lo largo del axón de la neurona 
dando  lugar a  la transmisión eléctrica de  la señal nerviosa. Cuando este PA originado en el cuerpo 
celular llegue a la terminación del axón, la despolarización producida por éste activará los canales de 
calcio en  la membrana del terminal, y parte del calcio que se encontraba en el espacio extracelular 
entrará en esta zona de  la célula nerviosa. El aumento de calcio en el  interior del terminal  inicia  la 
exocitosis de  vesículas que  vierten  su  contenido,  los neurotransmisores  (McCormick, 1998), en  la 
hendidura  sináptica.  La  cantidad de  sustancia  transmisora que  se  libera en  la hendidura  sináptica 
está directamente relacionada con el número de iones calcio que penetra en el terminal (Guyton & 















las  neuronas,  conservan  la  capacidad  mitótica  (se  reproducen  dividiéndose  en  dos  células 
genéticamente  idénticas),  lo  que  permite  incorporar  nuevos  elementos  a  la  arquitectura  y,  por 
tanto, hacerla más adaptativa. 
Desde  los  primeros  estudios  del  SN,  las  neuronas  se  consideraron  los  elementos  celulares 
responsables de la elaboración y transmisión de información. A ello contribuyó la aceptación de que 
la  actividad  nerviosa  tenía  un  sustrato  eléctrico  y  que  las  neuronas  eran  células  eléctricamente 
excitables. A la neuroglia se le reservaba la misión única de soporte trófico, estructural y metabólico 
de las neuronas, sin participación activa en el procesamiento y elaboración de la información por el 



















de  nuevas  técnicas  de  estudio  del  SN,  esta  idea  pudo  ser  refutada:  las  pruebas  experimentales 








humanos  y mamíferos  altamente  evolucionados;  forman  parte  del  SNC  y  proporcionan  soporte 
estructural a las células nerviosas además de ayudar a controlar su ambiente extracelular químico e 
iónico. Morfológicamente,  los  astrocitos  están  íntimamente  asociados  con  las  neuronas.  Pueden 
revestir  las  terminales  sinápticas,  haciendo  contacto  extensivo  con  los  capilares,  y  están 
interconectados a través de uniones gap (Ventura & Harris, 1999). 
Hasta hace pocos años se creía que  la principal  tarea de  los astrocitos era unir  las neuronas a  los 





mantener  la  homeostasis  del medio  extracelular  en  el  cerebro,  proporcionando  las  condiciones 
adecuadas  para  el  funcionamiento  correcto  de  neuronas  y  sinapsis.  Se  sabía,  además,  que 
participaban  en  los  procesos  de  regeneración  de  lesiones  en  el  SN,  aumentando  su  tamaño  y 
enviando  sus  proyecciones  para  rellenar  la  zona  dañada.  Es  conocido  que  los  astrocitos  juegan 
papeles críticos en el desarrollo y fisiología del SNC. Así, están  involucrados en aspectos clave de  la 
función  neuronal,  tales  como:  soporte  trófico  (Ramón  y  Cajal,  1904),  supervivencia  neuronal  y 
diferenciación (Raff et al., 1993), guía neuronal (Kuwada, 1986; Rakic, 1990), crecimiento externo de 
neuritas  (Le Roux & Reh, 1994) y sinaptogénesis  (Mauch et al., 2001; Pfrieger & Barres, 1997). Los 


















Si  bien  esta  idea  ha  sido  cuestionada  por  algunos  trabajos  que  fallaron  en  la  detección  de  la 
neuromodulación mediada por astrocitos (Fiacco et al., 2007; Petravicz et al., 2008; Agulhon et al., 
2010;  Sun  et  al.,  2013;  Hamilton  &  Attwell,  2010;  Araque  et  al.,  2014;  Volterra  et  al.,  2014), 
numerosos trabajos demuestran la liberación de gliotransmisor y regulación neuronal y sináptica en 
diferentes áreas del cerebro (Tabla 1 en Araque et al., 2014) y sugieren que nuestra comprensión de 





Por  tanto,  los  astrocitos  se  pueden  considerar  elementos  integrales  implicados  en  la  fisiología 
sináptica y contribuyen a la transformación, la transferencia y el almacenamiento de la información 
por  parte  del  SN. En  consecuencia,  la  comunicación  recíproca  entre  astrocitos  y  neuronas  ha 
planteado la hipótesis de ser parte de los procesos de señalización intercelular que intervienen en la 
función  cerebral.  Por  consiguiente,  el  diseño  de  RR.NG.AA.  dotadas  de  propiedades  similares  de 









El propósito de este congreso era  reunir a un grupo de diez  investigadores que quisieran  trabajar 
sobre  la  conjetura  de  que  cada  aspecto  del  aprendizaje  y  cada  característica  de  la  inteligencia 
podrían ser  tan precisamente descritos que se podrían crear máquinas que  los  reprodujeran. Esta 
reunión  científica  supuso  la  postulación  de  los  objetivos  prioritarios  de  la  IA:  “entender  la 
inteligencia  natural humana,  y usar máquinas  inteligentes para  adquirir  conocimientos  y  resolver 
problemas considerados como intelectualmente difíciles” (Klassner, 1996). 
Para  conseguir  estos  objetivos,  se han  seguido  dos  enfoques  fundamentales  que  dan  lugar  a  los 
diferentes modos  de  trabajo  en  IA:  la  IA  simbólica  y  la  IA  conexionista.  La  IA  simbólica  intenta 
modelizar matemáticamente  los procesos de  razonamiento para simular el  funcionamiento del SN 
procesando la información; dentro de esta rama se encuentran, por ejemplo, los Sistemas Expertos y 
las  Redes  Bayesianas.  La  IA  conexionista  intenta  emular  al  SN,  es  decir,  simular  su  función  y  la 
estructura que  la  lleva a cabo;  implica un aprendizaje  iterativo: partiendo de  la representación del 
problema mediante  datos  empíricos,  la  estructura  del  sistema  o  algún  parámetro  de  éste  varia, 









Cuanto mejor haya podido entenderse  la  forma de  razonar humana, más eficiente será el sistema 
producido a la hora de resolver los problemas planteados.   
La perspectiva conexionista, al contrario, sigue un diseño de abajo hacia arriba  (botton‐up) ya que 




las  cuales  llevan  decenas  de  años  siendo  aplicadas  con  éxito  en  distintos  ámbitos,  desde  el 






















Durante  la década de  los setenta,  la corriente simbólica cobró un gran auge en detrimento de  las 
RR.NN.AA., que  se  vieron  sumidas  en un declive que duraría más de diez  años.  Esto  fue debido, 
principalmente, al estudio presentado por Minsky y Papert en 1969  (Minsky & Papert, 1969) en el 
que  mostraron  las  graves  limitaciones  de  la  arquitectura  Perceptrón,  el  modelo  neuronal  por 
excelencia  de  los  años  sesenta,  lo  que  supuso  una  enorme  pérdida  de  confianza  en  este  nuevo 
campo. 
Ya  a  finales  de  los  años  sesenta  se  señaló  como  solución  a  las  limitaciones  del  Perceptrón  la 
introducción de capas ocultas en la red, pero el problema estribaba en que no se disponía de ningún 
algoritmo  de  aprendizaje  que  permitiera  obtener  los  pesos  sinápticos  en  una  red multicapa  con 
neuronas ocultas. Esto no se consiguió hasta mediados de los años 80, cuando Rumelhalt presentó el 
algoritmo  de  Retropropagación  (RP)  de  errores  o  Backpropagation  (BP)  (Rumelhalt  et  al.,  1986). 
Gracias  a  este  algoritmo  comenzó  el  resurgimiento  de  las  RR.NN.AA.  ya  que  solventaba  las 
limitaciones de la arquitectura Perceptrón para resolver problemas de separabilidad no lineal. 











considerándolas  como  dispositivos  binarios  con m  entradas,  una  única  salida  y  sólo  dos  estados 
posibles: activa o inactiva. Además, las entradas podían ser excitadoras o inhibidoras, las activadoras 
todas de igual valor y las inhibidoras de “acción absoluta”, bastaba con que una estuviera activa para 










gran parte, debido a  la presentación de  ciertos modelos  fuertemente  inspirados por  los biólogos, 
como por ejemplo las redes de Hopfield (Hopfield, 1982, Hopfield, J.J. & Tank, 1989). 
Según  la  definición  propuesta  por  Kohonen  (Kohonen,  1988),  las  RR.NN.AA.  son  “conjuntos  de 
elementos de cálculo simples, usualmente adaptativos,  interconectados masivamente en paralelo y 
con una organización jerárquica que les permite interactuar con algún sistema del mismo modo que 
lo  hace  el  sistema  nervioso  biológico”.  Su  aprendizaje  adaptativo,  carácter  autoorganizativo, 
capacidad de generalización y tolerancia a fallos, operación en tiempo real y fácil inserción dentro de 
la tecnología existente, han hecho que su utilización se haya extendido en áreas como  la biológica, 
financiera,  industrial,  medio  ambiental,  militar,  salud,  etc.  (Hilera  &  Martínez,  1995).  Están 
funcionando  en  aplicaciones  que  incluyen  identificación  de  procesos  (González  et  al.,  1998), 
detección de fallos en sistemas de control (Aldrich & Deventer, 1995), modelación de dinámicas no 
lineales (Meert & Rijckaert, 1998; Wang et al., 1998), control de sistemas no  lineales  (Bloch, 1997; 
Levin &  Narendra,  1993),  recuperación  de  la  información  (Moya  et  al.,  1998)  y  optimización  de 
procesos  (Oller  &  Guidici,  1998;  Altissimi,  1998;  Aguiar  & Maciel,  1998).  Entre  los modelos  de 
RR.NN.AA.  que  han  sido  propuestos  hasta  ahora  se  pueden  destacar  los  siguientes:  Perceptrón 





va  a  transmitir  a  neuronas  posteriores  (Wasserman,  1989)  o  al  entorno.  En  las  RR.NN.AA.  cada 
conexión tiene asignado un peso, que determina la importancia de dicha conexión dentro del grupo 








Como puede observarse en  la  Figura 1.3  (B), el peso de  las  conexiones  se denota de  la  siguiente 
manera: 
࢝࢏࢐= Peso de la conexión entre la neurona j (que emite) y la neurona i (que recibe). 
A  través  de  estas  conexiones,  cada  una  con  un  valor  de  peso  asociado,  llegan  las  entradas  a  la 
neurona. A partir de dichas entradas, la neurona emite una salida, que viene dada por tres funciones 
que  se  aplican  de  forma  consecutiva:  entrada  (o  valor  neto),  activación  y  salida  (Isasi & Galván, 
2004). Cada Neurona Artificial o Elemento de Procesado  (EP)  calcula  su  valor neto en base  a  sus 
entradas y  la  fuerza de  las conexiones asociadas a  las mismas. A partir del valor neto se calcula el 
valor de activación, y a partir de este último se calcula el valor de salida aplicando una  función de 
transferencia, limitador de rango dinámico, sobre la activación de la neurona. 





neuronas  dentro  de  cada  capa  y  la  conectividad  entre  ellas,  además  de  las  funciones  de 
activación y salida que se utilizarán. Esta etapa es crítica, ya que la topología de la red determina 
la capacidad de representatividad de la misma y, por lo tanto, la capacidad de conocimiento que 










a dar  la  respuesta adecuada a  la configuración de estímulos o patrones de entrada que  se  le 




determinar  los  valores de  los pesos de  las  conexiones de  la  red. Para  la  realización de dicha 
tarea  existen  diferentes  algoritmos,  el  más  común  de  ellos  el  de  backpropagation  (BP)  o 
retropropagación  del  error  (Rumelhart  et  al.,  1986)  que  se  aplica  a  redes  alimentadas  hacia 




del conjunto de entrenamiento disminuye  la necesidad de que  los datos de entrada durante  la 
fase  de  trabajo  normal  se  parezcan mucho  a  los  patrones  de  este  conjunto;  es  decir,  la  red 
generalizará mejor.  Pero  si  los datos de un problema  se diferencian demasiado de  todos  los 
patrones  con  los  que  se  ha  entrenado  la  red,  ésta  tendrá  dificultades  para  encontrar  la 
respuesta correcta. 
A  la  hora  de  entrenar  una  red,  existen  dos  grandes  tipos  de  aprendizaje:  supervisado  y  no 
supervisado.  
 El aprendizaje supervisado se caracteriza por la existencia de un “supervisor” que le indica a 
la  red, durante el proceso de entrenamiento,  cuál es  la  salida que debe ofrecer  y, por  lo 
tanto,  también  le  indica  qué  error  está  cometiendo.  En  este  tipo  de  aprendizaje,  el 
entrenamiento  consiste en presentarle  a  la  red  reiteradamente patrones de estímulos de 
entrada pertenecientes al conjunto de entrenamiento y, a partir de las salidas que ofrece la 
red,  calcular  un  valor  de  error  con  respecto  a  las  respuestas  que  se  desean.  Es  decir,  se 
comparan  las  respuestas  obtenidas  por  la  red  con  las  salidas  deseadas  del  conjunto  de 
entrenamiento. De acuerdo al resultado de esta comparación se reajustan  los pesos de  las 





patrón  de  entrada,  la  red  se  acerque  cada  vez más  a  la  respuesta  correcta. Después  de 
sucesivas presentaciones de todos los patrones del conjunto de entrenamiento, los pesos de 
las  conexiones  de  todas  las  neuronas  se  habrán  estabilizado  en  torno  a  unos  valores 
óptimos, es decir, el algoritmo de aprendizaje converge y se puede considerar entonces a la 
red entrenada y dar por terminada la fase de aprendizaje.  
 El  aprendizaje  no  supervisado  se  caracteriza  por  la  no  existencia  de  ese  elemento 
“supervisor”; es decir, para un conjunto de entradas no existen unas  salidas deseadas. En 
estos casos es cuando  se desea que  la  red encuentre  relaciones y dependencias entre  los 
datos de entrada. Ejemplos de estas redes son los mapas autoorganizativos (self‐organizing 
maps, SOM)  (Kohonen, 1988),  cuyo objetivo es, a partir de un  conjunto de datos,  realizar 
una tarea de clasificación o clusterización de los mismos. 
Estas dos categorías de aprendizaje definen  los modelos básicos de entrenamiento; mezclando 























de  entrenamiento,  o  que  la  red  tarde  mucho  tiempo  en  entrenarse)  o  el  de 





cuando  se  observe  que  el  error  de  validación  empieza  a  aumentar  se  detendrá  el 
entrenamiento,  obteniendo  así  la  configuración  más  adecuada  de  la  red  y  evitando  el 
sobreentrenamiento (Isasi & Galván, 2004). La validación, por tanto, asegura que la red ha sido 
entrenada  de  forma  satisfactoria.  En  la  Figura  1.4  se  puede  observar  una  gráfica  donde  se 
muestra la evolución del error de entrenamiento, y cómo, a partir de un cierto valor de éste, el 














3. Fase de Ejecución: Tras  las fases de entrenamiento, validación y test  la red estará  lista para su 
operación en el entorno real. Se trata de  la  fase de ejecución, durante  la cual se  le pedirá a  la 














Como  se  ha  indicado  las  RR.NN.AA.  son  sistemas  con  capacidad  de  aprendizaje  que  emulan  al 
cerebro  (mecanismo  natural  a  nivel  de  individuo).  Existe  otra  rama  de  la  IA  subsimbólica,  la 
Computación Evolutiva (CE), que permite crear sistemas con capacidad de aprendizaje mediante  la 
simulación de la evolución (mecanismo natural a nivel de especie). La CE construye modelos basados 
en ciertas características de  la naturaleza,  fundamentalmente en  la capacidad que tienen  los seres 
vivos  para  adaptarse  a  su  ambiente,  lo  que  ya  había  sido  tomado  como  base  por  Darwin  para 
desarrollar su teoría de  la evolución según el principio de selección natural en 1859 (Darwin, 1859; 
Wallace,  1855; Wallace  et  al.,  1858).  Basándose  en  este  principio,  las  técnicas  de  CE  desarrollan 





Según  la  definición  propuesta  por  Koza  (Koza,  1992):  “Es  un  algoritmo  matemático  altamente 









En un AG el  conjunto de  todos  los parámetros  cuyos  valores  constituyen  la  solución  al problema 
(genes en la terminología de AG) se codifican en una cadena de valores denominada cromosoma. El 
conjunto  de  los  parámetros  representado  por  un  cromosoma  particular  recibe  el  nombre  de 
genotipo. El genotipo contiene la información necesaria para la construcción del organismo, es decir, 
la  solución  real  al  problema,  denominada  fenotipo. Desde  los primeros  trabajos  de  John Holland 





Para  alcanzar  la  solución  a un  problema,  los AA.GG.  parten  de  un  conjunto  inicial  de  individuos, 
llamado población, generado de manera aleatoria. Cada uno de los individuos de la población tendrá 
asociado un valor de ajuste o fitness acerca de su adecuación para resolver el problema planteado. 
Este  valor,  que  se  obtendrá  de  una  manera  específica  para  cada  uno  de  los  problemas,  es  la 
información cuantitativa que empleará el algoritmo evolutivo para guiar el proceso de búsqueda, y 
















      mutar uno de los descendientes con probabilidad Pm 
      evaluar descendientes 
      añadir descendientes a la población temporal 
    SI NO 







El  proceso  comienza  creando  una  población  inicial  de  individuos,  normalmente  mediante  la 
generación aleatoria de los valores de los genes (dentro de los márgenes que establece la estructura 
elegida para  las redes). A continuación, se evalúa la red  y se ordena la población según el error de 
los  individuos,  tras  lo cual  se procede a  la  selección de  los  individuos de acuerdo al algoritmo de 




para  obtener  el  error  de  los  nuevos  individuos  generados.  Algunos  de  estos  individuos  sufrirán 
mutaciones, generalmente con una probabilidad muy baja (Pm). Con la mutación lo que se pretende 
es conseguir  individuos a  los que no se podría  llegar usando simplemente  la combinación de otros. 
Los  nuevos  individuos  así  generados  se  incluirán  en  la  población  mediante  el  algoritmo  de 
sustitución que se haya elegido (sustitución del peor individuo, de los individuos con ajuste parecido, 




mutación  y  evaluación  hasta  que  se  alcance  el  criterio  de  parada  determinado;  es  decir,  que  la 
solución  alcance  un  determinado  error  umbral  o  bien  que  se  llegue  a  un  número  fijado  de 
generaciones. 
De  esta  forma,  los  individuos  de  la  población  evolucionarán  tomando  como  base  los  esquemas 
propuestos  por  Darwin  sobre  la  selección  natural  y,  tras  el  paso  de  cada  generación  se  irán 
adaptando cada vez más a la solución requerida. 
En  el  caso  de  las  RR.NN.AA.,  los  AA.GG.  se  han  utilizado  a  lo  largo  de  los  años  para  optimizar 
diferentes aspectos: arquitectura de la red, funciones de las neuronas, pesos de las conexiones, etc. 
(Dorado,  1999).  En  este  trabajo  de  tesis,  como  se  detallará  más  adelante,  los  AA.GG.  se  han 
empleado  para  el  entrenamiento  de  las  RR.NN.AA.  y  también  en  la  fase  supervisada  del 
entrenamiento  de  las  RR.NG.AA.  En  general,  en  el  entrenamiento  de  SS.CC.  con  AA.GG.,  los 
elementos que van a constituir  los “genes” de  los  individuos que conformarán  la población  serán 
habitualmente los pesos de las conexiones de la red (si todas las redes de la población comparten la 




















El  desarrollo  de  nuevas  técnicas  de  imagen  permitió,  a  principios  de  los  noventa,  poner  de 




La excitabilidad celular de  los astrocitos se presenta en  forma de un aumento de  la concentración 
citoplasmática de calcio (Cornell‐Bell et al., 1990; Charles et al., 1991; Perea & Araque, 2002). Actúa 
ese  incremento a modo de señal  intracelular, desencadenante de diversas respuestas celulares. La 
señalización  por  calcio  puede  presentarse  espontáneamente  o  en  respuesta  a  la  liberación  de 
neurotransmisores durante la actividad sináptica (Perea & Araque, 2005). 





cultivos  de  los  mismos  (Innocenti  et  al.,  2000),  donde  se  demostró  que  el  aumento  de  calcio 
originado en una célula podía propagarse a una velocidad relativamente baja a las células vecinas y 





responsables del procesamiento de  información en el SN, debido a  su capacidad para  integrar de 
forma  no  lineal  la  información  procedente  de  múltiples  sinapsis  (excitadoras  e  inhibidoras)  y 
elaborar una única respuesta en función de ellas (Kandel et al., 2000). Esta capacidad resulta de dos 
propiedades  funcionales  clave de  las neuronas:  la primera,  su  respuesta  selectiva  ante diferentes 
señales de entrada;  la segunda, propiedades  intrínsecas neuronales determinadas por  la expresión 
de canales ligando y voltaje dependientes y propiedades eléctricas de membrana. 
El interrogante que surgía al demostrarse que los astrocitos eran excitables en base a las variaciones 
del  ion  calcio, era el de  si dicha modulación de  calcio  se producía en  respuesta a  la  actividad de 
sinapsis distintas, o si por el contrario  los astrocitos simplemente  respondían de  forma pasiva a  la 
actividad neuronal. Es decir, se trataba de averiguar si la comunicación neurona‐astrocito posee las 
mismas propiedades complejas de  integración y  respuesta no  lineal que presenta  la comunicación 









(i) La excitabilidad  celular basada en  variaciones de  calcio  intracelulares ha  sido probada en 
cultivos, rodajas y en preparaciones in vivo; esta excitabilidad se presenta como oscilaciones 
espontáneas  intrínsecas  (Aguado  et  al.,  2002)  en  ausencia  de  actividad  neuronal,  pero 











específicos.  Por  tanto,  los  astrocitos  muestran  respuestas  selectivas  que  discriminan  la 
actividad de sinapsis específicas.  
(iii) Cuando  se activan  simultáneamente diferentes caminos  sinápticos que usan acetilcolina y 




astrocitaria  se  ve  aumentada  (Perea &  Araque,  2005).  Con  otras  palabras,  los  astrocitos 
actúan como un control de ganancia, de manera que, cuando  la actividad de dos sinapsis 
distintas  es  alta,  su  respuesta  es  reducida, mientras  que  cuando  la  actividad  es  baja,  su 
respuesta  resulta amplificada. Así pues,  la capacidad de  integración de  la  información por 
los  astrocitos  se  manifiesta  como  una  modulación  no  lineal  de  la  señal  de  calcio  en 
respuesta a la actividad simultánea de distintas sinapsis. 
(iv) La  señal  de  calcio  es  no  linealmente modulada  por  la  aplicación  exógena  simultánea  de 
diferentes neurotransmisores en ausencia de actividad neuronal. Por lo tanto, los astrocitos 
están dotados de propiedades celulares intrínsecas que les permiten una respuesta no lineal 
a  la  actividad  sináptica.  Estas  propiedades  celulares  intrínsecas  de  los  astrocitos 
probablemente residen en los eventos de señalización intracelular, así como las propiedades 
intrínsecas  de  las  neuronas  son  determinadas  por  propiedades  eléctricas  de  sus 
membranas.  
 
Del  análisis  histológico  se  desprende  que  un  astrocito  de  hipocampo  de  rata  adulta  ocupa  un 
volumen  medio  de  unos  66.000  μm3,  y  por  tanto  puede  interaccionar  con  aproximadamente 
140.000 sinapsis (Perea & Araque, 2007a). Dicho de otro modo: un solo astrocito puede acometer un 







Dentro  del  SNC  existe  una  íntima  asociación  entre  las  expansiones  celulares  de  los  astrocitos 
(procesos astrocitarios) y los elementos neuronales, sobre todo en las sinapsis, mediante las que se 
produce la transferencia de información entre neuronas. 
La  sinapsis  o  comunicación  entre  neuronas  se  produce  principalmente mediante  la  liberación  de 
neurotransmisores  químicos  desde  la  neurona  presináptica,  que  provocan  la  activación  de 
receptores específicos en  la neurona postsináptica,  con  la  consiguiente  generación de  respuestas 
eléctricas. 
El proceso de neurotransmisión descrito representa  la principal  forma de comunicación en el SN y 
entraña una adecuada disposición  física para  la  interacción  funcional entre neuronas y astrocitos. 
Estudios  llevados  a  cabo  en  distintas  áreas  cerebrales  demuestran  que  los  neurotransmisores 
liberados por  las terminales sinápticas pueden activar  los receptores presentes en  la membrana de 
los  astrocitos,  desencadenando  una  señal  de  calcio  astrocitaria.  En  otras  palabras,  existe  una 
comunicación entre neuronas y astrocitos (Araque et al., 1999; Haydon & Araque, 2002; Kang, 1998; 
Pasti et al., 1997; Navarrete & Araque, 2011; Araque et al., 2014; Volterra et al., 2014). 
A  su  vez, el  aumento de  calcio  intracelular en  astrocitos puede dar  lugar  a diferentes  respuestas 
celulares,  entre  las  que  destaca  la  liberación  de  gliotransmisores.  Estas moléculas  transmisoras, 




Si  bien  esta  última  idea  de  que  la  glía  pueda modular  la  excitabilidad  neuronal  y  la  transmisión 
sináptica  ha  sido  cuestionada  por  algunos  trabajos  que  fallaron  en  la  detección  de  la 
neuromodulación mediada por astrocitos (Fiacco et al., 2007; Petravicz et al., 2008; Agulhon et al., 





señalización entre  las neuronas, debe  incluir  la  señalización bidireccional entre  las neuronas y  los 
astrocitos. 
 














los  astrocitos  liberan  gliotransmisores  (glutamato,  ATP,  etc.)  que  pueden  influir  en  la  fisiología 
sináptica  y  neuronal.  La  mayoría  de  los  gliotransmisores  son  liberados  por  exocitosis  vesicular 
(Martineau et al., 2008) regulada por los niveles de calcio intracelular (Perea & Araque, 2005). 
Igual que  la  comunicación neurona‐astrocito  se basa en el  control neuronal de  la  señal de  calcio 
astrocitaria, resultaría clave también dicha señal en los procesos de comunicación astrocito‐neurona. 
A través de  la  liberación de gliotransmisores,  la señal de calcio participaría en  la modulación de  la 
excitabilidad neuronal y  la transmisión sináptica,  influyendo en  las en  las propiedades eléctricas de 
las  neuronas  (Araque  &  Perea,  2004).  Estudios  en  cultivos  celulares  de  neuronas  y  astrocitos  y 











(Shigetomi et al., 2008) debidas a  la  liberación del gliotransmisor glutamato por  los astrocitos y  la 
consiguiente activación de receptores de glutamato en  las neuronas. Estas SIC son responsables de 






modular  transitoriamente  las  corrientes  sinápticas.  Así,  en  experimentos  con  sinapsis  tripartitas 
aisladas  (Perea  &  Araque,  2007a)  se  demostró  que  las  elevaciones  de  Ca2+  de  los  astrocitos 
incrementaban  transitoriamente  la  probabilidad  de  liberación  de  neurotransmisores  desde  las 
terminales  presinápticas.  En  otras  palabras,  los  astrocitos  podían  regular  la  eficacia  de  la 
neurotransmisión,  con  la  repercusión  consiguiente  en  la  transferencia  de  información  entre 
neuronas.  
2.1.1.4 Astrocitos	y	plasticidad	sináptica	
Con  la expresión  “plasticidad  sináptica”  se alude a  la  capacidad del SN para modificar de manera 
temporal  o  permanente  la  eficacia  de  la  conexión  sináptica  entre  las  neuronas.  Se  producen 
fenómenos  de  plasticidad  sináptica  durante  la maduración  del  sistema  nervioso  y  después  de  la 
misma  y  se  les  supone  responsables  de  los  procesos  celulares  de  memoria  y  aprendizaje.  La 
plasticidad sináptica trata de simularse en  las RR.NN.AA. mediante  la modificación de  los pesos de 
las conexiones entre las neuronas artificiales. 
Investigaciones recientes han puesto de manifiesto que  los cambios estructurales en  la disposición 
física  entre  astrocitos  y  sinapsis  que  ocurren  en  distintos  estados  fisiológicos  del  animal  pueden 
regular la neurotransmisión en dicha región cerebral, y se sugiere que la capacidad de aprendizaje y 
memoria de las sinapsis depende de su relación espacial con los astrocitos adyacentes (Theodosis et 















información  tienen  indudables  ventajas  adaptativas en el  reino  animal, pero  cabe pensar que  los 
procesos  lentos moduladores de  los astrocitos  sean más adecuados para un ajuste  refinado en el 
procesamiento  complejo  de  información  y  en  los  procesos  de  plasticidad,  es  decir,  las  funciones 
superiores  del  SNC.  Un  ejemplo  ilustrativo  es  que,  para  huir  de  un  león,  es  necesaria  la  rápida 
conducción de información del sistema visual al sistema motor, pero para idear una trampa que nos 
permita  cazarlo  no  se  requiere  rapidez,  sino  una  gran  capacidad  de modulación  de  información. 









de  los  astrocitos.  Así,  aunque  actualmente  no  existen  evidencias  que  relacionen  los  procesos 








Se han  llevado  a  cabo  experimentos para observar  el  efecto de  la  señal de  calcio  astrocitaria  en 
sinapsis del hipocampo, observándose que no todas las sinapsis mostraban modulación de la eficacia 
sináptica  después  de  la  estimulación  del  astrocito,  sino  que  sólo  un  subconjunto  de  las  sinapsis 
(alrededor de un 40%) experimentaron potenciación  inducida por  los astrocitos  (Perea & Araque, 
2007a).  Este  hecho  indica  que  la  neuromodulación  no  resulta  de  la  liberación  indiscriminada  de 

























se  elaboró  una metodología  de  construcción  de  estos  nuevos  SS.CC. multicapa  que  incluían,  por 
primera vez, dos tipos de elementos de procesamiento: neuronas y astrocitos artificiales.  
Dado que este nuevo tipo de SC no había sido  implementado hasta entonces, se propone en dicha 
metodología un nuevo método de aprendizaje híbrido para  su entrenamiento en dos  fases. En  la 
primera  fase, no  supervisada,  la modificación de  los pesos  se hará  siguiendo  reglas basadas en el 
comportamiento de  las  redes neurogliales del  cerebro modelizadas  con el entorno de  simulación 
NEURON  (Hines,  1993)  en  los  trabajos  de  LeRay  y  Porto  (LeRay  et  al.,  2004;  Porto,  2004).  En  la 
segunda fase, supervisada, los pesos óptimos se buscarán aplicando AA.GG. a los pesos obtenidos en 
la primera fase y teniendo en cuenta como valor de ajuste a la solución, su error cuadrático medio. 
Se  trataba  inicialmente de comprobar si estos nuevos SS.CC. eran más eficaces que  las RR.NN.AA. 
entrenadas  solo mediante AA.GG.  a  la hora de  resolver  los mismos problemas.  Esta metodología 
propuesta, que se describirá con más detalle en el punto siguiente, constituye el punto de partida de 
la investigación realizada en esta tesis doctoral.  
El diseño de  las RR.NG.AA. propuesto en  la metodología, está basado en  arquitecturas multicapa 
conectadas hacia delante sin conexiones  laterales,  sin  retroalimentación,  totalmente conectadas y 




Resultaba  lógico  comenzar  las pruebas de  funcionamiento de estos nuevos modelos  sobre  SS.CC. 






está  relacionado  con  la  adaptación  o  plasticidad  de  las  conexiones,  generándose  caminos  de 






con  el  diseño  de  la  arquitectura  y  dinámicas  de  red  (funciones  de  entrada,  activación  y  salida), 


















donde  un  algoritmo  neuroglial  se  utiliza  para modificar  los  pesos  de  las  conexiones  tratando  de 











de ese patrón. Para cada  individuo, cada patrón se presenta a  la  red durante un número dado de 
veces  o  iteraciones. Estas  iteraciones  representan  la  lentitud  de  actuación  de  los  astrocitos  y 
constituyen un ciclo de ese patrón. Durante cada iteración del ciclo, las conexiones son modificadas 






umbral determinado).  Las modificaciones  genéricas  realizadas por  los  astrocitos  artificiales  en  las 
experimentaciones  realizadas  en  (Porto,  2004;  Porto,  Pazos  &  Araque,  2005;  Porto  et  al.  2007; 
Alvarellos, 2007), consisten en: 
 Incrementar en un 25% el peso de  las  conexiones que  salen de  las neuronas activadas ࣆ 
veces durante ࢑ iteraciones. 
















(࢈ሻ  de  25%  y  50%  proporcionaban  resultados  satisfactorios  tras  probar  varias  combinaciones, 
aunque no todas las posibles, porque ello condicionaría una cantidad inabordable de pruebas (Porto, 
2004).  Los  fundamentos biológicos  justificaron además esta elección, ya que  si el  incremento por 
refuerzo es menor que el decremento cuando no hay actividad constante, solamente permanecerán 
reforzadas  aquellas  conexiones  de  neuronas  que  presenten  una  actividad  continuada  (Haydon & 
Araque, 2002).  











se calculará el error de esa red para ese patrón dado con el  fin de encontrar  la diferencia entre  la 








la  salida,  sino  que  tienen  lugar  en  el  tiempo  de  acuerdo  a  la  frecuencia  de  activación  de  cada 
neurona,  simulando  los  refuerzos  e  inhibiciones  que  son  probablemente  provocados  por  los 
astrocitos en el cerebro.  






el  siguiente  patrón  el  individuo  es  el  mismo  que  al  comienzo,  no  han  perdurado  los  cambios 
realizados en las conexiones. Una vez terminado el ciclo de presentación a la red del mismo patrón 
(ej. si  la combinación  iteración‐activación aplicada es 6‐3, habría que procesarlo seis  iteraciones) se 
obtiene  la salida. Se calcula  la diferencia entre salida deseada y obtenida, esto es, el error para el 
individuo 1 con el patrón 1. Se hace  lo mismo con  todos  los patrones de  los que se dispone, para 
finalmente calcular el ECM del  individuo 1. Después  se  repite el proceso con  todos  los  individuos 
hasta que se disponga de un array con  todos  los  individuos con su ECM asociado y ordenados en 
base  a  este  valor.  Este  array,  de  tantas  posiciones  como  individuos,  es  el  que  usará  el  AG  para 
realizar mutaciones y cruces. Hasta aquí  llegaría  la  fase del Aprendizaje No Supervisado, pues para 





entrenamiento.  El  AG  en  esta  segunda  fase  emplea  los  correspondientes  operadores  genéticos 
(cruces y mutaciones) y selecciona  los nuevos  individuos, con  los cuales  la primera y segunda fases 
serán  repetidas  hasta  que  se  alcance  el  mínimo  ECM  posible  o  se  ejecuten  un  número  de 
generaciones  concreto,  previamente  determinado.  La  segunda  fase  se  considera  entrenamiento 











obteniendo  la  configuración más  adecuada  de  una  red  y  evitando  así  el  sobreentrenamiento.  Al 
disponer  para  un  mismo  problema  de  tres  conjuntos  diferentes  de  patrones  (entrenamiento, 
validación  y  test),  se  va  validando  la  red a utilizar, usando para ello el  conjunto de  validación de 
forma simultánea al conjunto de entrenamiento, y guardando las configuraciones intermedias de la 
red  para  aquellos  valores  que  hagan  mínimo  el  error  de  validación.  Después  de  finalizado  el 
entrenamiento‐validación,  se  dispondrá  de  la  configuración  de  la  red  con  mínimo  error  de 




posible en  la salida. Durante  la  fase de test se usarán estos  individuos para comprobar si  la salida 




el curso de  todas  las ejecuciones  subsiguientes  los astrocitos artificiales continúan actuando de  la 
misma manera que durante  la  fase de entrenamiento no supervisada. Los astrocitos  incorporados 
serán, por tanto, parte del modelo en todas sus etapas y participarán directamente en el procesado 
de  información.  Los  patrones  de  entrada  serán  presentados  a  la  red  durante  las  iteraciones 















(Yao,  1999).  Diversos  autores  han  propuesto  aprovechar  la  eficacia  de  la  CE  y  paliar  su  defecto 
incorporando al proceso de entrenamiento un método de búsqueda  local para conseguir un buen 
ajuste. Por ejemplo,  la aproximación híbrida AA.GG./Retropropagación  (Lee &  Jang, 1996) emplea 
los  AA.GG.  para  encontrar  un  conjunto  inicial  de  pesos  óptimos  para  las  conexiones,  utilizando 
después  Retropropagación  para  realizar  una  búsqueda  local  desde  estos  pesos  iniciales.  El 
entrenamiento híbrido ha sido empleado exitosamente en muchas áreas de aplicación (Kinnebrock, 
1994; Taha & Hanna, 1995; Yan et al., 1997; Zhang, Sankai & Ohta, 1995).  
En  (Porto et al., 2007) se compararon  los  resultados obtenidos en  la  resolución de dos problemas 
simples de clasificación (MUX y clasificación de Flor de  Iris) utilizando RR.NG.AA. entrenadas con el 
aprendizaje  híbrido,  frente  a  los  resultados  obtenidos  por  las  correspondientes  RR.NN.AA. 
entrenadas únicamente mediante AA.GG. Las arquitecturas de red y parámetros del AG utilizados en 
estas  pruebas  eran  los mismos  que  los  empleados  en  (Rabuñal,  1998)  y  con  los  que  se  habían 
obtenido resultados óptimos para estos problemas.  
Los test fueron llevados a cabo manteniendo para ambos tipos de red las mismas arquitecturas, las 




RR.NN.AA.  y  RR.NG.AA.,  teniendo  en  cuenta  que  una  generación  comprende  todos  los  cruces  y 
mutaciones establecidos para los individuos de una población.  











funcionamiento  de  las  RR.NG.AA.  al  tratar  con  tareas  de  clasificación  múltiple.  Los  resultados 
obtenidos  por  las  RR.NG.AA.  fueron  de  nuevo  mejores  que  los  alcanzados  por  las  RR.NN.AA., 
alcanzando un menor ECM en menos generaciones.  
Estos  mejores  resultados  obtenidos  mediante  el  entrenamiento  híbrido  de  las  RR.NG.AA.,  se 
atribuyen  a  que  los  individuos,  una  vez  evaluados,  se  presentan  al  AG  (segunda  fase  del 
entrenamiento,  supervisado) ordenados  según  el  ECM de  cada uno de  ellos.  Los  cambios que  se 
producen  en  los pesos durante  la primera  fase de  entrenamiento no  supervisado, hacen que  los 
individuos a presentar por primera vez al AG estén ordenados de forma diferente que si no existiese 





generaciones  conlleva  la  realización  de  menos  evaluaciones,  ya  que  después  de  realizar  las 
mutaciones y cruces correspondientes a una generación se evalúan de nuevo  todos  los  individuos 

































analizándose el  comportamiento de  las RR.NG.AA.  en  redes de mayor  complejidad  (arquitecturas 
multicapa con más de una capa oculta). En ambos tipos de redes se estudió la influencia ejercida por 
los  astrocitos  tanto  cuando  potencian  como  cuando  deprimen  las  conexiones  salientes  de  las 
neuronas  que  monitorizan  en  las  capas  de  entrada  y  ocultas  de  la  RNGA,  aplicando  para  ello 
diferentes algoritmos neurogliales. Con el objetivo de demostrar que la diferencia en los resultados 
alcanzados por  las RR.NG.AA.  respecto a  las RR.NN.AA. no es debida a  la  incorporación de mayor 
número  de  neuronas  artificiales,  sino  a  las  propiedades  intrínsecas  de  los  astrocitos  artificiales 
incorporados,  para  cada  problema  se  compararon  RR.NN.AA.  con  distintas  arquitecturas 
conteniendo tantas neuronas adicionales como astrocitos tenía su correspondiente RNGA. 
Finalmente  y  dadas  las  evidencias  biológicas  (presentadas  en  el  apartado  2.1  Antecedentes 










los  astrocitos  en  determinadas  ocasiones  pueden  potenciar  (reforzar)  las  sinapsis  y,  en  otras, 
deprimirlas  (debilitarlas).  En  esta  tesis  doctoral,  se  han  tratado  de  simular  estos  dos 
comportamientos  distintos  de  los  astrocitos  artificiales:  el  primero,  haciendo  que  los  astrocitos 
potencien  las  conexiones  que  salen de  las  neuronas que monitorizan,  incrementando  el peso  de 








tiempo.  Esta  potenciación  es  candidata  importante  a  estar  implicada  en  el  mecanismo  de 
aprendizaje  rápido  en mamíferos.  Existen  evidencias  de  que  el  glutamato  astrocítico  potencia  la 
fuerza  sináptica  en  diferentes  sinapsis  a  través  de  distintos  mecanismos.  Así,  la  activación  de 
receptores  presinápticos  de  glutamato  (mGluRs)  por  el  glutamato  astrocítico  incrementa  la 
frecuencia  de  corrientes  postsináticas  excitatorias  evocadas  y  espontáneas  EPSCs  (Fiacco  & 
McCarthy,  2004;  Perea  &  Araque,  2007a),  potenciando  la  probabilidad  de  liberación  de 
neurotransmisores.  













los parámetros ݇ ∈ Գ ∖ ሼ0ሽ, ߤ ∈ ሾ1, ݇ሿ  y ܽ, ܾ ∈ ሾ0, 1ሿ. Cada patrón de  entrada que  es usado para 
entrenamiento, validación o  test de  la  red artificial  se procesa ݇ veces  (iteraciones). Esto  se hace 
para  tratar de  reproducir el  retraso en el  funcionamiento del  sistema glial biológico  (un orden de 
magnitud  de  segundos)  respecto  al  funcionamiento  neuronal  (un  orden  de  magnitud  de 
milisegundos). El astrocito  registra  la actividad de  la neurona durante  las ݇  iteraciones, aplicando 
una función ݑ ∶ Թ → Ժ sobre la salida de la neurona ݕ௝ሺݐሻ, donde ݑ indica si la neurona se activó o 
no: 	ݑሺݔሻ ൌ 1  o no  ݑሺݔሻ ൌ െ1 respectivamente 
ݑሺݔሻ ൌ ቄെ1, ݔ ൑ 0,1, ݔ ൐ 0. 
Por tanto, el astrocito lleva un registro de la actividad de la neurona en una ventana temporal de ݇ 
instantes  de  tiempo  (una  iteración  dura  un  instante  de  tiempo).  Observando  esta  actividad,  el 
astrocito modificará el peso de las conexiones salientes de su neurona asociada cuando el contador 




ݓ௜ሺݐ ൅ ∆ݐሻ ൌ ݓ௜ሺݐሻ ൅ ∆ݓ௜ሺݐሻ, 
donde 
∆ݓ௜ሺݐሻ ൌ |ݓ௜ሺݐሻ|ݖሺݐሻ, 
Y ݖ ∶ Գ ∖ ሼ0ሽ → Թ es una función definida como 
ݖሺݐሻ ൌ ൞
ܽ, ݎ௝ሺݐሻ ൌ μ,







Siendo  ݎ௝ ∶ Գ ∖ ሼ0ሽ → ሾെμ, μሿ  la  función  que  devuelve  el  número  de  veces  que  se  activó  una 
neurona.  Si  la  neurona  se  activó  ߤ  veces,  los  pesos  de  las  conexiones  se  incrementarán  en  un 





ۖۓݑ ቀݕ௝ሺݐሻቁ ൅ ݎ௝ሺݐ െ 1ሻ, ݐ ൐ 0,									ݎ௝ሺݐ െ 1ሻ ∈ ሺെμ, μሻ,
ݎ௝ሺݐ െ 1ሻ, ݐ ൐ 0, ݎ௝ሺݐ െ 1ሻ ∈ ሼെμ, μሽ,




cero,  sino  que  conservará  su  valor.  Este  comportamiento  tiene  una  consecuencia  notable  en  la 
modificación de los pesos de las conexiones: cuando en una iteración dada se alcanza el punto en el 
cual un astrocito modifica el peso de las conexiones y la neurona se activa de nuevo en la siguiente 
iteración, el astrocito  incrementará de nuevo el peso de  las conexiones salientes de  la neurona. El 
comportamiento  cuando  la  neurona  permanece  inactiva  es  similar,  salvo  que  en  lugar  de 
incrementarse, se reducirá el peso de  la conexión.   Este comportamiento  implica un refuerzo extra 
en  aquellas neuronas que más  se  activan,  lo que hace que el  efecto  astrocítico dure más  y  vaya 








para cada individuo 
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   para cada patrón  
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      para cada iteración 
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           procesar patrón 
             evaluar patrón con la red 
modificaciones astrocíticas:   
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conexiones 
         } 







En  las simulaciones de RR.NG.AA.  realizadas en esta tesis, el porcentaje ܽ de  incremento aplicado 
fue del 25% y el porcentaje ܾ de decremento fue del 50%. Esos porcentajes fueron elegidos en base 
a que: 1) proporcionaron resultados satisfactorios en las pruebas iniciales y 2) son coherentes con lo 
observado  en  la  experimentación  biológica,  dado  que  siendo  el  incremento  mayor  que  el 






La  Figura  3.3  esquematiza  la  sinapsis  tripartita  y  el  funcionamiento  del  astrocito  artificial.  Se 




alcanza  los  valores  μ  / െμ,  el  astrocito  incrementará  o  disminuirá  los  pesos  de  las  conexiones 










respuesta  a  impulsos  presinápticos  sucesivos,  y  se  produce  como  resultado  de  cambios  en  la 
cantidad  de  neurotransmisor  liberado  por  cada  impulso  presináptico.  Se  cree  que,  además  de 






depresión sináptica; por ejemplo, al activar  receptores de glutamato del grupo  II/III de  terminales 
inhibitorios del hipocampo (Liu et al., 2004).  
Para  tratar  de  simular  este  comportamiento  de  los  astrocitos  biológicos,  se  han  diseñado  dos 
algoritmos de depresión glial, los cuales se describen a continuación.  
Algoritmo depresión I: 
El  funcionamiento  es  similar  al  de  Glía  Atenuación,  salvo  que  en  este  caso  se  reducirá  en  un 
porcentaje  ܾ  el  peso  de  las  conexiones  salientes  de  la  neurona  ݆  sólo  cuando  el  contador  de 




Donde  ݖ ∶ Գ ∖ ሼ0ሽ → Թ es una función definida como 
ݖሺݐሻ ൌ ൜െܾ, ݎ௝ሺݐሻ ൌ μ,1, ݁݊	݋ݐݎ݋	ܿܽݏ݋			 



















Donde ݖ ∶ Գ ∖ ሼ0ሽ → Թ es una función definida como: 
ݖሺݐሻ ൌ ൜െܾ, ݎ௝ሺݐሻ ൌ μ,1, ݁݊	݋ݐݎ݋	ܿܽݏ݋			 
Y ݏ ∶ Գ ∖ ሼ0ሽ → Թ es una función definida como: 
ݏሺݐሻ ൌ ൜ܽ, ݎ௝ሺݐሻ ൌ μ.1, ݁݊	݋ݐݎ݋	ܿܽݏ݋								 
En caso de que no se active el astrocito las veces indicadas, no se modifica el valor de  los pesos de 
ninguna neurona. 
Los  resultados presentados en esta  tesis  son  los obtenidos aplicando el Algoritmo  I de depresión. 
Dado que, como se verá posteriormente en el apartado 4.2,  los  resultados conseguidos aplicando 
este algoritmo han mejorado en varios problemas incluso a los logrados aplicando potenciación, en 
futuros  desarrollos  se  probarán  otros  algoritmos  o  incluso  se  combinarán  varios  en  un  mismo 
entrenamiento, ya sea aleatoriamente, o eligiendo mediante técnicas de computación evolutiva el 
mejor algoritmo a aplicar en cada momento.  
3.1.2 Análisis	 de	 la	 influencia	 de	 los	 astrocitos	 artificiales	 en	 el	
rendimiento	de	las	RR.NG.AA.	
Para  realizar este análisis  se ha  comparado  la eficacia de RR.NG.AA.  respecto a RR.NN.AA. de  las 
mismas  características  pero  entrenadas  únicamente  con  AA.GG.,  considerando  redes  multicapa 
conectadas hacia delante, sin conexiones  laterales, sin retroalimentación y totalmente conectadas. 
Como  ya  se  ha  indicado,  las  RR.NG.AA.  diseñadas  para  este  análisis  contienen  un  astrocito  por 
neurona, de forma que cada astrocito responde únicamente a la actividad de la neurona asociada y 
modula las conexiones que salen de esa neurona hacia su capa adyacente.  
















Este problema consiste en  la clasificación de  la especie de  la flor en sus tres posibles variantes: Iris 
Setosa,  Iris  Versicolor  e  Iris  Virginica.  Para  ello,  se  cuenta  con  cuatro  parámetros  de  naturaleza 
continua en  los que se han recogido medidas en milímetros de cuatro características de  las  flores: 
longitud y anchura de pétalos y sépalos. Las medidas recogidas corresponden a 150 flores de las tres 


























































Este problema consiste en clasificar mediciones de radar de  la capa de  la  ionosfera. Estos datos de 
radar  fueron  tomados por un  sistema en Goose Bay,  Labrador, Canadá. El  sistema consiste en un 
conjunto  de  16  antenas  de  alta  frecuencia  con  un  poder  de  transmisión  total  del  orden  de  6.4 
kilowatios. Los objetivos  fueron  los electrones  libres en  la  ionosfera. Las mediciones “buenas” son 
aquellas  que muestran  evidencia  de  algún  tipo  de  estructura  en  la  ionosfera.  Por  su  parte,  las 




Para cada problema analizado y para  cada arquitectura,  se han  realizado 500  test distintos. Estos 
test  corresponden  a  los  realizados  una  vez  que  la  RNA/RNGA  fue  entrenada  con  10  conjuntos 
disjuntos  de  patrones  de  entrada  usando  5  iteraciones  del método  de  validación  cruzada  5x2cv 
(Dietterich,  1998),  y usando  adicionalmente  10 poblaciones  iniciales distintas de  individuos  (cada 
individuo está compuesto por los valores de pesos de todas las conexiones de la red). Esto da lugar a 
100 test en el caso de  las RR.NN.AA. y 400 en el caso de  las RR.NG.AA., ya que en estas últimas se 
han  analizado  los  resultados  obtenidos  con  las  RR.NG.AA.  resultado  de  cuatro  posibles 
combinaciones de iteración‐activación (4‐2, 6‐2, 6‐3, y 8‐3).  







Para  cada problema  y arquitectura,  se han utilizado en el AG de entrenamiento diez poblaciones 
iniciales de  individuos (las mismas para  la RNA y  la RNGA), para garantizar  la  independencia de  los 
resultados respecto a  los pesos  iniciales. Los tamaños de  las poblaciones fueron de 150  individuos, 
excepto para el problema de Flor de Iris, donde el tamaño fue de 100 individuos al tener un menor 
número de datos que el resto de problemas.  
Los  parámetros  utilizados  por  el  AG  en  el  entrenamiento  de  las  RR.NN.AA.  y  en  la  fase  de 
entrenamiento supervisado de las RR.NG.AA. fueron los siguientes: el método de Montecarlo para la 





Las  simulaciones  de  las  RR.NN.AA.  y  RR.NG.AA.  fueron  realizadas  en  los  supercomputadores 
FINISTERRAE  y  SVG del CESGA  (CESGA,  2011).  Los  detalles de  implementación  y  las  simulaciones 
realizadas se verán en el capítulo siguiente. 



















Enfermedad Corazón  42  60  90 
Flor Iris  7  16  26 
Cáncer Mama  180  210  360 






En  todas  las  redes  utilizadas,  la  función  de  activación  aplicada  en  todas  las  capas  ha  sido  la 
hiperbólica  tangente, a excepción de en  la capa de salida donde se ha utilizado  la  función umbral 








Enfermedad Corazón  13  4  1 
Flor Iris  4  5  3 
Cáncer Mama  9  7  1 
Señales Ionosfera  34  9  1 
 
3.1.2.4 ARQUITECTURAS	 DE	 COMPLEJIDAD	 CRECIENTE:	 REDES	 DE	 DOS	 O	 MÁS	 CAPAS	
OCULTAS.	
Tal  y  como  se  comentó  en  el  apartado  2.1.1.4  Astrocitos  y  plasticidad  sináptica  del  capítulo 






















capa entrada  capa oculta 1   capa oculta 2  capa salida 
Enfermedad Corazón  13  4  3  1 
Flor Iris  4  5  7  3 
Cáncer Mama  9  7  5  1 
Señales Ionosfera  34  9  4  1 
Nº neuronas por capa 
capa entrada  capa oculta 1   capa oculta 2  capa oculta 3  capa salida 
Enfermedad Corazón  13  5  4  3  1 
Flor Iris  4  7  5  7  3 
Cáncer Mama  9  12  8  4  1 







3.1.3 Comprobación	 de	 que	 los	 cambios	 en	 el	 rendimiento	 de	 las	
RR.NG.AA.	 son	 debidos	 a	 los	 astrocitos	 artificiales	 y	 no	 a	 la	
presencia	de	más	elementos	de	procesado	
Dado que  las diferencias en el rendimiento de  las RR.NG.AA. frente a  las RR.NN.AA. podrían no ser 
debidas  al  comportamiento  específico  de  los  astrocitos,  sino  a  la  presencia  de  elementos  de 
procesado  adicionales,  se probó  a  introducir neuronas  adicionales  en  las RR.NN.AA. de una  capa 
oculta y observar si ello producía resultados similares a los obtenidos por las RR.NG.AA. de una capa 
oculta.  
En  las  RR.NG.AA.  descritas  hasta  ahora,  cada  astrocito monitoriza  cada  neurona  de  las  capas  de 
entrada  y  ocultas.  Por  ello,  para  cada  uno  de  los  cuatro  problemas  tratados,  partiendo  de  las 
arquitecturas de red de una sola capa oculta ya descritas en  la Tabla 3.2 se diseñaron dos tipos de 
RR.NN.AA.  con  tantas  neuronas  como  el  resultado  de  sumar  astrocitos  y  neuronas  en  la  RNGA 
correspondiente. Los resultados alcanzados por estas RR.NN.AA. se compararon entre ellos y con los 
de las RR.NG.AA. de una sola capa oculta.  
El  primer  tipo  de  RR.NN.AA.  diseñado  consta  de  dos  capas  ocultas.  Lo  que  se  hizo  fue  añadir,  a 
continuación de  la capa de entrada, una capa oculta con el mismo número de neuronas que  la de 
entrada,  y  además  se duplicó el número de neuronas de  la  segunda  capa oculta.  La  arquitectura 
resultante para cada problema puede verse en la Tabla 3.5.  
Nº neuronas por capa 
entrada  oculta 1   oculta 2  salida 
Enfermedad Corazón  13  13  8  1 
Flor Iris  4  4  10  3 
Cáncer Mama  9  9  14  1 












entrada  oculta 1   oculta 2  oculta 3  salida 
Enfermedad Corazón  13  13  4  4  1 
Flor Iris  4  4  5  5  3 
Cáncer Mama  9  9  7  7  1 
Señales Ionosfera  34  34  9  9  1 
3.1.4 Comunicación	entre	astrocitos	
Como  se ha  visto hasta  ahora, en el análisis  realizado  tanto  sobre  redes de una  sola  capa oculta 





por parte de  las  terminales  sinápticas de  las neuronas. La  señal de calcio puede propagarse en el 
interior celular (señal  intracelular) o propagarse entre diferentes astrocitos y generar una “onda de 
calcio”. Las ondas de calcio creadas representarían una nueva forma de comunicación intercelular a 





Teniendo  en  cuenta  la  existencia  de  esta  comunicación  inter‐astrocítica,  se  ha  ideado  una 
metodología  que  contempla,  además  de  la  interacción  astrocito‐neurona,  la  comunicación  entre 
astrocitos, los cuales formarían una red paralela a la de las neuronas artificiales que monitorizan.  







estudios  de  laboratorio  referenciados,  “la  estrecha  relación  física  entre  neuronas  y  astrocitos 
entraña una  adecuada disposición para  su  interacción  funcional”  (Navarrete  et Araque, 2011), es 
decir,  existe  una  relación  física de  proximidad  entre  astrocitos  y  neuronas. Al mismo  tiempo, un 
único astrocito puede acometer un número alto de sinapsis, diferencialmente moduladas según  la 
extensión de  la señal de calcio  intracelular,  lo q permite un sutil grado de comunicación  (Perea & 
Araque, 2007b).  




ahora), pero también de  forma combinada. Si el astrocito que monitoriza  la neurona  ௜ܰ  se 
activa,  los pesos de  las conexiones salientes de  la neurona  ௜ܰ  se modificarán una primera 
vez  según  las  reglas  establecidas  en  el  algoritmo  neuroglial  aplicado  (Glía  atenuación, 
depresión I, etc.). Pero, si además se activa el astrocito de  la neurona  ௝ܰ  destino,  los pesos 
de la conexión  ௜ܰ‐  ௝ܰ  se modificarán una segunda vez. Por tanto, a la hora de modificar por 
segunda  vez  los  pesos  de  una  conexión  no  sólo  se  tendrá  en  cuenta  la  activación  del 
astrocito  que monitoriza  la  neurona  ௜ܰ  origen  de  la  conexión,  sino  que  también  deberá 
activarse el astrocito que monitoriza la neurona destino,  ௝ܰ (Figura 3.5,izquierda). 
Se  han  considerado  dos  aproximaciones  para  regular  la  segunda modificación  de  pesos 
causada por la comunicación entre los dos astrocitos que delimitan la conexión sináptica:  
a) En  la primera aproximación, cuando  los dos astrocitos que delimitan  la conexión se 
activan, se incrementa en un porcentaje ܽ el peso de la conexión; si no se activan los 
dos astrocitos a la vez, se decrementa en un porcentaje ܾ el peso de esa conexión.   
b) La segunda aproximación consiste en  incrementar en un porcentaje ܽ el peso de  la 
conexión delimitada por los dos astrocitos cuando ambos se activan a la vez, pero no 
modificar el peso de la conexión en caso contrario.  
En  la primera aproximación, se reforzarán únicamente  las sinapsis donde  los dos astrocitos 
que  las controlan  se activan  simultáneamente, mientras que  se debilitarán aquellas en  las 








2. Red  de  astrocitos.  En  esta  posibilidad  de  comunicación,  únicamente  la  interacción  entre 
astrocitos modificará  los  pesos de  las  conexiones, no habrá una primera modificación de 
pesos  regulada por  el  astrocito de  forma  individual. Para que  se modifique  el peso de  la 





éstos  se  comunican  transfiriéndose  calcio  entre  ellos,  lo  cual  implica  la  liberación  de 














astrocitos  a  los  que  se  conecta, posteriores  a  él.  En  este  caso,  para  que  actúe  la  red  de 
astrocitos  modificando  los  pesos  de  la  red  neuroglial,  tienen  que  activarse  todos  los 
astrocitos que forman un camino de conexiones, desde el astrocito de la capa de entrada de 
la  red  hasta  el  astrocito  de  la  capa  de  salida.  Puede  que  se  active  un  camino,  varios  o 





combinación  de  esta  tercera  posibilidad  de  comunicación  con  la  primera,  resultaría  una 
nueva  posibilidad  de  comunicación.  Cada  astrocito  influiría  de  forma  individual  en  las 
conexiones salientes de la neurona que monitoriza y, además, sólo si todos los astrocitos del 
















6. Comunicación  entre  astrocitos  de  una  misma  capa  +  algoritmo  neuroglial.  De  la 
combinación  de  esta  quinta  posibilidad  de  comunicación  con  la  primera,  resultaría  una 
nueva  posibilidad  de  comunicación.  Cada  astrocito  influiría  de  forma  individual  en  las 
conexiones salientes de la neurona que monitoriza y, además, sólo si todos los astrocitos de 









7. Red astrocitaria: propagación de  la activación entre astrocitos. En  las diferentes opciones 
que  se  acaban  de  plantear,  los  astrocitos  se  “comunican”  su  estado  de  activación  y  en 
función de la combinación de ese estado ejercen distintas acciones sobre las conexiones de 
la RNGA. El estado de activación del astrocito era  resultado, hasta ahora, únicamente del 
nivel de  activación de  la neurona que monitoriza.  Sin embargo, en esta  aproximación  los 
astrocitos  no  sólo  se  comunican,  sino  que  actúan  sobre  el  resto  de  astrocitos  de  la  red 
modificando  su  estado  de  activación.  Cuando  la  neurona  que  controla  un  astrocito 
ܣ௜	alcance el nivel de activación umbral μ, ese astrocito se activará pero, al mismo tiempo, 
modificará el contador de activaciones de  los astrocitos ܣ௝  a  los que esté conectado en ݀ 
unidades (siendo ݀ =1..μ), ya sea aumentándolo, ya sea disminuyéndolo. Este mecanismo de 











que  cualquiera  de  estas  opciones  puede  utilizar  como  algoritmo  neuroglial  cualquiera  de  los 
utilizados  en  esta  tesis  (Glía Atenuación, Depresión  I)  o  nuevos  algoritmos  que  puedan  surgir  en 
futuros desarrollos de esta línea de investigación.  
















Para el análisis, diseño y desarrollo del  software de  simulación de  las RR.NG.AA./RR.NN.AA. y del 
resto de herramientas de análisis de resultados, se ha seguido un enfoque basado en la Metodología 
en Espiral (Pressman, 1997). De forma iterativa, los algoritmos neurogliales desarrollados en los que 
se  basa  el  funcionamiento  de  las  RR.NG.AA.  se  han  incorporado  al  software  de  simulación, 
generándose así nuevos prototipos del sistema. Estos prototipos han permitido testear la validez del 
software diseñado, sin esperar a las últimas fases de la investigación. En función de los resultados de 
la  validación,  en  sucesivas  iteraciones  se  han  ajustado  los  diseños  propuestos,  incorporando  los 




automáticamente  una  estrategia  de  autocorrección.  Esta  estrategia  ayuda  a  detectar  los  fallos 
existentes  y  favorece  la  integración  gradual  de  nuevas  características  a  un modelo  previamente 
probado, de tal forma que se van generando versiones mejoradas de un mismo modelo. 
Las diferentes  iteraciones  comenzarán a partir del análisis y diseño de  los algoritmos neurogliales 




3.2.2 Metodología	 de	 diseño	 y	 construcción	 de	 los	 sistemas	
conexionistas	
Para el diseño y construcción de las RR.NN.AA. y RR.NG.AA., se ha empleado una metodología propia 




















Para  validar  adecuadamente  los  resultados  se  ha  aplicado  la  técnica  de  cross‐validation  5x2cv 
(Cantú‐Paz &  Kamath,  2005)  o  validación  cruzada  para  estimar  la  precisión  de  los  algoritmos.  La 
validación cruzada se emplea para evitar la influencia de los conjuntos de datos en los resultados de 
un  problema;  esto  es,  para  comprobar  hasta  qué  punto  los  resultados  son  deudores  de  un 
determinado conjunto de patrones. 
En el método de validación  cruzada, el  conjunto D de datos  se divide en k  conjuntos D1,…, Dk no 
solapados (k‐fold cross‐validation). En cada  iteración  i (que varía de 1 a k), el algoritmo se entrena 





de  un  test  t  (Dietterich,  1998).  En  ese  trabajo,  se  propone modificar  el  estadístico  utilizado  y  se 
justifica que es más efectivo realizar k/2 ejecuciones de un test 2‐fold cross‐validation con diferentes 





test  de  validación  cruzada  con  k=2,  de  ahí  el  nombre  5x2cv,  lo  cual  también  es  propuesto  por 
Alpaydin en (Alpaydin, 1999). En cada una de  las 5  iteraciones,  los datos se dividen aleatoriamente 
en dos mitades. Cada una de las mitades se toma como entrada del algoritmo y la otra se utiliza para 
hacer un  test de  la solución  final, con  lo que en  total se  tienen 10  tests distintos  (5  iteraciones, 2 
resultados  por  cada  una).  Este  es  el método  que  se  utiliza  en  este  trabajo,  y  ya  empleado  en 
(Veiguela, 2008), para comparar los resultados de las RR.NG.AA. con los obtenidos por las RR.NN.AA. 
En todos los casos, la base de la comparación es la precisión media de los 10 tests realizados por el 
método 5x2cv. Además, para  independizar  los  resultados de  la  inicialización de  los datos,  se han 
utilizado 10 poblaciones iniciales distintas, con cada una de las cuales se han realizado estos 10 test. 





conjunto  de  patrones  en  dos  mitades.  Esto  puede  no  representar  ningún  problema  cuando  se 
trabaja con conjuntos  lo suficientemente amplios. Sin embargo, en  los problemas tratados en este 
trabajo los conjuntos de datos disponibles son bastante pequeños. Es por ello que, al no haber datos 
suficientes para  realizar entrenamiento,  validación y  test, no  se ha  realizado validación, pues ello 
exigiría dividir en dos el  conjunto de entrenamiento, el  cual es a  su vez  la mitad del  conjunto de 
patrones.  Esta  última  división  provocaría  que,  o  bien  el  entrenamiento  o  bien  la  validación  se 
produjese con un número muy reducido de patrones, que seguramente no sería representativo del 
espacio  de  búsqueda  que  se  estuviese  explorando,  por  lo  que  la  red  no  generalizaría  bien  y  se 
comportaría mal en el test, pues  las redes creadas sólo representarían una parte del conocimiento 
deseado. Para que no ocurra esto, hay que evitar  trabajar  con  conjuntos de patrones demasiado 
pequeños  (poco  representativos).  En  este  caso,  esto  se  hace  al  no  dividir  el  conjunto  de 
entrenamiento  en  entrenamiento  y  validación;  es  decir,  no  realizar  validación.  Al  no  hacerla,  se 
puede  estar  realizando  un  sobreentrenamiento  de  las  redes  generadas.  Sin  embargo  en  (Rivero, 
2007;  Rivero  et  al.,  2007),  se muestra  que  la  precisión  obtenida  es mayor  cuando  esas  redes  se 
sobreentrenan que cuando son generadas con conjuntos de entrenamiento y validación pequeños. 









El  análisis  de  las  diferencias  en  las  precisiones  alcanzadas  por  las  RR.NN.AA.  y  RR.NG.AA.  se  ha 
realizado  aplicando  el  test  de  Wilcoxon  de  rangos  signados  sobre  los  resultados  obtenidos. 
Aplicando  un  contraste  de  hipótesis  utilizando  este  estadístico,  se  ha  podido  establecer  si  la 




modelo  de  probabilidad.  Formulada  ésta,  un  contraste  o  test  de  hipótesis  es  una  técnica  de 
inferencia que permite comprobar si la información proporcionada por una muestra concuerda con 
la hipótesis planteada. Las hipótesis estadísticas pueden ser:  
 Paramétricas: afirmación  sobre  los valores de  los parámetros poblacionales desconocidos. 
Será simple si especifica un único valor para cada parámetro poblacional desconocido, y será 
compuesta  si  asigna  un  conjunto  de  valores  posibles  a  parámetros  poblacionales 
desconocidos. 
 No  paramétricas:  afirmación  sobre  alguna  característica  estadística  de  la  población  en 
estudio. Por ejemplo, las observaciones son independientes, la distribución de la variable es 
normal, la distribución es simétrica, etc. (Vilar, 2003). 
La  hipótesis  que  se  contrasta  se  denomina Hipótesis Nula  (H0).  La  hipótesis  que  se  acepta  si  se 
rechaza H0 es  la Hipótesis Alternativa  (H1). “H0 debe ser  la hipótesis que el experimentador asume 
como  correcta  y  que  no  necesita  ser  probada.  […]  La  aceptación  de  H0  no  implica  que  ésta  sea 
correcta o que haya sido probada sino que los datos no han proporcionado evidencia suficiente como 




de  contraste,  que  debe  seguir  una  distribución  conocida  cuando H0  sea  cierta,  de modo  que  se 
pueda  distinguir  una  discrepancia  grande  que  tenga  una  probabilidad  muy  pequeña  de  ocurrir 







Finalmente, se toma  la muestra y se calcula el valor del estadístico  መ݀  asociado a  la muestra (valor 




rechazar H0.  Con  carácter  general,  y  de manera  orientativa,  un  p‐valor  inferior  a  0,01  sugiere  el 





cola).  En  este  caso,  las  muestras  son  pareadas,  pues  aparecen  como  distintas  observaciones 









RR.NG.AA.  (H0),  se pueden emplear diferentes  test de hipótesis,  como el de Wilcoxon de  rangos 
signados que veremos a continuación. 
3.4.1 Test	no	paramétrico	de	Wilcoxon	de	rangos	signados	
El  contraste  de Wilcoxon  (Wilcoxon,  1945)  es  una  técnica  no  paramétrica  apropiada  cuando  la 
suposición de normalidad no es  válida.  Se dispone de n parejas de  valores  (xi,  yi) que  se pueden 
considerar  como  una  variable  medida  con  cada  conjunto  de  datos  en  cada  una  de  las  dos 













3. A cada  rango  (r(|di|): valor del orden del dato en el conjunto) se  le asigna el signo de  la 
diferencia. 
4. Calcular la suma de rangos positivos por un lado (w+), y la de rangos negativos por otro (w‐).  
5.  La  suma  de  los  rangos  con  diferencias  negativas  omitido  su  signo  es  el  estadístico  de 
contraste que se suele denotar con la letra W (o T). 
Las hipótesis manejadas por este  contraste para determinar  si existen diferencias entre  las 
muestras son: 
൜				ܪ଴ ∶ ܰ݋	݄ܽݕ	݂݀݅݁ݎ݁݊ܿ݅ܽ	݁݊ݐݎ݁	݈ܽݏ	݉݁݀݅ܽ݊ܽݏ	݀݁	݈ܽݏ	݉ݑ݁ݏݐݎܽݏ	݌ܽݎ݁ܽ݀ܽݏ	ሺܯ݁݀ோேீ஺ ൌ 	ܯ݁݀ோே஺ሻܪଵ:		ܵí	݄ܽݕ	݂݀݅݁ݎ݁݊ܿ݅ܽ	݁݊ݐݎ݁	݈ܽݏ	݉݁݀݅ܽ݊ܽݏ	݀݁	݈ܽݏ	݉ݑ݁ݏݐݎܽݏ	݌ܽݎ݁ܽ݀ܽݏ	ሺܯ݁݀ோேீ஺ ൏ 	ܯ݁݀ோே஺ሻ  





atípicas  en  la muestra.  Por  otra  parte,  remarcar  que  si  la  distribución  es  normal,  la media  y  la 









4. EVALUACIÓN	 DE	 LAS	 REDES	 NEUROGLIALES	
ARTIFICIALES	
 
En  la  primera  parte  de  este  capítulo,  se  describirá  el  entorno  de  simulación  utilizado  en  la 
experimentación llevada a cabo en este trabajo de tesis, así como las aplicaciones desarrolladas para 





y  las RR.NG.AA.  en  todos  los problemas que  aquí  se  tratan  es muy  elevado,  ya que  se  pretende 
comparar  los  resultados  de  aplicar  RR.NN.AA.  y  RR.NG.AA.  a  diferentes  arquitecturas  de  red, 




una  parte  con  un marco  de  trabajo  que  permita  ejecutar  procesos  de  forma  concurrente  sobre 
máquinas con gran capacidad de procesado y, por otra, con una herramienta que permita extraer y 
analizar de forma automática los datos de los registros o logs resultantes de las simulaciones.  





Alvarellos  (Porto,  2004;  Alvarellos,  2007).  Esta  aplicación  no  era  apta  para  su  ejecución  en  las 






mejor  individuo,  etc.)  a  una  aplicación  con  paso  de  parámetros  por  fichero,  implementada 
íntegramente en  lenguaje C  (Ibáñez, 2008). De esta  forma,  indicando en un  fichero de parámetros 
los valores deseados para cada simulación, podrán lanzarse en paralelo distintos procesos. Con esta 





muy  elevado  (el  número  máximo  de  trabajos  a  encolar  es  800  y  1000  en  SVG  y  FinisTerrae, 
respectivamente),  que  irán  entrando  en  ejecución  en  alguno  de  los  nodos  de  la  máquina 
seleccionada en base a un sistema de prioridades, que tiene en cuenta: el tiempo de espera en  la 
cola, el tiempo de ejecución ya empleado por un mismo usuario, y los requerimientos de memoria y 












A  continuación,  se  describen  los  scripts  y  archivos  de  parámetros  utilizados  para  lanzar  las 
simulaciones y la estructura de directorios necesaria para su ejecución.  
 Scripts de ejecución 
Para  la  realización  masiva  de  simulaciones  se  ideó  una  estructura  de  directorios,  archivos  de 
parámetros y scripts de encolamiento, que facilita realizar el mayor número de pruebas posibles en 
paralelo y el posterior análisis de resultados.  
Existe  un  directorio  genérico  para  albergar  el  código  fuente,  compilado  y  ejecutable  de  la 
herramienta de simulación y, además, para cada problema se ha  ideado una estructura común de 
subdirectorios, todo  lo cual permite reutilizar  los scripts de encolamiento y  lanzar  las simulaciones 
para los distintos problemas de forma paralela. La estructura de directorios utilizada es la siguiente: 
 entrenar_linux:  directorio  común  que  contiene  los  archivos  fuentes,  compilados  y 




 patrones:  este  directorio  se  organiza  a  su  vez  en  10  subdirectorios  correspondientes  a 
cada uno de  los conjuntos de entrenamiento/test  resultantes de  la división de  los datos 
según  la  aplicación de  la  técnica  cross‐validation5x2cv descrita  en  el  apartado  anterior. 
Dentro de cada subdirectorio se almacenan los ficheros de entrenamiento/test asociados. 







almacenarán dentro del  subdirectorio  correspondiente al  conjunto de patrones  tratado, 
los  ficheros de  resultados  (log)  con  los valores de número de generación, error de  test, 












ha  sido  necesario  crear  dos  versiones  de  este  script  que  aplican  las  respectivas  opciones  de 
encolamiento de cada máquina. 
El  script que  se observa en  la  Figura 4.2, envía a  la  cola de  SVG  (instrucción qsub) 100 procesos, 
resultantes de la combinación de 10 poblaciones distintas y 10 conjuntos de patrones distintos que 



















actúa  la glía. No debe confundirse este parámetro con cada  fase de cross‐validation en  la 
que  los  datos  de  entrada  se  dividen  en  conjuntos  de  entrenamiento  y  test  y  que  en  la 
literatura referenciada es denominada de la misma forma.  
 Activaciones:  representa  el  número  de  iteraciones  que  tiene  que  activarse  una neurona 
para que se vean modificadas sus conexiones. 
 Función de activación: función perteneciente a una neurona artificial, que tras operar sobre 
los  valores  de  entrada  del  elemento,  su  valor  de  activación  anterior,  etc.,  determina, 
dependiendo del tipo de función, si ésta se activa o no. 














formado  por  el  conjunto  de  pesos  de  todas  las  conexiones  y  parámetros  de  la 




Así por ejemplo, el  fichero glia38capa9_4indi150.par que se muestra en  la Figura 4.4, contiene  los 
valores  adecuados  para  simular  una  RNGA  con dos  capas  ocultas  de  9  y  4  neuronas,  función  de 













generan 500  ficheros de  log: 100  ficheros de  log para  las RR.NN.AA.  (10 poblaciones  iniciales x 10 
conjuntos de entrenamiento) y 400 para  las RR.NG.AA. (10 poblaciones  iniciales x 10 conjuntos x 4 
combinaciones de  iteración‐activación: 4‐2, 6‐2, 6‐3, y 8‐3). Además, dado que  las simulaciones se 
han  realizado  utilizando  dos  algoritmos  neurogliales  distintos  (uno  de  potenciación  y  otro  de 






junto  con  una  plantilla  Excel  que  ha  permitido  analizar  de  forma  automática  los  ficheros  de  log 
generados en las simulaciones.  
El  programa  en MATLAB  lee,  para  cada  problema‐arquitectura,  los  datos  de  los  ficheros  de  log 
correspondientes; a partir de ellos, calcula  los datos de  interés para esta  investigación  (porcentaje 













conjunto  de  test  correspondiente,  se  calculará  el  porcentaje  de  acierto  en  test.  Esto 







2. Mejor  porcentaje  de  acierto  durante  el  tiempo  fijado:  Al  igual  que  en  el  porcentaje  de 
acierto en tiempo de parada, se fijará un tiempo límite, el mismo para las simulaciones de las 
RR.NN.AA. que de las RR.NG.AA., para comparar el ECM de entrenamiento y el ECM de test. 
Pero  en  este  caso,  el  programa  MATLAB  obtiene  para  cada  combinación  de  conjunto‐
población e iteración‐activación, el porcentaje de acierto de test asociado al mejor individuo 
de pesos obtenido a  lo  largo de  todo el  tiempo de entrenamiento  transcurrido hasta ese 





asociado  al  individuo  obtenido  en  un  tiempo  de  parada  concreto  y  exacto).  Esto  es, 
transcurrido el mismo tiempo de entrenamiento, en esta métrica se presentarán los mejores 




tiempo,  siendo  ݐ  fijado  de  antemano.  Estos datos  se  volcarán  a  la plantilla  Excel,  lo  cual 
permitirá realizar gráficas que muestren la evolución en el tiempo del error obtenido por la 
RNGA  frente  al  obtenido  por  la  RNA.  Además,  este  análisis  permite  obtener  la  tercera 
métrica  utilizada  en  la  comparación de  resultados, que  es  el  tiempo medio  en  el  cual  se 






















entrenamiento  y  test  en  parada  para  cada  RNGA  y  RNA  y  los  ratios  entre  dichos 
porcentajes de acierto. 
 Tablas  resumen con  las medias, desviación típica y valor de Wilcoxon de  los 100 casos 
para cada problema y combinación.  




En  este  capítulo,  para  cada  problema  tratado,  se  expondrán  y  analizarán  los  resultados 
correspondientes  a  cada  uno  de  los  apartados  descritos  en  el  capítulo  3.  Solución  Propuesta, 
siguiendo  el  mismo  orden.  Así,  en  primer  lugar  se  presentarán  los  resultados  obtenidos  por 
RR.NN.AA.  y  RR.NG.AA.  de  una  sola  capa  oculta,  tanto  utilizando  el  algoritmo  neuroglial  de 
potenciación  como  el  de  depresión.  En  segundo  lugar,  se  expondrán  los  resultados  obtenidos 
aplicando redes de mayor complejidad con dos y tres capas ocultas. Por último, se demostrará que la 
diferencia en los resultados alcanzados por las RR.NG.AA. respecto a las RR.NN.AA. no es debida a la 









 Para  cada  problema  y  arquitectura,  los  valores  de  la  comparación  de  cada  RNA  con  su 
correspondiente RNGA serán los porcentajes (medio o de un caso representativo) de acierto 
en test y entrenamiento. El porcentaje de acierto medio en entrenamiento/test se refiere a la 
media  del  porcentaje  de  acierto  obtenido  en  los  resultados  de  100  entrenamientos/test 
distintos (n=100). Estos 100 test fueron realizados una vez que la red fue entrenada con 10 
conjuntos distintos de patrones de entrada, usando 5x2cv cross‐validation y empleando diez 
poblaciones  iniciales  de  pesos  iniciales.  Sin  embargo,  cuando  se  habla  del  porcentaje  de 





de  parada”.  Ese  tiempo,  que  es  el  mismo  para  las  RR.NN.AA.  y  las  RR.NG.AA.,  fue 








presentación  de  resultados,  cuando  no  se  indique  lo  contrario  los  porcentajes  de  acierto 
medio en entrenamiento y test de las RR.NG.AA. que se mostrarán en los gráficos serán los 
obtenidos aplicando siempre la misma combinación neuroglial de iteración‐activación: 6‐3.   













4.2.1 Análisis	 de	 la	 influencia	 de	 los	 astrocitos	 artificiales	 en	 el	
rendimiento	de	 las	RR.NG.AA.:	arquitecturas	de	red	de	una	única	
capa	oculta	
Para  cada  problema  tratado,  tanto  en  los  apartados  de  potenciación  como  de  depresión,  se 
mostrarán y compararán los resultados obtenidos por las RR.NN.AA. y las RR.NG.AA. en la resolución 
del problema. Para ello, se presentarán los siguientes gráficos y tablas de resultados:  
 Gráficos  que  muestran  la  evolución  en  el  tiempo  de  los  porcentajes  de  acierto  en 
entrenamiento y test obtenidos cada ݔ minutos, siendo ݔ dependiente del problema y fijado 
en  función  de  la  duración  del  entrenamiento.  Se  presentarán  cuatro  gráficos 
correspondientes a: 
o La  evolución  del  porcentaje  de  acierto  de  entrenamiento  y  test  para  un  ejemplo 





 Una tabla resumen de  las medias de porcentajes de acierto y test, donde se comparan  los 
resultados obtenidos por RR.NN.AA. con : 





o Los obtenidos utilizando en cada uno de  los 100 casos  la “mejor combinación”; es 
decir,  la  combinación neuroglial de  iteración‐activación de  las  cuatro posibles que 
para cada conjunto‐población alcanza los mejores resultados.  
Para finalizar la exposición de cada uno de los subapartados de potenciación y depresión, y con 
el objetivo de proporcionar una comparativa global del  rendimiento de  las RR.NN.AA. y de  las 
RR.NG.AA., se mostrará un gráfico de los porcentajes de acierto medio en entrenamiento y test 
obtenidos en cada uno de  los cuatro problemas aplicando ambos  tipos de  redes,  junto con el 



















Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento  y  test  (Figura  4.7,  izquierda  y derecha  respectivamente) obtenido por  la RNA  y  la 
RNGA (6‐3) frente al tiempo de entrenamiento. Como puede observarse, la evolución del porcentaje 
de  acierto  en  entrenamiento  es muy  similar  en  ambos  tipos  de  red,  aumentando  ligeramente  al 
principio  del  entrenamiento  para  no  variar  prácticamente  en  los  últimos  minutos,  siendo  los 
porcentajes de  acierto  semejantes. El porcentaje de acierto en  test  varía  también muy poco a  lo 







en  este problema. Analizando  los datos de  test,  se observa  que  aunque el porcentaje de  acierto 
medio  de  la  RNA  es  superior  al  de  la  RNGA  en  todas  las  combinaciones  iteración‐activación,  las 
diferencias en la media sólo son significativas en el caso de las combinaciones 6‐2 y 6‐3, por lo que la 
RNA y  la RNGA están  igualadas en  los otros dos casos. En cambio, eligiendo  la mejor combinación 











RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio  
(%) 41,59 40,79 41,12 41,88 48,56 43,59 
Wilcoxon 8,513E-02 3,703E-02 1,777E-02 2,422E-01 2,425E-06 
Entrenamiento 
Acierto Medio  
(%) 50,03 49,77 49,77 50,72 55,39 49,79 














Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
















Analizando  los datos de test, se observa como  la precisión media de  la RNA es superior a  la de  las 
distintas  combinaciones  iteración‐activación  de  RNGA,  siendo  las  diferencias  en  la  media  muy 
significativas. Cuando se elige la mejor combinación iteración‐activación de RNGA en cada uno de los 
100  casos,  la  precisión  de  RNGA  es  superior,  pero  dado  que  las  diferencias  en  la media  no  son 
significativas, no puede afirmarse que en este caso la precisión de RNGA sea superior.  
RNGA 
RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
(%) 77,71 76,54 76,95 76,11 80,22 80,15 
Wilcoxon 7,145E-07 1,914E-10 4,092E-08 2,969E-13 9,543E-01 
Entrenamiento 
Acierto Medio 
(%) 89,92 89,8 89,94 90,04 90,56 88,45 
Wilcoxon 1,234E-08 3,055E-07 8,990E-08 1,560E-08 1,164E-13 
4.2.1.1.3 Cáncer	de	Mama	
En  los  dos  gráficos  siguientes  se  muestra  para  el  problema  Cáncer  de  Mama  la  evolución  del 








frente al  tiempo de entrenamiento en un  caso  representativo  (conjunto de patrones 7, población 
inicial  9).  Se  observa  que,  aunque  durante  los  dos  primeros minutos  el  porcentaje  de  acierto  de 







Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento y  test  (Figura 4.11,  izquierda y derecha  respectivamente) obtenido por  la RNA y  la 
RNGA  (6‐3)  frente al  tiempo de entrenamiento. El porcentaje de acierto medio en entrenamiento 












En  la Tabla 4.3  se muestran  los  resultados alcanzados por  las RR.NN.AA.  y  las RR.NG.AA. en este 
problema. Analizando los datos de test, se observa que la RNA supera a la RNGA con diferencias en 
la media  del  porcentaje  de  acierto  significativas,  en  dos  de  las  cuatro  combinaciones  iteración‐
activación (6‐2 y 8‐3). Para las combinaciones 4‐2 y 6‐2 las diferencias no son significativas, así que la 




RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
(%) 85,48 84,52 84,87 84,40 87,17 85,10 
Wilcoxon 8,628E-02 2,027E-02 3,649E-01 2,216E-02 2,321E-11 
Entrenamiento 
Acierto Medio 
(%) 91,94 91,17 91,49 90,98 92,85 90,39 
Wilcoxon 1,976E-12 9,254E-05 6,086E-06 5,780E-03 7,360E-17 
4.2.1.1.4 Ionosfera	
En los dos gráficos siguientes, se muestra para el problema de Ionosfera la evolución del porcentaje 













Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento y  test  (Figura 4.13,  izquierda y derecha  respectivamente) obtenido por  la RNA y  la 
RNGA (6‐3) frente al tiempo de entrenamiento. Como puede observarse, la evolución del porcentaje 









al obtenido por  la RNA, siendo además  las diferencias extremadamente significativas. También  los 











RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
(%) 80,77 78,25 79,91 79,27 83,44 79,04 
Wilcoxon 6,462E-04 1,595E-01 1,031E-01 2,910E-01 3,656E-14 
Entrenamiento 
Acierto Medio 
(%) 93,15 90,53 92,69 92,25 94,00 86,96 
Wilcoxon 1,062E-12 1,864E-08 1,149E-11 5,917E-10 2,183E-15 
 
4.2.1.1.5 Comparativa	de	los	cuatro	problemas	





Observando  el  gráfico  de  los  resultados  de  test  (Figura  4.14,  Derecha),  puede  apreciarse  cómo 









test  de  la mejor  combinación  de  RNGA  supera  al  obtenido  por  la  RNA,  siendo  la  diferencia  de 




en  los  gráficos,  la  6‐3  (barra  roja),  la RNA obtiene mejores porcentajes de  acierto  en  test  en  los 
problemas de Corazón y Flor de Iris. En Cáncer e Ionosfera, las diferencias en el porcentaje de acierto 
medio en test no son significativas, así que  la RNA y  la RNGA (6‐3) estarían  igualadas. No obstante, 
puede verse en las tablas de resultados anteriores que la combinación 6‐3 no ha sido la mejor de las 
cuatro  analizadas  en  ninguno  de  los  cuatro  problemas.  Así,  en  el  caso  de  Flor  de  Iris  ha  sido  la 
combinación 8‐3 la mejor de las cuatro, mientras que en Corazón, Cáncer e Ionosfera ha sido 4‐2 la 
que ha obtenido mejores resultados respecto a las otras tres combinaciones. De esta forma, al igual 
que  sucede  en  el  astrocito  biológico,  vemos  que  los  parámetros  óptimos  de  iteración‐activación 
dependen del problema analizado y de las condiciones iniciales (conjunto de datos y población inicial 
de individuos elegidos).  
Una  vez  establecido  que  en  arquitecturas  de  una  sola  capa  oculta  la  mejor  de  las  cuatro 
combinaciones  iteración‐activación de  la RNGA obtiene de  forma significativa mejores porcentajes 
de acierto medio en test que la RNA en tres de los cuatro problemas  (en Corazón el porcentaje de 
acierto de RNA es mayor, pero la diferencia no es significativa) y aplicando el algoritmo neuroglial de 




Los  dos  gráficos  siguientes  muestran  la  evolución  del  porcentaje  de  acierto  en  test  y  en 
entrenamiento  (Figura  4.15,  izquierda  y  derecha  respectivamente)  para  un  único  conjunto  de 
entrenamiento y población  (conjunto 2, población 7). Se observa cómo, mientras el porcentaje de 
acierto en test de la RNA permanece estancado prácticamente desde el inicio del entrenamiento, el 
















significativas  tanto en  la  combinación 8‐3  como  cuando  se elige en  cada uno de  los 100  casos  la 












RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
(%) 44,00 48,83 46,73 53,81 59,48 43,97 
Wilcoxon 7,828E‐01  2,181E‐03  5,713E‐02  7,099E‐11  9,540E‐17 
Entrenamiento 
Acierto Medio 
(%) 51,64 57,63 53,84 62,64 66,99 50,47 
Wilcoxon 5,412E‐01  3,966E‐07  3,865E‐02  1,637E‐12  4,123E‐17 
 
4.2.1.2.2 Corazón	
Los  dos  gráficos  siguientes  muestran  la  evolución  del  porcentaje  de  acierto  en  test  y  en 
entrenamiento  (Figura  4.17,  izquierda  y  derecha  respectivamente)  para  un  único  conjunto  de 
entrenamiento  y  población  (conjunto  3,  población  8).  El porcentaje  de  acierto  en  entrenamiento 
obtenido por  la RNGA (6‐3) es superior en  los primeros  instantes, pero conforme avanza el tiempo 






Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 








RNGA  (6‐3)  frente  al  tiempo  de  entrenamiento.  Como  puede  observarse,  a  lo  largo  de  todo  el 
entrenamiento  el  porcentaje  de  acierto  medio  en  entrenamiento  alcanzado  por  la  RNGA  es 
ligeramente  superior  al obtenido  por  la RNA.  En  cuanto  a  la  evolución  del  porcentaje  de  acierto 





Observando  los  resultados  de  test,  se  aprecia  cómo  de  nuevo  al  elegir  la  mejor  de  las 
combinaciones,  la  RNGA  supera  a  la  RNA  en  porcentaje  de  acierto  medio  en  test  de  forma 





RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
(%) 80,29 79,28 80,25 78,50 82,34 80,19 
Wilcoxon 9,306E-01 7,245E-03 8,857E-01 2,333E-05 6,541E-08 
Entrenamiento 
Acierto Medio 
(%) 89,93 90,67 90,03 90,62 90,84 88,59 










En  los dos gráficos  siguientes,  se muestra para el problema de Cáncer de Mama  la evolución del 
porcentaje de acierto en entrenamiento y  test  (Figura 4.19,  izquierda y derecha  respectivamente) 





Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento y  test  (Figura 4.20,  izquierda y derecha  respectivamente) obtenido por  la RNA y  la 
RNGA (6‐3) frente al tiempo de entrenamiento. Como puede observarse, la evolución del porcentaje 
de  acierto  en  entrenamiento  y  test  es muy  similar  en  ambos  tipos  de  redes,  incrementándose 


















RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio 
 (%) 87,71 89,24 88,68 89,92 90,60 85,11 
Wilcoxon 4,276E-15 6,462E-16 1,021E-14 7,382E-17 2,553E-17 
Entrenamiento 
Acierto Medio 
(%) 93,28 94,80 94,31 95,08 95,12 90,43 




de  acierto  en  entrenamiento  y  test  (Figura  4.21,  izquierda  y  derecha  respectivamente)  frente  al 
tiempo de entrenamiento en un caso representativo (conjunto de patrones 2, población inicial 3). Se 
observa que el porcentaje de acierto en entrenamiento obtenido por  la RNGA  (6‐3) es superior al 
obtenido por  la RNA  a  lo  largo de  todo el eje  temporal,  siendo más  acusada  la diferencia en  los 
primeros minutos del entrenamiento. Un  comportamiento  similar  se observa en el porcentaje de 









Se  muestra  ahora,  para  este  problema,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento y  test  (Figura 4.22,  izquierda y derecha  respectivamente) obtenido por  la RNA y  la 
RNGA  (6‐3).  Como  puede  observarse,  la  evolución  del  porcentaje  de  acierto  medio  en 
entrenamiento es muy similar en la RNA y la RNGA, incrementándose en ambos casos a lo largo de 





Se  observa  que  la  RNA  obtiene  mejores  resultados  que  las  cuatro  combinaciones  neurogliales 
analizadas,  con  diferencias  en  las medias  extremadamente  significativas.  Sin  embargo,  aunque  el 
porcentaje  de  acierto  en  test  de  la  RNA  supera  en  cuatro  décimas  al  obtenido  por  la  mejor 











RNA 4-2 6-2 6-3 8-3 Mejor 
Test 
Acierto Medio  
(%) 76,22 76,48 75,73 73,6 79,66 79,87 
Wilcoxon 6,137E-08 5,487E-09 1,034E-09 3,276E-14 5,172E-01 
Entrenamiento  
Acierto Medio  
(%) 86,5 86,88 85,88 82,95 88,32 88,22 




arquitectura  con  una  única  capa  oculta,  el  porcentaje  de  acierto medio  en  entrenamiento  y  test 
obtenido  en  la  resolución  de  los  cuatro  problemas  tratados,  por:  la  RNA,  la  combinación  6‐3  de 















la  diferencia  no  es  significativa,  por  lo  que  la  RNA  y  la  RNGA  estarían  igualadas.  En  cuanto  al 
porcentaje de  acierto medio  en  entrenamiento  (Figura  4.23,  izquierda),  el  obtenido por  la mejor 
combinación de RNGA es significativamente superior al alcanzado por  la RNA en tres de  los cuatro 
problemas. En Ionosfera la diferencia de resultados no es significativa. 







RNGA 6‐3  son  significativamente mejores en  todos  los problemas excepto en  Ionosfera, donde  la 
RNA es significativamente superior. 
Al igual que sucedía en potenciación, observando las tablas de resultados puede apreciarse cómo la 

















única  capa  oculta  se  pueden  extraer  las  conclusiones  que  se  listarán  a  continuación.  Todas  ellas 
están en concordancia con lo observado en el cerebro y lo que se conoce de la plasticidad sináptica y 
sinapsis tripartita, expuesto en el capítulo 2.1 Antecedentes biológicos: 
 Las  RR.NG.AA.,  aplicando  el  algoritmo  glial  de  potenciación  de  conexiones,  han 
demostrado ser superiores a  las RNA con diferencias extremadamente significativas en 
el  porcentaje  de  acierto medio  en  test  en  tres  de  los  cuatro  problemas  (Flor  de  Iris, 








resultados  depende  del  problema  analizado  (potenciación  en  el  caso  de  Ionosfera, 
depresión en los otros tres problemas). Esto mismo sucede en el cerebro, donde se sabe 
que  en  los  procesos  de memoria  y  aprendizaje  unos  caminos  sinápticos  se  refuerzan 
(comportamiento emulado en el algoritmo glía potenciación)  y otros  se debilitan  (glía 
depresión).  Es  más  fácil  retener  conceptos  relacionados  con  otros  ya  residentes:  a 
medida que se incorporen nuevos conceptos, las conexiones no reforzadas se debilitarán 
relativamente  respecto  a  las  que  sí  se  refuerzan,  en  lo  que  se  denomina  olvido 
fisiológico. 
 La  combinación  neuroglial  de  iteración‐activación  que  obtiene  mejores  resultados 




los  resultados  obtenidos  para  arquitecturas  de  red  de más  de  una  capa  oculta.  Esto  permitirá 
comprobar si la mejora en los resultados obtenidos por las RR.NG.AA. se incrementa a medida que la 










 Para  cada  problema,  gráficos  comparativos  de  los  porcentajes  de  acierto  medio  en 




arquitecturas de  red de una, dos  y  tres  capas ocultas utilizadas en  la  resolución de  cada 




y su correspondiente RNA. Un  índice >1  indicaría que  los resultados de  la RNGA superan a 
los  de  la  RNA.  En  un  único  gráfico  se  mostrarán,  de  forma  agrupada  para  los  cuatro 
problemas,  los  ratios  de  las  cuatro  combinaciones  de  RR.NG.AA.  vs  RR.NN.AA.  frente  al 
número de  capas ocultas. En este mismo gráfico,  se mostrará para  cada  capa  la media ± 























capas,  aunque  sus  resultados  siguen  siendo mejores que  los obtenidos por  la de una  capa. En el 
problema de Iris sucede algo similar a Cáncer: la RNGA obtiene mejores porcentajes de acierto en 2 
que  en  3  capas,  pero  las  diferencias  con  la  RNA  no  son  significativas,  mientras  que  para  la 
arquitectura de 1 capa oculta sí lo son. En Corazón los resultados de 2 capas no son mejores que los 
de una, pero los de 3 capas sí superan a los de 1 y 2 capas.  
A  continuación  (Figura  4.25),  se presenta  el  gráfico de  los  ratios de  índice  de  rendimiento de  las 
cuatro  combinaciones neurogliales de RR.NG.AA‐potenciación  frente  a  la RNA,  y  la  tendencia  (en 
rojo) en  la media de  los  índices de rendimiento o acierto de las RR.NG.AA a medida que el número 
de capas ocultas crece: 
ENTRENAMIENTO  TEST 






















































































































4.2.3 Comprobación	 de	 que	 los	 cambios	 en	 el	 rendimiento	 de	 las	
RR.NG.AA.	 son	 debidos	 a	 los	 astrocitos	 artificiales	 y	 no	 a	 la	
presencia	de	más	elementos	de	procesado	
Dado  que  la mejora  en  el  rendimiento  de  las  RR.NG.AA.  frente  a  las  RR.NN.AA.  podría  no  ser 
específicamente debida a  los astrocitos, sino a  la presencia de elementos de procesado adicionales 
en  la  red,  se ha comprobado  si  introduciendo nuevas neuronas en  las RR.NN.AA.  se consigue una 







































































































































































A  continuación,  y  a  modo  de  resumen,  se  mostrará  para  los  cuatro  problemas  tratados  una 
comparativa  global  de  los  resultados  alcanzados  por  las  RR.NN.AA.  frente  a  las  RR.NG.AA.‐
potenciación y a las RR.NG.AA.‐depresión, con una, dos y tres capas ocultas. El nivel de significación 
de  la diferencia entre el  resultado medio alcanzado por  cada  combinación neuroglial y  la RNA  se 







Cabe  destacar  además  que,  si  se  comparan  los  dos  algoritmos  neurogliales,  depresión  obtiene 














Combin I-A 4-2 6-2 6-3 8-3 MEJOR 































































  1 capa  *** 77,71  80,29 *** 76,54 ** 79,28 *** 76,95 80,25 *** 76,11 *** 78,50 80,22 *** 82,34 80,19 




































  1 capa  *** 80,77 *** 76,22 78,25 *** 76,48 79,91 *** 75,73 79,27 *** 73,60 *** 83,44 79,66 79,87 
2 capas  78,51 
 

























92,72 82,86 83,04 
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obtenidos por  la mejor  combinación de RR.NG.AA.‐potenciación  son  significativamente  superiores 
en  las  doce  redes  analizadas  (4  problemas  x  3  arquitecturas)  y  los  obtenidos  por  RR.NN.AA.‐
depresión  lo  son  también,  excepto  en  Ionosfera  1  y  3  capas.  Comparando  los  dos  algoritmos 






















Combin I-A 4-2 6-2 6-3 8-3 MEJOR 



































































  1 capa  *** 89,92 *** 89,93 *** 89,80 *** 90,67 *** 89,94 *** 90,03 *** 90,04 *** 90,62 *** 90,56 *** 90,84 88,45 










































  1 capa  *** 93,15 *** 86,50 *** 90,53 ** 86,88 *** 92,69 *** 85,88 *** 92,25 *** 82,95 *** 94,00 88,32 86,96 



























































































obtiene  mejores  porcentajes  de  acierto  tanto  en  entrenamiento  como  en  test  en  todos  los 
problemas y arquitecturas, centrándose en los resultados de la combinación 6‐3 se observa que esto 
ya no se cumple. Para poder analizar los resultados globales de esta combinación neuroglial, se han 
enfrentado en un mismo gráfico  (para  cada arquitectura de  red por  separado)  los porcentajes de 
acierto  en  entrenamiento  y  test  obtenidos  para  los  cuatro  problemas  por  las  RR.NG.AA.(6‐3)‐
potenciación y las RR.NN.AA.  
La Figura 4.31 muestra el porcentaje de acierto medio en entrenamiento y test de las RR.NG.AA.(6‐
3)‐potenciación  frente al obtenido por  las RR.NN.AA y  la mejor combinación de RNGA. Se observa 
cómo,  en  todos  los  problemas  y  arquitecturas  (excepto  en  Flor  de  Iris  1  capa),  las  RR.NG.AA. 
consiguen mejores porcentajes de acierto medio en entrenamiento. Sin embargo, el porcentaje de 
acierto  medio  en  test  de  las  RR.NG.AA  (6‐3)  frente  a  las  RR.NN.AA.  muestra  más  variabilidad 











Se muestran, a continuación  (Figura 4.32),  los mismos gráficos, pero para  los resultados obtenidos 
por RR.NG.AA. (6‐3)‐depresión. Puede observarse cómo, al igual que en potenciación, el porcentaje 
de  acierto  medio  de  entrenamiento  de  las  RR.NG.AA.  es  significativamente  superior  al  de  las 
RR.NN.AA. en todos los problemas y arquitecturas. En cuanto al porcentaje de acierto medio en test, 
el  obtenido  por  las  RR.NG.AA.  6‐3  es  también  significativamente  superior  al  obtenido  por  las 






contrario,  las RR.NN.AA. superan de  forma significativa a  las RR.NG.AA. en  Ionosfera 1 y 3 capas y 











Todo  estos  resultados  demuestran  la  influencia  astrocítica  sobre  las  redes  artificiales.  Dicha 
influencia es dependiente  tanto del problema como de  la complejidad de  la  red analizada. Puede 
concluirse que, al  igual que sucede con  las sinapsis biológicas, reguladas por múltiples  factores de 
ajuste muy preciso, para obtener  los resultados más  favorables es necesario ajustar, en cada caso, 




En  el  apartado  3.1.4  del  capítulo  Solución  Propuesta,  se  plantearon  varias  posibilidades  para 
incorporar a las RR.NG.AA. la comunicación entre astrocitos, ya que en las RR.NG.AA. analizadas en 
esta tesis sólo se ha contemplado la comunicación bidireccional astrocito‐neurona.  
Para  abordar  la  integración  de  esta  comunicación  inter‐astrocítica  en  las  RR.NG.AA,  se  ha 
considerado  adecuado,  por  sencillez  al  ser  una  primera  aproximación,  abordar  su  diseño 
modelizando  la primera de las opciones planteadas: 1 Red de astrocitos + algoritmo neuroglial. En 
esta  posibilidad  de  comunicación,  los  astrocitos  actuarían  a  nivel  individual  (comportamiento 






cuenta  la  activación  del  astrocito  que monitoriza  la  neuronaN୧	  origen  de  la  conexión,  sino  que 
también deberá activarse el astrocito que monitoriza la neurona destino. 









 En  la primera aproximación, cuando  los dos astrocitos que delimitan  la conexión se activan, se 
incrementa en un porcentaje a el peso de la conexión; si no se activan los dos astrocitos a la vez, 
se decrementa en un porcentaje b el peso de esa conexión. En  la Figura 4.33  se esquematiza 
este  comportamiento  (el  centro  del  astrocito  en  rojo  simboliza  que  se  ha  activado)  y  se 













































































de  la  conexión  en  caso  contrario.  El  esquema  de  funcionamiento  y  las  fórmulas  se 






















































 En  función  de  los  resultados  que  se  obtengan  de  la  experimentación  con  estas  dos  primeras 


















neuronas  artificiales  y  no  tienen  en  cuenta  el  comportamiento  de  ninguna  otra  célula  del  SN. 
Recientemente, se ha demostrado que en el cerebro los astrocitos del sistema glial juegan un papel 
esencial en el procesamiento de la información (Perea & Araque, 2007a; Perea, Navarrete & Araque, 
2009;  Navarrete  &  Araque,  2010;  Volterra  et  al.,  2014;  Araque  et  al.,  2014),  existiendo  una 
comunicación  bidireccional  entre  astrocitos  y  neuronas  y  entre  los  propios  astrocitos.  Esto  ha 
llevado  a  sugerir  que  la  actividad  cerebral  depende  de  la  actividad  de  redes  neurogliales.  Sin 
embargo, aún no se conoce con exactitud de qué manera actúan los astrocitos del cerebro e incluso 
existe  cierta  controversia  sobre  su  papel  fundamental  (Araque  et  al.,  2014).  Considerando  esta 
cuestión, en esta tesis se han incorporado por primera vez astrocitos artificiales a SS.CC. multicapa, 
conectadas hacia delante, sin conexiones  laterales,  totalmente conectadas y entrenadas mediante 




La presente  investigación ha permitido, al mismo  tiempo, probar en SS.CC.  fenómenos cerebrales 
que  aún  no  han  sido  demostrados,  siendo  los  resultados  obtenidos  coherentes  con  las  hipótesis 







Para efectuar el análisis de  la eficiencia de  las RR.NG.AA., se ha  realizado una comparativa de  los 
resultados  obtenidos  por  ambos  tipos  de  redes  al  resolver  cuatro  problemas  de  clasificación  y 
predicción de diferente complejidad. En el entrenamiento y test de las RR.NG.AA., considerando los 
resultados de la experimentación con astrocitos en los laboratorios de Neurociencia, se han aplicado 








modo, se ha podido conseguir que  las diferencias en  los resultados de ambos  tipos de  redes sean 
únicamente atribuibles a  la  incorporación de  los astrocitos artificiales. Se ha aplicado, además, el 




superaban a  los obtenidos por  las RR.NN.AA., en una  segunda  fase  se  realizó un estudio  sobre  la 
influencia  de  los  astrocitos  artificiales  en  redes  de mayor  complejidad,  analizando  los  resultados 
obtenidos por las RR.NG.AA. y las RR.NN.AA. en redes con arquitecturas de dos y tres capas ocultas. 
Por último  y  con  el objetivo de demostrar que  la diferencia  en  los  resultados  alcanzados por  las 
RR.NG.AA.  respecto  a  las  RR.NN.AA.  no  era  debida  a  la  adición  de mayor  número  de  neuronas 
artificiales,  sino a  las propiedades  intrínsecas de  los astrocitos artificiales  incorporados, para cada 




 Se ha demostrado que  la eficiencia de  las RR.NN.AA. multicapa, conectadas hacia delante, sin 
conexiones  laterales,  totalmente  conectadas  y  entrenadas  mediante  AA.GG.,  aumenta  al 






entre astrocitos y neuronas.  Los  resultados de  la experimentación que avalan esta afirmación 
son: 
o El  porcentaje  de  acierto medio  en  test  obtenido  por  la mejor  combinación  de  RNGA 
aplicando  el  algoritmo  de  potenciación,  ha  sido  significativamente  mayor  que  el 
obtenido por  las RR.NN.AA. en  tres de  los  cuatro problemas analizados:  Iris, Cáncer e 
Ionosfera. En el caso del cuarto problema, Corazón, la diferencia no ha sido significativa.  





por  el  simple  incremento  del  número  de  elementos  de  procesado,  sino  que  es  debida  a  las 
propiedades intrínsecas de los astrocitos. 




 Se  ha  demostrado  cómo  la  mejora  en  el  rendimiento  de  las  RR.NN.AA.,  inducida  por  la 
potenciación de  las conexiones por parte de  los astrocitos artificiales, se  incrementa a medida 
que aumenta la complejidad de la red. Este resultado es coherente con el incremento gradual de 
la proporción de  glía que se observa al ir avanzando en la escala filogenética. 




diferencias  extremadamente  significativas  entre  los  resultados  de  una  y  dos  capas,  y 
también entre los resultados de tres y una capa oculta. 
o Aplicando depresión,  la  tendencia en  la media de  los  índices de acierto es ascendente 
entre  una  y  dos  capas,  y  descendente  entre  dos  y  tres.  Sin  embargo,  ninguna  de  las 
diferencias es significativa, por lo que no puede asegurarse un incremento en la eficacia 
en este caso. 
 El tipo de algoritmo glial  (potenciación o depresión) que produce mejores  resultados depende 




distintos  procesos  de  memoria  y  aprendizaje  unos  caminos  sinápticos  se  refuerzan 
(comportamiento  emulado  en  el  algoritmo  glía  potenciación)  y  otros  se  debilitan  (glía 
depresión),  se  desconoce  bajo  qué  condiciones  uno  de  estos  dos  efectos modulatorios  tiene 
lugar en una red neuronal específica.  
o En  la experimentación se ha visto cómo en Corazón,  Iris e  Ionosfera  (una capa oculta) 
aplicando el algoritmo glial de depresión se consiguen mejores resultados que aplicando 
potenciación,  mientras  que  en  Ionosfera  sucede  justo  lo  contrario:  fue  al  aplicar 
potenciación cuando se consiguieron los mejores porcentajes de acierto medio en test.  
 Las  propiedades  neurona‐astrocito  (parámetros  iteración‐activación)  ajustadas  de  forma 
específica al problema y conjunto de datos analizados, proporcionan un mejor rendimiento de la 
RNGA  que  cuando  se  establecen  de  forma  indiscriminada  unos  valores  fijos  para  esas 
propiedades,  independientemente  del  problema  tratado.  Esto  indica  que  las  propiedades  de 
interacción en las sinapsis tripartitas son relevantes, y está en consonancia con la observación de 




se han analizado  los  resultados aplicando  la “mejor” combinación en cada  caso, estos 
han  superado de  forma  significativa  a  los obtenidos por  las RR.NN.AA.  en  tres de  los 
cuatro  problemas,  aplicando  tanto  potenciación  como  depresión.  Sin  embargo,  al 
analizar los resultados de una única combinación neuroglial prefijada de antemano, la 6‐
3,  los  resultados  no  son  concluyentes.  Aunque  los  porcentajes  de  acierto medio  en 
entrenamiento alcanzados por  las RR.NG.AA. 6‐3 han  sido  superiores a  los alcanzados 
por las RR.NN.AA. en todos los problemas, no ocurre lo mismo en el caso del porcentaje 





iteración‐activación dependen del problema analizado  y de  las  condiciones de partida 
(conjunto de datos y población inicial elegidos). 
 Se  ha  diseñado  una  metodología  que  incorpora  a  los  SS.CC.  multicapa  redes  de  astrocitos 





conforman  una  red  en  la  que  se  comunican  a  través  de  oscilaciones  en  el  nivel  de  calcio 
intracelular. En futuros desarrollos, la implementación de la metodología diseñada permitirá un 
ajuste más fiel al modelo biológico.  
Las  conclusiones  obtenidas  son  coherentes  y  refuerzan  los  hallazgos  biológicos  expuestos  en  los 




Actualmente  existen  muy  pocos  grupos  de  investigación  trabajando  en  este  tema  y 
fundamentalmente sólo a nivel de modelos computacionales, nunca  incorporando  los astrocitos a 
SS.CC.  Esto  es  un  incentivo  más  para  continuar  profundizando  en  la  modelización  del 


















ha basado  su desarrollo, pero al mismo  tiempo abren nuevas  líneas de  investigación  relacionadas 
con  la  modelización  de  comportamientos  astrocíticos  no  considerados  hasta  ahora,  con  la 
optimización  de  los  parámetros  propios  de  las  RR.NG.AA.  o  con  la  inclusión  de  los  astrocitos 
artificiales en otros tipos de redes distintas a las analizadas en esta tesis. Como futuros desarrollos, 
se pretende abordar los siguientes: 
 Optimización  de  parámetros mediante  Computación  Evolutiva.  Las  conclusiones  de  esta 
tesis  indican  que  la  eficacia  de  las  RR.NG.AA.  depende  de  las  propiedades  o  parámetros 
específicos de  los astrocitos artificiales. En  la experimentación  realizada  los valores de  los 




eficacia  de  las  RR.NG.AA.  depende,  además,  del  tipo  de  algoritmo  neuroglial  aplicado 
(depresión o potenciación), el  tipo de algoritmo a aplicar  también  se  introducirá como un 
parámetro más a optimizar. Es por ello que ya se ha diseñado una metodología basada en 
métodos  de  Computación  Evolutiva,  más  concretamente  Algoritmos  Coevolutivos,  para 








de  actuación,  lo  que  daría  lugar  a  nuevos  algoritmos  neurogliales.  Por  ejemplo, 
recientemente se ha vislumbrado que los astrocitos biológicos podrían inducir potenciación 
y  depresión  de modo  combinado  en  función  de  la  actividad  neuronal.  Será  fundamental 
construir  nuevas  RR.NG.AA.  que  imiten  estas  interacciones  para  determinar  si  procesan 
correctamente la información y con qué grado de eficacia. Se compararán con las RR.NG.AA. 
ya  existentes  y  con  SS.CC.  multicapa  sin  astrocitos.  Para  la  correcta  comparación,  se 
aplicarán  las  nuevas  RR.NG.AA.  construidas  a  la  resolución  de  los mismos  problemas.  Se 
tratará  de  averiguar  el  nivel  de  adecuación  al  problema  de  las  RR.NG.AA.  construidas. 
Además de comprobar su eficacia y eficiencia, resultaría de gran importancia, tanto para los 
informáticos  como para  los neurocientíficos,  comprobar en qué problemas ha  sido mejor 
cada tipo de interacción neurona‐astrocito.  
 Comprobar cómo  resuelven  las RR.NG.AA. problemas de diferentes  tipos. Se analizará  la 
influencia de  los astrocitos artificiales (diferentes algoritmos neurogliales) no solo en redes 
que  resuelvan  problemas  de  clasificación  y  predicción,  que  ha  sido  lo  estudiado  hasta  el 




 Implementación  de  la  metodología  diseñada  de  comunicación  entre  astrocitos.  La 
metodología diseñada en esta tesis permitirá incorporar a las RR.NG.AA. redes de astrocitos 
artificiales  que  interactúen  entre  sí  (comunicación  astrocito‐astrocito)  y  con  la  red  de 
neuronas.  Hasta  ahora,  los  astrocitos  introducidos  en  las  RR.NG.AA.  son  independientes 
entre sí, se comunican con las neuronas, pero no se comunican entre ellos. Se sabe que en el 
sistema  nervioso  los  astrocitos  se  comunican  entre  sí  mediante  ondas  de  calcio 





de  neuronas  artificiales,  modelizándose  su  comunicación.  Esto  puede  favorecer  la 
producción de mayor cantidad de efectos en el procesamiento de la información. Se tratará 
de que,  al  igual que  las  formas de  comunicación diseñadas en  esta  tesis,  las que puedan 
diseñarse en un futuro estén fundamentadas en los comportamientos que se observan en el 








utilizar  los  descriptores  de  los  nodos  en  una  RNGA  para  clasificar  y  diferenciar 
numéricamente  las  neuronas  de  astrocitos  utilizando  como  información  la  conectividad 
neuronal. Además, se pretenden utilizar descriptores de  la  red entera para caracterizar su 
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