Abstract. Building on work of the first and last author, we prove that an embedding of simple affine vertex algebras V k (g 0 ) ⊂ V k (g), corresponding to an embedding of a maximal equal rank reductive subalgebra g 0 into a simple Lie algebra g, is conformal if and only if the corresponding central charges are equal. We classify the equal rank conformal embeddings. Furthermore we describe, in almost all cases, when V k (g) decomposes finitely as a V k (g 0 )-module.
Introduction
Let V and W be vertex algebras equipped with Virasoro elements ω V , ω W and assume that W is a vertex subalgebra of V . Definition 1.1. We say that W is conformally embedded in V if ω V = ω W .
In this paper we deal with following problems.
(1) Classify conformal embeddings when V, W are affine vertex algebras endowed with ω V , ω W given by Sugawara construction. (2) Decide whether the decomposition of V as a W -module is finite, and in such a case find the explicit decomposition. The general definition of conformal embedding introduced above is a natural generalization of the following notion, which has been popular in physics literature in the mid 80's, due to its relevance for string compactifications.
Let g be a semisimple finite-dimensional complex Lie algebra and g 0 a reductive subalgebra of g. The embedding g 0 ֒→ g is called conformal if the central charge of the Sugawara construction for the affinization g, acting on a level 1 integrable module, equals that for the natural embedding of g 0 in g. Such an embedding is called maximal if no reductive subalgebra a with g 0 a g embeds conformally in g.
Maximal conformal embeddings were classified in [26] , [7] , and the corresponding decompositions are described in [17] , [16] , [11] . In the vertex algebra framework the definition can be rephrased as follows: the simple affine vertex algebras V k (g 0 ) and V 1 (g) have the same Sugawara conformal vector for some multiindex k of levels. One may wonder whether the embedding V k (g 0 ) ⊂ V k (g) is conformal according to Definition 1.1 for some k, not necessarily 1.
Section 3 is devoted to answer question (1) . We prove that equality of central charges still detects conformality of maximal equal rank subalgebras: see Theorem 3.1. In Proposition 3.3, we deal with non maximal equal rank embeddings. The proof of Theorem 3.1 is elementary: it is obtained by combining the results of [3] with general results of Panyushev [24] on combinatorics of root systems.
Question (2) has appeared many times in literature. We give a complete answer in Section 4 when g 0 is semisimple and an almost complete answer in Section 5 when g 0 has a nonzero center. The missing cases are listed in Remark 5.1. Explicit decompositions are listed in Section 6.
To prove that a conformal pair has finite decomposition, we use an enhancement, given in Theorems 2.3 and 2.4 of results from [3] . Infinite decompositions are settled by exhibiting infinitely many singular vectors: see Proposition 4.3 and Corollary 4.6 for the semisimple case. As a byproduct of our analysis we obtain, in the semisimple case, a criterion for infinite decomposition in terms of the existence of a g 0 -singular vector having conformal weight 2: see Proposition 4.7. Other cases with infinite decomposition when g 0 has a nonzero center are dealt with in Theorem 5.3. The methods to prove this theorem are a combination of the ideas used in the semisimple case with explicit realization of V k (g), more precisely, the Kac-Wakimoto free field realization of V −1 (sl(n + 1)) [20] and Adamović's recent realization of V −3/2 (sl(3)) in the tensor product of the N = 4 superconformal vertex algebra with a suitable lattice vertex algebra [1] .
It is worthwhile to note that the methods used in the proof of Theorems 5.1 and 5.3 lead to look for conformal embeddings of simple affine vertex algebras in W -algebras. For instance, it is possible to embed conformally V − n+1 2
(gl(n)) in the W -algebra W n−1
2
(sl(2|n), f ) for a suitable nilpotent element in sl(2|n) of even parity. A systematic investigation of conformal embeddings of affine subalgebras in W-algebras has started in [5] , [6] .
Assume that g 0 is a reductive equal rank subalgebra of g. Then g 0 decomposes as . Assume that (·, ·) is nondegenerate when restricted to g 0 . Let p be the (·, ·)-orthocomplement of g 0 in g. If µ ∈ h * is a g 0 -dominant integral weight we let V (µ) be the irreducible finite dimensional g 0 -module with highest weight µ. Clearly we have
where V g 0 j (µ j ) is a irreducible g 0 j -module. We denote by g = C[t, t −1 ] ⊗ g ⊕ CK ⊕ Cd the untwisted affinization of g (see [15, § 7.2] ): d and K denote, respectively, the scaling element and the canonical central element of g. If x ∈ g we set x (n) = t n ⊗ x ∈ g. Let g 0 denote the subalgebra of g generated by {x (n) | x ∈ g 0 , n ∈ Z} ∪ {d}.
Let Λ 0 ∈ (h + CK + Cd) * be the weight such that Λ 0 (K) = 1 and Λ 0 (h) = Λ 0 (d) = 0. Fix k ∈ C. We extend a weight µ ∈ h * to (h + CK + Cd) * by setting µ(K) = µ(d) = 0 and denote by L g (k, µ) the irreducible highest weight g-module with highest weight kΛ 0 + µ. Let v µ be a highest weight vector in L g (k, µ). We denote by L g 0 (k, µ) the g 0 -submodule of L g (k, µ) generated by v µ and by L g 0 (k, µ) its irreducible quotient. When there is no chance of confusion we will drop k from the notation denoting
We let V k (g), V k (g) denote, respectively, the universal and the simple affine vertex algebra (see [19, § 4.7 and Example 4.9b]). More generally, if a is a reductive Lie algebra that decomposes as a = a 0 ⊕ · · · ⊕ a s with a 0 abelian and a i simple ideals for i > 0 and k = (k 1 , . . . , k s ) is a multi-index of levels, we let
We let 1 denote the vacuum vector of both V k (a) and V k (a). If j > 0, let {x j i }, {x i j } be dual bases of a j with respect to the normalized invariant form of a j and h ∨ j its dual Coxeter number. For a 0 , let {x j i }, {x i j } be dual bases with respect to any nondegenerate form and set h ∨ 0 = 0. Assuming that k j +h ∨ j = 0 for all j, we consider V k (a) and all its quotients, including V k (a), as conformal vertex algebras with conformal vector ω a given by the Sugawara construction:
Let V be a vertex algebra. For a ∈ V , we denote by
the corresponding field. If V admits a conformal vector ω then we write the corresponding field as
(so that ω (n) = ω n−1 ). Recall that, by definition of conformal vector, ω 0 acts semisimply on V . If x is an eigenvector for ω 0 , then the corresponding eigenvalue ∆ x is called the conformal weight of x. Returning to our pair (g, g 0 ), we let V k (g 0 ) denote the vertex subalgebra of V k (g) generated by x (−1) 1, x ∈ g 0 . We choose (·, ·) |g 0 0 ×g 0 0 as nondegenerate form on g 0 0 . Note that there is a uniquely determined multi-index k such that
As an instance of Definition 1.1, we will say
2.2.
Some general results on conformal embeddings. The basis of our investigation is the following result.
and only for any x ∈ p we have
The previous theorem has the following useful reformulation. Remark that, in [3] , it is assumed that g 0 is a simple Lie algebra, but the arguments work in the reductive case as well.
Let p = ⊕ i V (µ i ) be the decomposition of p as a g 0 -module. Let (·, ·) 0 denote the normalized invariant bilinear form on g 0 (i.e. (·, ·) 0 is the normalized invariant form when restricted to the simple ideals of g 0 and, on g 0 0 , (·,
for any i.
We now discuss the special case when g 0 is semisimple and it is the fixed point subalgebra of an automorphism σ of g of order m. Let ξ be a primitive m-th root of unity. Since g 0 is semisimple, the eigenspace associated to the eigenvalue ξ i (for i = 1, . . . , m − 1) is an irreducible g 0 -module V (µ i ) and
The automorphism σ can be extended to a finite order automorphism of the simple vertex algebra V k (g) which admits the following decomposition
where
for all i, j ∈ {1, . . . , m − 1} and r = 1, . . . , m i,j . Then
The next result is a version of Theorem 2.3 suitable for the case when g 0 is a reductive equal rank non-semisimple subalgebra of g. We also assume here that the embedding g 0 ⊂ g is maximal. In this case dim g 0 0 = 1, and g 0 is the fixed point set of an automorphism of g of order 2. We can also choose ∆ + so that the set of simple roots of g 0 is obtained from the set of simple roots of g by dropping one simple root α p having coefficient 1 in the simple roots expansion of the highest root θ of g.
Moreover, as a g 0 -module, p = V (µ 1 ) ⊕ V (µ 2 ) with µ 1 = θ and µ 2 = −α p . In particular, µ 0 1 = θ |g 0 0 , and µ 0 2 = −(α p ) |g 0 0 . Since (·, ·) is nondegenerate on p and it is also g 0 -invariant, we have that V (−α p ) = V (θ) * . In particular the trivial representation occurs in V (θ) ⊗ V (−α p ). Thus we can write
.
If q ∈ Z, let V k (g) (q) be the eigenspace for the action of ̟ (0) on V k (g) relative to the eigenvalue q. If A, B are subspaces of a vertex algebra V , we set
Theorem 2.4. Assume k = 0 and that
does not contain g 0 − primitive vectors of weight ν r , (2.10) (where r = 1, . . . , s),
and as a g 0 -module,
In particular,
Then a fusion rules argument shows that a primitive vector in A + · A − must have weight 0 or ν r for some r. By our hypothesis it has weight 0 so, since the embedding is conformal, it has conformal weight 0. Since the only vector of conformal weight 0 in V k (g) is 1, we see that (2.13)
It is clear that V k (g) (0) is contained in the sum of all products of type
By the associativity of the · product (2.8) (see [9, Remark 7 .6]) we see that (2.13) implies that
It remains to prove relation (2.11). To do this, we check that (X θ (−1) ) q 1 and (X −αp (−1) ) q 1 are nonzero singular vectors in V k (g) for all q ∈ N. We first verify that they are singular for g 0 and then that they are nonzero. It is easy to see that (2.14)
for all i > 0. E.g., using relation
an obvious induction gives the leftmost formula in (2.14).
It is also clear that, if α i = α p , then
If β is the highest root of a simple ideal of g 0 and θ − β is not a root then
Recall that α p has coefficient 1 in the expansion of θ in terms of simple roots. Hence β + 2α p / ∈ ∆ and the same argument as above shows that
We now prove by induction on q that (X θ (−1) ) q 1 and (X −αp (−1) ) q 1 are nonzero, the base q = 0 being obvious.
Assume by induction that (X θ (−1) ) q−1 1 = 0. Then, since
we have that (X θ (−1) ) q 1 can be 0 only if k = 2(q − 1). An embedding in an integrable module can be conformal only when k = 1 (see e.g. [7] ), thus (
Remark 2.1. Condition (2.5) holds whenever
for any i, j, while condition (2.10) holds whenever
for any r.
2.3.
Dynkin indices and combinatorial formulas. We now review some results by Panyushev [24] , which will be used in the proof of Theorem 3.1. Recall that g is simple and g 0 is a reductive equal rank subalgebra of g with decomposition as in (2.1). We denote by κ(·, ·) the Killing form of g. Recall that κ(·, ·) = 2h ∨ (·, ·), hence, denoting with same symbol the bilinear forms induced on h * , we have
where θ j is the highest root of g 0 j .
If V is a finite-dimensional g-module and x ∈ g, let π(x) ∈ End(V ) denote the action of x on V . The trace form (x, y) V := tr(π(x)π(y)) is an invariant form on g, hence there is
The number d V is called the Dynkin index of V and denoted by ind g (V ). The Dynkin index is clearly additive with respect to direct sums and, if V λ is the irreducible finite-dimensional g-module with highest weight λ, then
We write (2.19) in terms of the normalized invariant form, but the formula is clearly independent from the choice of the form. Let C g denote the Casimir element of κ and C g 0 j the Casimir element of κ |g 0
(1) The eigenvalue of
Proposition 2.6. [24, Corollary 2.7]
Assume that g 0 is semisimple and that it is the fixed-point set of an automorphism of g of prime order m. Then C g 0 acts scalarly on p with eigenvalue 1/m. Also, if m = 2, the above statement holds with g 0 reductive.
A criterion for conformality
Let k = −h ∨ . For a simple or abelian Lie algebra g set
If a is a reductive Lie algebra, which decomposes as a = a 0 ⊕ · · · ⊕ a s then we set, for a multindex k = (k 0 , . . . , k s ),
Theorem 3.1. Let g be a simple Lie algebra and g 0 a maximal equal rank reductive subalgebra. Then
Proof. The statement is trivially verified when k = 0, so we can assume k = 0. Recall that c g (k) is the central charge of the conformal vector of V k (g), and that
is the central charge of the conformal vector of
To prove the converse, by the classification of finite order automorphisms of simple Lie algebras [15] and Borel-de Siebenthal Theorem [10] , g 0 is the fixed point subalgebra of an automorphism of g of finite order m, which is a prime number by maximality (indeed m = 2, 3, 5). Recall that if g 0 0 = {0}, then dim g 0 0 = 1 and m = 2. Recall that, as a g 0 -module,
To prove our claim, we verify relation (2.3). We have to estimate (µ
We start discussing the cases when m is either 2 or 3. By the additivity of the index, combining (2.19) with part (2) of Proposition 2.5 (and using the conversion formulas (2.17), (2.18)) we get, if j > 0,
Let us discuss the case j = 0. Assume that g 0 0 = {0}. We need to compute
). Since the roots of p are precisely the roots α such that |α( (3.4) holds also in this case. Now we proceed to evaluate (3.1). Setting g = dim g, g i = dim g 0 i , i = 0, . . . , t, we may write (3.1) as
we find that
and, using (3.4), we find
In the remaining m = 5 case we have that g is of type E 8 and g 0 is of type A 4 × A 4 . In this case the equality of central charges reads
This is readily checked since, by Proposition 2.6, we have
We now discuss the extension of Theorem 3.1 to the embeddings of an equal rank subalgebra g 0 in g which is not maximal. We start with the following Lemma 3.2. Let g 0 be a maximal conformal subalgebra of g (i.e., maximal among conformal subalgebras of g). Then g 0 is a maximal reductive subalgebra of g.
Proof. Suppose by contradiction that there exists a reductive subalgebra k of g with g 0 k g . Then, since the form (·, ·) is nondegenerate when restricted to k, the orthocomplement p of g 0 in g can be written as
It follows that the embedding of g 0 in k is conformal, hence, clearly, also the embedding of k in g is conformal.
This observation leads to the following criterion.
Proof. If g 0 ⊂ g is a conformal embedding, then, by the above lemma, k i−1 ⊂ k i is a conformal embedding. Since the two subalgebras contain a Cartan subalgebra of g, we have that there are ideals k i , k ′ i of k i with k i simple or abelian, and an ideal
and k i−1 ⊂ k i maximal embedding. Applying Theorem 3.1 to the embedding
If condition (3.8) holds, then, by Theorem 3.1, the embedding k i−1 ⊂ k i is conformal, hence the embedding k i−1 ⊂ k i is conformal for i = 1, . . . , t, so the embedding g 0 ⊂ g is conformal.
Definition 3.1. We say that a level k of V k (g) for which equality (3.3) holds is a conformal level of the pair (g, g 0 ).
In the following tables we list the conformal levels for all reductive maximal equal rank subalgebras of simple Lie algebras, thus classifying all possible maximal conformal equal rank embeddings. The cases where g 0 is not semisimple are denoted by X × Z where X is the type of [g 0 , g 0 ] and Z denotes the one-dimensional center of g 0 . if α p is short, 1 otherwise.
Then the previous tables show that equality of central charges occurs at the following levels:
and there are at least two non-isomorphic simple ideals or all simple ideals are isomorphic but two of them have different Dynkin index;
• k = ξ otherwise, i.e., all simple ideals are isomorphic and have the same Dynkin index.
Type E 6 g 0 conformal levels
Type G 2 g 0 conformal levels
Remark 3.3. Recall the Deligne exceptional series [12] , [23] 
is in the Deligne series, then a is simple or abelian. Moreover, there is always a maximal equal rank conformal subalgebra of the form sl(2) × a where sl(2) = CX θ ⊕ Ch θ ⊕ CX −θ . For this maximal subalgebra, the conformal levels are 1 and −h ∨ /6−1. This numerological coincidence can be explained as follows. Let W min (k) be the minimal simple W-algebra of level k for g.
, where h ∨ is Coxeter number of g and h ∨ a that of a. Hence this level should be 0 when k = −h ∨ /6 − 1, therefore
Now recall that, for g in the Deligne series, we have dim g =
[12]. Since the number of roots not orthogonal to θ is 4h ∨ − 6 [27] , one easily verifies that the degree 3 equation (2)) in the variable k has exactly 1 and −h ∨ /6 − 1 as nonzero roots.
Finite decomposition for maximal equal rank semisimple embeddings
In this section we determine precisely, for all pairs (g, g 0 ) with g 0 semisimple, the conformal levels such that the decomposition is finite. The main result is the following theorem, which will be proved along the section. Theorem 4.1. If g 0 is semisimple, the conformal levels different from 1 for which V k (g) decomposes as a finite sum of g 0 -irreducibles are the following:
In type C n , h ranges from 1 to n − 1; by C 1 we mean A 1 . In type B 3 we set
We start the proof of Theorem 4.1 with a simple computation.
Proof. We prove the formula by induction on m. Assume that (X η , X −η ) = 1. If m = 0,
Let g 0 be semisimple. Let α p be as in Remark 3.2. Proof. By [15] , the decomposition is finite if k = 1 and α p is long. Assume now that the decomposition is finite. Since α p is a weight of p, there is µ i in the decomposition p = ⊕ j V (µ j ) such that α p occurs as a weight of V (µ i ). Set η = µ i . Since α p is a long root, the same holds for η. Let θ j be the highest root of g 0 j . Since η is the highest weight of p, η + θ j ∈ ∆. Since η is long |(θ j , η ∨ )| ≤ 1. This implies that −θ j + 2η ∈ ∆. Since −θ j − η is not a root, the η-root string through −θ j is −θ j , . . . , −θ j + qη. Since −q = −(θ j , η ∨ ), we see that q ≤ 1.
We 
The last equality follows from the induction hypothesis. Since −θ j + 2η is not a root we see that
Since the decomposition is finite, the vectors v m must span a finite dimensional space. Since they have different weights, they are independent if nonzero, so they are almost all zero. Let M be such that v M = 0 and v m = 0 for m > M . By Lemma 4.2, since η 2 = 2,
so k = M . By [22] , finite decomposition at positive integral levels can happen only if k = 1.
It remains to deal with the cases with α p short. Looking at tables in the previous section these are C h × C n−h ֒→ C n , D n ֒→ B n , A 2 ֒→ G 2 , and B 4 ֒→ F 4 . The latter three cases are dealt with in the work of Adamović and Perše (see [22, 3.5] 
Let us deal with level −1 − n 2 . Realize as usual the root system of type C n in terms of the standard basis in R n as ±{ǫ i ± ǫ j , | i = j} ∪ ±{2ǫ i }. We can choose root vectors in such a way that the following relations hold:
With this choice of root vectors set
Proof. Direct computation, by induction on i + j.
Lemma 4.5. Consider v i,j as an element of V k (g) and let S m be the linear span of {v i,j | i + 2j = m}. Set Proof. Assume first m = 2t even. In order to prove that v m is g 0 -singular we need only to check that
Set a s,t = (
. Then, by Lemma 4.4,
(a s,t (k − s − t + 1)(t − s) − a s+1,t 2(s + 1)(2s + 1))v 2s,t−s−1 . Next observe that (X −ǫ 1 −ǫ h+1 ) (1) v m is g 0 -singular. It suffices to prove that
Let us check only that (X ǫ 1 −ǫ 2 ) (0) (X −ǫ 1 −ǫ h+1 ) (1) v m = 0, since the other equality is obtained similarly. The latter follows at once from the fact that
It follows from (4.3) that (X −ǫ 1 −ǫ h+1 ) (1) v m ∈ S m−1 , so, since the space of Proof. Recall that g 0 is the fixed-points subalgebra of an automorphism σ of g of finite order. If the decomposition is finite then the singular vectors are 1 and the vectors x (−1) 1 with x an highest weight vector for the components V (µ i ) of p. In fact, if k = 1, then we know from [15] that there are a p summands (a p being the label of α p ) in the g 0 -decomposition of V k (g). If x is an highest weight vector for V (µ i ), then x (−1) 1 is a singular vector for g 0 . Since a p coincides with the order of σ, these singular vectors give the whole decomposition. If k = 1, we apply Theorem 2.3, to obtain the same result.
If the decomposition is not finite, then it is easy to check that at least one of the infinitely many singular vectors that we constructed has conformal weight 2.
Remark 4.1. In Appendix 6 we give the explicit decompositions for all the cases where finite decomposition occurs.
Finite decomposition for maximal equal rank reductive embeddings
Assume that g 0 is a maximal equal rank subalgebra of g such that the center g 0 0 of g 0 is nonzero. Let ̟ and ζ be as in Section 2.2. As shown in [11] , at level k = 1 the decomposition is not finite, but the eigenspaces of the action of ̟ (0) admit finite decomposition. In this section we discuss finite decomposition of ̟ (0) -eigenspaces for conformal levels different from 1. In the following we write weights of the simple ideals g 0 j of g 0 as linear combinations of the fundamental weights ω i of g 0 j (to avoid cumbersome notation, we will not make explicit the depencence on j unless it is necessary).
In Theorem 5.1 we list the cases where condition (2.16) holds, hence Theorem 2.4 applies. Case (5) already appears in [4] ; case (4) can be derived at once from [4] using results from [13] ; the methods of [4] actually cover also case (4) with n = 3, where (2.16) does not hold: see Theorem 5.2 below, where more instances of finite decomposition will be given.
Theorem 5.1. Assume we are in one of the following cases.
(
modules and the decomposition of V k (g) as a g 0 -module is given by formula (2.12).
Proof. As observed in Remark 2.1, it is enough to check in each case that condition (2.16) holds:
(1) In this case
so the corresponding formula in (2.16) yields for the nontrivial summands above 1 +
so the corresponding formula in (2.16) yields for the nontrivial summand above 2
so the corresponding formula in (2.16) yields for the nontrivial summands above 1 + 2 n−2 , 2 + 2 n−2 , respectively.
so the corresponding formula in (2.16) yields for the nontrivial summands above
so the corresponding formula in (2.16) yields for the nontrivial summands above The next result discusses two special cases where we still have finite decomposition of the eigenspaces of ̟ (0) , even though the criterion in (2.16) does not apply.
Theorem 5.2. Consider the embeddings
Proof. Case (1) . Recall that V (−1,−1) (gl(3)) = V −1 (A 2 ) ⊗ V −1 (CI 3 ) and let ζ I 3 ∈ (CI 3 ) * be defined by ζ I 3 (I 3 ) = 1 (I n being the identity matrix in gl(n)). If x ∈ gl(3) we setẋ = (x, 0) ∈ gl(3) × gl(3) andẍ = (0, x) ∈ gl(3) × gl(3). Likewise we write λ ∈ (gl(3) × gl(3)) * as λ =λ +λ withλ(ẍ) =λ(ẋ) = 0 for all x ∈ gl(3). Set also c = span(İ 3 ,Ï 3 ) be the center of gl(3) × gl (3) .
We use the Kac-Wakimoto free field realization of V (−1,−1) (gl(n + 1)) (see [20] ). As shown in [4] , V (−1,−1) (gl(n + 1)) can be realized for n > 1 as the subspace F 0 of zero total charge of the universal vertex algebra F generated by fields a ± i (i = 1, . . . , n + 1) with λ-products
Restrict now to the n = 5 case. Let F 1 be the vertex subalgebra generated by a ± i with i ≤ 3 and F 2 the subalgebra generated by a ± i with i > 3. Then, by the explicit realization of F given in [4] , we have that,
where we define F q j to be the subspace of total charge q. We can now apply Theorem 3.2 of [4] to F q j and find that
To recover the action of
we observe that both {İ 3 ,Ï 3 } and {I 6 , ̟} are orthogonal bases of the center of gl(3) × gl(3). Since I 6 =İ 3 +Ï 3 while ̟ = 
, so we obtain that, if q ≥ 0, then
and, if q ≤ 0,
This in particular shows that V −1 (A 5 ) (0) is simple as a g 0 -module and, since it contains V −1 (g 0 ) as a submodule, we have that V −1 (g 0 ) is simple.
To finish the proof it is enough to observe thaṫ
Case (2) . Again by [4, Theorem 3.2 ] we have −1) (gl(3) )-module. But by [13, Table XII ], the even part of F is the simple vertex algebra V −1/2 (C n ). This immediately gives the decomposition
Since 2ζ I 3 + 2ω 1 = ζ + 2ω 1 = θ and 2ζ I 3 − 2ω 2 = ζ − 2ω 2 = α p , combining (5.2) and (5.3), formula (5.1) follows in this case too.
In the next result we collect a few cases where finite decomposition does not occur.
Theorem 5.3. In the following cases the decomposition of the q-eigenspace for ̟ (0) in V k (g) as g 0 -module is not finite for any q ∈ Z:
(1)
The proof of the above result employs very different techniques in each of the four cases. We will discuss these cases in the following subsections. (
2 − n, n ≥ 3. 5.1. Proof of Theorem 5.3 (1) . We can choose the root vectors in such a way that the following relations hold:
Moreover (X α , X −α ) = 1 for all roots α. With this choice of roots vectors set
Note that ̟ (0) v i,j,r,s = (j − i)v i,j,r,s and that if α is a positive root for g 0 then (X α ) (0) v i,j,r,s = 0.
Lemma 5.4.
Proof. The induction is on i + j + r + s with the base case i = j = r = s = 0 being clear. We give the details only for (5.4).
We claim that We use induction on r, the base r = 0 being clear. If r > 0, then Finally, if i > 0,
We claim that (X −ǫ 1 +ǫ h+1 ) (0) v i,j,r,s = rv i+1,j,r−1,s + jv i,j−1,r,s+1 .
Since [(X −ǫ 1 +ǫ h+1 ) (0) , (X −ǫ h +ǫ h+1 ) (−1) ] = 0, we need only to prove that (X −ǫ 1 +ǫ h+1 ) (0) v 0,j,r,s = rv 1,j,r−1,s + jv 0,j−1,r,s+1 . The induction is on j + r. The base j = r = 0 is clear. If j = 0 and r > 0,
Substituting in (5.10), we find
which is (5.4). 
Proof. By (5.8), in order to prove that v m,q is g 0 -singular, we need only to check that 
The last equality follows from the following relation (
The same computation shows that (X −ǫ h+1 +ǫ n+1 ) (1) We now prove (2) . Set u = (X ǫ h −ǫ h+1 ) (1) v m,q . We first observe that u is g 0 -singular. Indeed, this check reduces to showing that
Let us check only that (X ǫ h−1 −ǫ h ) (0) u = 0; the other equality is obtained similarly. Now
We claim that (X ǫ h−1 −ǫ h+1 ) (1) v i,j,r,s = 0 for all i, j, r, s. Indeed, since
we need only to check that
We prove this by induction on i + s. If i = 0 then
It follows from (5.6) that (X ǫ h −ǫ h+1 ) (1) If q ≥ 0, from (5.7) we deduce that,
Since q(k − q + 1) = 0 for all q ≥ 1 an obvious induction shows that v 0,q = 0. Similarly, if q ≤ 0, from (5.6) we deduce that,
Since −q(k + q + 1) = 0 for all q ≤ −1 an obvious induction shows that v 0,q = 0. The set {v m,q | m ≥ 1} is linearly independent since the vectors v m,q have different weights, thus the second statement follows.
Proof of Theorem 5.3 (2)
. We now discuss the embedding of type A h−1 × A n−h × C̟ in A n with either h = 2 or n − h = 1, conformal level k = −1. Without loss of generality we may assume h = 2.
We use the Kac-Wakimoto free field realization of V −1 (gl(n+1)) described in the proof of Theorem 5.2. With the notation used there, we have, as
We may deduce from [20, Remark 3.3 
Arguing as in the proof of Theorem 5.2 we see that, if n > 3,
when q ≥ 0, while, for q ≤ 0,
If n = 3,
In both cases the q-eigenspace of ̟ (0) decomposes with infinitely many factors.
Proof of Theorem 5.3 (3)
. We now discuss the embedding of type
. We consider the lattice vertex algebra V L associated to the lattice L = Zα + Zβ + Zδ such that α, α = − β, β = δ, δ = 1 (other products of basis vectors are zero). Let F −1 be the lattice vertex algebra associated to the lattice Zφ with φ, φ = −1. The operator φ (0) acts semisimply on F −1 and it defines a Z-gradation
In [1] the following facts are shown:
The operator δ (0) acts semisimply on V and defines a Z-gradation . Then Q commutes with the action of sl(2).
is isomorphic to the simple affine vertex algebra V −3/2 (sl(3)). As a consequence of (1)- (6) we have Theorem 5.7. For each q ∈ Z there are infinitely many sl(2)-singular vectors in V −3/2 (sl(3)) (q) . In particular V −3/2 (sl(3)) (q) does not decompose finitely as a sl(2)-module.
Proof. The embedding V −3/2 (sl(2) ⊕ C̟) ⊂ V −3/2 (sl(3)) corresponds to the pair of embeddings
Since e tδ is singular for sl(2) and Q commutes with the action of sl (2), we have that Q m e tδ is singular for all t ∈ Z, m ∈ N. By [2] , Q j e tδ = 0 iff 0 ≤ j ≤ t. It is easy to check that Q j e tδ is sl(2)-integral, so Q j e tδ ∈ V . Note also that Q j e tδ ∈ V t−2j , hence Q j e tδ ⊗ e (t−2j)φ ∈ V t−2j ⊗ F
and it is clearly a sl(2) ⊕ C̟-singular vector.
It follows that, if ℓ ≥ 0, the vectors v ℓ,j = Q j e (ℓ+2j)δ ⊗ e ℓφ are nonzero g 0 -singular vectors for all j ≥ 0. Since the sl(2) ⊕ C̟-weight of v ℓ,j is (ℓ + 2j)ω 1 + ℓζ, we see that the set {v ℓ,j | j ≥ 0} provides an infinite family of linearly independent singular vectors in the ℓ-eigenspace of ̟ (0) . If ℓ ≤ 0, then the vectors v ℓ,j = Q j−ℓ e (−ℓ+2j)δ ⊗e ℓφ are nonzero g 0 -singular vectors for all j ≥ 0. Since the sl(2) ⊕ C̟-weight of v ℓ,j is (−ℓ + 2j)ω 1 + ℓζ, we see that the set {v ℓ,j | j ≥ 0} provides an infinite family of linearly independent singular vectors in the ℓ-eigenspace of ̟ (0) .
Proof of Theorem 5.3 (4)
. Now we discuss embedding of A 1 × C̟ in B 2 = C 2 at conformal level k = −1/2. We know that V −1/2 (B 2 ) is an even subalgebra of the Weyl vertex algebra F generated by a ± i , i = 1, 2, and Kac-Wakimoto free field realization gives that V −1 (sl 2 ) is realized as the subalgebra of F generated by (5.14) e = (a We shall now provide a sketchy derivation of explicit formulas for these singular vectors. Consider the lattice vertex algebra V L associated to the lattice L = Zα 1 + Zα 2 + Zβ 1 + Zβ 2 such that α i , α j = − β i , β j = δ i,j , α i , β j = 0, i, j ∈ {1, 2}.
Then the Weyl vertex algebra F introduced above is isomorphic to the subalgebra of V L generated by The simple affine vertex algebra V −1 (sl 2 ) is realized as a subalgebra of F generated by e, f, h given by (5.14) . Note that h = −(β 1 + β 2 ) and that ̟ = β 1 − β 2 . We have the following screening operators The proof that v j,n are elements of V −1/2 (B 2 ) ⊂ F uses description of the Weyl vertex algebra as kernel of certain screening operators, and it is omitted.
Explicit decompositions in the semisimple case
As explained in the proof of Proposition 4.7, we have a complete description of the singular vectors occurring in finite decompositions, thus we can compute explicitly the summands of the decomposition. The list of all decompositions is given below. For k = 1 all decompositions give simple current extensions (see [22] for definitions). In the non-semisimple cases with finite decomposition we deal with, the explicit decomposition is given by formula (2.12). g 0 level Decomposition
A 3 × B n−3 , n ≥ 6 1 (Λ 0 ,Λ 0 ) ⊕ (Λ 2 ,Λ 1 ) 
