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Abstract
In this paper we propose a general framework to analyze prediction in time
series models and show how a wide class of popular time series models satis-
fies this framework. We postulate a set of high-level assumptions, and formally
verify these assumptions for the aforementioned time series models. Our frame-
work coincides with that of Beutner et al. (2019) who establish the validity of
conditional confidence intervals for predictions made in this framework. The
current paper therefore complements the results in Beutner et al. (2019) by
providing practically relevant applications of their theory.
1 Introduction
In time series prediction one is frequently interested in objects that do not only depend
on parameters but also on the time series’ past. Popular examples are conditional
means or conditional variances. Analyzing predictions in this context involves a
fundamental issue that is well-recognized in the econometric literature. It stems
from the fact that on the one hand one must condition on the sample as the past
informs about the present and future, yet on the other hand one must treat the data
up to now as random to take into account parameter uncertainty. Nevertheless the
issue is often ignored in standard practice or bypassed by assuming two independent
processes with the same stochastic structure, using one for the conditioning and one
for the estimation of the parameters. While the latter is a mathematically convenient
assumption, it is rarely satisfied in practice. An alternative, more realistic approach
is based on sample-splitting, in which one splits the sample into two (asymptotically)
independent subsamples.
In this paper we provide a general framework to analyze prediction in time series
models. We postulate a set of high-level assumptions under which Beutner et al.
(2019) (henceforth BHS) establish the validity of conditional confidence intervals
for predictions while demonstrating an asymptotic equivalence of two-independent
processes and the sample-split approach. We show how a wide class of popular
time series models satisfies this framework. In particular, we consider autoregressive
moving-average (ARMA) and generalized autoregressive conditional heteroskedastic-
ity (GARCH) type models and formally verify the postulated high-level assumptions.
Therefore the current paper complements the results in BHS by providing practically
relevant applicants to their theory.
The rest of this paper is organized as follows. The general framework to analyze
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prediction in time series models is proposed in Section 2 and an accompanying set
of high-level assumption is postulated. In Sections 3 and 4 we revisit the leading
examples of BHS, i.e. the simple case of a conditional mean in an AR(1) and the con-
ditional variance in a GARCH(1, 1) model. In Section 5 we focus on the conditional
mean in a slightly more general model: the ARMA(1, 1) with drift. Section 6 studies
the conditional volatility in a threshold GARCH (T-GARCH) model. Concluding
remarks are presented in Section 7.
2 General Framework
Let {Xt} be a univariate stochastic process defined on some probability space (Ω,F ,P)
and denote the relevant parameter (vector) by θ0, which belongs to some set Θ ⊆ Rr,
r ∈ N. The general framework involves inference on objects, which are a function not
only of the parameter but also the the time series’ past. Mathematically, such object
can be written as follows:
ψT+1 := ψ(XT , XT−1, . . . ; θ0) (2.1)
for some function ψ : R∞ × Θ → R. Such prediction function can generally not be
determined completely given a sample X1, . . . , XT . Replacing the unknown presample
values by arbitrary starting values {st}, yields the following approximation:
ψsT+1(X1:T ; θ0) := ψ(XT , XT−1, . . . , X1, s0, s−1, . . . ; θ0), (2.2)
where Xt1:t2 = (Xt1 , . . . , Xt2)
′ for any integers 1 ≤ t1 ≤ t2 ≤ T . To estimate the
prediction function in practice, the standard approach is to replace the unknown
parameter θ0 by an estimator θˆ(X1:T ). Conditioning on the entire sample for the
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evaluation of the prediction function entails that there is no randomness to account
for parameter uncertainty, which highlights the severity of the fundamental issue
at hand. The issue is frequently bypassed by making the unrealistic assumption of
observing two independent processes, where one is used for the evaluation of the
prediction function and the other for parameter estimation.
An alternative, more realistic approach is based on splitting the sample into two
(asymptotically) independent subsamples. The successive decline of the influence of
past observations, which motivated the approximation in (2.2), entails that
ψsT+1(X
c
t1:T
; θ0) = ψ(XT , XT−1 . . . , Xt1 , ct1−1, . . . , c1, s0, s−1, . . . ; θ0) (2.3)
serves as an approximation for (2.2) (and hence for (2.1)) for an appropriate choice
of t1. Here X
c
t1:T
= (c1, . . . , ct1−1, Xt1 , . . . , XT )
′ is a vector where a subsample is
substituted by a sequence of constants {ct}, in a similar way as done for the starting
values. Denoting the appropriate choice of t1 by TP , which indicates the starting
point of the prediction sample, the sample-split estimator is obtained by replacing
θ0 in (2.3) by an estimator θˆ(X1:TE), where TE stands for the for the end of the
estimation sample. Choosing TE to satisfy 1 < TE < TP ≤ T yields an estimation
subsample that does not overlap with the subsample used for prediction.
Next, we postulate a set of high-level assumptions under which BHS establish
the validity of conditional confidence intervals for predictions while demonstrating an
asymptotic equivalence of two-independent processes and the sample-split approach.
Assumption 1. (General Assumptions)
1.a (Estimator) mT
(
θˆ(X1:T )− θ0
) d→ G∞ as T → ∞ for some cdf G∞ : Rr → [0, 1],
where mT is a sequence of normalizing constants with mT →∞;
3
1.b (Differentiability) ψ( · ; θ) is continuous on Θ and twice differentiable on Θ˚;
1.c (Gradient)
∣∣∣∣∣∣∂ψ(XT ,XT−1,...;θ0)∂θ ∣∣∣∣∣∣ = Op(1), where || · || denotes the Euclidean norm;
1.d (Hessian) supθ∈V (θ0)
∣∣∣∣∣∣∂2ψ(XT ,XT−1,...;θ)∂θ∂θ′ ∣∣∣∣∣∣ = Op(1) for some open neighborhood
V (θ0) around θ0;
1.e (Initial Condition) Given sequences {st} and {ct}, we have
mT
(
ψsT+1(X
c
t1:T ; θ0)− ψ(XT , XT−1, . . . ; θ0)
)
= op(1),∣∣∣∣∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂θ − ∂ψ(XT , XT−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1),
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsT+1(Xct1:T ; θ)∂θ∂θ′ − ∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1)
for any t1 ≥ 1 such that (T − t1)/lT →∞ as T →∞ and for some model-specific
lT with lT →∞.
Assumption 2. (Two Independent Processes)
2.a (Existence) {Yt} is a process defined on (Ω,F ,P), distributed as {Xt};
2.b (Independence) {Yt} is independent of {Xt}.
Assumption 3. (SPL Estimator)
3.a (Rates) The functions TP : N → N and TE : N → N satisfy TE(T ) < TP (T ) for
all T , while T−TP (T )
lT
→∞ and mTE(T )/mT → 1 as T →∞;
3.b (Strict Stationarity) {Xt} is a strictly stationary process;
3.c (Weak Dependence) {Xt} satisfies for each bounded, real-valued Lipschitz func-
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tion h on Rr
∫
h d
(
GSPLTE (·|ITP :T )−GSPLTE
)
p→ 0 as T →∞,
where GSPLTE denotes the unconditional cumulative distribution function (cdf) of
mTE
(
θˆ(X1:TE) − θ0
)
and GSPLTE (·|ITP :T ) the corresponding conditional cdf given
the σ-algebra ITP :T = σ(Xt : TP ≤ t ≤ T ).
Assumption 4. (CDF Estimator) Let ĜT (·) denote a random (r-dimensional) cdf
as a function of X1:T , used to estimate G∞. Then
∫
h dĜT (·) p→
∫
h dG∞ as T →∞
for each bounded, real-valued Lipschitz function h on Rr.
Assumption 5. (Normality) Let G∞ be the cdf of the N(0,Υ0) distribution with
Υ0 = Υ(θ0, ξ0) and assume there exist Υˆ(X1:T ) converging in probability to Υ0.
Assumption 1 ensures that the prediction function is well behaved and that one can
estimate the parameter it depends on. Whereas Assumption 2 formalizes the unre-
alistic two-independent-processes assumption, the stationarity and weak dependence
condition in Assumption 3 allow to split the sample into (asymptotically) independent
and identical subsamples. The consistent estimation of the asymptotic distribution
of the parameter estimator, G∞, is stated in Assumption 4, which simplifies in the
case of asymptotic normality (Assumption 5).
In the following sections we formally verify the high-level assumptions stated above
for a wide class of popular time series models satisfying this framework. Since the
subsequently considered ARMA and GARCH models exhibit an exponential decay
in memory we henceforth set lT = log T . Further, we constrain ourselves to
√
T -
consistent estimators of the parameters such that mT =
√
T throughout the paper.
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3 Conditional Mean in an AR(1)
3.1 Model Description
An autoregressive model represents a process in terms of its lagged value(s) and some
stochastic innovation process. The first order autoregressive process without drift is
defined by the following recursion
Xt = β0Xt−1 + εt , (3.1)
for t ∈ Z, where the parameter β0 ∈ Θ satisfies |β0| < 1 and {εt} is a sequence of
innovations. Subsequently, we make the following assumptions.
Assumption 6. (AR(1)-Model)
6.1 (Compactness) Θ is compact;
6.2 (Interior) β0 ∈ Θ˚, where Θ˚ denotes the interior of Θ;
6.3 (Causality) |β| < 1 for all β ∈ Θ;
6.4 (Innovations) εt are i.i.d. from an absolutely continuous distribution with re-
spect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε
4
t ] <∞ and having
a Lebesgue density strictly positive on R;
Θ is assumed to be compact in Assumption 6.1, which holds true, for instance,
if it is of the form Θ =
{
β ′ ∈ R : |β| ≤ 1 − δ}, where δ > 0 is a sufficiently
small constant. Assumption 6.2 states that the true parameter vector lies in the
interior of the parameter set and is necessary to obtain asymptotic normality of
the parameter estimator. The causality condition is stated in 6.3. Assumption 6.4
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imposes further restrictions on the distribution of the innovation process. Next, we
turn to the estimation of the model.
3.2 Estimation
To estimate the model in equation (3.1), we employ the OLS estimator given by
βˆ(X1:T ) =
T∑
t=2
XtXt−1/
T∑
t=2
X2t−1 (3.2)
As the sample size grows large, the OLS estimator approaches a normal distribution
under regulatory conditions.
Theorem 1. (Hamilton, 1994) Under Assumption 6
√
T
(
βˆ(X1:T )− β0
) d→ N(0, σ2β) (3.3)
with σ2β = 1− β20 .
3.3 Mapping
The mapping of the AR(1) process into the general framework is straightforward: β0
corresponds to θ0 and the conditional mean of XT+1 is equal to
ψT+1 = ψ(XT , XT−1, . . . ; θ0) = β0XT . (3.4)
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3.4 Verification of Assumptions
Assumption 1
For Assumption 1.a to be met, we consider the OLS estimator in (3.2), whose asymp-
totic distribution is specified in Theorem 1.
As the function ψ(. . . ; θ) given in (3.4) is continuous on Θ and twice differentiable on
Θ˚, Assumption 1.b is met.
Consider Assumption 1.c and notice that the gradient simplifies to
∂ψ(XT , XT−1, . . . ; θ0)
∂θ
= XT .
Clearly, XT is Op(1) since the process {Xt} is strictly stationary; see also Assumption
3.c , which is verified below.
The condition in Assumption 1.d is met as
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = 0.
Regarding Assumption 1.e, we obtain for t1 < T
mT
(
ψsT+1(X
c
t1:T
; θ0)− ψ(XT , XT−1, . . . ; θ0)
)
=
√
T
(
β0XT − β0XT
)
= 0
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and
∣∣∣∣∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂θ − ∂ψ(XT , XT−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = |XT −XT | = 0
as well as
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsT+1(Xct1:T ; θ)∂θ∂θ′ − ∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = |0− 0| = 0,
which completes the verification of Assumption 1.
Assumption 3
The condition in Assumption 3.a is satisfied for instance by TE(T ) ∼ T − ⌊T b⌋ and
TP (T ) ∼ T − ⌊T a⌋ with 0 < a < b < 1, where ⌊x⌋ denotes the largest integer not
exceeding x.
The process {Xt} is strictly stationary since |β0| < 1 and E log+ |εt| ≤ E|εt| < ∞,
where log+ x = max{log x, 0} (Bougerol and Picard, 1992, Thm. 4.1).
The process {Xt} is β-mixing with exponential decay (Mokkadem, 1988, Thm. 1’).
As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 3.c is met with regard
to remark 3 of BHS and noting that TP (T )− TE(T ) ∼ ⌊T b⌋ − ⌊T a⌋ → ∞ as T →∞.
For alternative mixing results we refer to Davidson (1994, Thm. 14.9) or Andrews
(1983, Thm. 1).
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Assumptions 4 and 5
Assumption 4 is implied by Assumption 5, which, in turn, is verified by Theorem 1
and σˆ2β(X1:T ) = 1− βˆ(X1:T )2
p→ σ2β .
Assumptions within Corollary 1 of BHS
We show 1/υˆ2IPT = Op(1). By independence of {εt}t∈Z, the law of XT =
∑∞
k=0 β
k
0εT−k
is equal to L (XT ) = L (εT ) ∗L (β0εT−1) ∗L (β20εT−2) ∗ . . . As L (εt) is continuous
and non-degenerate, so is L (XT ), which does not dependent of T as {Xt}t∈Z is
strictly stationary. It follows that XT is bounded away from zero. Further, write
υˆ2IPT = X
2
T σˆ
2
β(X1:T ) = X
2
Tσ
2
β + ST and note that ST = X
2
T
(
σˆ2β(X1:T ) − σ2β
)
= op(1).
For every ǫ > 0, we have
P
[
υˆ2IPT ≥ ǫ
] ≥P[X2Tσβ + ST ≥ ǫ ∩ |ST | ≤ ǫ]
≥P
[
X2Tσ
2
β ≥ 2ǫ ∩ |ST | ≤ ǫ
]
≥P[X2Tσ2β ≥ 2ǫ]− P[|ST | > ǫ],
where the last inequality follows from P[A∩B] ≥ P[A]−P[Bc]. Fix δ > 0; sinceXT and
hence X2T are bounded away from zero and σ
2
β > 0, there exists an ǫ = ǫ(δ) such that
P
[
X2T ≥ 2ǫ/σ2β
] ≥ 1−δ/2. For such ǫ, there exists an T¯ = T¯ (ǫ(δ), δ) = T¯ (δ) such that
P
[|ST | > ǫ] < δ/2 for all T ≥ T¯ since ST = op(1). It follows that P[υˆ2IPT ≥ ǫ] ≥ 1− δ
for all T ≥ T¯ . As δ > 0 was arbitrarily chosen, this completes the proof of υˆ2IPT
being bounded away from zero. The proof of υˆSPLT being bounded away from zero is
analogous and hence omitted.
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4 Conditional Variance in a GARCH(1,1)
4.1 Model Description
Autoregressive conditional heteroscedasticity models were originally introduced by
Engle (1982) and extended to GARCH models by Bollerslev (1986). The model re-
flects the predominant characteristics of financial returns justifying its popularity
among practitioners. The model’s temporal dependence structure captures the slow
decaying autocorrelations of absolute financial returns, also known as volatility clus-
tering. The GARCH(1, 1) process {Xt} is defined by
Xt = σtεt
σ2t = ω0 + α0X
2
t−1 + β0σ
2
t−1
(4.1)
for all t ∈ Z, where θ0 = (ω0, α0, β0)′ are non-negative parameters in a parameter set
Θ and {εt} is a sequence of innovations. In the traditional GARCH model, Bollerslev
(1986) assumed the innovations {εt} to be independent following a standard normal
distribution. The normality assumption is commonly relaxed to account for stylized
statistical properties of financial returns such as skewness due to leverage effects and
kurtosis, also known as fat tails. We denote by θ = (ω, α, β)′ a generic parameter
vector and subsequently make the following assumptions:
Assumption 7. (GARCH(1,1)-Model)
7.1 (Compactness) Θ is compact;
7.2 (Interior) θ0 belongs to Θ˚;
7.3 (Non-negativity) ω > 0, α ≥ 0 and β ≥ 0 for all θ ∈ Θ;
7.4 (Strict Stationarity) E
[
ln(α0ε
2
t + β0)
]
< 0 and β < 1 for all θ ∈ Θ;
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7.5 (Roots) α0z > 0 and 1− β0z > 0 have no common root, and α0 > 0;
7.6 (Innovations) εt are i.i.d. from an absolutely continuous distribution with re-
spect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε
2
t ] = 1 and
E[ε4t ] <∞ and having a Lebesgue density strictly positive in a neighborhood of
zero;
Θ is assumed to be compact in Assumption 7.1, which holds true, for instance, if
it is of the form Θ = [δ, 1/δ] × [0, 1/δ] × [0, 1 − δ], where δ ∈ (0, 1) is a sufficiently
small constant. Assumption 7.2 states that the true parameter vector lies in the
interior of the parameter set and is necessary to obtain asymptotic normality of the
parameter estimator. The non-negativity constraints in 7.3 are standard ensuring the
conditional variance to be strictly positive. Assumption 7.4 is necessary and sufficient
for {Xt} being strictly stationary (cf. Francq and Zako¨ıan, 2011, Thm. 2.1). The root
condition in 7.5 guarantees that the GARCH model is irreducible. Assumption 7.6
imposes further restrictions on the moments and density of the innovation process.
Next, we turn to the estimation of the model in (4.1).
4.2 Estimation
We consider the quasi maximum likelihood (QML) estimator proposed by Francq and Zako¨ıan
(2004) to estimate the GARCH(1, 1) model. For a generic θ ∈ Θ we set
σ2t+1(θ) =
∞∑
k=0
βk
(
ω + αX2t−k
)
(4.2)
and note that σ2t+1 = σ
2
t+1(θ0). Replacing the unknown presample observations by
arbitrary values, say st, t ≤ 0, we denote the modified version of (4.2) by σ˜2t+1(θ).
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Then the QML estimator of θ0 is defined as any measurable solution θˆ(X1:T ) of
θˆ(X1:T ) = argmax
θ∈Θ
L˜T (θ;X1:T ) (4.3)
with
L˜T (θ;X1:T ) =
T∏
t=1
1√
2πσ˜2t (θ)
exp
(
− X
2
t
2σ˜2t (θ)
)
.
Assumption 7 implies that the estimator follows asymptotically a normal distribution.
Theorem 2. (Francq and Zako¨ıan, 2004) Under Assumption 7
√
T
(
θˆ(X1:T )− θ0
) d→ N(0,Υ0), (4.4)
where Υ0 =
(
E[ε4t ]− 1
)
E
[
1
σ4
t
∂σ2
t
(θ0)
∂θ
∂σ2
t
(θ0)
∂θ′
]−1
and σ2t (θ) is given in (4.2).
It is worth stressing that Υ0 does not only depend on θ0 but also on some nuisance
parameters such as E[ε4t ].
4.3 Mapping
Having described the model and its estimation, we turn to map the model into the
general setup. The conditional variance σ2T+1 is equal to
ψT+1 = ψ(XT , XT−1, . . . ; θ0) =
∞∑
k=0
βk0
(
ω0 + α0X
2
T−k
)
. (4.5)
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To verify Assumption 1 the first and second derivatives of ψ(XT , XT−1, . . . ; θ) w.r.t.
θ are needed. The first order derivatives are
∂ψ(XT , XT−1, . . . ; θ)
∂ω
=
1
1− β ,
∂ψ(XT , XT−1, . . . ; θ)
∂α
=
∞∑
k=0
βkX2T−k,
∂ψ(XT , XT−1, . . . ; θ)
∂β
=
∞∑
k=1
kβk−1
(
ω + αX2T−k
)
,
whereas the second order derivatives are given by
∂2ψ(XT , XT−1, . . . ; θ)
∂ω2
= 0,
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂α
= 0,
∂2ψ(XT , XT−1, . . . ; θ)
∂α2
= 0,
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂β
= − 1
(1− β)2 ,
∂2ψ(XT , XT−1, . . . ; θ)
∂α∂β
=
∞∑
k=1
kβk−1X2T−k,
∂2ψ(XT , XT−1, . . . ; θ)
∂β2
=
∞∑
k=2
k(k − 1)βk−2(ω + αX2T−k).
4.4 Verification of Assumptions
Before turning to the verification of the high-level assumptions, note that the strict
stationarity condition implies the existence of fractional moments: there exists an
s ∈ (0, 1) such that EX2st < ∞ (Nelson, 1990, Thm. 2). For such s ∈ (0, 1) the
following elementary inequalities hold: (a + b)s ≤ as + bs for all a, b ≥ 0 and cs ≤ c
for all c ≥ 1.
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Assumption 1
For Assumption 1.a to be met, we consider the QML estimator of Francq and Zako¨ıan
(2004), whose asymptotic distribution is specified in Theorem 2.
As the function ψ(. . . ; θ), given in (4.5), is continuous on Θ and twice differentiable
on Θ˚, Assumption 1.b is satisfied.
Consider Assumption 1.c and note that
∂ψ(XT , XT−1, . . . ; θ0)
∂ω
=
1
1− β0
is trivally O(1). For showing ∂ψ(XT ,XT−1,...;θ0)
∂α
= Op(1), we need to find a finite M
for every ǫ > 0 such that P
[∣∣∂ψ(XT ,XT−1,...;θ0)
∂α
∣∣ ≥ M] < ǫ for T sufficiently large.
Employing the Markov inequality, we obtain
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂α
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
2
T−k
)s]
≤ 1
Ms
∞∑
k=0
βsk0 EX
2s
t =
EX2st
(1− βs0)Ms
such that M >
(
EX2s
t
(1−βs0)ǫ
)1/s
gives the desired result. Similarly, we get
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣ ≥ M] ≤ 1MsE
[( ∞∑
k=1
kβk−10
(
ω0 + α0X
2
T−k
))s]
≤ 1
Ms
E
[ ∞∑
k=1
kβ
s(k−1)
0
(
ωs0 + α
s
0X
2s
T−k
)]
=
ωs0 + α
s
0EX
2s
t
Ms(1− βs0)2
such that M >
(
ωs0+α
s
0EX
2s
t
ǫ(1−βs0)
2
)1/s
establishes ∂ψ(XT ,XT−1,...;θ0)
∂β
= Op(1), which completes
15
the verification of Assumption 1.c.
Focusing on Assumption 1.d we notice that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂α
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 1(1− βsup)2 = O(1),
where βsup = supθ∈V (θ0) β. To show supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α∂β ∣∣∣ = Op(1), we need to
find an M for every ǫ > 0 such that P
[
supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α∂β ∣∣∣ ≥ M] < ǫ holds.
We find
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α∂β
∣∣∣∣ ≥ M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
2
T−k
)s]
≤ 1
Ms
E
[
∞∑
k=1
ksβs(k−1)sup X
2s
T−k
]
≤ 1
Ms
∞∑
k=1
kβs(k−1)sup EX
2s
t =
EX2st
Ms(1− βssup)2
.
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Taking M >
(
EX2s
t
ǫ(1−βssup)
2
)1/s
leads to the desired result. Similarly, we have
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂β2
∣∣∣∣ ≥M]
=
1
Ms
E
[( ∞∑
k=2
k(k − 1)βk−2sup
(
ωsup + αsupX
2
T−k
))s]
≤ 1
Ms
E
[ ∞∑
k=2
ks(k − 1)sβs(k−2)sup
(
ωssup + α
s
supX
2s
T−k
)]
≤ 1
Ms
∞∑
k=2
k(k − 1)βs(k−2)sup
(
ωssup + α
s
supEX
2s
t
)
=
2(ωssup + α
s
supEX
2s
t )
Ms(1− βssup)3
,
where ωsup = supθ∈V (θ0) ω and αsup = supθ∈V (θ0) α. Taking M >
(
2(ωssup+α
s
supEX
2s
t
)
ǫ(1−βssup)
3
)1/s
completes the verification of Assumption 1.d.
Regarding Assumption 1.e we choose {ct} and {st} to be sequences of zeros, i.e.
ct = st = 0 for all t ∈ Z, and note that
ψ(XT , XT−1, . . . ; θ)− ψsT+1(Xct1:T ; θ) =
∞∑
k=T−t1+1
βkαX2T−k.
We have
mT
(
ψ(XT , XT−1, . . . ; θ0)− ψsT+1(Xct1:T ; θ0)
)
=
√
TβT−t10
∞∑
k=1
βk0α0X
2
t1−k. (4.6)
Clearly, the sum is of order Op(1). Further, for any t1 ≥ 1 such that (T − t1)/lT →∞
we get
√
TβT−t10 → 0. Hence, (4.6) is op(1). Moreover, we obtain
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂ω − ∂ψ(XT , XT−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
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and
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂α − ∂ψ(XT , XT−1, . . . ; θ0)∂α
∣∣∣∣ = βT−t10 ∞∑
k=1
βk0X
2
t1−k
being op(1) since the sum is Op(1) and β
T−t1
0 → 0. Similarly, we find
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂β − ∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣ = ∞∑
k=T−t1+1
kβk−10 α0X
2
T−k
=(T − t1)βT−t10
∞∑
k=1
βk−10 α0X
2
t1−k
+ βT−t10
∞∑
k=1
kβk−10 α0X
2
t1−k
being op(1) and we conclude that
∣∣∣∣∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂θ − ∂ψ(XT , XT−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂ω∂θ′ − ∂ψ(XT , XT−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ =(0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α2 − ∂ψ(XT , XT−1, . . . ; θ)∂α2
∣∣∣∣ =0
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α∂β − ∂ψ(XT , XT−1, . . . ; θ)∂α∂β
∣∣∣∣ = ∞∑
k=T−t1+1
kβk−1sup X
2
T−k
=(T − t1)βT−t1sup
∞∑
k=1
βk−1sup X
2
t1−k
+ βT−t1sup
∞∑
k=1
kβk−1sup X
2
t1−k
is op(1) by previous arguments noting that βsup ∈ (0, 1). Similarly, it can be shown
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that
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂β∂β ′ − ∂ψ(XT , XT−1, . . . ; θ0)∂β∂β ′
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=T−t1+1
k(k − 1)βk−2αX2T−k
∣∣∣∣ ≤ T−1∑
k=T−t1+1
k(k − 1)βk−2sup αsupX2T−k
vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsT+1(Xct1:T ; θ)∂θ∂θ′ − ∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 3
The condition in Assumption 3.a is satisfied for instance by TE(T ) ∼ T − ⌊T b⌋ and
TP (T ) ∼ T − ⌊T a⌋ with 0 < a < b < 1.
With regard to Assumption 7.4, {Xt} is a strictly stationary process such that As-
sumption 3.b is satisfied.
The process {Xt} is β-mixing with exponential decay (Francq and Zako¨ıan, 2011,
Thm. 3.4). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 3.c is met
with regard to remark 3 of BHS noting that TP (T )− TE(T )→∞.
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Assumptions 4 and 5
Assumption 4 is implied by Assumption 5, which, in turn, is verified by Theorem 2
and the consistent1 estimator
Υˆ(X1:T ) =
(
1
T
T∑
t=1
X4t
σ˜ 4t
(
θˆ(X1:T )
) − 1) ( 1
T
T∑
t=1
1
σ˜4t
(
θˆ(X1:T )
) ∂σ˜ 2t (θˆ(X1:T ))
∂θ
∂σ˜2t
(
θˆ(X1:T )
)
∂θ′
)−1
.
Assumptions within Corollary 1 of BHS
To show 1/υˆ2IPT = Op(1), recall that υˆ
2IP
T = υ
2IP
T + op(1) (see proof of Corollary 2 of
BHS) and define κ = eigminΥ0, the minimum eigenvalue of Υ0. Since Υ0 is positive
definite, we have κ > 0 such that 1/υˆ2IPT = Op(1) is implied by
υˆ2IPT + op(1) = υ
2IP
T ≥ κ
∣∣∣∣∣∣∣∣∂ψT+1∂θ
∣∣∣∣∣∣∣∣2 ≥ κ∣∣∣∣∂ψT+1∂ω
∣∣∣∣2 ≥ κ .
Similarly, we obtain υˆSPLT + op(1) ≥ κ such that 1/υˆSPLT = Op(1).
5 Conditional Mean in an ARMA(1, 1)
5.1 Model Description
The ARMA model was popularized by the classical book of Box and Jenkins (1971).
It represents a stationary stochastic process in terms of an autoregressive and a
moving-average part. The ARMA(1, 1) process with drift is given by
Xt − ω0 = α0εt−1 + β0(Xt−1 − ω0) + εt (5.1)
1A formal proof of consistency under Assumption 7 is along the lines of the intermediary results
(iv) and (vi) included in Francq and Zako¨ıan (2004, Thm. 2.2).
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for t ∈ Z, where θ0 = (ω0, α0, β0)′ is a parameter vector in a parameter set Θ and
{εt} is a sequence of innovations. We denote by θ = (ω, α, β)′ a generic parameter
vector and subsequently make the following assumptions:
Assumption 8. (ARMA(1, 1)-Model)
8.1 (Compactness) Θ is compact;
8.2 (Interior) θ0 belongs to Θ˚;
8.3 (Invertibility) |α| < 1 for all θ ∈ Θ;
8.4 (Causality) |β| < 1 for all θ ∈ Θ;
8.5 (Roots) 1− βz and 1 + αz have no common root, and α, β 6= 0 for all θ ∈ Θ;
8.6 (Innovations) εt are i.i.d. from an absolutely continuous distribution with re-
spect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε
2
t ] = σ
2
ε < ∞ and
having a Lebesgue density strictly positive on R;
Θ is assumed to be compact in Assumption 8.1, which holds true, for instance, if it
is of the form Θ =
{
(ω, α, β)′ ∈ R3 : |ω| ≤ δ−1, δ ≤ |α| ≤ 1− δ and δ ≤ |β| ≤ 1− δ},
where δ > 0 is a sufficiently small constant. Assumption 8.2 states that the true
parameter vector lies in the interior of the parameter set and is necessary to obtain
asymptotic normality of the parameter estimator. The invertibility and causality
conditions are stated in 8.3 and 8.4. Assumption 8.5 ensures that the ARMA model
is irreducible. Assumption 8.6 imposes further restrictions on the distribution of the
innovation process. Next, we turn to the estimation of the model.
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5.2 Estimation
To estimate the model in equation (5.1), we consider a least squares estimator in the
spirit of Brockwell and Davis (1991).2 Other estimators such as the QML estimator
based on the Gaussian likelihood can alternatively be considered. Let GT (α0, β0) be
the correlation matrix of (X1, . . . , XT )
′ with elements given by
Cor(Xt, Xt−k) =
(α0 + β0)(1 + α0β0)
1 + 2α0β0 + α20
βk−10
for k ≥ 1. The (weighted) least squares estimator of θ0 is given by
θˆ(X1:T ) = argmin
θ∈Θ
(X1:T − ωιT )′G−1T (α, β)(X1:T − ωιT ). (5.2)
with ιT = (1, . . . , 1)
′ ∈ RT . As the sample size grows large, the estimator approaches
a normal distribution under regulatory conditions.
Theorem 3. (Brockwell and Davis, 1991; Bao, 2018) Under Assumption 8
√
T
(
θˆ(X1:T )− θ0
) d→ N(0,Υ0) (5.3)
with
Υ0 =

σ2ε (1−α0)
2
(1−β0)2
0 0
0
(1−α0β0)2(1−β20)
(α0−β0)2
(1−α20)(1−α0β0)(1−β
2
0 )
(α0−β0)2
0
(1−α20)(1−α0β0)(1−β
2
0)
(α0−β0)2
(1−α0β0)2(1−α20)
(α0−β0)2
 . (5.4)
It is worth highlighting that Υ0 does not only depend on θ0 = (ω0, α0, β0)
′, but
also on the nuisance parameter σ2ε .
2Brockwell and Davis (1991) consider ω = 0 for simplicity. The extension to ω 6= 0 is straight-
forward.
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5.3 Mapping
Having described the model and its estimation, we write the model in terms of the
general framework. The conditional mean of XT+1 is equal to
ψT+1 = ψ(XT , XT−1, . . . ; θ0) = ω0 +
∞∑
k=0
(−α0)k(α0 + β0)(XT−k − ω0). (5.5)
To verify Assumption 1 requires the first and second derivatives of ψ(XT , XT−1, . . . ; θ)
w.r.t. θ. The first order derivatives are
∂ψ(XT , XT−1, . . . ; θ)
∂ω
=
1− β
1 + α
,
∂ψ(XT , XT−1, . . . ; θ)
∂β
=
∞∑
k=0
(−α)k(XT−k − ω),
∂ψ(XT , XT−1, . . . ; θ)
∂α
=
∞∑
k=0
(k + 1)(−α)k
(
(XT−k − ω)− β(XT−k−1 − ω)
)
,
whereas the second order derivatives are given by
∂2ψ(XT , XT−1, . . . ; θ)
∂ω2
= 0,
∂2ψ(XT , XT−1, . . . ; θ)
∂β2
= 0,
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂β
= − 1
1 + α
,
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂α
= − 1− β
(1 + α)2
,
∂2ψ(XT , XT−1, . . . ; θ)
∂α∂β
=
∞∑
k=0
(k + 1)(−α)k(ω −XT−k−1),
∂2ψ(XT , XT−1, . . . ; θ)
∂α2
=−
∞∑
k=1
(k + 1)k(−α)k−1
(
(XT−k − ω)− β(XT−k−1 − ω)
)
.
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5.4 Verification of Assumptions
Before turning to the verification of the high-level assumptions, note that E|Xt| <∞
as the process {Xt} is assumed to be causal and E|εt| <∞.3
Assumption 1
For Assumption 1.a to be met, we consider the least squares estimator in equation
(5.2), whose asymptotic distribution is specified in Theorem 3.
As the function ψT+1(. . . ; θ) given in (5.5) is continuous on Θ and twice differentiable
on Θ˚, Assumption 1.b is met.
Regarding Assumption 1.c we note that
∂ψ(XT , XT−1, . . . ; θ0)
∂ω
=
1− β0
1 + α0
is trivially O(1). To show ∂ψ(XT ,XT−1,...;θ0)
∂β
= Op(1), we need to find a finiteM for every
ǫ > 0 such that P
[∣∣∂ψ(XT ,XT−1,...;θ0)
∂β
∣∣ ≥M] < ǫ for sufficiently large T . Employing the
Markov inequality, we obtain
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣ ≥M] ≤ 1M E
[∣∣∣∣ ∞∑
k=0
(−α0)k(XT−k − ω0)
∣∣∣∣
]
≤ 1
M
∞∑
k=0
|α0|k
(
E|Xt|+ |ω0|
)
=
E|Xt|+ |ω0|
(1− |α0|)M
3As {Xt} is causal, we can write it in the MA(∞) representation: Xt − ω0 =
∑
∞
j=0 ϑjεt−j with∑
∞
j=0 |ϑj | <∞ such that E|Xt| ≤ |ω0|+ E|εt|
∑
∞
j=0 |ϑj | <∞.
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such that M > E|Xt|+|ω0|
(1−|α0|)ǫ
gives the desired result. Similarly, we find
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂α
∣∣∣∣ ≥M]
≤ 1
M
E
[∣∣∣∣ ∞∑
k=0
(k + 1)(−α0)k
(
(XT−k − ω0)− β0(XT−k−1 − ω0)
)∣∣∣∣
]
≤ 1
M
E
[
∞∑
k=0
(k + 1)|α0|k
(
|XT−k|+ |ω0|+ |β0|
(|XT−k−1|+ |ω0|))
]
=
1
M
∞∑
k=0
(k + 1)|α0|k
(
E|Xt|+ |ω0|
)
(1 + |β0|) = (E|Xt|+ |ω0|)(1 + |β0|)
M(1 − |α0|)2
such that M > (E|Xt|+|ω0|)(1+|β0|)
ǫ(1−|α0|)2
establishes ∂ψ(XT ,XT−1,...;θ0)
∂α
= Op(1), which completes
the verification of Assumption 1.c.
Consider Assumption 1.d and note that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω2
∣∣∣∣ =0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω2
∣∣∣∣ =0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 11− αsup = O(1)
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂α
∣∣∣∣ ≤ 1 + βsup1− αsup ,
where αsup = supθ∈V (θ0) |α| as well as βsup = supθ∈V (θ0) |β|. To show that the term
supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α∂β ∣∣∣ is Op(1), we need to find an M for every ǫ > 0 such that
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P[
supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α∂β ∣∣∣ ≥ M] < ǫ holds for sufficiently large T . We obtain
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α∂β
∣∣∣∣ ≥M]
≤ 1
M
E
[
sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=0
(k + 1)(−α)k(ω −XT−k−1)
∣∣∣∣
]
≤ 1
M
E
[
∞∑
k=0
(k + 1)αksup
(|XT−k−1|+ ωsup)
]
≤ 1
M
∞∑
k=0
(k + 1)αksup
(
E|Xt|+ ωsup
)
=
E|Xt|+ ωsup
M(1 − αsup)2 ,
where ωsup = supθ∈V (θ0) |ω|. Taking M > E|Xt|+ωsupǫ(1−αsup)2 leads to the desired result. Simi-
larly, we find
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α2
∣∣∣∣ ≥M]
≤ 1
M
E
[
sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=1
(k + 1)k(−α)k−1
(
(XT−k − ω)− β(XT−k−1 − ω)
)∣∣∣∣]
≤ 1
M
E
[ ∞∑
k=1
(k + 1)kαk−1sup
(
|XT−k|+ ωsup + βsup
(|XT−k−1|+ ωsup))]
≤ 1
M
∞∑
k=1
(k + 1)kαk−1sup
(
E|Xt|+ ωsup
)
(1 + βsup) =
2(E|Xt|+ ωsup)(1 + βsup)
M(1− αsup)3 .
Taking M > 2(E|Xt|+ωsup)(1+βsup)
ǫ(1−αsup)3
establishes that supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α2 ∣∣∣ = Op(1).
Regarding Assumption 1.e we choose {ct} and {st} to be sequences of zeros, i.e.
ct = st = 0 for all t ∈ Z, and note that
ψ(XT , XT−1, . . . ; θ)− ψsT+1(Xct1:T ; θ) =
∞∑
k=T−t1+1
(−α0)k(α0 + β0)XT−k.
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We have
mT
(
ψ(XT , XT−1, . . . ; θ0)− ψsT+1(Xct1:T ; θ0)
)
=
√
T (−α0)T−t1
∞∑
k=1
(−α0)k(α0 + β0)Xt1−k.
(5.6)
Clearly, the sum is of order Op(1) as |α0| < 1 and {Xt} is strictly stationary. Further,
for any t1 ≥ 1 such that (T − t1)/lT →∞ we get
√
T (−α0)T−t1 → 0. Hence, (5.6) is
op(1). Moreover, we obtain
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂ω − ∂ψ(XT , XT−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
and
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂β − ∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣
=
∣∣∣∣ ∞∑
k=T−t1+1
(−α0)kXT−k
∣∣∣∣ ≤ |α0|T−t1 ∞∑
k=1
|α0|k|Xt1−k|
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being op(1) since the sum is Op(1) and |α0|T−t1 → 0. Similarly, we find
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂α − ∂ψ(XT , XT−1, . . . ; θ0)∂α
∣∣∣∣
=
∣∣∣∣ ∞∑
k=T−t1+1
(
(k + 1)α0 + kβ0
)
(−α0)k−1XT−k
∣∣∣∣
≤
∞∑
k=T−t1+1
(
(k + 1)|α0|+ k|β0|
)|α0|k−1|XT−k|
≤2(|α0|+ |β0|) ∞∑
k=T−t1+1
k|α0|k−1|XT−k|
=(T − t1)|α0|T−t12
(|α0|+ |β0|) ∞∑
k=1
|α0|k−1|Xt1−k|
+ |α0|T−t12
(|α0|+ |β0|) ∞∑
k=1
k|α0|k−1|Xt1−k|
being op(1) and we conclude that
∣∣∣∣∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂θ − ∂ψ(XT , XT−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂ω∂θ′ − ∂ψ(XT , XT−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ = (0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂β2 − ∂ψ(XT , XT−1, . . . ; θ)∂β2
∣∣∣∣ = 0
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and
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α∂β − ∂ψ(XT , XT−1, . . . ; θ)∂α∂β
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=T−t1
(k + 1)(−α)kXT−k−1
∣∣∣∣ ≤ ∞∑
k=T−t1
(k + 1)αksup|XT−k−1|
=(T − t1)αT−t1sup
∞∑
k=0
αksup|Xt1−k−1|+ αT−t1sup
∞∑
k=0
(k + 1)αksup|Xt1−k−1|
is op(1) by previous arguments as αsup ∈ (0, 1). Similarly, it can be shown that
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α2 − ∂ψ(XT , XT−1, . . . ; θ)∂α2
∣∣∣∣
= sup
θ∈V (θ0)
∣∣∣∣ ∞∑
k=T−t1+1
(k + 1)k(−α)k−1XT−k − β
∞∑
k=T−t1
(k + 1)k(−α)k−1XT−k−1
∣∣∣∣
≤
∞∑
k=T−t1+1
(k + 1)kαk−1sup |XT−k|+ βsup
∞∑
k=T−t1
(k + 1)kαk−1sup |XT−k−1|
vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsT+1(Xct1:T ; θ)∂θ∂θ′ − ∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 3
The condition in Assumption 3.a is satisfied for instance by TE(T ) ∼ T − ⌊T b⌋ and
TP (T ) ∼ T − ⌊T a⌋ with 0 < a < b < 1.
The process {Xt} is strictly stationary since |β0| < 1 and E log+ |εt| ≤ E|εt| < ∞
(Bougerol and Picard, 1992, Thm. 4.1).
The process
{
(εt, Xt)
}
is β-mixing with exponential decay (Mokkadem, 1988, Thm.
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1’). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 3.c is met with
regard to remark 3 of BHS noting that TP (T ) − TE(T ) → ∞. For an alternative
mixing result we refer to Davidson (1994, Thm. 14.9).
Assumptions 4 and 5
Assumption 4 is implied by Assumption 5, which, in turn, is verified by Theorem 3
and the consistent estimator
Υˆ(X1:T ) =

Υˆ11(X1:T ) 0 0
0 Υˆ22(X1:T ) Υˆ23(X1:T )
0 Υˆ23(X1:T ) Υˆ33(X1:T )
 ,
where
Υˆ11(X1:T ) =
σˆ2ε (X1:T )(1− αˆ(X1:T ))2
(1− βˆ(X1:T ))2
Υˆ22(X1:T ) =
(1− αˆ(X1:T )βˆ(X1:T ))2(1− βˆ(X1:T )2)
(αˆ(X1:T )− βˆ(X1:T ))2
Υˆ23(X1:T ) =
(1− αˆ(X1:T )2)(1− αˆ(X1:T )βˆ(X1:T ))(1− βˆ(X1:T )2)
(αˆ(X1:T )− βˆ(X1:T ))2
Υˆ33(X1:T ) =
(1− αˆ(X1:T )βˆ(X1:T ))2(1− αˆ(X1:T )2)
(αˆ(X1:T )− βˆ(X1:T ))2
and
σˆ2ε(X1:T ) =
1
T − 3
(
X1:T − ωˆ(X1:T )ιT
)′
G−1T
(
αˆ(X1:T ), βˆ(X1:T )
)(
X1:T − ωˆ(X1:T )ιT
)
.
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Assumptions within Corollary 1 of BHS
To show 1/υˆ2IPT = Op(1), recall that υˆ
2IP
T = υ
2IP
T + op(1) (see proof of corollary 2 of
BHS) and define κ = eigminΥ0, the minimum eigenvalue of Υ0. Since Υ0 is positive
definite, we have κ > 0. Together with |β0| < 1 and |α0| < 1
υˆ2IPn + op(1) =υ
2IP
n ≥ κ
∣∣∣∣∣∣∣∣∂ψsT+1(X1:T ; θ0)∂θ
∣∣∣∣∣∣∣∣2 ≥ κ∣∣∣∣∂ψsT+1(X1:T ; θ0)∂ω
∣∣∣∣2 = κ (1− β0)2(1 + α0)2 > 0
implies 1/υˆ2IPT = Op(1). Analogously, we have 1/υˆ
SPL
T = Op(1).
6 Conditional Volatility in a T-GARCH(1,1)
6.1 Model Description
The T-GARCHmodel was first introduced by Zako¨ıan (1994). It accounts for the styl-
ized fact that past positive and negative innovations appear not to have the same im-
pact on current volatility, which is also known as leverage effect. The T-GARCH(1, 1)
process {Xt} is defined by
Xt = σtεt
σt = ω0 + α
+
0 X
+
t−1 + α
−
0 X
−
t−1 + β0σt−1
(6.1)
for all t ∈ Z using the notation x+ = max{x, 0} and x− = max{−x, 0}. θ0 =
(ω0, α
+
0 , α
−
0 , β0)
′ are non-negative parameters in a parameter set Θ and {εt} is a
sequence of innovations. We denote by θ = (ω, α+, α−, β)′ a generic parameter vector
and subsequently make the following assumptions:
Assumption 9. (T-GARCH(1,1)-Model)
9.1 (Compactness) Θ is compact;
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9.2 (Interior) θ0 belongs to Θ˚;
9.3 (Non-negativity) ω > 0, α+ ≥ 0, α− ≥ 0 and β ≥ 0 for all θ ∈ Θ;
9.4 (Strict Stationarity) E
[
ln(α+0 ε
+
t + α
−
0 ε
−
t + β0)
]
< 1 and β < 1 for all θ ∈ Θ;
9.5 (Roots) 1− β0z > 0 has no common root with α+0 z and α−0 z, and α+0 +α−0 6= 0;
9.6 (Innovations) εt are i.i.d. from an absolutely continuous distribution with re-
spect to the Lebesgue measure on R satisfying E[εt] = 0, E[ε
2
t ] = 1 and
E[ε4t ] <∞ and having a Lebesgue density strictly positive in a neighborhood of
zero.
Θ is assumed to be compact in Assumption 9.1, which holds true, for instance, if
it is of the form Θ = [δ, 1/δ] × [0, 1/δ]2 × [0, 1 − δ], where δ ∈ (0, 1) is a sufficiently
small constant. Assumption 9.2 states that the true parameter vector lies in the
interior of the parameter set and is necessary to obtain asymptotic normality of the
parameter estimator. The non-negativity constraints in 9.3 are standard ensuring the
conditional standard deviation to be strictly positive. Assumption 9.4 is necessary and
sufficient for {Xt} being strictly stationary (cf. Hamadeh and Zako¨ıan, 2011). The
root condition in 9.5 guarantees that the T-GARCH model is irreducible. Assumption
9.6 imposes further restrictions on the moments and density of the innovation process.
Next, we turn to the estimation of the model in (6.1).
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6.2 Estimation
We consider the Gaussian QML estimator proposed by Hamadeh and Zako¨ıan (2011).
For a generic θ ∈ Θ we set
σt+1(θ) =
∞∑
k=0
βk
(
ω + α+X+t−k + α
−X−t−k
)
(6.2)
and note that σt+1 = σt+1(θ0). Replacing the unknown presample observations by
arbitrary values, say st, t ≤ 0, we denote the modified version of (6.2) by σ˜2t+1(θ).
Then the QML estimator of θ0 is defined as any measurable solution θˆ(X1:T ) of
θˆ(X1:T ) = argmax
θ∈Θ
L˜T (θ;X1:T ) (6.3)
with
L˜T (θ;X1:T ) =
T∏
t=1
1√
2πσ˜2t (θ)
exp
(
− X
2
t
2σ˜2t (θ)
)
.
Assumption 9 implies that the estimator follows asymptotically a normal distribution.
Theorem 4. (Hamadeh and Zako¨ıan, 2011) Under Assumption 9
√
T
(
θˆ(X1:T )− θ0
) d→ N(0,Υ0) , (6.4)
where Υ0 =
1
4
(
E[ε4t ]− 1
)
E
[
1
σ2
t
(θ0)
∂σt(θ0)
∂θ
∂σt(θ0)
∂θ′
]−1
and σt(θ) is given in (6.2).
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6.3 Mapping
Having described the model and its estimation, we map the model into the general
framework. The conditional volatility σT+1 is equal to
ψT+1 = ψ(XT , XT−1, . . . ; θ0) =
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
T−k + α
−
0 X
−
T−k
)
. (6.5)
To verify Assumption 1 the first and second derivatives of ψ(XT , XT−1, . . . ; θ) w.r.t.
θ are needed. The first order derivatives are
∂ψ(XT , XT−1, . . . ; θ)
∂ω
=
1
1− β ,
∂ψ(XT , XT−1, . . . ; θ)
∂α+
=
∞∑
k=0
βkX+T−k,
∂ψ(XT , XT−1, . . . ; θ)
∂α−
=
∞∑
k=0
βkX−T−k,
∂ψ(XT , XT−1, . . . ; θ)
∂β
=
∞∑
k=1
kβk−1
(
ω + α+X+T−k + α
−X−T−k
)
,
34
whereas the second order derivatives are given by
∂2ψ(XT , XT−1, . . . ; θ)
∂ω2
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂α+
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂α−
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂α+ 2
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂α+∂α−
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂α− 2
= 0
∂2ψ(XT , XT−1, . . . ; θ)
∂ω∂β
=
1
(1− β)2
∂2ψ(XT , XT−1, . . . ; θ)
∂α+∂β
=
∞∑
k=1
kβk−1X+T−k
∂2ψ(XT , XT−1, . . . ; θ)
∂α−∂β
=
∞∑
k=1
kβk−1X−T−k
∂2ψ(XT , XT−1, . . . ; θ)
∂β2
=
∞∑
k=2
k(k − 1)βk−2(ω + α+X+T−k + α−X−T−k)
6.4 Verification of Assumptions
Before turning to the verification of the high-level assumptions, note that the strict
stationarity condition implies the existence of fractional moments: there exists an
s ∈ (0, 1) such that E|Xt|s <∞ (Hamadeh and Zako¨ıan, 2011, Prop. A.1).
Assumption 1
For Assumption 1.a to be met, we consider the quasi-maximum likelihood estimator
by Hamadeh and Zako¨ıan (2011), whose asymptotic distribution is specified in The-
orem 4.
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As the function ψ(. . . ; θ), given in (6.5), is continuous on Θ and twice differentiable
on Θ˚, Assumption 1.b is satisfied.
Consider Assumption 1.c and note that
∂ψ(XT , XT−1, . . . ; θ0)
∂ω
=
1
1− β0
is trivally O(1). For showing ∂ψ(XT ,XT−1,...;θ0)
∂α+
= Op(1), we need to find a finite M for
every ǫ > 0 such that P
[∣∣∂ψ(XT ,XT−1,...;θ0)
∂α+
∣∣ ≥M] < ǫ for T sufficiently large. Markov’s
inequality implies
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂α+
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
+
T−k
)s]
≤ 1
Ms
E
[( ∞∑
k=0
βk0 |XT−k|
)s]
≤ 1
Ms
∞∑
k=0
βsk0 E|Xt|s =
E|Xt|s
(1− βs0)Ms
such that M >
(
E|Xt|s
(1−βs0)ǫ
)1/s
gives the desired result. The same M serves to show
∂ψ(XT ,XT−1,...;θ0)
∂α−
= Op(1):
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂α−
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=0
βk0X
−
T−k
)s]
≤ 1
Ms
E
[( ∞∑
k=0
βk0 |XT−k|
)s]
≤ E|Xt|
s
(1− βs0)Ms
< ǫ.
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Similarly, we get
P
[∣∣∣∣∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣ ≥M] ≤ 1MsE
[( ∞∑
k=1
kβk−10
(
ω0 + α
+
0 X
+
T−k + α
−
0 X
−
T−k
))s]
≤ 1
Ms
E
[ ∞∑
k=1
kβ
s(k−1)
0
(
ωs0 + (α
+
0 + α
−
0 )
s|XT−k|s
)]
=
ωs0 + (α
+
0 + α
−
0 )
sE|Xt|s
Ms(1− βs0)2
such that M >
(
ωs0+(α
+
0 +α
−
0 )
sE|Xt|s
ǫ(1−βs0)
2
)1/s
establishes ∂ψ(XT ,XT−1,...;θ0)
∂β
= Op(1).
Concerning Assumption 1.d we notice that
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂α+
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂α−
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α+ 2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α+∂α−
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α− 2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂ω∂β
∣∣∣∣ = 1(1− βsup)2 = O(1),
where βsup = supθ∈V (θ0) β. To show supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α+∂β ∣∣∣ = Op(1), we need to
find an M for every ǫ > 0 such that P
[
supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α+∂β ∣∣∣ ≥ M] < ǫ holds.
37
We obtain
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α+∂β
∣∣∣∣ ≥ M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
+
T−k
)s]
≤ 1
Ms
E
[
∞∑
k=1
ksβs(k−1)sup |XT−k|s
]
≤ 1
Ms
∞∑
k=1
kβs(k−1)sup E|Xt|s =
E|Xt|s
Ms(1− βssup)2
.
Taking M >
(
E|Xt|s
ǫ(1−βssup)
2
)1/s
leads to the desired result. The same M serves to prove
that supθ∈V (θ0)
∣∣∣∂2ψ(XT ,XT−1,...;θ)∂α−∂β ∣∣∣ = Op(1) since
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂α−∂β
∣∣∣∣ ≥ M] ≤ 1MsE
[( ∞∑
k=1
kβk−1sup X
−
T−k
)s]
≤ 1
Ms
E
[
∞∑
k=1
ksβs(k−1)sup |XT−k|s
]
≤ E|Xt|
s
Ms(1− βssup)2
< ǫ.
Similarly, we have
P
[
sup
θ∈V (θ0)
∣∣∣∣∂2ψ(XT , XT−1, . . . ; θ)∂β2
∣∣∣∣ ≥M]
=
1
Ms
E
[( ∞∑
k=2
k(k − 1)βk−2(ωsup + α+supX+T−k + α−supX−T−k))s
]
≤ 1
Ms
E
[ ∞∑
k=2
ks(k − 1)sβs(k−2)sup
(
ωssup + (α
+
sup + α
−
sup)
s|XT−k|s
)]
≤ 1
Ms
∞∑
k=2
k(k − 1)βs(k−2)sup
(
ωssup + (α
+
sup + α
−
sup)
s
E|Xt|s
)
=
2(ωssup + (α
+
sup + α
−
sup)
sE|Xt|s)
Ms(1− βssup)3
,
where ωsup = supθ∈V (θ0) ω, α
+
sup = supθ∈V (θ0) α
+ and α−sup = supθ∈V (θ0) α
−. Taking
M >
(
2(ωssup+(α
+
sup+α
−
sup)
sE|Xt|s)
ǫ(1−βssup)
3
)1/s
completes the verification of Assumption 1.d.
Regarding Assumption 1.e we choose {ct} and {st} to be sequences of zeros, i.e.
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ct = st = 0 for all t ∈ Z, and note that
ψ(XT , XT−1, . . . ; θ)− ψsT+1(Xct1:T ; θ) =
∞∑
k=T−t1+1
βk
(
α+X+T−k + α
−X−T−k
)
.
We have
mT
(
ψ(XT , XT−1, . . . ; θ0)− ψsT+1(Xct1:T ; θ0)
)
=
√
TβT−t10
∞∑
k=1
βk0
(
α+0 X
+
t1−k
+ α−0 X
−
t1−k
)
.
(6.6)
Clearly, the sum is of order Op(1). Further, for any t1 ≥ 1 such that (T − t1)/lT →∞
we get
√
TβT−t10 → 0. Hence, (6.6) is op(1). Moreover, we obtain
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂ω − ∂ψ(XT , XT−1, . . . ; θ0)∂ω
∣∣∣∣ = 0
as well as
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂α+ − ∂ψ(XT , XT−1, . . . ; θ0)∂α+
∣∣∣∣ = ∞∑
k=T−t1+1
βk0X
+
T−k ≤ βT−t10
∞∑
k=1
βk0X
+
t1−k
and
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂α− − ∂ψ(XT , XT−1, . . . ; θ0)∂α−
∣∣∣∣ = ∞∑
k=T−t1+1
βk0X
−
T−k ≤ βT−t10
∞∑
k=1
βk0X
−
t1−k
being op(1) since the sums are Op(1) and β
T−t1
0 → 0. Similarly, we find
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂β − ∂ψ(XT , XT−1, . . . ; θ0)∂β
∣∣∣∣ = ∞∑
k=T−t1+1
kβk−10
(
α+0 X
+
T−k + α
−
0 X
−
T−k
)
=(T − t1)βT−t10
∞∑
k=1
βk−10
(
α+0 X
+
t1−k
+ α−0 X
−
t1−k
)
+ βT−t10
∞∑
k=1
kβk−10
(
α+0 X
+
t1−k
+ α−0 X
−
t1−k
)
39
being op(1) and we conclude that
∣∣∣∣∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂θ − ∂ψ(XT , XT−1, . . . ; θ0)∂θ
∣∣∣∣∣∣∣∣ = op(1).
Further, we get
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂ω∂θ′ − ∂ψ(XT , XT−1, . . . ; θ)∂ω∂θ′
∣∣∣∣ = (0, 0, 0),
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α+ 2 − ∂ψ(XT , XT−1, . . . ; θ)∂α+ 2
∣∣∣∣ = 0,
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α− 2 − ∂ψ(XT , XT−1, . . . ; θ)∂α− 2
∣∣∣∣ = 0
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α+∂α− − ∂ψ(XT , XT−1, . . . ; θ)∂α+∂α−
∣∣∣∣ = 0.
In addition, we find
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α+∂β − ∂ψ(XT , XT−1, . . . ; θ)∂α+∂β
∣∣∣∣ = ∞∑
k=T−t1+1
kβk−1sup X
+
T−k
=(T − t1)βT−t1sup
∞∑
k=1
βk−1sup X
+
t1−k
+ βT−t1sup
∞∑
k=1
kβk−1sup X
+
t1−k
and
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ)∂α−∂β − ∂ψ(XT , XT−1, . . . ; θ)∂α+∂β
∣∣∣∣ = ∞∑
k=T−t1+1
kβk−1sup X
−
T−k
=(T − t1)βT−t1sup
∞∑
k=1
βk−1sup X
−
t1−k
+ βT−t1sup
∞∑
k=1
kβk−1sup X
−
t1−k
being op(1) by previous arguments noting that βsup ∈ (0, 1). Similarly, it can be
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shown that
sup
θ∈V (θ0)
∣∣∣∣∂ψsT+1(Xct1:T ; θ0)∂β∂β ′ − ∂ψ(XT , XT−1, . . . ; θ0)∂β∂β ′
∣∣∣∣
≤
∞∑
k=T−t1+1
k(k − 1)βk−2sup
(
α+supX
+
T−k + α
−
supX
−
T−k
)
vanishes in probability to zero and we conclude that
sup
θ∈V (θ0)
∣∣∣∣∣∣∣∣∂2ψsT+1(Xct1:T ; θ)∂θ∂θ′ − ∂2ψ(XT , XT−1, . . . ; θ)∂θ∂θ′
∣∣∣∣∣∣∣∣ = op(1).
Assumption 3
The condition in Assumption 3.a is satisfied for instance by TE(T ) ∼ T − ⌊T b⌋ and
TP (T ) ∼ T − ⌊T a⌋ with 0 < a < b < 1.
With regard to Assumption 9.4, {Xt} is a strictly stationary process such that As-
sumption 3.b is satisfied.
The process {Xt} is β-mixing with exponential decay (Francq and Zako¨ıan, 2006,
Thm. 3). As β-mixing implies α-mixing (cf. Bradley, 2005), Assumption 3.c is met
with regard to remark 3 of BHS noting that TP (T )−TE(T )→∞. For an alternative
mixing result we refer to Carrasco and Chen (2002).
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Assumptions 4 and 5
Assumption 4 is implied by Assumption 5, which, in turn, is verified by Theorem 4
and the consistent estimator
Υˆ(X1:T ) =
(
1
T
T∑
t=1
X4t
σ˜ 4t
(
θˆ(X1:T )
) − 1) ( 1
T
T∑
t=1
1
σ˜4t
(
θˆ(X1:T )
) ∂σ˜ 2t (θˆ(X1:T ))
∂θ
∂σ˜2t
(
θˆ(X1:T )
)
∂θ′
)−1
.
Assumptions within Corollary 1 of BHS
The verification of 1/υˆ2IPT = Op(1) and 1/υˆ
SPL
T = Op(1) is analogous to the GARCH(1, 1)
case and hence omitted.
7 Concluding Remarks
In this paper we establish the mapping of the conditional mean in an AR(1) and
ARMA(1, 1) model into the general setup. Further, the conditional variance and
the conditional volatility in a GARCH(1, 1) and T-GARCH(1, 1) model, respectively,
are shown to be encompassed in that framework. Further, the theoretical results
of BHS are validated by verifying the corresponding assumptions for each model.
Clearly, the list of nested models is non-exhaustive and can be extended. For instance
one could study higher order models such as the ARMA(p, q) or the GARCH(p, q)
model with p, q ∈ N, which come at the cost of a more evolved analysis. Table 1
enlists four other GARCH-type extensions that are frequently encountered in the
literature. The family of quadratic GARCH (Q-GARCH) models has been proposed
by Sentana (1995). Its Q-GARCH(1, 1) member is very similar to the GARCH(1, 1)
model and can be verified in a similar fashion replacing αX2t−1 by αX
2
t−1 + φXt. The
GJR-GARCH(1, 1) model named after Glosten, Jagannathan and Runkle (1993) is a
variant of the T-GARCH(1, 1), which corresponds to squaring the variables involved.
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Model Conditional variance σ2t specification
E-GARCH(1, 1) ln σ2t = ω + α
Xt−1
σt−1
+ φ
(∣∣∣Xt−1σt−1 ∣∣∣− E|εt|)X2t−1 + β ln σ2t−1
N-GARCH(1, 1) σ2t = ω + α(Xt−1 − φσt−1)2 + βσ2t−1
GJR-GARCH(1, 1) σ2t = ω + α
+X2t−1I{Xt−1≥0} + α
−, X2t−1I{Xt−1<0} + βσ
2
t−1
Q-GARCH(1, 1) σ2t = ω + αX
2
t−1 + βσ
2
t−1 + φXt−1
Table 1: GARCH extensions. The respective process {Xt} is generated by Xt = σtεt,
where {εt} is a sequence of innovations and σ2t is the conditional variance at time t.
It can be easily verified along the lines of Section 6. The exponential GARCH (E-
GARCH) model suggested by Nelson (1991) and the non-linear GARCH (N-GARCH)
introduced by Engle and Ng (1993) can also be embedded into the framework of
BHS. For example, the conditional variance in an N-GARCH(1, 1) given by σ2T+1 =
ω0+α0(XT−φ0σT )2+β0σ2T , where θ0 = (ω0, α0, β0, φ0)′ denotes the parameter vector.
However, obtaining an explicit expression for the conditional variance in terms of θ0
and {Xt}t≤T is complicated due to non-linearities in the recursive formula: e.g. σ2T+1
depends on σ2T and σT in the N-GARCH(1, 1).
There are few GARCH extensions such as the fractionally integrated (FI-GARCH)
of Baillie et al. (1996) or the fractionally integrated EGARCH (FIE-GARCH) of
Bollerslev and Mikkelsen (1996) that cannot be encompassed in the framework at
hand. The corresponding processes typically exhibit intermediate or long memory
such that standard mixing results do not apply. Establishing the merging results on
the basis of verifying Assumption 3.c directly, instead via some mixing result, is an
interesting question, which demands further investigation.
Finally, we would like to emphasize that conditional risk measures such as condi-
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tional Value-at-Risk (VaR) can be mapped into the general framework. For instance
in the T-GARCH(1,1) model of Section 6, the conditional VaR of XT+1 given {Xt}t≤T
at level a ∈ (0, 1) reduces to
V aRa(XT+1|XT , XT−1, . . . ) = −ξa
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
T−k + α
−
0 X
−
T−k
)
(7.1)
with ξa = inf
{
τ ∈ R : P[εt ≤ τ ] ≥ a
}
; see Francq and Zako¨ıan (2015) for details.
Fixing a and treating ξa as additional parameter, (7.1) is a function of {Xt}t≤T and
ϑ0 = (ω0, α
+
0 , α
−
0 , β0, ξa)
′ and hence is nested in the setup of Section 2. Similarly, the
conditional Expected Shortfall (ES) of XT+1 given {Xt}t≤T at level a ∈ (0, 1)
ESa(XT+1|XT , XT−1, . . . ) = −µa
∞∑
k=0
βk0
(
ω0 + α
+
0 X
+
T−k + α
−
0 X
−
T−k
)
(7.2)
with µa = −E
[
εt|εt < ξa
]
can also be mapped into the general framework.
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