Homomorphic Sensing of Subspace Arrangements by Peng, Liangzu et al.
ar
X
iv
:2
00
6.
05
15
8v
1 
 [c
s.L
G]
  9
 Ju
n 2
02
0
Homomorphic Sensing of Subspace Arrangements
Liangzu Peng
SIST, ShanghaiTech University
penglz@shanghaitech.edu.cn
Boshi Wang
SIST, ShanghaiTech University
wangbsh@shanghaitech.edu.cn
Manolis C. Tsakiris
SIST, ShanghaiTech University
mtsakiris@shanghaitech.edu.cn
Abstract
Homomorphic sensing is a recent algebraic-geometric framework that studies the
unique recovery of points in a linear subspace from their images under a given
collection of linear transformations. It has been successful in interpreting such a
recovery in the case of permutations composed by coordinate projections, an im-
portant instance in applications known as unlabeled sensing, which models data
that are out of order and have missing values. In this paper we make several fun-
damental contributions. First, we extend the homomorphic sensing framework
from a single subspace to a subspace arrangement. Second, when specialized to
a single subspace the new conditions are simpler and tighter. Third, as a natural
consequence of our main theorem we obtain in a unified way recovery conditions
for real phase retrieval, typically known via diverse techniques in the literature,
as well as novel conditions for sparse and unsigned versions of linear regression
without correspondences and unlabeled sensing. Finally, we prove that the homo-
morphic sensing property is locally stable to noise.
1 Introduction
1.1 The homomorphic sensing problem
The homomorphic sensing problem was posed by [33] in quite abstract terms as follows. Let V ⊂
Rm be a linear subspace of dimension n and T a finite set of linear maps of Rm, typically known as
homomorphisms in abstract algebra. With v∗ ∈ V and τ∗ ∈ T unknown we observe y := τ∗(v∗).
Given V , T , and y, can we uniquely recover v∗ without knowing τ∗? That is, with y fixed we want
to know when the relations
y = τ(v), τ ∈ T , v ∈ V (1)
necessarily imply that v = v∗. If every v∗ ∈ V is uniquely recoverable under T in the above sense,
we say that V and T satisfy the homomorphic sensing property, which we denote by hsp(V , T ).
Whenever unique recovery is meant only up to sign we will instead use the notation hsp±(V , T ).
1.2 Examples of homomorphic sensing
Special instances of the above problem have been receiving a growing interest in diverse theoretical
contexts such as real phase retrieval [19, 5], linear regression without correspondences [12, 24, 28,
29, 25, 34], unlabeled sensing [35, 8, 33] and mixtures of linear regressions [3] (Figure 1). These
are abstractions themselves of a wide variety of lack of correspondence type problems occurring
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Figure 1: Instances of homomorphic sensing.
in data science, machine learning and signal processing applications. Examples are record linkage
[7, 17, 28] for data integration, matching and tracking of neurons in computational neuroscience
[22, 21], automated translation of medical codes [27] and gated flow cytometry [1] in biology, signal
estimation using distributed sensors [40, 31, 25] or from rearranged and erased frame coefficients
[10] in communication networks, multi-target tracking [13] and point set registration [23, 33] in
computer vision and many more, e.g., see [14, 24, 27]. The linear transformations associated with
these problems are typically permutations, coordinate projections, sign changes and combinations
thereof, as elaborated next.
Unlabeled sensing [35] is concerned with unique recovery of x∗ ∈ Rn from y = S∗Ax∗ ∈ Rr
where A ∈ Rm×n is a known measurement matrix and S∗ an unknown rank-r selection matrix, i.e.
S∗ selects r entries of the vector v∗ = Ax∗ in an arbitrary order. Without any further assumptions on
x∗ unique recovery is only possible ifA has full column-rank. Let us view the selection operation as
a permutation of coordinates composed by a coordinate projection, where by a coordinate projection
we mean a linear map Rm → Rm which preserves certain entries of a vector and sets the rest to zero.
Then with Sr,m the set of all compositions of permutations with rank-r coordinate projections we
see that unlabeled sensing is equivalent to hsp(R(A),Sr,m), whereR(A) is the column-space of A.
When r = m, i.e. when the coordinate projection is the identity map id, then Sr,m is the set of all
m×m permutationmatrices denoted by Sm, and hsp(R(A),Sm) becomes linear regression without
correspondences [12, 24, 28, 29, 25, 34]. Another variation is unlabeled ordered sensing [8], where
S∗ is assumed to preserve the relative order of the elements it selects. Using different algebraic-
combinatorial arguments [35] and [9] independently established that for a generic measurement
matrix A the bound r ≥ 2n is necessary and sufficient for hsp(R(A),Sr,m) to be true.
In real phase retrieval [19] one aims to recover a signal x∗ ∈ Rn up to sign from the magnitudes
y ∈ Rm of its linear measurements v∗ = Ax∗. Again without any other assumptions on x∗ unique
recovery is possible only if rank(A) = n. With Bm the set of allm×m sign matrices, i.e. diagonal
matrices with ±1 on the diagonal, up to sign1 unique recovery in real phase retrieval is equivalent
to2 hsp±(R(A),Bm). The work of [4] averred in a frame-theoretical language that for a generic
A the condition m ≥ 2n − 1 is necessary and sufficient. Of a similar flavor is the problem of a
symmetric mixture of two linear regressions [3]; see [15, 5] for discussions that connect the two
problems. A further variation is sparse real phase retrieval [18, 36, 2], also known as symmetric
mixture of sparse linear regressions [38, 16], where now x∗ is a k-sparse vector and m may no
longer be larger than n, i.e. A may be a fat matrix. In that case it was independently proved by
[2, 36] thatm ≥ min{2k, 2n− 1} is necessary and sufficient for unique recovery.
Finally, a combination of real phase retrieval and unlabeled sensing that may very well go under the
name unsigned unlabeled sensingwas studied in [19], where it was established via number-theoretic
arguments that r ≥ 2n is necessary and sufficient for hsp±(R(A),Sr,mBm) providingA is generic,
where Sr,mBm = {SB : S ∈ Sr,m, B ∈ Bm}.
1.3 Contributions of this paper
The results mentioned in the previous section were obtained via different techniques, stated in differ-
ent mathematical languages and motivated by different applications. But they all describe the same
abstract phenomenon observed for particular types of linear transformations. This was the main in-
1Sign uncertainty is inherent since both (B∗A, v∗) and (−B∗A,−v∗) yield the same measurements y.
2We are not aware of this formulation of phase retrieval noted elsewhere in the literature.
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sight3 of [32, 33] where it was discovered that the homomorphic sensing property hsp(V , {τ1, τ2})
for arbitrary linear transformations τ1, τ2 is governed by the dimension of a certain algebraic quasi-
variety Uρτ1,τ2 which controls the interaction of the images of τ1 and τ2 when restricted to the
subspace V . Here ρ is a projection onto the image space of τ2. Indeed, it was shown that whenever
dimUρτ1,τ2 ≤ m − n and rank(τ1), rank(τ2) ≥ 2n we have hsp(V , {τ1, τ2}) as long as V is a
generic n-dimensional subspace. Then computing dimUρτ1,τ2 for the transformations associated to
unlabeled sensing and variations yielded the same bounds mentioned in §1.2.
Inspired by the above insights, in this paper we make the following fundamental contributions to the
theory of homomorphic sensing and its applications:
1. We extend the homomorphic sensing framework from a single subspace to a subspace
arrangement, to be defined precisely in §2.2. This gives our main result, Theorem 1.
2. We improve the internal description of the homomorphic sensing framework by replacing
Uρτ1,τ2 with the simpler to compute quasi-variety Uτ1,τ2 , thus in particular improving the
existing theory for the single subspace case (Corollary 1).
3. We obtain the known results regarding unlabeled sensing, real phase retrieval and combi-
nations thereof mentioned in §1.2 as a series of corollaries of Theorem 1 (Proposition 4).
Moreover we obtain, again by specializing Theorem 1, a novel series of statements about
sparse versions of (unsigned) unlabeled sensing and linear regression without correspon-
dences (Proposition 5).
4. Finally, we provide an SNR condition (Theorem 2) which guarantees that the abstract ho-
momorphic sensing property hsp(V , T ) is preserved under bounded additive perturbations
on the data and specialize it to obtain new results for various homomorphic sensing in-
stances mentioned above (Corollary 2).
2 Homomorphic sensing of structured subspace arrangements
2.1 Preliminaries
Here we specify the language, partly following [33], for technical development; see [32] for an
abstract treatment. For some integer s > 0 we will write [s] := {1, . . . , s}. For any t ∈ R, we
denote by ⌊t⌋ the largest integer no more than t. A vector v of Rn is called k-sparse if it has no more
than k non-zero entries. We denote by K the set of all possible k-sparse vectors of Rn.
An endomorphism τ : Rm → Rm is a linear map of Rm, whose kernel ker(τ) is the set of all
w ∈ Rm with τ(w) = 0 and whose image im(τ) is the set of all τ(w)’s with any w ∈ Rm.
Any endomorphism of Rm may be viewed as an endomorphism of Cm via a procedure known as
complexification [26], for the same reason that a real matrix can be viewed as a complex one.
We also need some background from algebraic geometry [11]. An algebraic variety of Cm is the
common root locus of some polynomials in m variables with coefficients in C, and a quasi-variety
is the set difference between two algebraic varieties with one containing the other. Thus, a linear
subspace is an algebraic variety defined by some linear forms associated with the orthogonal com-
plement of the subspace, while a finite union of linear subspaces is also an algebraic variety defined
by all possible products of the linear forms defining its constituting subspaces. The Grassmannian
GrR(n,m), i.e. the set of all n-dimensional subspaces of R
m, can be thought of as an algebraic va-
riety as well, and in this way, an n-dimensional subspace of Rm becomes a point of GrR(n,m). In
the so-called Zariski topology the closed sets are exactly the algebraic varieties, while their comple-
ments are the open sets. By a generic point of a certain algebraic variety having some property (e.g.
hsp), we mean that every point in a non-empty Zariski open subset of this variety has that property.
Any non-empty Zariski open subset of an irreducible algebraic variety is topologically dense, which
in probabilistic terms implies that a randomly drawn point from that variety lies in the dense set with
probability 1, that is, any property satisfied by a generic point of this variety holds with probability
1. Here by irreducible we mean that the variety can not be expressed as a union of two distinct
non-empty and proper algebraic varieties contained in it. For example GrR(n,m) is an irreducible
variety and the set ofW ∈ GrR(n,m) that do not intersect a given fixed subspace of dimension not
3In the same direction are the results of [6], which however only deal with invertible and diagonalizable
transformations, a case where linear algebra techniques suffice.
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more than m − n is non-empty and open, and thus dense. The final piece of background is about
dimension. The dimension dimQ of an algebraic variety Q is the maximal length t of the chains
Q0 ⊂ Q1 ⊂ · · · ⊂ Qt of distinct irreducible algebraic varieties contained in Q. The dimension of
any set is the dimension of the smallest algebraic variety which contains it.
2.2 The homomorphic sensing property and the quasi-variety Uτ1,τ2
A subspace arrangement A of Rm is an ordered collection of linear subspaces A = (V1, . . . ,Vℓ).
We generalize the homomorphic sensing property accordingly:
Definition 1. With A = (V1, . . . ,Vℓ) a subspace arrangement of R
m and T a finite set of endo-
morphisms of Rm, if for any i, j ∈ [ℓ], any v1 ∈ Vi, v2 ∈ Vj and any τ1, τ2 ∈ T , the relation
τ1(v1) = τ2(v2) always implies v1 = v2, then we say that hsp(A, T ) holds. If such relation only
implies v1 = ±v2, then we say that hsp±(A, T ) holds.
Definition 1 involves a pair of endomorphisms τ1, τ2 at a time, so studying the homomorphic sensing
property hsp(V , T ) for a subspace V entails understanding how τ1 and τ2 interact. In particular, we
want to understand when hsp(V , {τ1, τ2}) gets violated. Clearly this will happen whenever say
dimker(τ1) exceeds m − n, since then any n-dimensional V will intersect ker(τ1) at a non-zero
point v1 and 0 = τ1(0) = τ1(v1) = τ2(0). Let us eliminate that case by henceforth assuming
dimker(τj) ≤ m−n. Then ker(τj) becomes irrelevant in the study of hsp(V , {τ1, τ2}) as a generic
V will not intersect ker(τj). When else can hsp(V , {τ1, τ2}) be violated? Another simple case is
when there is a w ∈ Rm such that τ1(w), τ2(w) are both non-zero, non-equal and linearly dependent.
For in that case there exists a λ ∈ R with λ 6= 0, 1 such that τ1(w) = τ2(λw). As it turns out those
w’s are enough to control hsp(V , {τ1, τ2}) but there is a subtlety: this is true if we study those w’s
over C. This is because the structure of endomorphisms is in principle simpler over C than over R,
for instance, due to the existence of the Jordan canonical form. Hence analyzing hsp(V , {τ1, τ2})
over C via the complexifications of τ1, τ2 helps us understand hsp(V , {τ1, τ2}) over R. We define
Yτ1,τ2 = {w ∈ C
m : dim(Span(τ1(w), τ2(w))) ≤ 1}.
With T1 and T2 matrix representations of τ1 and τ2, we see that Yτ1,τ2 is the common root locus of
the 2×2minors of them×2matrix [T1w T2w]. These are polynomials in entries ofw makingYτ1,τ2
into an algebraic variety of Cm. Note that ker(τ1 − τ2) is a subspace inside Yτ1,τ2 . It represents the
harmless locus of w’s for which τ1(w) = τ2(w). Similarly, the irrelevant ker(τ1), ker(τ2) also lie in
Yτ1,τ2 . Removing the union of these three subspaces from Yτ1,τ2 yields the key object of interest:
Uτ1,τ2 = Yτ1,τ2\(ker(τ1) ∪ ker(τ2) ∪ ker(τ1 − τ2)). (2)
This is a quasi-variety and its dimension dimUτ1,τ2 is the dimension of the smallest algebraic variety
of Cm which contains Uτ1,τ2 . It is worth commenting on the structure of Yτ1,τ2 and Uτ1,τ2 for the
special case where say τ1 =: τ and τ2 = id with id the identity map. Yτ,id becomes the union
of the eigenspaces of the complexification of τ , while Uτ,id is the same union with the eigenspaces
Eτ,1, Eτ,0 of eigenvalues 1 and 0 (if any) removed. Noting that the dimension of a union of subspaces
is the maximum subspace dimension, the following fundamental result is known4:
Proposition 1 ([32, 33]). Let τ be an endomorphism of Cm. For a generic n-dimensional subspace
V of Cm we have that hsp(V , {τ, id}) holds true if and only if dimEτ,λ ≤ m− n for every λ 6= 1.
2.3 The main result
In this section we present our main result, Theorem 1, which gives conditions for hsp(A, T ) to
hold when A is a structured subspace arrangement. Let us explain what we mean by structured.
Given a subspace arrangementA = (V1, . . . ,Vℓ), any non-empty subset I of [ℓ] induces a subspace
VI of R
m given by VI =
∑
i∈I Vi, with the convention V∅ = 0. Hence given s ordered subsets
I = (I1, . . . , Is) of [ℓ] we can construct a new subspace arrangementAI = (VI1 , . . . ,VIs). The
point of this construction is that we can control the structure ofAI . For example by choosing s = ℓ
and Ij = {j}, j ∈ [s], we have that AI coincides with the original subspace arrangement A. Or
with s = 1 we get that AI is just a single subspace. More generally, this construction allows us to
4In [32, 33] only the if part was stated. But proving the only if is easy over an algebraically closed field.
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explicitly model interactions, such as intersections, among a given set of subspaces, and as we will
see in §3, this is exactly what is needed for the theory of sparse homomorphic sensing.
We need a little more preparation before stating our main result. Let each Vi have dimension ni,
then we refer to (n1, . . . , nℓ) as the dimension configuration of A. Also for any Ij we set nIj :=∑
i∈Ij
ni. The subspace arrangement A can be viewed as a point in the product of Grassmannians
GrR(n1,m) × · · · × GrR(nℓ,m). This product is also an algebraic variety and in particular it
is equipped with the Zariski topology. Thus by a property holding true for a generic subspace
arrangement A we mean that the property holds true for every subspace arrangement in a Zariski-
dense set of the above product of Grassmannians. Our main result reads:
Theorem 1. Suppose that for any τ1, τ2 ∈ T we have rank(τ1), rank(τ2) ≥ 2n and
dim(Uτ1,τ2) ≤ m− n, where 0 < n ≤ m/2. (3)
For any positive integers s and ℓ let (n1, . . . , nℓ) be a dimension configuration andI = (I1, . . . , Is)
an ordered set of subsets of [ℓ] such that nIj ≤ n for every j ∈ [s]. Then for a generic subspace
arrangementA = (V1, . . . ,Vℓ) with dimVi = ni we have that hsp(AI , T ) holds.
The essence of condition (3) is that it prevents a generic n-dimensional subspace of Cm from in-
tersecting Uτ1,τ2 , which, as we have seen in §2.2, is a harmful locus for the homomorphic sensing
property. Thus over C it is a necessary and sufficient condition, while over R we can only assert
its sufficiency; see [32] for a treatment over an arbitrary infinite algebraic field. Regarding the rank
conditions, the value 2n is the smallest uniform lower bound for the rank of the τ ’s below which the
homomorphic sensing property may be lost simply for dimension reasons. For example, if it so hap-
pens that im(τ1) = im(τ2) but n ≤ rank(τ1) = rank(τ2) < 2n, then for a generic n-dimensional
V both τ1(V) and τ2(V) are n-dimensional subspaces inside an at most (2n− 1)-dimensional space,
so that there is always a non-zero point w ∈ τ1(V) ∩ τ2(V), say w = τ1(v1) = τ2(v2), for which
there is no natural reason to expect that v1 = v2.
Let us further discuss Theorem 1 by commenting on its specialization to the single subspace case,
i.e. ℓ = s = 1 and dimV1 = n:
Corollary 1. Suppose rank(τ1) ≥ 2n and rank(τ2) ≥ 2n and condition (3) holds for any τ1, τ2 ∈
T . Then hsp(V , T ) holds true for a generic subspace V of GrR(n,m).
Corollary 1 is an improvement of Theorem 1 of [32, 33] in the following way. The work of [32, 33]
required the condition dimUρτ1,τ2 ≤ m − n for some projection ρ onto im(τ2) instead of (3). But
even if such a ρ exists it is unclear how to search for it, so that violation of the condition for some
choice of ρ might as well be due to the unsuitability of that ρ. On the other hand, the new condition
dimUτ1,τ2 ≤ m−n is in principle computable directly from τ1, τ2, e.g., using an algebraic geometry
software package such as Macaulay2 or CoCoa. In addition, it is a tighter condition because linear
dependence of τ1(w), τ2(w) always implies linear dependence of ρτ1(w), τ2(w). In other words,
Uτ1,τ2 ⊆ Uρτ1,τ2 and thus dimUτ1,τ2 ≤ dimUρτ1,τ2 . It is worth commenting on how ρ entered the
picture. If τ1(v1) = τ2(v2) for v1, v2 ∈ V and H is a d-dimensional subspace with d ≥ 2n that
contains V and does not intersect ker(τ2), then the above relation implies τH(v1) = v2 where τH =
(τ2|H)
−1ρτ1|H is an endomorphismofH, here τ1|H is the restriction of τ1 toH. This local inversion
of τ2 reduces the problem to the case where τ2 is the identity, a situation resolved by Proposition 1.
One of our main contributions here is to achieve this local inversion in a more natural way which
avoids the usage of a projection ρ. Our main insight is to inductively construct a descending chain
of subspaces say · · · ⊂ Cj ⊂ · · · ⊂ C1 ⊂ C0 = R
m, which eventually stabilizes in a subspace of Rm
whose images under τ1, τ2 coincide. That is there is some α such that Cα+j = Cα for every j > 0 in
the chain and τ1(Cα) = τ2(Cα). This enables the local inversion of τ2 on Cα without intervention of
any projection ρ, i.e. the problem naturally reduces to hsp
(
Vα, {(τ2|Cα)
−1τ1|Cα , id}
)
, which then
is dealt with by Proposition 1. Here Vα is a subspace of Cα with dimVα ≤ dim Cα/2. The catch
is that dim Cα/2 might be less than n, so that this device may not immediately support subspaces
of dimension n as we would like. However, the inductive structure of the chain allows us to ascend
it starting from α, proving that hsp
(
Vj , {τ1|Cj , τ2|Cj}
)
holds true for each j < α for a generic
Vj ⊂ Cj of suitable dimension, thus eventually for j = 0 arriving
5 at the statement of Corollary 1.
Going from a single subspace V to a generic subspace arrangement A = (V1, . . . ,Vℓ), i.e. in
the notation of Theorem 1 A = AI with dimVi = ni ≤ n, it is not difficult to show that the
5The proof itself is quite complicated and will be published in a future version of this manuscript.
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study of hsp(A, T ) reduces to that of hsp(Vi, T ) for each i ∈ [ℓ]. This is because under the
dimension condition ni ≤ n and since rank(τ) ≥ 2n, ∀τ ∈ T , we have τ1(V1) ∩ τ2(V2) = 0 for
V1,V2 generic. The situation is more complicated for structured subspace arrangements, i.e. when
A 6= AI . In that case, since the sum of generic subspaces is still a generic subspace, we have from
the single subspace case that hsp(VIj , T ) holds true for every j because dimVIj ≤ nIj ≤ n. Thus
hsp(A, T ) reduces to understanding the pairwise problems, say, hsp
(
(VI1 ,VI2), T
)
. Contrary
though to hsp
(
(V1,V2), T
)
where V1,V2 were jointly generic in the sense τ1(V1) ∩ τ1(V2) = 0,
the subspaces VI1 ,VI2 are not jointly generic, since regardless of their dimensions, they intersect at
least in the subspace VI1∩I2 , so that τ1(VI1) ∩ τ2(VI2) always contains τ1(VI1∩I2) ∩ τ2(VI1∩I2).
Our device here is to write VI1 = VI1∩I2+VI1\I2 and similarly VI2 = VI1∩I2+VI2\I1 and observe
that
(
VI1∩I2 ,VI1\I2 ,VI2\I1
)
is a generic subspace arrangement. Then we can in fact prove that we
have equality τ1(VI1) ∩ τ2(VI2) = τ1(VI1∩I2) ∩ τ2(VI1∩I2) which in turn reduces the problem
hsp
(
(VI1 ,VI2), T
)
to the generic single subspace case hsp(VI1∩I2 , T ).
We close this section with a remark which shows another aspect of the flexibility of our framework.
Sometimes it is impossible to have hsp(V , T ) because of the nature of T , while it is meaningful to
loosen the recovery constraints. An example is when recovery only up to sign is sought, i.e. the
property of interest is hsp±(AI , T ). In that case the subspace ker(τ1 + τ2) becomes harmless for
the same reason as ker(τ1 − τ2) (see §2.2). Hence the following small adjustment suffices to go
from hsp(AI , T ) of Theorem 1 to a guarantee for hsp±(AI , T ):
Proposition 2. Consider same hypotheses as in Theorem 1 with condition (3) replaced by (4). Then
for a generic subspace arrangementA = (V1, . . . ,Vℓ) with dimVi = ni, hsp±(AI , T ) holds true.
dim(U±τ1,τ2) ≤ m− n, where U
±
τ1,τ2
= Uτ1,τ2\ ker(τ1 + τ2). (4)
3 Sparse unsigned unlabeled sensing and variations
In this section we apply Theorem 1 to several instances of homomorphic sensing already discussed in
§1.2: linear regression without correspondences (Sm), unlabeled sensing (Sr,m), real phase retrieval
and symmetric mixture of two linear regressions (Bm), unsigned unlabeled sensing (Sr,mBm); see
also Figure 1 and Table 1. Recall that in this situation unique recovery is possible only if the
measurementmatrixA ∈ Rm×n has rank n. Thus, for the moment, only Corollary 1 and Proposition
2 are needed since there is only one subspace R(A) ⊂ Rm being sensed. Note that A is a generic
point of Rm×n if and only if R(A) is a generic point of Gr(n,m). Our approach is simple: for the
different type of linear transformations at hand we compute an upper bound of dimUτ1,τ2 and verify
that this bound is small enough to satisfy conditions (3) or (4).
Let us do an example. Suppose we are interested in real phase retrieval, where the endomorphisms
Bm are simply diagonal matrices with ±1 on the diagonal. We know that only recovery up to sign
is possible so we consider hsp±(R(A),Bm) in accordance with our discussion in §1.2, where A
is a generic measurement matrix. As per Proposition 2, the first step is to compute U±B1,B2 with
B1, B2 ∈ Bm. But since every matrix in Bm is invertible, this is the same as computing U
±
B
−1
2
B1,id
.
In factB−12 B1 is already diagonal with only possible eigenvalues±1. As per (4) to obtainU
±
B
−1
2
B1,id
we must remove from YB−1
2
B1,id
the eigenspaces of B−12 B1 of eigenvalues ±1. But YB−1
2
B1,id
is
precisely the union of these two eigenspaces so that U±
B
−1
2
B1,id
is the empty variety, its dimension
typically considered as −1. Thus (4) is trivially satisfied and the only remaining requirement is that
rank(τ) ≥ 2n, ∀τ ∈ T which here amounts tom ≥ 2n. This bound was already known by [4] who
in fact proved in a frame-theoretic language thatm ≥ 2n− 1 is necessary and sufficient.
Of similar flavor but slightly more complicated is the case of permutations Sm. Here UΠ1,Π2 =
U
Π
−1
2
Π1,id
and recalling the eigenstructure of permutations we see that dimU
Π
−1
2
Π1,id
is upper
bounded by the number of cycles of Π−12 Π1 of length at least 2. Thus dimUΠ−1
2
Π1,id
≤ m/2
and so hsp(R(A),Sm) becomes true for a generic A as soon as m/2 ≤ m − n, i.e. m ≥ 2n, e.g.
see Lemma 3 and Proposition 2 in [33], or [6].
For the above two cases linear algebra techniques are enough because hsp(V , {τ1, τ2}) is equivalent
to hsp
(
V , {τ−12 τ1, id}
)
. For unlabeled sensing though, the linear transformations are no longer
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Table 1: Homomorphic sensing framework and particular instances.
Framework Maps Description
homomorphic sensing T a finite endomorphism set of Rm
linear regression without correspondences Sm m×m permutations
unlabeled sensing Sr,m rank-r selections
real phase retrieval Bm m×m sign matrices
unsigned unlabeled sensing Sr,mBm {SB : S ∈ Sr,m, B ∈ Bm}
invertible due to the presence of coordinate projections (or equivalently of selections). In that case
computing dimUτ1,τ2 is not simple, e.g. [33, 32] used a combinatorial argument together with
the dimension theory of rational normal scrolls in algebraic geometry [11] to prove dimUρτ1,τ2 ≤
m − ⌊r/2⌋. We summarize below the various dimension bounds for instances of the quasi-variety
U :
Proposition 3. For any permutations Π1,Π2 ∈ Sm, any rank-r selections S1, S2 ∈ Sr,m, and any
m×m sign matrices B1, B2 ∈ Bm, we have the following results.
1. dim(UΠ1,Π2) ≤ m− ⌊m/2⌋. 2. dim(US1,S2) ≤ m− ⌊r/2⌋.
3. dim(U±B1,B2) = −1. 4. dim(U
±
S1B1,S2B2
) ≤ m− ⌊r/2⌋.
Combining Proposition 3 with Corollary 1 and Proposition 2 immediately gives bounds already
known in diverse literature (see also §1.2):
Proposition 4. For a generic matrix A of Rm×n, we have the following results.
1.m ≥ 2n⇒ hsp(R(A),Sm) [35, 9, 6, 33]. 2. r ≥ 2n⇒ hsp(R(A),Sr,m) [35, 9, 33].
3.m ≥ 2n⇒ hsp±(R(A),Bm) [4, 6]. 4. r ≥ 2n⇒ hsp±(R(A),Sr,mBm) [19, 33].
We now consider sparse versions of the above problems. For sparse real phase retrieval, [18] showed
that for a generic measurement matrixA the conditionm ≥ 4k−1 is sufficient for up to sign unique
recovery of k-sparse vectors. Soon after [2, 36] independently improved this to the necessary and
sufficient conditionm ≥ min{2k, 2n− 1}. Note here that even if A is generic, it may not have full
column rank because m may be smaller than n, e.g. if the sparsity level k is small. On the other
hand, we are not aware of any results for the sparse recovery problem for unlabeled sensing and
variations.
We are going to employ the full machinery of Theorem 1 to obtain sparse recovery guarantees for all
the above cases. With i ∈ [n]we denote by Ei = Span(ei) the 1-dimensional coordinate subspace of
Rn spanned by the i-th canonical vector ei. Consider the subspace arrangementK = (Ei : i ∈ [n]).
Let I be the set of all subsets of [n] of cardinality k. ThenK andI induce the following structured
subspace arrangement KI = (EI : I ∈ I ) with EI =
∑
i∈I Ei, see also §2.3. Now KI
is precisely the arrangement of all k-dimensional coordinate subspaces of Rn, thus a vector is k-
sparse if and only if it belongs to one of the subspaces in KI . Write the measurement matrix in
column form A = [a1 · · ·an] ∈ R
m×n. As above, define subspaces Vi = Span(ai) and subspace
arrangements A = (Vi : i ∈ [n]) and AI = (VI : I ∈ I ) with VI =
∑
i∈I Vi. Let us view
the matrix A as a linear transformation τA : R
n → Rm with τA(x) = Ax. Since τA(Ei) = Vi it is
clear that the subspace arrangementAI is the image under τA of the subspace arrangementKI , a
relation that we denote asAI = τA(KI ). Now even though τA may not be a 1-1 map, say ifm < n,
unique recovery in τA(KI ) does imply unique recovery in KI as long as τA is 1-1 when restricted
to EI1 + EI2 for all I1, I2 ∈ I , suggesting min{2k, n} as a lower bound for rank(A). Noting
that A is a generic subspace arrangement if and only if A is a generic matrix, direct application of
Theorem 1 together with an upper bound computation for the quasi-variety U for each case gives:
Proposition 5. [Sparse Recovery] For a generic matrix A of Rm×n we have the following results.
1.m ≥ 2k ⇒ hsp
(
τA(KI ),Sm
)
. 2. r ≥ 2k⇒ hsp
(
τA(KI ),Sr,m
)
.
3.m ≥ 2k ⇒ hsp
(
τA(KI ),Bm
)
[36, 2]. 4. r ≥ 2k⇒ hsp
(
τA(KI ),Sr,mBm
)
.
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4 Noisy homomorphic sensing
In this section we show that the homomorphic sensing property is robust to additive noise. More
precisely, suppose that hsp(V , T ) holds. Pick a v∗ ∈ V , a τ∗ ∈ V and set y = τ∗(v∗). Let ǫ ∈ Rm
be a noise vector and suppose that we observe y¯ = y + ǫ. What can we say about the optimal
solutions of the following optimization problem (5)? Under what conditions is vˆ close to v∗?
(τˆ , vˆ) ∈ argmin
v∈V,τ∈T
‖y − τ(v)‖
2
. (5)
The computation of vˆ can be done via exhaustive search: for every τ ∈ T perform least-squares to
solve minv∈V ‖y − τ(v)‖2, then chose vˆ so as to have minimum residual error. The complexity of
this algorithm is O(|T |mn2). For a non-zero vector u ∈ Rm and a subspaceW ⊂ Rm we define
cos(u,W) := max
{
u⊤w/‖u‖2 : w ∈ W and ‖w‖2 = 1
}
.
For A ∈ Rm×n and T ∈ Rm×m we define PT,A := A
(
(TA)⊤TA
)−1
(TA)⊤. We have:
Theorem 2. Suppose that for every τ1, τ2 ∈ T we have dimUτ1,τ2 ≤ m − n and rank(τi) ≥ 2n.
Suppose V ∈ Gr(n,m) such that hsp(V , T ) holds. Let A ∈ Rm×n be a basis of V and (τˆ , vˆ) a
solution to (5) with Tˆ the matrix representation of τˆ . Set T1 := {τ ∈ T : y ∈ τ(V)}. If T = T1 or
2 ‖ǫ‖
2
< ‖y‖
2
(
1− max
τ∈T \T1
cos
(
y, τ(V)
))
, (6)
then vˆ − v∗ = P
Tˆ ,A
ǫ. In particular ‖vˆ − v∗‖2 ≤ ‖PTˆ ,A‖2,2‖ǫ‖2.
Intuitively, the set T1 in Theorem 2 behaves well with respect to ‖vˆ− v
∗‖2 being small, because the
homomorphic sensing property is assumed true in the absence of noise: if τ† ∈ T1 then y ∈ τ
†(V)
and necessarily y = τ†(v∗). Thus by continuity, an estimate v† ∈ argminv∈V ‖y¯ − τ
†(v)‖2 can
not be further than ‖P
Tˆ †,A
‖2,2‖ǫ‖2 from v
∗. On the other hand, the set T \ T1 is harder to analyze
because it may very well be that some image τ(v) with τ ∈ T \ T1 lands very close to y without
the pre-image v being close to v∗, i.e. the continuity argument no longer applies. Interestingly
though, condition (6) provides a signal-to-noise ratio bound under which estimates for v∗ coming
from images under endomorphisms in T \T1 are still well-behaved, thus establishing the robustness
of the homomorphic sensing property. Note the interesting fact that the smaller the angle of y is
from τ(V) for τ ∈ T \ T1, the smaller the tolerable noise level becomes, just as expected.
Computing the optimal estimator of (5) is known in general to be NP-hard [37, 24] due to the
exponential cardinality of the associated matrices, e.g. in the case of permutations (Sm) or rank-r
selections (Sr,m). Even so, for small dimensions n this estimator has been used successfully, e.g.,
in [33] it was used to produce competitive results with the state-of-the-art on image registration.
The value of Theorem 2 is that it can be applied to any homomorphic sensing instance to assess
the quality of these estimators, which in turn may serve as benchmarks for other, more efficient
estimators. For the sake of clarity we do this only for unsigned unlabeled sensing, which is the most
complicated. Combination of Theorem 2 and Proposition 3 gives:
Corollary 2. Let A be an m × n measurement matrix and SB ∈ Sr,mBm a rank-r unsigned
selection matrix. Let v∗ = Ax∗ for some x∗ ∈ Rn and suppose we are given y¯ = SBv∗ + ǫ for
some ǫ ∈ Rm. If r ≥ 2n, there is a dense set U ⊆ Rm×n such that for every A ∈ U and data
as above, if (6) holds with T = Sr,mBm, then for any optimal solution (SˆBˆ, vˆ) to (5) we have
vˆ ± v∗ = P
SˆBˆ,A
ǫ.
Corollary 2 is a statement for generic data using the Zariski topology, which is the deterministic
analogue of a high-probability approach. Indeed, sampling A from a non-degenerate continuous
distribution will land A with probability 1 in the dense set U and all one has to do is work out a
high-probability lower bound of the right-hand-side of (6) to get the probabilistic statement. This
will be interesting to compare with a large set of statistical results for real phase retrieval and unla-
beled sensing variations, e.g. [12, 8, 39, 20, 30]. Here we just note that Corollary 2 is already an
improvement over the deterministic asymptotic result of [35].
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