A Bayesian method of estimating multivariate sample selection models is introduced and applied to the estimation of a demand system for food in the UK to account for censoring arising from infrequency of purchase. We show how it is possible to impose identifying restrictions on the sample selection equations and that, unlike a maximum likelihood framework, the imposition of adding up at both latent and observed levels is straightforward. Our results emphasise the role played by low incomes and socio-economic circumstances in leading to poor diets and also indicate that the presence of children in a household has a negative impact on dietary quality.
Introduction
It is increasingly recognised that diet related chronic disease represents one of the most significant public health challenges of the twenty-first century. For example the prevalence of overweight and obesity has grown rapidly since the 1980s and, according to the Health Survey for England, in 2008 66% of the adult males and 57% of adult females had a BMI greater than 25 while 25% of adult males and 24% of adult females were obese (BMI greater than 30). In addition to obesity, the roles that can be played by fruit and vegetables in the prevention of cancer also commands attention as do the impacts of dietary fat composition on fat and lipoprotein levels in the blood and associated impacts on heart disease. There is also a recognition (Drewnowski, 2004 , Dowler, 2003 that diet related health problems are not evenly distributed in society. The first objective of this paper is therefore to apply an economic framework to analyse the factors which contribute to this uneven distribution. To do this we estimate a demand model which incorporates socio-demographic variables using micro-data.
Micro-data are in general subject to the econometric problem of censoring. In demand analysis this arises because most households do not purchase all of the commodities available to them. Wales and Woodland (1983) introduce two econometric models for censored demand systems. They refer to the first model as the Kuhn-Tucker approach. As its name implies, it is based on the Kuhn-Tucker conditions for the consumer"s optimisation problem. The econometric model is developed by adding a stochastic term to the utility function and as a result to the Kuhn-Tucker conditions. The conditions hold as an equality when an interior solution results and as an inequality when there is a corner solution. As a result the likelihood function is of a mixed discrete-continuous form (Pudney, 1989, p163) and is difficult to maximise for all but relatively small demand systems because of the numerical integration that is required in its evaluation. The intractability of the likelihood function has led to very few examples of the empirical implementation of the KuhnTucker approach; one example is Phaneuf et al. (2000) . By contrast, the second model proposed by Wales and Woodland (1983) , which they refer to as the Amemiya-Tobin approach, has been more 2 widespread in the literature. This second strategy for handling censoring is an application of the Tobit model (Tobin, 1958) as extended by Amemiya (1974) to the estimation of a system of equations. In this approach the demand model is derived without explicitly incorporating the nonnegativity conditions. Instead these are added to the estimated model by truncating the distribution of the stochastic demand choices to allow for a discrete probability mass at zero.
A number of strategies have been adopted to the estimation of the Amemiya-Tobin model. The direct estimation of the system by maximum likelihood has been problematic for reasons of computational complexity. Earlier attempts at the estimation of the Amemiya-Tobin model are therefore based on the two stage approach proposed by Heien and Wessells (1990) and developed by Shonkwiler and Yen (1999) , which is itself an application of the Heckman (1979) method. The two step approach can be considered a generalisation of the Amemiya-Tobin approach because it comprises two sets of equations: in addition to the censored equations, additional equations are used to model the censoring and this allows the possibility of a difference between the models which determine the censoring rule and the continuous observations. The generalisation of the Tobit model in this way is discussed in the context of demand for a single good by Blundell and Meghir (1987) who refer to the model in which the sample selection rule and the continuous variable models differ as the double hurdle model, a model introduced originally by Cragg (1971) . The double hurdle model is adapted by Blundell and Meghir (1987) to form an infrequency of purchase model which addresses the fact that within a truncated survey period, observed purchases may differ from actual demand as stocks are either built up or run down. Yen et al. (2003) note that two step estimation is consistent but inefficient and they return to maximum likelihood estimation of the original Amemiya-Tobin model using simulated and quasi maximum likelihood methods. These methods are generalised in Stewart and Yen (2004) and Yen (2005) in an analogous way to the generalisation offered by the two step estimators referred to above to account for differences in the processes determining selection and the continuous variable. They recognise that this generalisation is the multivariate equivalent of that proposed by Cragg (1971) . Their models are estimated by maximum likelihood and are thus efficient.
The second objective of this paper is to contribute to this literature by applying Bayesian methods to the estimation of multivariate sample selection models. We also extend the range of models that have been estimated by maximum likelihood hitherto to the infrequency of purchase model and we incorporate the Wales and Woodland (1983, p. 273) approach to the imposition of adding-up which, as Pudney (1989, p157) notes, has been problematic in a maximum likelihood context.
Infrequency of Purchase in the AIDS model
The Infrequency of Purchase Model (IPM) is developed in order to accommodate the fact that censoring occurs in the demand system because a particular good may not be purchased by a household during the time that it is surveyed as it is consuming from stocks purchased in other time periods. Our approach draws on Blundell and Meghir (1987) in order to adapt the Almost Ideal Demand System (AIDS) to incorporate infrequency of purchase. The censoring rule that relates latent consumption 2 of the i th commodity by the h th household to observed purchases ih q is as follows: where Φ ih is the probability that a purchase is made 1 ih py and y ih is a binary variable which takes the value of 1 when a purchase occurs. The censoring rule (1) implies that there are two aspects to the latency of according to whether is observed or not. In cases where a purchase is made, latent consumption is related to observed purchases as follows:
where:
The latency in the observations where is observed is addressed in the AIDS by defining the consumption shares for observations where a purchase is observed as follows:
where p ih is the price of the i th good to the h th household and is defined in equation (2).
In cases where no purchase is made is non-zero as the good in question is consumed from stocks. In this case latent consumption cannot be computed using equation (2) because q ih is itself unobserved. Instead a data augmentation algorithm, which we discuss in section 3, is used to replace the observed zeros with estimated values for latent consumption. The shares computed using equation (4) for observations where a purchase is observed sum to one by construction and therefore once they are combined with the latent shares corresponding to observations where no purchase is made, the adding up restriction will be violated. Wales and Woodland (1983, p270) show how this problem can be addressed in a maximum likelihood context. In order to do this an additional source of latency is introduced into the model for the shares, defined in equation (4), where a purchase is made. The effect of this is to adjust the shares defined in equation (4) to ensure that the combined latent shares for goods where a purchase is made and those where one is not satisfy the adding up restriction. Thus we define latent shares for the cases where purchases are observed as follows: Pudney (1989) notes that implementing Wales and Woodland (1983) using maximum likelihood in systems with more than 3 commodities is computationally very expensive. This is because of the complex inter-dependencies which exist between the end points of the integrals in the likelihood function. The data augmentation algorithm which we employ does not entail any integration and it is therefore much less costly to implement Wales and Woodland (1983) using our method.
The AIDS is then expressed in terms of the latent shares as follows:
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and concavity. Concavity implies that the Slutsky matrix (M) which has the elements:
is negative semi-definite. The restrictions required for symmetry and homogeneity can be written in the form
where R is an r × m(m+2) matrix defining the restrictions and is the restricted . In order to impose these restrictions we reparameterise the model as follows. First define the (km -r)×km orthonormal matrix such that:
The restricted Λ can be expressed as:
where Λ % is a (km -r)×1 vector of distinct parameters. By substituting equation (20) into equation (6) the restricted model can be written:
Equation (22) is the basis for estimation and the restricted parameter vector is recovered using equation (20).
To complete the IPM, the demand equations in (6) are combined with m probit equations to give the complete model:
where y * is an mH × 1 vector of latent variables structured in the same way as s * (see equation 10) and based on the binary variable y ih defined in equation (1) , '
is a matrix of variables that describe household specific characteristics which are assumed to determine the probability of the household making a purchase in a given time period. 3 In our application we assume that all households are identical in this respect and stocks are exhausted in a purely random manner. x 2 is therefore a vector of constants. Since the dependent variables in the probit equations (25) are unobserved, data augmentation is also used in their estimation. With the introduction of the probit equations the probability that is necessary for the computation of the latent shares in equation (2) can be obtained as:
where Γ i is the sub-vector of Γ corresponding to the i th probit equation.
Bayesian Inference
We apply Bayesian inference to the parameters of the model by sampling from the posterior distribution of the parameters in the model and presenting the summary statistics of this sample. The Gibbs sampler (see Casella and George, 1992 ) allows one to sample from a marginal distribution by using the conditional distributions of the parameters. In most applications parameters are grouped into blocks and the conditional distributions for these blocks are used as the basis for the sampler. If the dependent variables in equations (24) and (25) were observable, the full system comprising both sets of equation could be treated as a set of seemingly unrelated equations (SUR) and estimation using a Gibbs sampler would be straightforward. Writing the complete system in equations (24) and (25) as:
Assuming a diffuse prior (Zellner,1971 , p 241):
the conditional posterior distributions for the two blocks of parameters β and Σ are:
As has been stated above, the theoretically derived property of concavity requires that the Slutsky matrix of the cost function (see equation 15) to be negative semi-definite. This is incorporated in the estimation by introducing an informative prior in the form of an indicator function which takes the value of one when the parameter vector β leads to a negative semi-definite Slutsky matrix and zero otherwise. In practice this results in an accept/reject step in the algorithm in which only those draws on the distribution in equation (34) which satisfy this restriction are retained in the sample that is used for inference.
We have noted above that some elements of z * are not observed however. In order to complete the algorithm we therefore employ data augmentation. Data augmentation was introduced by Tanner and Wong (1987) as a method for conducting inference on the full posterior in the presence of latent data. Albert and Chib (1993) show how data augmentation can be accomplished using the Gibbs sampler. They show that where the conditional distributions of the latent data can be obtained, these data can be treated as another block of unknowns in the algorithm. In section 2 we argued that there were three types of latency in our model. The first type of latency is common to all limited dependent variable models and is referred to as missing data. In our model we have two types of missing data. In the share equations, where no purchase is made the shares are missing. In the probit equations the continuous variable * ih y which underlies the observed binary variable is missing. The remaining two sources of latency apply to the observations where a purchase is made. In these cases latency exists first because the observed purchases do not correspond to actual consumption and second because the adding up restriction will not hold once consumption of the commodities where no purchase is made is accounted for. In all three cases the conditional distributions of the latent data are used in the algorithm to simulate values.
Let us turn to the derivation of these distributions. First consider the conditionals for the missing data. Because the observations for individual households are assumed to be independent we can make the latent draws household by household. In order to introduce the conditional distributions therefore we define * h z and * h z to include only the elements of z * and zX β $ respectively corresponding to the h th household. It is also more convenient to draw the latent variables commodity by commodity. Therefore, defining the precision matrix Ω = Σ -1 , the conditional mean ht and variance i V of the individual elements of z * are (Geweke, 2005, Theorem 5.3 .1):
where Σ ii is the i th on-diagonal element of Σ, Σ i is the i th row of Σ excluding Σ ii , and Σ -i is the 7 matrix within Σ excluding both the i th column and i th row. Ω ii and Ω i are similarly defined. 
where I [-∞,0] is an indicator variable that is one if ,0 it y and zero otherwise and I [0, 1] is similarly defined on the interval from zero to one.
For the remaining two types of latency, in observations where a purchase is made, the latent data are a linear transformation of the observed data. This data can therefore be simulated by applying the transformations in equations (2) and (5) sequentially to the observed data. It can be seen that because our method simulates the latent data and estimates the model directly using these data it greatly simplifies the Wales and Woodland (1983, p270) approach to ensuring that adding up is satisfied by the latent shares in comparison with maximum likelihood.
The remaining issue we shall discuss is the identification of the probit equations. To achieve this it is necessary to restrict the covariance matrix:
and we impose the restriction that Σ uu = I. Instead of using equation (35) as the basis for making draws on Σ, we obtain the conditional posterior distributions for the sub-matrices within Σ as follows. Define the following H × m matrices:
From the properties of the multivariate normal the conditional mean and variance are:
where 45 is a regression of v on u. Under the assumption that Σ uu = I we can therefore parameterise the covariance matrix as:
where ρ = Σ vu . Recognising from equations (45) and (46), with the assumption Σ uu = I, that ρ and Σ ε are the coefficient vector and covariance matrix of the error term ε respectively in the following seemingly unrelated regression: 
together with the relations in equation (47) as the basis for sampling the restricted covariance matrix.
The estimation algorithm can then be stated as:
1. Assume starting values for z * and Σ. 2. Use the most recently drawn values of z * from steps 4 and 5 and Σ from step 6 (or those assumed in step 1 if this is the first pass), draw the parameter vector β from the normal distribution in equation (34). 3. Use the appropriate elements of the β draw to compute the Slutsky matrix using equation (15) and check to see whether it is negative semi-definite. If it is, add the draw to the sample. If it is not, revert to the previous draw of β.
4. Using the parameter vector drawn in step 2, compute zX β $ . Using the appropriate elements in z $ and Σ from step 6 (or that assumed in step 1 if this is the first pass), compute the mean and variance of the conditional distributions using equations (37) and (38). Use these in the truncated normal distributions in equations (39) and (40) to draw the latent data for the probit equations. 5. Obtain the latent data for the share equations: a) Where the share is censored use the appropriate elements in z $ from step 4 and Σ from step 6 (or that assumed in step 1 if this is the first pass) to compute the mean and variance of the conditional distribution using equations (37) and (38). Use these to make a draw on the distribution in equation (41). b) Where a purchase is observed compute the probability of a purchase using equation (30) and the latent shares using equations (4) and (5). 6. Using β from step 2 and z * from steps 4 and 5, draw the variance-covariance matrix Σ: a) Draw ρ from the normal distribution in equation (49). b) Draw Σ ε from the inverse Wishart distribution in equation (50). c) Construct the complete matrix using equation (47). 7. Return to step 2.
Data and aggregation
We use the United Kingdom (UK) government"s Expenditure and Food Survey (EFS) for 2003-4. Participating households voluntarily record food purchases for consumption at home for a two week period using a food diary. The sample is based on 7,014 households in 672 postcode sectors stratified by Government Office Region, socioeconomic group and car ownership. It is carried out throughout the UK and throughout the year in order to capture seasonal variations.
We estimate three models which are based on subsets of foods aggregated in such a way to be of particular interest from the perspective of dietary health policy. The three groups are respectively: the "balance of good health", fish and fruit and vegetables. In all cases observations are excluded where none of the food groups in the model are consumed. This leaves 7,014, 4,914 and 6,800 observations for the balance of good health, fish and fruit and vegetables models respectively. The balance of good health model comprises the following groups: milk and dairy; meat, fish and alternatives; bread, cereals and potatoes; fats and sugar and fruit and vegetables. These are chosen because they correspond to groups used by the UK Food Standards Agency (FSA) in recommendations regarding what represents a balanced diet. In this model, levels of censoring vary from 0.54% for the cereals and potatoes group to 3.36% for fruit and vegetables. In the Fish model we estimate demand equations for: white fish; salmon; blue fish; shellfish and other fish. This model was chosen because oily fish have been shown to have beneficial health impacts and there are therefore concerns about low levels of consumption in some groups. Here the levels of censoring range from 22.62% for other fish to 85.70% for shellfish. Finally, the fruit and vegetables model comprises demand equations for: fresh fruit and vegetables; frozen fruit and vegetables; tinned fruit and vegetables; prepared fruit and vegetables and fruit and vegetable based ready meals. The levels of censoring in this model range from 3.6% for fresh fruit and vegetables to 70.69% for frozen fruit and vegetables. This aggregation was chosen because of the objective to increase consumption of fresh fruit and vegetables. 4 Prices are not available in the EFS and we therefore follow what has become common practice (Yen et al., 2003, Yen and Lin, 2006) in using unit values to represent household prices and by imputing the missing prices for censored observations as regional averages.
5 These are computed using the same data on households for which purchases are observed within the appropriate region. We recognise that alternatives to this approach exist, for example Deaton (1988) and Deaton (1990) address the problems associated with using unit values as opposed to prices and as Yen et al. (2003) note, Rubin (1996) offers a more robust methods for imputation. We argue however that these methods are beyond the scope of this paper.
[ Table 1 about here.] Demographic characteristics are included in the demand system by augmenting each of the share equations with a vector h t of dummy variables to represent the characteristics listed in table 1.
Results
Tables 2 to 4 show the price elasticities calculated using the following formula:
where ij and i are the means of the draws in the MCMC sample corresponding to the parameters defined in equation 6. s i is the mean value of the i th share across all observations in the data set and:
The expenditure elasticities in tables 2 to 4 are calculated as:
We also report the highest posterior density intervals based on the 2.5 and 97.5 centiles in the MCMC sample and these show that a very high proportion of the estimated elasticities are significant in the sense that the interval does not span zero.
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The elasticities for the balance of good health model that are reported in table 2
[ show that all of the foods are own price inelastic with milk and dairy the least responsive and meat and fish the most responsive. All of the significant cross price effects show the goods to be complementary emphasising the importance of the income effect in determining cross price responsiveness. This is a pattern that is repeated in the other two models albeit to a lesser extent and it raises questions about the use of differential pricing through taxation and subsidies in order to induce substitution from healthy to unhealthy foods. For example there is a comparatively strong complementary relationship between the price of fruit and vegetables and the quantity of cereals, bread and potatoes. Thus a subsidy on fruit and vegetables may be expected to have an undesirable impact on the quantity consumed of high calorie cereals, bread and potatoes. The effects may not all be undesirable: there is also a comparatively strong complementarity between the price of fats and sugars, a group which includes butter, jams, biscuits cakes and sweets, and meats, fish etc. This suggests that a "fat tax" may also have a beneficial impact in reducing consumption of red meats. The large number of complementary relationship may be unexpected. We do not report the Hicksian elasticities in the interests of brevity but examination of these reveals that, without exception, the compensated cross price effects are all substitutes. Thus we attribute the preponderance of complementarity to the expenditure effects.
The expenditure elasticities show the impacts on demand for the individual goods of changes in expenditure on all foods within the system in question. These indicate therefore the relative effects of changes in income on the different food groups although we would expect the magnitude of the true income elasticities of demand to be smaller than these expenditure elasticities. 6 Milk and dairy, fats and sugar and cereals bread and potatoes are expenditure inelastic whilst meat, fish etc and fruit and vegetables are expenditure elastic. This implies that households with higher levels of expenditure will consume a relatively higher proportion of meat and of fruit and vegetables.
[ Table 3 about here.]
In table 3 we see that all fish except for shellfish are own price inelastic. The table also shows that all fish except shellfish are income inelastic. Blue fish and salmon are unusual in so far as they run counter to the general pattern of complementarity that is observed in the majority of cases. The fact that these two are substitutes is perhaps not surprising given that they are both oily fish. The expenditure elasticities suggest that there is likely to be a higher proportion of oily fish in comparison with white fish in the diets of high income households.
[ Table 4 about here.] Table 4 also shows that all of the groups within this category are price inelastic. The most notable feature of these results from the dietary health perspective is that the only expenditure elastic group is fresh fruit and vegetables. Thus not only do higher income households spend proportionately more on fruit and vegetables as a whole (c.f. table 2) but within the fruit and vegetable category they spend proportionately more on the fresh products.
[ Table 5 about here]
We turn now to the effects of the demographic variables on demand. We report results in table 5 for the food groups in the balance of good health model. We also indicate with an asterisk when the 95% highest posterior density interval excludes zero as a measure of the significance of the results. The effects are estimated as the coefficients on dummy variables in the share equations and converted so that they measure the marginal effect on consumption over a two week period in natural units at the mean shares and prices across all households. All of the results show the effect 11 relative to the reference group defined in table 1. The values are based on the mean values of the parameters in the Gibbs sample. The results show that household composition has an impact across all of the food groupings. The presence of children in a household leads to a lower level of demand for fruit and vegetables and meat and increased demand for milk and dairy and cereals and potatoes. The demographic group has the most significant impacts on cereals and potato and on fruit and vegetable demand, where there is evidence that lower demographic groups substitute fruit and vegetables with cereals and potatoes. Demand for fats and sugar and for fruit and vegetables increases with age whilst demand for cereals and potatoes falls. Regional variation in the demand for fruit and vegetables is pronounced with the highest demand in London and the South East and the lowest in Scotland and Northern Ireland. Where the woman is responsible for food purchases, demand for fats and sugar and for fruit and vegetables is increased whilst that for meat is reduced. Ethnicity has the most significant impact on demand for fruit and vegetables with increased demand amongst all groups in comparison with the reference white households.
Conclusions
We have demonstrated how the infrequency of purchase model can be estimated for a system of equations using Monte Carlo Markov chain methods. The method has been illustrated by estimating a model which is designed to disentangle the impacts of economic factors from preference heterogeneity resulting from differing demographic conditions in influencing the healthiness of diets in England and Wales.
Our results imply that households which have a higher level of expenditure will tend to consume proportionately more meat and more fresh fruit and vegetables. Households in London and the South East have higher levels of fruit and vegetable consumption whilst it is reduced by the presence of children. Households employed in the professional or managerial sectors also have higher levels of fruit and vegetable consumption. Age has an influence on the consumption of fats and sugars with consumption declining amongst older households. Age also has an impact on the types of fruit and vegetables consumed with younger households preferring more ready meals and prepared fruit and vegetables.
Overall the results emphasise the role played by low incomes and socio-economic circumstances in poor dietary choices. Taking the example of fruit and vegetables we have shown that, comparing an unemployed individual with an otherwise identical individual living in a household of two, we would expect the former to consume over 3kg less fruit. Similarly, for two identical households a difference in income of 10% can be expected to lead to a difference in demand for fruit and vegetables of around 500g. The other aspect of the results which is especially important in a policy context is the effect of the presence of children in households. Remaining with the example of fruit and vegetables, comparing a two person household with children with one without them would reveal an average level of fruit and vegetable demand which is almost 2kg higher in the childless family. These patterns are repeated across all of the dietary components that we have analysed and have important implications for policy makers. There are clear distributional implications for dietary health that arise from these patterns of consumption and also for the health of children. They suggest that targeted interventions are necessary in order to reduce the incidence of diet related health problems in the future. 
