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This thesis describes works relating to advancements in the field of dynamic photovoltaic
arrays (DPVA). This subject is becoming extremely active with a flurry of new papers
appearing in recent times, all detailing ideas and developments regarding a range of
engineering issues. One of the biggest problems with any photovoltaic system is the non-
linear reduction in power output caused by the partial shading of the array surface. This
is the main focal point of the developments discussed where new techniques regarding
the reconfiguration of photovoltaic devices within a topology are identified and used to
reduce the negative effects of non uniform insolation.
In particular, the most successful type of dynamic array has been modified (the Irradi-
ance Equalized Dynamic Photovoltaic Array) such that it now exhibits it’s maximum
flexibility and is able to show complete resilience to partial shading allowing for max-
imum power extraction. Furthermore, the operational speed of the device has been
increased so that it can operate in real time with minimal computational effort and
we have investigated the future of the device as source of electricity in a wide range
of applications. On top of that, a second completely new type of dynamic array (the
Optimise String Dynamic Photovoltaic Array) that demonstrates unique behaviour is
presented and tested via a custom made simulator programmed into MATLAB. Both of
these developments have included conceiving new sorting algorithms that are particu-
larly rapid in their execution while obtaining a high level of optimisation. Three other
classes of arrays found in literature are discussed and their characteristics are identified
while concerns with their implementation are cross is examined.
A new classification framework used in identifying all types of dynamic array has been
introduced. This is very useful when discussing the main attributes associated with the
various contributions made by authors of the literature. Not only this but it also allows
for a comparative study between matrix architecture and device flexibility for arrays
within the same class.
A simulator that uses standard mathematical models to virtually realise irradiated solar
cells and then perform the operations dictated by the sorting algorithms is presented.
It reveals in detail the behaviour of featured DPVAs under a complete range of envi-
ronments. Working with that, a new comprehensive test procedure has been developed
that exercises the simulated arrays and documents their expected output under precisely
controlled conditions. The resulting graphs are extremely useful in highlighting to the
researcher the proficiency’s and failings of the arrays under said conditions. This sim-
ulation environment interfaces to a real 16 section prototype array so that predictions
can be verified by experimentation. The device can be used in such a way that it mimics
the simulated dynamic array, while also providing a convenient terminal where more
bespoke tests can be conducted. As will be discussed, all market bound DPVA research
must be conducted with both a virtual and physical devices because each environment
provides an incite that is of great importance to the designer.
iii
A later discussion introduces some abstract but potentially significant ideas about syn-
thesising AC electricity using the switching mechanism. An argument suggesting why
an industrially accepted synthesis method is not suitable for photovoltaic use is given
and a more suitable solution is hypothesized.
To finish there is a discussion about the remaining unexplored topics in the field which
highlights how and why further research is required. The aim of this is to acknowledge
that more work is needed but also to show the way to developing a completely new state
of the art source of electricity which may one day help society effectively exploit the
abundance of power being delivered to us by the Sun.
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Chapter 1
Introduction
The UK’s yearly demand for electrical power is currently in excess of 353 Terra Watt-
hours (TWh) and the consumption rate is inevitably going to continue growing in parallel
with population and industrial needs. In 2012, the country spent a total of 137 billion
pounds on energy with 58% of that going on petroleum ( [1]p.182). The energy is
obtained from a diverse range of sources yet an incredible 87% is obtained directly from
fossil fuels ( [1]p.186). The issues with sourcing electricity from naturally occurring
hydrocarbons is that the resources are finite and the process of unlocking the chemical
energy via combustion is polluting and can be inefficient. As a result of this, and also
with the increasing legislation encouraging the inclusion of renewable energy into the
mainstream energy market, there has been a strong demand for research into higher
efficiency and commercially viable renewable energy solutions. Renewable energy falls
into four main categories, Novel Fuels (such as Hydrogen or Bio-fuels), Solar, Wind and
Hydro. Sadly only 4% of the demand is supplied from these low carbon sources with
Bio, wind and hydro contributing around 3.6% of this. This leaves an embarrassing
contribution from solar at less than 0.1%.
Figure 1.1: Solar only contributes a fraction of the power produced by all renewables
1
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In this work, the research focuses on improving the efficiency and versatility of pho-
tovoltaic systems generating electricity in the hope to better aid its uptake within the
market. One of the most limiting factors in wide spread take up of PV installations is
time taken for the return of investment. Engineering issues such as production cost and
energy conversion rates are slowly improving, but operational issues like unpredictable
energy production during the day and a zero yield during the night makes ventures
using photovoltaics as a primary source of energy somewhat risky. On top of that,
the amount of investment in oil drilling, the worldwide use of petrol powered vehicles
and the existing infrastructure for gas powered heating means that even with the most
dramatic advances in technology, photovoltaics are not likely infiltrate deep into any of
these markets.
One noble cause is to try and reduce our carbon footprint to slow the progression of
global warming. However, it seems that even the most substantial changes in policy and
behaviour will only see a marginal reduction in fossil fuel dependence on a national level.
This situation is apparent by looking at alternative sources of energy, where all of the
UK’s 16 active nuclear reactors only account for 7.7% of our supply needs. In context,
it seems extremely unlikely that the paradigm will shift such that solar provides energy
on this scale. With that said, photovoltaic installations do provide a convenient method
for residence to become electrically self-sufficient which is something no other energy
source is able to do (for instance, a 2kW wind turbine has a rotor span of 3 meters
and requires a robust mast and is therefore not suitable for highly urbanised areas).
Distributed networks have a host of operational benefits over the traditional centralised
topologies and personal generation of power will generally have a positive impact on the
inhabitants and their consumption behaviour.
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1.1 Photovoltaics: A General scope
The field of photovoltaics is one of the most researched and industrially influential energy
subjects in the last few decades. Between 1983 and 2008 the power produced by a single
crystalline solar cell increased by 57% [2], and the recent boom in the PV market has
continually seen rapid growth even in times of austerity, where the industry grew by
38% in 2013 alone (38 GW) [3].
Figure 1.2: The cumulatively installed PV capacity from around the world. Europe
has 81GW, China has 18GW and the Americas have 12GW
Figure 1.3: The total installed PV capacity for each year from around the world. In
2013 Europe installed 10GW, China installed 12GW and the Americas put in 5GW
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As the basic cell efficiency increases and corresponding production costs reduce, the
global interest in solar power will continue to expand for many years to come. Despite
these advances, fundamental limitations of current PV cell technology mean that efficien-
cies of more than 31% are realistically unattainable, with many commercially available
modules closer to 20% efficiency. Schockley and Quiesser [4] demonstrated in their clas-
sic paper that incomplete absorption due to the band gap would limit the maximum
theoretical efficiency of a single junction cell to 44%. Further losses including optical
limitations and reflections mean that in practice this would be even further reduced as
illustrated by Bagnall and Boden [5].
These limitations within the fundamental physics of the photovoltaic devices mean that
optimisation of the photon-to-electron conversion rate is a slow and difficult process.
Numerous fundamental techniques have been investigated to improve the ability of ma-
terials to convert light into electricity including plasmonics, thin film, wide-bandgap and
multi-junction devices, the details of which are outside the scope this research. Conse-
quently the aim of this work is to reduce losses through system level engineering and
intuitive system design.
There are several potential source of loss within a photovoltaic system and the four most
prominent causes are ageing of the array, malfunction of the array, intrinsic mismatching
of the modules and partial shading of the array. Studies show that ageing consistently
contributes between 0.4 and 0.8% degradation in module output power every year. Due
to the small range in this degradation rate it is possible that the optimum operating
point of different modules within the same array will become significantly mismatched
over the 30 year lifetime of the installation [6]. Malfunction rates for modules vary
more widely and their affect on output is much more dependent on the nature of the
issue. Some failures include delamination or discolouration of wafers, cell cracking, cell
burning, bypass failures, solder corrosion, optical losses plus many other potential issues
related to mechanical or electrical fatigue. Each scenario has a varied affect on the out-
put which include causing module characteristics to be either open circuit, short circuit
or have an IV that is generally deformed [7]. Intrinsic mismatching between modules
is the variation in performance caused by differences inherited during the production
process. If the array is made from identical modules, mismatch is expected to be very
low at around 1% [8] but this can raise dramatically if non identical modules are used
or production methods are not tightly controlled. These three sources of loss are the
result of modules experiencing problems that are permanently observed and that tend
to continue decaying the performance as time progresses. In contrast to these, the losses
caused by the partial shading of the array are not long lasting and the detrimental ef-
fects on power production are immediately reversed once the shading has been removed.
What is also noticeable about partial shading is the magnitude of loss that occurs where
an unfortunately positioned shadow could reduce power output by more than 90% even
if the shade covers less than 10% of the array. The cause of this non-linear loss emerges
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from a range of dependencies all of which compound together to reduce power produc-
tion. The fundamental mechanism is the reduction in current production within the cells
but this then affects the strings, which then affects bypass diodes, which are governed by
the topology. All of this has further consequence for the maximum power point tracker
which is controlling the loading. There are several methods suggested in literature to
reduce these affects and the focus of this thesis is on the field of dynamic reconfiguration.
This is a young and active area of research where I have personally reviewed several new
IEEE papers on the subject over the last year alone. The sudden increase in interest has
been partially due to the improved viability of switching devices, but possibly more so
due to its promise to remove all detriment caused by partial shading (resulting in 100%
available power extraction) while also allowing for advanced and complex behaviours to
be exhibited.
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1.2 Project Ethos
Performing optimizations based on immediate sunlight conditions to maximize the en-
ergy output from an array forms the main focus of this research. From a broader view
it means that regardless of which photovoltaic technology is used, reconfiguring the po-
sitions of the devices within the array can increase the overall energy yield and lead to
a system that can react to unforeseen circumstances.
As an overview, photovoltaic arrays can be separated into two families: Static arrays
which have hard wired connections between the cells and dynamic arrays which have
cells that do not have a fixed position within the structure. Four main classes of dynamic
array have been identified, all of which are discussed later. By optimising each of the
various fields, a modern and robust energy supply system can be created which will
transform a photovoltaic generator from an idle passive device into an intelligent active
power source. If this goal can be attained, then dynamic photovoltaic arrays will become
suitably equipped to operate in highly connected micro-grids within an urbanised setting
such as a city block, or they can function in extremely turbulent environments such as
on a moving vehicle.
Figure 1.4: The family tree of static and dynamic photovoltaic arrays. The main
classes are known as: Fixed configuration, string configured, total cross tied and alter-
nating current. There are several types of DPVA within each class
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1.3 Structure of the Thesis
Chapter 2 reviews the underlying physics used in photovoltaics which progresses on to
talk about the characterisation of solar devices using circuit level models and mathe-
matical expressions in preparation for computation using a computer.
Chapter 3 is an introduction into the more abstract system level principles of a photo-
voltaic arrays. It discusses ideas like topology, maximum power point tracking, switch
granularity, irradiance profiling, shade sensing and many more contextual features that
require acknowledgement.
Chapter 4 looks at whole body of literature regarding this research. Here the classing
system is properly introduced and the main features of each are discussed.
Chapter 5 introduces the simulator with hardware in loop platform used in the analysis
of the featured dynamic arrays. The methods used to program the fundamental physics
into a computer are discussed and an analysis of the hardware circuitry used in experi-
mentation is presented. After that the process of calibrating and testing the simulator
against known measured results is discussed and the chapter finishes with basic hardware
tests, which highlight characteristics of the switching mechanism and circuitry. A con-
ference paper and oral presentation disseminating the simulator platform was published
at Energy Conversion Congress and Expo (ECCE) 2013.
Chapter 6 is based on the research concerning the optimisation of the irradiance equalized
dynamic photovoltaic array (IEq-DPVA). The work includes four essential optimisations
without which the system could not effectively be realised. In here we present hardware
modifications along with new sorting algorithms and profiling procedures. This is the
earliest portion of work in the PhD and was published in the IEEE Transactions on
Power Electronics.
Chapter 7 introduces the optimised string dynamic photovoltaic array (OS-DPVA). This
type of array is the newest in literature and it combines the idea of high level profiling
with a reconfigurable decentralised string topology. The result is a very flexible system
with characteristics unseen in previous dynamic array classes. This more recent work
was also published in the IEEE Transactions on Power Electronics.
Chapter 8 presents the test procedure used in the full characterisation of the featured
arrays. It sets out a clear and robust method for testing (which is the first of its kind)
and this can be used to benchmark the performance between all types of photovoltaic
array. The results from these tests are analysed in depth and are extremely useful in
determining the behaviours of different types of dynamic array.
Chapter 9 opens discussion about future work and finally chapter 10 concludes the thesis
by summarizing the state of affairs and recapping contributions made to the field.
Chapter 2
Underlying Principles and Key
Opening Topics
The purpose of this chapter is to establish a baseline standpoint from which more in
depth discussions can be held. It starts by describing the terrestrial solar spectrum as
seen from the Earth’s surface, highlighting how and why mismatching through shading
occurs.It mentions the two array geometries (planar and curved) and briefly notes the
attributes expected from each. The discussion then turns to modelling PV cells, paying
particular attention to observing the effects of connecting them into series or parallel
sets. From there an investigation into how these properties manifest themselves within
the arrays topological architecture is undertaken.
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2.1 Physical Natural Phenomena
2.1.1 Black Body Radiation and Solar Irradiance
The total radiation emanating from the Sun can be approximated as a black body radi-
ator with a temperature of 5800K. The extra-terrestrial sunlight (Air Mass 0) contains a
broadband spectrum with wavelengths ranging from 200nm to 10um and an integrated
irradiance of 1367 W/m2 [11]. The Earth’s atmosphere will absorb parts of this spectrum
attenuating the total power to reach the terrestrial surface.
Figure 2.1: Solar spectrum through Air mass 1.5 [8]. Notice the attenuation at various
wavelengths due to absorption.
As the Earth is a globe, the total insolation observed at the surface is subject to location
in addition to the current environmental conditions. The American Society for Testing
Materials (ASTM) and the International Electrotechincal Commission (IEC) have set
the industry standard of terrestrial reference spectra for photovoltaic performance eval-
uation. The specified spectrum and environmental conditions were chosen to represent
an average environment across North America in one year. It defines an air mass of
1.5 (where AM1 is zenith in equatorial regions) and contains various other parameters
relating to the clarity of the atmosphere (known as turbidity) which account for dust,
pollution and water vapour. After considering all of these, a solar panel with its surface
angled normal to the sun will have an approximate irradiance of 1000W/m2.
The irradiance can be divided into two components, namely the beam and diffuse ir-
radiation. Beam irradiation is intense direct sunlight that has propagated through the
atmosphere and that has encountered only transparent mediums. Diffuse irradiation
comes from a combination of sunlight permeating through opaque clouds and photon
reflection from surrounding surfaces (such as ground albedo, Mie scattering and Rayleigh
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scattering). The atmospheric transmittance of light through the clouds depends on the
type and severity of the clouding, where a typical nimbostratus cloud reduces light lev-
els to just 16% that of a clear day [12]. Interestingly some cloud cover can sometimes
increase the total irradiance seen in a location by adding to the diffuse component of the
insolation without attenuating the beam portion. However as a general rule of thumb
one can expect the irradiance of an overcast day to contain 20% the power of that of a
clear day, and it is known as the diffuse fraction.
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2.1.2 Irradiance and sources of mismatch
One of the most widely recognised problems regarding energy production using PV
arrays is the partial shading of the active surface. The circumstance arises when a non
uniform distribution of irradiance illuminates the device and at the fundamental level,
the situation causes a mismatch in current production between the individual cells within
the array. Depending on the overall configuration of these cells, the mismatching can
have a varied effect on the energy production at the output. A detailed analysis of the
cell configurations is conducted in later chapters, but for now discussing the the origin
of shading with respect to a PV surface will help clarify the main sources of mismatch.
There exist two paradigms for the partial shading of an array and although their affects
on power production are identical, it is useful to examine the two situations separately.
Planar Static Frames Firstly, consider a solar array with a static planar frame and
a stationary light source. This system arrangement is by far the most common as it
is regularly seen on houses and therefore easiest to open the discussion. Without any
obstacles (buildings, trees etc..) the irradiance across the surface is uniform and intensity
is relative to the sun’s power and angle of incidence as shown by figure 2.2 and described
by equation 2.1. As all cells within the array are receiving identical irradiance there is
no mismatch and therefore no reduction in power output is exhibited. From this we can
conclude that the angle of incidence does change the amount of power produced but
does not generate mismatching in planar arrays. If we now introduce a shading profile
by attenuating a portion of the light from the source, then a non uniform irradiance
is observed at the array surface. The shaded portion will still receive irradiance in
the form of atmospheric diffuse light but as this carries significantly less energy, an
imbalance occurs between the two regions. At a fundamental level this situation will
cause the different parts of the array to produce different currents which is the very
definition of mismatching (see figure 2.3).
PowerModule = PowerIncident sin(A+B) (2.1)
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Figure 2.2: Zero mismatch is observed from a uniform irradiance across a flat surface.
Intensity is relative to the power from the source and the angle of incidence [13].
Figure 2.3: Mismatch is observed from a non-uniform irradiance across a flat surface.
Obstructions tend to cause a drop in beam irradiance leaving just the much lower diffuse
irradiance on a portion of the array.
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Curved Static Frames A second less common situation occurs when the cells within
a solar array do not all have the same angle of incidence with reference to the source.
These curved frames automatically introduce a mismatching even if there is no obstruc-
tion as there exists a variance in insolation as observed from the various parts of the
array’s surface. This type of issue is most profound with building integrated PV (BiPV)
as these frames tend to have curved contours, but a second platform where this type
of mismatching is common is in on board electric vehicles. Not only do these fixtures
inevitably have some form of curvature but as they are also highly mobile it is not pos-
sible to predict which sides will be facing the sun. Given that curved frames naturally
have mismatching, they will always benefit from the added flexibility gained in making
the array dynamic.
Figure 2.4: Mismatch is observed in a uniformly irradiated curved surface. Intensity
at each point is attenuated according to the angle of incidence
This two dimensional explanation is useful in highlighting how the angle of incidence can
be a cause of mismatch but in a real world system the solar panels will be operating in
a three dimensional environment and this means adding another term to the equation.
Finding the exact location of the Sun in the sky relative to some global coordinate
requires knowing the date, the orientation and the time of day. An in depth discussion
detailing this process is not required for the work presented here and it is simply enough
to acknowledge that to calculate the incident irradiance upon an arrays surface in three
dimensions then the Azimuth (ψ) of the plant must also be included. Azimuth is the
angle of the source relative to South as shown in figure 2.5 and Eq.2.2 where β is the
tilt angle of the array and α is the elevation angle of the sun.
PowerModule = PowerIncident ∗ (sin(β) cos(α) cos(180− ψ) + cos(β) sin(α)) (2.2)
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Figure 2.5: The indecent irradiance upon a surface will depend not only on the
elevation angle and the tilt of the panel, but also the Azimuth angle referenced to true
South.
2.1.3 Summary of Physical Properties
Due to the fundamental interactions between the electromagnetic force and matter, only
photons of sufficient energies can cause bound electrons to de-localize and contribute to
an electrical current. Any excess energy from the photon is lost as heat and only one
electron is yielded from the carrier generation process. Many areas of research aim
to improve conversion efficiency by manipulating the properties of matter but these
material science subjects are outside the concern of the work presented here. On the
other hand, the principles concerning power delivery based on the angle of incidence and
the clarity of the beam irradiance have been introduced and these high level causes of
electrical losses that will be investigated fully.
Next the characteristic behaviour of a solar devices is explored by making use of the
standard equivalent circuit and mathematical models.
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2.2 Photovoltaic Devices and Structures
The electrical circuit model that produces a current-voltage (IV) curve resembling that
of an irradiated solar cell is shown in figure 2.6. By analysing the components, the all
important IV characteristic can be virtually realised and the behaviour of more complex
multi-cell structures can be identified.
Figure 2.6: Basic single diode circuit model with series and shunt resistance. The
capacitance is usually omitted for simplicity and is shown in grey
2.2.1 Circuit Model of a Single Cell
The basic solar cell can be modelled as a constant current source in parallel with a
diode. The maximum available current at the output is equal to the photocurrent (Iph)
generated by sunlight minus any current flow lost through the internal diode and shunt
resistance. It is also common to include a series resistance to more accurately represent
the tapering in voltage as current draw increases leading to equation 2.3 where Io is the
saturation current, V is the voltage across the diode, Rs is the series resistance, n is the
ideality factor, k is the Boltzmann constant and T is the temperature in Kelvin.
IOUT = Iph − Io((expq(V + IoutRs)
nkT
)− 1)− (V + IoutRs
RShunt
) (2.3)
There is a capacitance between the terminals that is formed from the parallel combina-
tion of the junction capacitance from the PN junction and diffusion capacitance which
arises from life time characteristics of minority carriers outside the depletion region [15].
For steady state DC conditions the parasitic capacitance can usually be ignored.
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Short Circuit Current The maximum current produced by a solar cell is propor-
tional to many physical factors but the three main contributors are the immediate ir-
radiance level, the size of the active surface and the external quantum efficiency (EQE)
of the PV device. The EQE of the device basically describes how many electrons are
available to an external circuit from the given irradiance. The maximum current density
for a silicon solar cell receiving irradiance at standard test conditions (as defined by IEC
60904) can be calculated as around 43mA/cm2 where typical commercially available
modules reach around 30mA/cm2 [16].
As more and more current is drawn through the terminals, less will flow internally
through the diode and the voltage will begin to drop. By short circuiting the terminals
the voltage drops to zero and the maximum current (ISC) flows out of the terminals.
IShortCircuit ≈ IPh (2.4)
Open Circuit Voltage The Voltage at the terminals will be at its maximum when
the all of the current is flowing internally through the diode. The open circuit voltage
(known as VOC) tends to be between 0.6 and 0.7 volts for silicon and is described
by equation 2.5 [17]. It says that the potential across the terminals is logarithmically
proportional to the ratio between photo current and saturation current. The result is the
voltage is only weakly related to the light intensity and is in fact more heavily effected
by the saturation current of the PN junction.
VOC =
kT
q
ln(
Iph
Io
+ 1) (2.5)
The Maximum Power Point There exists a point on the IV curve where the product
of voltage and current reaches a maximum. This is the Maximum Power Point (MPP)
and loading the device so that it operates here is the job of the Maximum Power Point
Tracker (MPPT). The particular voltage and current found at the maximum power point
are known as VMAX and IMAX respectively. Its important to notice how that VMAX
changes only by a few percent over significant irradiance levels whereas IMAX varies
proportional to the incident power level.
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2.2.2 Single Devices and Sub-Strings
Because a single cell will only produce 0.6 Volts under load, this tends to be too low
for any practical use. Its normal to connect solar cells into large strings in order to
increase the voltage to an appropriate level for power conversion. For dynamic array
research, small indivisible strings of series connected cells are hard wired together to
produce a sufficiently high voltage to justify switching (e.g. 20 cells to produce 12V).
These collections are known as sub-strings and they are the lowest level of granularity
that the switching mechanism operates with.
Figure 2.7: [A] shows a single 0.6 Volt solar cell. [B] shows how they are series
connected into Sub-strings to increase the voltage. [C] shows the symbol used for sub-
strings
Due to the weakest link phenomenon (explained shortly), the current flowing through
a sub-string will be limited by the performance of the weakest cell in the branch. This
proves somewhat convenient at this level because it means in order to estimate how much
power is being generated by the collection, it is not necessary to know the irradiance
on each cell but instead we only need to know the irradiance of the least irradiated cell
and then multiply it by the number of cells within the sub-string. So from a functional
perspective, a sub-string can be modelled as a high voltage cell where the maximum
current available is approximately equal to the short circuit current produced by the
weakest performing member of the string. For the remainder of the thesis, sub-strings
will be used for most discussions and it is useful to assume they behave like a single high
voltage cell. Moving on, it is important to observe what the effects of connecting sub-
strings in series or parallel is as it defines the IV behaviour of array working as a whole.
By understanding how sub-strings operate together within a topology, its possible for
dynamic reconfiguration to be used to optimise the total output power.
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Origins of the Weakest Link Phenomena The simulated IV curves produced by
three SunPower E20 240 Watt solar panel under different irradiance levels is shown in
figure 2.8. As can be seen from the diagram, the panel that receives 250 W/m2 has
a short circuit current of about 2 Amps whereas the other two receive 500 and 1000
W/m2 which makes them produces a short circuit current of 3.5 Amps and 6.5 Amps
respectively. If these panels are connected in series then Kirchhoff’s laws says they
should all have the same current flowing through them. So if this current is less than
2 Amps then all devices will produce positive voltages and contribute power delivery
to the load. However if 3 Amps is forced through the branch then the voltage at the
terminal of the weakest sub-string migrates from a positive voltage to a negative voltage
and it begins to dissipate power by acting like a load.
The magnitude of the negative voltage is approximately proportional to the current in
excess of ISC multiplied by the shunt resistance and as the shunt resistance is usually
of the order of a few kilo Ohms this negative voltage builds very quickly as the excess
current increases (Amps x kOhms). This large negative voltage is subtracted from any
positive voltage generated by the stronger PV and the overall effect is that drawing
more current just drops more voltage over the failing device. From a functional point of
view, the whole string behaves as if it is shaded because the maximum current that can
be pulled through the branch is approximately the short circuit current of the weakest
device regardless of the voltage generated by the unshaded sub-string, as demonstrated
in figure 2.9. Not only is this weaker sub-string restricting the current but it is also
heating up due to the dissipation of power. This creates what is known as a hot spot
and prolonged exposure to this situation can permanently damage the solar array [18].
This is called the weakest link phenomena and it is the restriction of current through a
branch to that of the weakest performing member.
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Figure 2.8: Simulation of three Sunpower E20 240 Watt panels under different
irradiance conditions. Notice that the voltage at maximum power varies much less
than the current at maximum power
Figure 2.9: Experimental results showing three sub-strings, one of which is shaded.
The individual IV curves show the variance in short circuit current and the series
combination shows how the current is limited by the weakest device.
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Bypass Diodes To reiterate, a sub-string attempting to pass more current than its
short circuit current (ISC) will generate a large negative voltage across its terminals. A
bypass diode is a diode connected in anti-parallel with a sub-string that remains reverse
biased under normal conditions but becomes forward biased when the terminal voltage
swings negative. Its purpose is to avoid current limitations by clamping the terminal
voltage to -0.6 Volts whenever it tries to swing negative. A conducting diode will allow
the node to pass a current higher than the ISC of the device (improving power extraction)
while also protecting the device from excessive reverse voltages (defending against hot
spots). One consequence of including bypass diodes is it gives rise to a non-linear
transient left of the Y axis on the IV curve. As they are essential for the safe operation
of a partially shaded array, they should always be included in the design. There has been
a significant body of research looking at the the various aspects of bypassing with diodes
and one particularly interesting paper observes the effect of interlacing their connections
to improve system functionality [19]. They conclude that non overlapping bypass diodes
tend to function better
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Figure 2.10: Bypass diode encase sub-strings to prevent current limitation and hot
spots. [A] shows the regular connection of bypass diodes around sub-strings, [B] shows
an interlaced connection of bypass diodes [19]
Figure 2.11: IV curve for two sub-strings under different irradiances where bypassing
is seen on the negative X axis. It allows the weaker sub-string to pass as much current
as the stronger sub-string while clamping the voltage to -0.6 Volts. Without a bypass
diode the gradient of the slope would continue unchanged into the negative voltage
region
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2.2.3 The IV Curve of a Multi Sub-String Array
By definition an array contains more than one device working together and there are
two ways to connect multiple sub-strings together to give rise to a topology. Either they
are connected in series where there is a single branch of current and the voltages add,
or they are in connected in parallel where there is a single terminal voltage and the
currents add.
Parallel Connected Sub-Strings As with other electrical power sources, putting
solar devices in parallel results in the maximum current available from the terminals
being a summation of the currents from the individual devices (Eq.2.6). The contribution
towards this current made by each sub-string is relative to the voltage observed at
the common terminals. Interestingly, this has a self regulating, self balancing effect
where stronger sub-strings will provide more current than weaker sub-strings thereby
maintaining a terminal voltage that all sub-strings can generate. What this means is
it is possible to get parallel connected sub-strings to all operate near their maximum
power points simultaneously (because they all have a similar VMAX) and the circuit has
a natural resilience to power loss caused by partial shading [20].
In order to identify the composite curve from parallel devices, the Operating Voltage
must be progressively swept (say from 0V to Voc) and the corresponding currents from
each sub-string need to be added together. As shown in figure 2.14 the resulting graph
resembles that of a single high powered sub-string.
Figure 2.12: The three parallel sub-strings can be made to operate near their respec-
tive maximum power points simultaneously. This structure is known as a Tier
IOUT =
n∑
i=1
Ii (2.6)
VOUT = V 1 = V 2 = ... = V n (2.7)
POUT = VOUT ×
n∑
i=1
Ii (2.8)
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Figure 2.13: Illustration of the voltage sweep process amlagamating parallel devices.
The voltage is progressively swept and the corresponding currents from each PV at that
voltage are added together.
Figure 2.14: Expected IV curve from the parallel combination of three sub-strings.
Notice how almost no distortions appear and the produced IV looks like it could have
come from a single high powered device
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Series Connected Sub-Strings Series connected sub-string differ from parallel con-
nected devices in the fact that they interfere with each others current flow. However, as
long as each device is equipped with a bypass diode then they can all potentially pass
the same current and limitation through the weakest link phenomena can be avoided.
The diodes do introduce a secondary issue by causing the PV curve to exhibit multiple
local maxima which can cause problems with maximum power point tracking further
down the line. Even so, as power production has improved significantly and the series
string can operate safely under shaded conditions the situation can be considered an
improvement. To create a composite curve of series connected devices, the Operating
Current must be progressively swept (say from 0 to Isc) and the corresponding voltages
need to be added.
VOUT =
n∑
i=1
Vi (2.9)
POUT = VOUT × IOUT (2.10)
Figure 2.15: Series connected sub-strings. They must all pass the same current which
means there is dependencies between them all.
Figure 2.16: Illustration of the current sweep process amlagamating series devices.
The current is progressively swept and the corresponding voltages are added.
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Figure 2.17: Composite IV curve for three serial cells with bypass diodes under
different irradiances. Multiple peaks arise in the PV curve due to the bypass diodes
turning on
2.2.4 Summary of the Discussion Regarding IV Characteristics
By using the generated IV curves of single sub-strings as a starting point, the arrange-
ment of multiple sub-string combinations can be calculated and used to estimate the
grouped performance. The inclusion of bypass diodes is necessary for all series con-
nected devices as they provide protection and evade situations where limitation can
occur. They have a non linear effect on the PV and IV curves where multiple local
maximums can be seen and this can lead to problems with the maximum power point
tracker. An examination of the resulting composite waveforms has outlined the principles
which govern the interaction between sub-strings when connected within an array. The
next section will discuss the types of array topology and investigate how the sub-strings
cooperate together to give rise to the overall function of the array.
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2.3 Array Topologies
The array topology is defined as the overall layout of the sub-strings within a PV plant.
In static arrays, the most shade robust topologies are the Total Cross Tied (TCT) and
in some reports the Bridged Link (BL) as they provide a more highly parallel route for
current transportation [21]. Sadly, the least robust configuration is the most widely used.
The Series-Parallel (SP) configuration builds strings of cells which are subsequently put
in parallel. A new topology has for the first time been identified here but it can only
be produced using a dynamic array as it requires neighbouring sub-strings to isolate
themselves on demand. The circular string topology has some unique properties that
might prove useful in aiding complex behaviour and a simple prototype has been built
and its function has been verified.
Understanding the properties of these array architectures is imperative for successful
dynamic array design because the sole purpose of dynamic reconfiguration is to arrange
sub-strings such that they make the best use of the abilities dictated by the topology.
Figure 2.18: The bridged link topology has parallel connections between selected
sub-strings. It included here for illustration purposes only as no further use is required.
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2.3.1 Series Parallel (SP)
In conventional grid tied photovoltaic systems, the sub-strings are connected into a Series
Parallel (SP) topology as shown in figure 2.19 where the full string voltage tends to be
in the range of 300 Volts. In order to function safely under partial shading conditions,
blocking diodes are positioned at the end of each string and bypass diodes are connected
around sub-string groups.
Figure 2.19: The series parallel topology works by building strings and then subse-
quently connecting them in parallel. Blocking diodes are required and bypass can be
connected in various ways throughout the string
Each string will produce an IV curve according to the irradiance conditions on its series
connected sub-strings and then these IV curves are then connected in parallel. This
statement highlights the main problem with this topology: The primary focus is serial-
ising sub-strings which introduces dependencies and only after this does the paralleling
of strings occur. Essentially each string has its own maximum power point and there is
no mechanism for balancing the coherence between them. It means that strings within
this topology are particularly prone to drop out due to voltage droop or the good strings
are held back while they are forced to operate sub-optimally due to weak strings.
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2.3.2 Total Cross Tied
The Total Cross Tied architecture is the most shade robust static topology of all and
produces a maximum power point on average 3.8% higher than the SP topology [22].
It has a number of bus bars and the sub-strings are connected into parallel collections
known as tiers between each bar. These tiers are connected in series with each other to
build up the terminal voltage to a suitable level and a single bypass diode is connected
across each tier. This arrangement does require more cabling than the series parallel
topology, which is a concern for large scale installations.
In contrast to the SP topology, the TCT works primarily by building parallel tiers
and then putting them in series. The averaging effect caused by placing cells in parallel
means that strong sub-strings can compensate for weak sub-strings within the same tier.
However, when placing tiers in series with each other they will start to behave like a string
and incoherence between the tiers maximum power points is possible. Interestingly,
reports show that implementing the array in a TCT configuration doubles its in-service
lifetime while not costing more to manufacture [23].
Figure 2.20: The Total Cross Tied topology works by first putting sub-strings into
parallel tiers and then connecting the tiers series.
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Behaviour Under Shading For both of these topologies there is an asymmetry
between the shading of columns and the shading of rows. To highlight this its worth
considering the simple shading scenarios shown in figure 2.21 where a completely shaded
sub-string represent 0 W/m2 of irradiance.
From A, if we progressively shaded from 1 to 4 then both the SP and TCT will have
a 25% drop in power for each shaded device. This happens because the shading is
perpendicular to current flow and this pinches off conductivity between the positive
and negative terminals. The net result is a rapid loss in power as unshaded sub-strings
become Effectively Shaded because they cannot deliver their power to the load.
From B, both the SP and TCT will exhibit a 25% drop in power for the first shaded sub-
string but as this means the whole column is now effectively shaded, successive shading
will not cause any further reduction in power. [24]
This situation shows how the TCT and SP architectures behave the same under simple
rudimentary shading profiles. The proficiency of the TCT only becomes apparent when
complex shaded scenarios are presented across the whole array.
Figure 2.21: [A] Shading across the rows, [B] Shading down the column. The direction
of shading causes different behaviours from the arrays although both topologies respond
in the same way.
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2.3.3 Circular String Topology
This is a new and curious topology that is unique to dynamic arrays. It was created
during the research for this thesis and is very similar to the series parallel in that it
produces a series string of sub-strings. However it has one clear difference and that is
there is ambiguity as to where the beginning and end of the string is as this is decided in
real time and controlled by the switches. From figure 2.22 see how the sub-strings form
a circle where the two points labelled (A) are connected. A primitive prototype of this
system was built early in the project and the principle works fine where the beginning
and end of the string can be configured using the switches. A few interesting behaviours
become available with this topology, such as being able to electrically spin the string.
Unfortunately no more research was conducted on this topology during the project and
it is mentioned here simply as a recognition of its finding.
Figure 2.22: The circular string topology was invented during this research because
ambiguity as to where the beginning and end of a string was required, which may be
useful in linear switch dynamic arrays (discussed shortly)
2.3.4 Summary of Discussions Regarding Topology
There have been many studies on optimising the array topology to create shade resistant
structures. The work generally accepts that the more highly parallel configurations prove
to be more effective at resisting current limitation. The two main topologies discussed
here (TCT and SP) will be implemented as dynamic arrays and their I-V summation
properties exploited to improve power production.
The circular string topology offers some unique and interesting features that require
further investigation before the ramifications are fully are understood. A basic prototype
has verified its function and very similar linear switch designs have been seen in the
literature.
The next section will look at each class of dynamic array while acknowledging the various
contributions from the literature.
Chapter 3
Literature Review 1: Dynamic
Photovoltaic Arrays
In the last 25 years of dynamic array research, four main topologies have been developed
and it is convenient to use these global architectures to classify the arrays into families.
These classes are known as the fixed configuration, the string configured, the total cross
tied and the alternating current dynamic arrays. Within each class there exist several
types of dynamic array, each with unique techniques and switch matrices that justify it
being treated as a separate DPVA system. As an example, all of the DPVA classes can
be realised using the Linear Switch matrix architecture as shown in figure 3.1.
Figure 3.1: The family tree of dynamic photovoltaic arrays. There are four classes
and each class may have multiple DPVA types within it
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3.1 The Fixed Configuration DPVA
Starting with the simplest, the Fixed Configuration Dynamic Photovoltaic Array (FC-
DPVA) is an array which has a limited number of configurations (say 3 or 4) and has no
sorting strategy at all. The first published works in the literature contain developments
regarding this class of array and for some scenarios this simple but effective system is
the most suitable of all. There is only one type of DPVA in this class and it can be
distinguished from other types for the following reason:
It is designed to reconfigure into specific arrangements to match requirements
from the load and it is not capable of handling complex shading profiles.
An example of a FC-DPVA can be seen in Salameh [25] where a reconfigurable solar
array is used to drive a remote water pump. During times of low light intensity, the series
arrangement does not provide enough current to drive the motor properly so the array is
reconfigured so that all PV devices are in parallel. During this phase the flow rate of the
pump is lowered due to lower voltage, but at least it is operational. As the irradiance
levels increase the configuration changes to to make best use of the available power.
Other works focus on optimising the switching point of such a system so that maximum
power is delivered [26], while alternative investigations from Auttakaitkul and Armstrong
discuss using this reconfiguration approach to match the speed-to-torque ratio of a motor
in an electric car, which of course is a more demanding application [27] [28].
Figure 3.2: The three configurations available in Salamehs FC-DPVA. The exact
positions for each sub-string fixed, which highlights the limited flexibility of this type
of array
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Figure 3.3: The optimisation of switching points as proposed by Salameh in [26].
This diagram shows the equal power locus for a two state system.
Figure 3.4: Auttakaitkul [27] discusses how the speed and torque of a car are inversely
proportional and disseminates when a reconfiguration is best suited according to the
momentum of the vehicle which reduces starting time by 37%.
Chapter 3 Literature Review 1: Dynamic Photovoltaic Arrays 34
Figure 3.5: Armstrong’s electric car uses an FC-DPVA with two configurations, either
a 13 by 10 array or a 10 by 13 in order to follow the batteries terminal voltage throughout
driving
Figure 3.6: Significance of improvement caused by using the system described by
Armstrong. During times when the battery voltage is between 44 and 45 volts, the
reconfigurable system produces upto 20% more power when compared to a static array
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3.2 String Configured
Figure 3.7: The two types of string configured dynamic array are the linear switch
and the optimised string
The next class is the String Configured dynamic photovoltaic array (SC-DPVA) and this
class can be identified by the following statement.
A string configured dynamic array will sort sub-strings into groups and then
connect these groups into series strings. Multiple strings are then usually
connected in parallel to produce a topology similar to the SP architecture in
static arrays.
There are two types of DPVA within this class, the first is referred to as the linear
switch SC-DPVA and it is the simplest of the two. It can only categorize the sub-strings
as either ’shaded’ or ’unshaded’ and as the hardware implementation only allows for
linear connectivity between neighbouring sub-strings, it leaves this system restricted
and unable to efficiently mitigate issues caused by complex shading environments.
The second type of string configured array is known as the Optimised String SC-DPVA
(shortened to OS-DPVA). It builds on the other strategy by implementing a more flexible
hardware set up, allowing for the inclusion of a sophisticated sorting procedure and
complex behavioural patterns. These modifications mean an intelligent grouping scheme
can be used to eliminate current limitation leading to a device that is able to handle
complicated shading profiles.
Chapter 7 presents the contributions made towards the optimised string DPVA.
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3.2.1 The Linear Switch SC-DPVA
One of the defining traits of all linear switch topology DPVA’s is that each sub-string
may only interact with its physically neighbouring sub-strings, as indicated in figure
3.8. The one main benefit from this approach is the relative reduction in the number
of switches required to build it when compared to the other more sophisticated switch
matrices. However this reduced switch count is not without penalties and the drawbacks
almost certainly outweigh the advantages.
A linear switch SC-DPVA cannot group sub-strings together that are not electrically
adjacent to each other and this puts a huge limitation on the possible manoeuvres
available to a sorting algorithm. Tria [29] first developed this concept and abstractly
discussed its function without really describing the features of the approach. Essential
points to note are: This method can only define sub-strings as ’shaded or non-shaded’.
Any shaded sub-strings must be excluded from power production leading to loss. On top
of that, it is possible to have situations where there are unfinished strings also leading
to source of loss. Their switch matrix does not allow for the bypassing of shaded devices
meaning they can only be omitted by ending the current string as highlighted in figure
3.8. This rigidity leads to a device that is extremely poor at optimising power extraction.
Chaaban [30] made innovations to this structure by including a bypass switch and an-
other switched route to a DC/DC converter where any unfinished strings can have
their voltage up converted to match that of any finished strings. This modification re-
quires three more single pole switches per sub-string (substantially increasing the switch
count) while only providing a minor improvement that is observable only in particular
situations. The process can be summarised by referring to figure 3.10: The first three
sub-strings can be grouped into ’string 1’ without issue (assume all strings require 3
sub-strings). Now if we try to group the next three sub-strings into string 2 we find that
it has to include a shaded sub-string. The procedure here is to bypass the shaded device
and simply include the next available unshaded sub-string into the string. After that
the shaded devices are connected in parallel and used to drive the DC-DC converter
that is in parallel with the the load.
As an overall assessment, the linear switch string configured DPVA is a poor choice when
considering implementing a dynamic array. Due to restrictions caused by the switch
architecture, it is not possible for complex shading profiles to be handled as it is not
capable of freely manipulating the sub-strings into new configurations. Furthermore, any
sub-string deemed shaded must be completely removed from power production, which
could account for a significant fraction of the total power available as shaded devices
tend to generate power at about 20% of the unshaded devices.
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Figure 3.8: The simplest SC-DPVA can build strings of neighbouring PV devices
as proposed by Tria [29]. The switch matrix has limited flexibility meaning complex
behaviours are not possible
Figure 3.9: An adaptation by Chabaan of the first switch matrix includes a second
bus where unfinished strings can be forwarded to a DC/DC converter while a third
route allows for bypassing. [30]
Figure 3.10: A simple example of grouping within Chabaan’s linear switch SC-DPVA.
Three sequentially occurring sub-strings are grouped together to create a string while
shaded sub-strings are simply omitted and bypassed
Numberofswitches = 3 ∗ substring (3.1)
Numberofswitches = 6 ∗ substrings+ 4 (3.2)
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3.2.2 The Optimised String DPVA
The optimised string dynamic array is a more advanced adaptation than the linear
switch SC-DPVA but is still classified as a string configured dynamic array because it
functions by building series parallel configurations. In contrast to the linear switch SC-
DPVA, the OS-DPVA uses a highly connected switch architecture to allow for intricate
configurations to be induced and as a consequence it can optimise power output while
operating under complex shading scenarios. However, in order to utilise this advanced
behaviour the system must include a mechanism for profiling the status of each sub-string
and include a sorting algorithm to produce an optimised configuration.
The first optimised string DPVA was proposed by Patnaik in 2011 as a development from
a more primitive dynamic array solution [32]. The general premise proposed involves
grouping the sub-strings into fuzzified groups (known as light, medium and dark) and
then building strings as best you can with this information before putting strings of
equal size in parallel. The main point of this work is to demonstrate that multiple
power levels can be sorted and used at the same time. They discuss their switch matrix
architecture (as shown in figures 3.11 and 3.12) which is comprehensive enough to allow
for all sub-strings to connect to all others in a series type of way. An interesting feature
of this ’bus-less’ matrix architecture is it can produce any number of parallel strings.
This flexibility is particularly obscure (its the only DPVA to have this ability) and its
possible to imagine some interesting algorithms that exploit this feature to generate
interesting behaviour. However, the implementation is a little dubious as they have
suggested that they use single N type MOSFETs for the switches which would clearly
result in reverse currents flowing. On top of that they have used individual gate drivers
to control the MOSFETs which is not a feasible solution for a commercial device due
to cost. Regardless of these minor issues with electronic implementation they have also
used a switch matrix architecture which is made from non-repetitive interconnections
and this alone causes several notable drawbacks to the system.
• The first is that the system cannot be designed modular and the switch matrix
must be implemented as a single manufactured entity suited only to a specific
array. It is therefore not possible to expand the design once it has been produced.
• Next, as each switch stage is different from all other stages, the signalling used to
control the switches at each stage will also differ and this drastically complicates
the routing management. Essentially, large customised blocks of decoding logic
must buffer each sub-string’s control signals in order to make it function.
• As shown in figure 3.15, the number of switches required by this method is non-
linear and has a growth rate that increases as the array size increases. Compara-
tively, this method uses significantly more switches for arrays of significant size.
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Numberofswitches = (substrings+ (substrings− 1)) ∗ (2 + substrngs)/2 (3.3)
Figure 3.11: A non repetitive switch structure. This has a much greater flexibility
than the linear switch DPVA as any sub-string can connect to any other. However the
switch count and drive requirements has increased dramatically
Figure 3.12: The switch network proposed by Paitnaik [33]. The matrix allows for
any sub-string to connect to any other sub-string and this type of matrix has some
unique arrangement properties.
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Figure 3.13: Patanik’s version of the OSDPVA requires for all strings to contain the
same number of sub-strings. Topologically speaking it is a convenient way of working
but is likely to suffer from more current limitation than the proposed system
The next set of innovations came from the work carried out during this project and
a full chapter is dedicated to its discussion. Interestingly the whole design was made
without prior knowledge of the previously discussed OS-DPVA in what must have been
concurrent development.
The version of the optimised string DPVA developed in this research has several key
advantages over the system proposed by Patnaik [33] and the implementation is much
more intuitive. As a full chapter is dedicated to the explanation of this device, only a
summary of its notable attributes will be mentioned here.
• Firstly the device is built from a repetitive switch structure meaning it is scalable
and the benefits of modular manufacturing and interfacing are evident, see figure
7.11.
• Bidirectional switches are used, resulting in a functional design.
• Grounding diodes are included, reducing switch count and simplifying control, see
figure 7.11.
• Greatly reduced switch count for large scale arrays, see figure 3.15.
• A new method for profiling the array’s sub-strings is presented.
• A comprehensive algorithm that sorts the sub-strings into the optimum configu-
ration is presented.
• The proposed OS-DPVA can have any number of sub-strings within a channel
and uses a distributed converter architecture to balance variance in the voltage.
Consequently this means all possible configuration permutations are available for
use.
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Numberofswitches = 3 ∗ substrings ∗ Channels (3.4)
Figure 3.14: The ”Switch Set” for proposed Optimised String Dynamic Photovoltaic
Array. As will be demonstrated, this switch topology has an extraordinary flexibility
and can mimic other formats.
Figure 3.15: Comparison between Patnaik [33], Storey [35], Chabaan [30] and Tria’s
[29] switch matrix architectures. It shows the number of switches required for a ”4 by
x” dynamic array. For under a 4x5 array, Patnaiks will have less switches than Storey.
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3.3 Total Cross Tied
Figure 3.16: The three types of total cross tied dynamic array are the linear switch,
the adaptive bank and the irradiance equalized
The next class is the Total Cross Tied dynamic photovoltaic array (TCT-DPVA) and
it is by far the most popular class of array in the literature where three distinct types
have been developed. The class can be identified by the following statement:
The TCT-DPVA will utilise the total cross tied topology to reduce the effects
of partial shading. Numerous techniques and variations have been devised,
however they all exploit features of this architecture.
The Linear Switch TCT-DPVA is the most basic type in this class. Its matrix architec-
ture means it uses the smallest number of switches, but due to the effects of cascading
current summation the switch rating requires careful design. It does suffer from lim-
ited flexibility and consequently it only has one sorting algorithm (known as the target
irradiance). As it was only recently published, an independent investigation into char-
acteristics has yet to be carried out.
The Irradiance Equalized dynamic array (IEq-DPVA) is an advanced array which will
reorganise its sub-strings within the TCT topology so that irradiance is equal on each
tier. It is extremely effective handling complex shading profiles and there are several
ways to drive the device. Chapter 6 discusses this type of array and the research has
identified several key contributions towards its optimisation.
The Adaptive Bank dynamic array (AB-DPVA) is identical to the IEq-DPVA except
that a portion of the array is static and a bank of dynamic sub-strings perform the
equalization process. This causes a significant decrease in the hardware required but at
the cost of reduced effectiveness and non generic design.
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3.3.1 Linear Switch TCT
The linear switch TCT-DPVA is very similar to the linear switch SC-DPVA but instead
of building strings and placing them in parallel, it build tiers and places them in series
[36]. This is likely to be the most effective linear switch type of DPVA from across all
classes because it is able to use the averaging effect of the TCT topology to help balance
irradiance mismatch. As with all linear switch matrices it can only group neighbouring
sub-strings and uses a relatively small number of switches to do so (3 per sub-string, Eq
3.5). Figure 3.17 shows the switch set used in making the device and figure 3.18 shows
how the sub-strings group together in tiers and then serialise to configure the array.
There are a few unique and interesting features with this type of matrix that are not
seen in any other array. [37]
• Firstly, notice that all sub-strings must be included in the configuration because
there is no way to bypass shaded sub-strings. This presents no issue here because
paralleled device don’t cause limitation as would be seen in serial devices.
• Next, there is only one sorting algorithm that can operate with the restraints set
by the limited flexibility of the matrix and it is known as the ”target irradiance”
algorithm. A full discussion into the principle operation of the target irradiance
algorithms is conducted in chapter 7.
• And possibly the most significant feature to be aware of with the linear switch
TCT-DPVA is that the current rating required by the switches at each node must
increase. As more sub-strings join the first tier, then a larger maximum current is
expected to flow throughout the whole array and the result is subsequent switches
need to have a higher rating than previous switches. Although this seems like
a negligible fact, the whole benefit to this type of DPVA is its reduction in the
number of switches required, but if the switches at the end need to be 100 times
the rating of the first switches then this may offset any savings expected.
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Numberofswitches = 3 ∗ substrings (3.5)
Figure 3.17: The linear switch TCT-DPVA, each sub-string has three switches asso-
ciated with it. closing switches P1 and P2 will place the sub-string within the current
a tier, while switching S1 will section off and serialise two adjacent tiers
Figure 3.18: The switch matrix builds tiers using neighbouring sub-strings and then
serialises the tiers to produce a TCT structure with an arbitrary number of sub-strings
per tier. Due to ’cascaded current summation’ each node must have a different current
rating.
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3.3.2 Irradiance Equalized TCT
The Irradiance Equalized DPVA is the most researched class within literature and at
its most refined it is the most flexible dynamic array of all while also being the easiest
to use. Irradiance equalization is the process of swapping sub-strings around within
a TCT topology so that the irradiance at each tier is equal as shown in figure 3.19.
The procedure was initially invented by Velasco [38] in 2005 and this was the first time
that a sophisticated switching mechanism was used to actively mitigate the effects of
partial shading. The authors went on to write two more papers [39, 40] in 2008 and
2009 describing implementation and presenting results from a 6 Sub-string prototype.
One key milestone that they aimed for throughout is to try to make a plant oriented
topology (noted for being easy and cheap to implement) become as efficient as a mod-
ule integrated topology (noted for highest efficiency but costly). As an overview they
successfully achieved this goal and their implementation was improving power output
by reconfiguring several times a day. However their approach involved several design
choices which ultimately lead to a system that is complex to operate when considered
on commercial scales. All of these issues have been addressed in the proposed version of
the IEq-DPVA and the details of which are discussed fully in chapter 6. As a summary,
here are the main drawbacks to the system as described by Valesco.
• The first problem is that they use a non-repetitive switch structure in an attempt
to reduce the number of switches.
• The non repetitive switch structure reduced the number of usable configu-
rations to a limited set. For advanced behaviours a complete set of configuration
permutations is required.
• Their sorting algorithm was computationally intensive. This means it could not
have reacted quickly and therefore operated in real time.
• They make the assumption that the dimensions of the array must remain equal,
and as is proven later it is more beneficial to have an array with arbitrary row
resizing capabilities.
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Figure 3.19: The basic premise for irradiance equalization is to swap the position of
sub-strings around the TCT topology so that irradiance becomes equal at each tier
Figure 3.20: Valescos implementation of a switch set. Each sub-string had an unde-
fined number of switches and routing that was decided during the design stage. This
reduced switch count but it also reduced the possible configurations.
Figure 3.21: Diagram showing how the switch matrix is non repetitive. Although a
few switches are saved, the array can now only produce a limited set of configurations
and more importantly, cannot resize it’s rows on the fly
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The IEq-DPVA has been fully optimised during this research and is now the most
advanced and effective DPVA possible. A full discussion is carried out in later chapters
but the one modification that yields the most improvements is the use of a repetitive
switch structure as shown in figure 3.22. As a summary, the following features have
resulted from this research.
• The device is now scalable due to the modular design
• It can profile the array’s sub-strings using a single ammeter and voltmeter due to
unrestricted set of configurations
• The device can resize it dimensions to improve power output and is able to imple-
ment an arbitrary row resizing strategy
• Two very quick sorting algorithms have been suggested that allow the device to
react with extreme speed and little computation
• The introduction of the grounding diode reduces switch count
Figure 3.22: The switch set proposed by the this research involves using a defined
repetitive switch network. It requires a few more switches than the solution proposed
by valesco [38] but leads to a significantly more flexible device
Another modification can be found in the work by Romano [42] where they have included
extra row switches connecting the bus bars together. This is a strange novelty because
it seems they are trying to reduce the signalling required by forcing groups of switches
to operate together. They claim that the extra switches allows for electrical continuity
if there are no sub-strings within a tier but seeing as they have a very extensive switch
matrix already then this situation could easily be averted simply by correctly controlling
the existing switches. This method does reduce the number of control lines but it also
means that no advanced switching behaviour is possible and it should be avoided.
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Figure 3.23: The switch set proposed by Romano [42] where each switch pair is
controlled by a single control signal. It is more extensive than the matrix presented as
it includes row switches.
Figure 3.24: Another view of Romano’s switch matrix, the row switches are not
required if the other switches are independently controllable
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3.3.3 Adaptive Bank DPVA
In terms of hardware, the adaptive bank DPVA (AB-DPVA) is very similar to the IEq-
DPVA and only differs due to the fact that not all of the sub-strings are dynamic, see
figure 3.25. Although this seems like a small detail it actually means the device works
in a completely different way, thereby justifying it being considered its own type within
the TCT class. Essentially, instead of swapping sub-strings around as in the IEq-DPVA,
it appends sub-strings from the bank to the tiers on the static portion of the array. The
procedure was proposed by Nguyen [24] in 2008 and it is supposed to be a more eco-
nomically conscious development compared to other DPVA embodiments and it claims
to be the first to present a real time sorting algorithm. As an overview, it functions by
balancing the irradiance on a static TCT array by appending additional sub-strings to
the failing tiers. The main attribute of this approach is to reduce the number switches
required by only making a portion of the array reconfigurable, a tactic that is very ef-
fective. There are drawbacks, namely that the flexibility is reduced considerably and if
shading effects the dynamic portion of the array then the device become almost com-
pletely defenceless against current limitation caused by further shading. The sizing of
the dynamic portion of the array against the size of the static portion is a job for the
designer, yet a small investigation into this matter is presented in chapter 8. Another
feature only exhibited by this type of the array is the dual model requirement for ir-
radiance profiling. In order to categorize the dynamic portion of the array, the matrix
will create an open circuit at the terminals and their performance is estimated from
measurements of VOC using equation 3.6. On the other hand, as the static portion of
the array is expected to be operating under load, this mechanism cannot be used and
a second model (equation 3.7) that requires both V and I measurements must be used.
In another interesting topic regarding this array, the authors are the first to present the
voltage ratio shade sensing strategy, however the adaptive bank DPVA is particularly
prone to errors using this method (full discussion in the next section).
A preliminary study investigating how varying the ratio between the static and dynamic
sub-strings under different shading conditions is presented in the results chapter.
I = Io ∗ (e(qV oc
nkT
− 1)) + V oc
Rsh
(3.6)
I = Iout+ xIo ∗ [e( q
nkT
(V + Iout×Rs)− 1)] + V + Iout×RS
Rsh
(3.7)
A second study trying to apply fuzzy rules to the classification of sub-strings within an
AB-DPVA was carried out by Lui [44]. They suggest that by sorting based on fuzzy
rules they have produced a more efficient algorithm, however with no results to back this
up and the loss of information through fuzzification, the claim is likely to be erroneous.
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Figure 3.25: The Adaptive Bank DPVA. Its couples a static TCT structure with a
dynamic portion. The result is less switches but reduced performance
Figure 3.26: Switch architecture for the AB-DPVA. It is very similar to that of the
IEq-DPVA but it requires more buses so that it can independently connect to the tiers
of the static portion
Chapter 3 Literature Review 1: Dynamic Photovoltaic Arrays 51
3.4 Alternating Current DPVA
The Alternating Current dynamic photovoltaic array (AC-DPVA) is distinguished from
all other types of DPVA as its main purpose is to synthesis waveforms instead of max-
imise DC output under partial shading. The AC-DPVA purposefully drives the switching
sequence to produce a time variant voltage at the terminals meaning its operating prin-
ciple is significantly different to all other DPVA classes. Investigation into this type of
DPVA formed a small part of the project and a paper presenting the result is here [51]
. Interestingly a paper co-written by another known DPVA researcher [50] was found
after the period of investigation and it appears that they identified different solutions
to the same problems encountered in this research.
For instance, both myself and Nakagomi notice that traditional multi level inverters are
not particularly good in photovoltaic applications because they do not utilize all the DC
sources 100% of the time. The trick to resolving this is to form more than one output
so that all PV cells are being continuously loaded. However, its worth noting that they
have opted to generating a three phase power source while the system proposed in this
thesis generates a two phase array. There are significant advantages to using the two
phase system, most notable is the significant drop in the number of switches required
and improved synchronisation between phases.
The utilisation factor (UF) is a measure of how efficiently the design uses the solar cells
over time. Its calculated by dividing the number of sub-strings used in one cycle by the
maximum number of sub-strings that can be used over that period. For example the
single phase diagram in figure 3.27 has 24 intervals and a maximum of ten sub-strings per
interval, giving 240 positions that need to be used. It uses 156 sub-strings over one cycle
and so has a utilisation factor of 65%. Conversely a three phase array using twenty sub-
strings requires access to 468 elements over this period resulting in a utilisation factor
of 96.7%. Now this leads us to another detrimental property of using 3 phases for AC
generation. Firstly it must be sized appropriately so that the UF is maximised and even
then it is not possible to always synchronise the generated voltages to that of a true
sine wave. The error is small but it will contribute to distortions. The two phase array
developed during this research has a utilisation factor of 100% regardless of the size of
array.
156
24× 10 = 0.65 (3.8)
468
24× 20 = 0.97 (3.9)
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Figure 3.27: The switch set used by Lehman and Nakagomi for generating three
phase electricity. This highly connected matrix is very flexible but requires a significant
number of switches
Figure 3.28: An illustration showing the difference between a single phase and a three
phased array, where the first has a 65% utilization factor and the second has 97%. Note
that the single phase uses 10 sub-strings whereas the three phase uses 20.
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Figure 3.29: The linear switch AC-DPVA developed during this project. This type of
array synthesises a two phase alternating current which can be combined using centre
tapped transformer and it uses significantly fewer switches than the previous discussed
AC-DPVA.Furthermore, it has a UF of 100% and there are no synchronisation issues.
Figure 3.30: Two cycles of the synthesised AC waveform using 48 sub-strings at 50Hz.
Notice the oscillations are only in the positive voltage region
One noticeable novelty in the system proposed here is the switch matrix purposefully
grounding the terminals of the sub-strings so that high side and low side return currents
flow through the ground node simultaneously [51]. Although more information regarding
this type of dynamic array has been disclosed in publication, it will no longer be discussed
in this thesis and the topic will remain focused on improving power output under partial
shading conditions.
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3.4.1 Summary of Dynamic PV Array Literature
The classification criteria used in creating the DPVA family tree has been discussed,
where the array topology defines the class and the switch matrix architecture and al-
gorithm define the type within that class. All of the DPVA’s found in literature have
been grouped in this way which has helped disseminate their particular contributions to
the field. One very comprehensive paper has attempted to do the same by summarising
contributions grouped by array type, however they have used different grouping scheme
and it is my opinion that the system presented here is more useful [52]. In addition to
this, Damiano also presents a full disclosure of the DPVA landscape [53].
For the fixed configuration DPVA the basic operating principles and a method for
the complete optimisation based on environmental conditions have been discussed by
Salameh. Alternative uses exploit the reconfiguration to process to vary the speed of
a motor or vehicle and this remains the simplest class of DPVA due to its specified
operating environments.
For string configured arrays, a primitive set of solutions has been presented early in
literature but due to their inability to reconfigure unhindered, they do not perform well
in complex situations. A second more advanced type of string configured array (the
optimised string) removes all of these limitations and can function with a high level of
flexibility. One version presented by Paitnaik addresses the problem of flexibility but
does so in such a way that large scale plants become costly and losses are still apparent.
The total cross tied dynamic arrays have been looked at many times in literature and
some compelling arguments have been put forward for each particular modification.
This type is the most convenient of all as the characteristics derived from the topology
lend itself to excellent coherence restoration. Once again, some aspects of the solutions
presented in literature cause detrimental effects and should be avoided.
The alternating current DPVA is totally different from the afore mentioned devices as
its sole purpose it to generate an oscillating power source as opposed to removing partial
shading. Due to this unique requirement, it has a switch matrix that is unlike the others
and an operating procedure that differs completely. A more complete discussion on this
class of DPVA is held at the end of this thesis.
From table 3.1, the overall contribution refers to real information, either clearly presented
or inferred from the papers. Some of these publications did a terrible job at conveying
information and only after investigating intensively did fundamental pieces become clear.
Some additional papers and patents are cited here for interest sake, however they played
little part during the investigation and they exhibit characteristics already described by
the other systems.
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Chapter 4
Literature Review: Topics for
Advanced Behaviours and System
Control
In this chapter we will look at some of the highest level operations and identify use-
ful procedures used in the controlling of an advanced dynamic array. The discussion
will remain generic and the topics are relevant to all classes of array. Firstly the pro-
cess of irradiance profiling is considered and the various methods presented in literature
are examined. Next we take a look at the possible mechanisms used to detect when a
reconfiguration is required. This subject can become fairly complex as it involves pro-
viding decisions made from rules based on information obtained from an unpredictable
source (the environment). Finally a brief discussion about granularity and the physical
properties of a system is conducted.
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4.1 Irradiance Profiling
For all advanced DPVA systems, the irradiance across each sub-string must be known so
that the sorting algorithms can to resolve maximum power point incoherence and regain
the lost power. The irradiance profile is a virtual map containing information about
a sub-string’s physical location (known as its ID) and the irradiance (and derivatives
thereof) across its surface. It is required in order to calculate the optimal configuration
and then subsequently used to derive how to control the switch matrix.
4.1.1 Model Based Estimation
The most common method for building a profile is to sequentially measure current and or
voltage of each sub-string and then estimate the irradiance using mathematical models.
The first technique relates irradiance (G) to the basic model through a proportionality
constant (α) and this profiling strategy requires current and voltage sensors on each sub-
string which add significant cost and complexity to the operation of the array. On top
of that, the saturation current (Io) for the particular silicon junction must be known as
does the immediate operating temperature (T). As the approach measures two variables,
it is able to get an irradiance from a sub-string while it is under load (Eq.4.1). Simulated
tests show that the irradiance estimation process has a maximum relative error rate of
4.4% [38].
G = α ∗ [I + Io ∗ (e V ocnkT − 1)] (4.1)
The second approach is to estimate the short circuit current by measuring the open
circuit voltage and using equation 4.2. This technique removes the extra conversion
step used in estimating irradiance (α) and the number of sensors required by each sub-
string is reduced down to a voltmeter. However, as it requires the open circuit voltage,
it cannot obtain information while the sub-strings are in operation and a down time is
required for gathering information. Another issue with this is that VOC is only weakly
dependant on the ISC meaning that there is a high chance of mis-sorting due to minor
discrepancies.
ISC = Io ∗ (e(qV oc
nkT
− 1)) + V oc
Rsh
(4.2)
Both of these methods require each sub-string to be equipped with its own set of sen-
sors, which means extracting and collating the data at a single processing point will be
cumbersome. This adds to the cost of the device and complicates signalling and data
transmission as large scale systems are expected to contain hundreds of sub-strings.
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4.1.2 Profiling via Direct Measurement
Although profiling the array using models is an effective way to distinguish performance,
it seems to needlessly introduce the potential for errors by taking a measurement and
then passing the information through a function containing estimated parameters (tem-
perature, ideality factor, shunt resistance etc.). One way to avoid this is to simply use
the gathered information to directly categorize the sub-strings. It should be noted that
if the sub-strings need to be measured while operating under load, then a model based
estimation must be used as it is the only way to link the operating voltage and current
to a useful figure (from equation 4.1). However, for the fully dynamic arrays suggested
in later chapters this is not an issue.
All of the papers that discuss the profiling aspect of DPVA science have utilised dedicated
ammeters and voltmeters connected to each sub-string in order to obtain immediate
information. This is not a practical solution for large scale deployments as sending
commands and receiving data from hundreds of devices will complicate the system design
and is likely to lead to more expense. In light of this, a new method for separating the
sub-strings with the intention of serially profiling was devised during this research.
The Sense Configuration procedure exploits the arrays ability to reconfigure sub-strings
using the switch matrix and utilises it to make unconventional configurations. It mo-
mentarily stops the delivery of power to the load and reconfigures the array so that
a single sub-string is operating alone and independent of other PV devices as shown
in figure 4.1. From here, a variety of procedures can be used to profile the array, the
nature of which depends of the chosen profiling scheme. In order to perform a sense
configuration the switch matrix must be flexible enough to produce the required routing,
which naturally leads to the idea of a repetitive switch network. The main advantages
of directly measuring the array by using sense configurations are summarised below.
Figure 4.1: A sense configuration will isolate a single sub-string so that it can have
its characteristics measured using a common set of instruments. Once measured the
array will change to another configuration where the next sub-string will be profiled
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• This new method only requires a single voltage and current sensor for profiling.
This is a remarkable saving as previous embodiments required sensors at almost
every node, the number of which obviously increase with array size, putting prac-
tical limits on the scale of the plant.
• Next, as the information is found by direct measurement, a very precise profile can
be extracted. These readings will take into account the manufacturing tolerances
of the devices (typically 5%) and any discrepancies caused by ageing or soiling
• By profiling via direct current measurement, any ambiguity caused by the inte-
gration of dissimilar modules or contoured frames disappears, making it ideal for
building integrated and mobile vehicular systems.
• Solar cells are primarily current sources, so using this variable to categorize them
gives a precise indication to the amount of real electrical power being generated.
This information can be used to more effectively drive any MPPT or converter
stages
• If the scanning window procedure is used (discussed next), then the system is able
to automatically calibrate and perform remote testing while the array is in service.
The two most appropriate methods for measurement are the Short circuit and the Scan-
ning Window. As they both utilize current as their measured parameter, one can expect
close correlation between readings and actual performance. The main difference between
the two approaches is the accuracy within which the profile categorizes sub-strings and
the efforts used to obtain the information.
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Short Circuit Measurement
Once a sense configuration has been applied to the DPVA, then the control can begin
taking measurements in order to profile the sub-strings. The most basic and possibly
the most practical reading is to take a sample of the short circuit current as it requires
looking for a single easy-to-acquire data point. As we know, the irradiance is almost
directly proportional to the short circuit current so we can infer that devices producing
more current will be receiving more irradiance (assuming identical modules). On top
of that, the proportionality between ISC and IMAX remains constant over temperature
changes (unlike VOC , see figures 4.2) resulting in a far more reliable profile [54]. The
measurement procedure is very fast, it requires no sensitive control and the gathered
information works perfectly with the sorting algorithms. Measuring the short circuit
current or open circuit voltage as a means of profiling is not new. For years many people
have discussed the Fractional Short Circuit Current or Fractional Open Circuit Voltage
(FSCC and FOCV) maximum power point tracking methods and as the name suggests,
these methods require the measurement of ISC or VOC . They tend not to be used so
much because they lack the precision offered by other genuine tracking algorithms and
the fact that they require power delivery to cease periodically so that samples can be
taken [55]. Regardless of its failings as a maximum power point tracker, we can use
the existing mechanisms described in literature to perform this measurement for use in
profiling.
Figure 4.2: Results from test showing (A) that the proportionality constant k linking
Isc and Imax remains stable over temperature changes, while (B) the constant k linking
Voc and Vmax is less stable over temperature changes. (0 - 60 degrees c) [54]
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Scanning Window
Although the ISC profiling technique is likely to be the most appropriate way of de-
termining the performance of the array, another method has been considered. It takes
more time and requires a more sophisticated sense mechanism but it is the most accu-
rate way to profile the device. It is called the scanning window profiling technique and
as before, a sense configuration must first be applied to the DPVA. Now by measuring
the voltage while progressively increasing the current being drawn from its terminals,
the full IV curve can be scanned and the maximum power point is located with high
accuracy. This general profiling approach has been identified previously [56] and is a
standard procedure when attempting to distinguish a solar cell’s characteristics in a lab.
However its application now utilizes the flexibility of the dynamic array architecture and
that leads to a much more intuitive and useful embodiment than previously described.
Here it is being used as a straightforward mechanism for the accurate profiling of the
individual sub-strings on demand by exploiting the flexibility of the dynamic array.
Figure 4.3: While measuring voltage, sweeping the current will cause the operating
point to migrate from VOC towards VMPP . Once the maximum power voltage has been
observed, the exact locus of the MPP has been identified
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Effects of Panel Capacitance on the Scanning Process Modern solar device tend
to have quite high internal capacitances and when coupled with the resistive elements
this produces transient time constants that can hide the true operating point. The scan
time is the time it takes for the device under test to be characterized. If the scan time
is too fast then the internal capacitance will be discharging and dynamic errors between
measurement and the true operating point will emerge. As inferred from the reports
by Herman et al [15], the appropriate scan time can be empirically found by sweeping
the device in both directions (VOC− > ISC and ISC− > VOC) while altering the scan
speed so that the under and over estimations fall below an allowable level as shown in
figure 4.4. They report that an error rate of less than 0.5% is achievable by sweeping a
6 inch mono-crystalline wafer in 2.2mS for the fastest device tested, and upto 43mS in
the slowest device. As a module or sub-string is a series connection of cells, this time
will increase almost linearly with the increasing number of series devices.
This capacitance arises from the combination of the depletion capacitance (described
by equation 4.3) and the diffusion capacitance (described by equation 4.4) [57]. A is
the area of the cell, q is the electron charge, Nb is the base doping,  is permittivity
of silicon, 0 is permittivity of free space, V0 is the built in voltage, Vd is the applied
voltage and τ is the minority carrier lifetime.
Figure 4.4: Sweeping the current too quickly will cause the transient effects of the
RC components to disguise the true operating point of the device under test
CDepletion = A
√
qNb0
2(V0 − Vd) (4.3)
CDiffuse =
τG
2
(4.4)
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Required Modifications to the Converter Both of the mentioned profiling tech-
niques require periods of sensing that cannot be done whilst simultaneously tracking. As
the reconfiguration process naturally precedes the tracking process this implies that the
tracker normally has control and must stop drawing power before the measurements take
place. Once the power delivery has stopped, the sensing circuit can safely control the
load line to obtain measurements which then get forwarded to the controller. Since the
device is not delivering power and the profile has just been updated, it s an appropriate
time for a reconfiguration before handing control back to the MPPT.
Noguchi [54] has developed a MPPT boost converter which has been modified to contain
a single switch that can be used to measure the short circuit or perform a window scan
(S1 in figure 4.5). They claim that the short circuit measurement can be done in 80us
and is conducted every 80ms for a total power loss of 0.1%. Murtaza [58] presented in
their paper an additional modification which is a series switch which isolates the input of
the measurement devices from the input capacitance of the MPPT as shown in figure 4.6.
This allows for any type of tracker to be used (in boost converters this is not required)
and the measurement no longer includes current from the tracker’s discharging input
capacitance. Essentially, this will speed up the reading process and stop unnecessary
blips in tracking.
By combining a maximum power point tracker that supports current sensing with a
dynamic PV array that exploits the flexible reconfiguration of the sub-strings, it is
possible to make a complex reactive system that is able to A) evade issues with partial
shading, B) able to profile the sub-strings quickly using direct measurement, and C)
track the maximum power point using a simple algorithm.
Figure 4.5: Modified boost converter with switch S1 used for either short circuit
measurement or current sweeping [54]
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Figure 4.6: MPPT circuitry which includes the facility to disconnect the tracking
module and includes a controlled current sink to perform the IV scanning. the addi-
tional switch decouples the MPPT from the sensing circuitry
4.1.3 Summary of Irradiance Profiling
All advanced dynamic arrays need to have accurate and up to date information about
their sub-strings in order to function. It’s possible to model the performance using
measured samples and calculating the expected irradiance, but unless this is mandatory,
it seems to add sources of inaccuracy and wasting time. Alternatively it’s possible to
profile the array simply by using the measurements directly, resulting in a rapid and
more accurate procedure. A new mechanism that allows for a single set of centralised
instruments to measure the profile of the whole array has been presented. The sense
configurations make use of the array’s ability to reconfigure so that information can
be gathered conveniently and with less cost. A new idea regarding the optimisation
of the sense configurations by introducing a dedicated sensing rail is presented in the
future work. A modified maximum power point tracker that is capable of performing
the required short circuit and scanning window techniques has been identified in the
literature.
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4.2 Detecting Changes in Environment
Once the sub-strings have been profiled and the optimum configuration has been pro-
duced, one can expect the device to be free from current limitation until there is a
significant change in the environment. It is therefore essential for the operation of the
dynamic array to know when changes in environmental condition occur so that the ap-
propriate action can be taken. Surprisingly this subject has received little attention with
regards to research in the literature and it seems that papers discussing advanced arrays
have considered ’a reconfiguration’ as the only response to changes in environment. I
believe that this is not the case and in some common situations the maximum power
point tracker should navigate fluctuations. Even so, it is appropriate now to discuss
the existing mechanisms used to identify environmental changes and to put forward
ideas regarding a more advanced technique. Mastering the process of detecting when a
reconfiguration is required is essential for the success of any DPVA system design.
4.2.1 Target Application
During the matrix design stages it is convenient to make the assumption that all dynamic
arrays will operate and optimise under similarly chaotic conditions. This is fine when
disseminating the general switching procedures but now the topic has turned to reacting
to real environmental changes it is worth mentioning the various scenarios expected from
DPVA’s operating for different applications. Features like array size, required response
time, angular mobility and power urgency will all dictate performance requirements from
the system.
Residential system For instance a small dynamic array placed on the top of a resi-
dential building is likely to only react to the slow moving shade caused by obstructions
blocking direct sunlight. It is not likely that any small arrays will bother reacting to
fluctuations in cloud cover as the speed at which the cloud front moves means that par-
tial shading conditions are fleeting, hard to anticipate and contain unsettled irradiance
gradients. This simplifies the system as it means the control can just filter out these
rapid changes and not reconfigure. In this particular case, it is likely the power produced
is not being used immediately (its possibly sold to the grid or stored in batteries) and so
convergence time between environmental changes and optimal power extraction is not
too critical. This type of system will probably have a switching frequency in the range
of 20 to 40 reconfigurations per day depending on location and it is likely to control
between 10 and 30 sub strings.
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On board a road vehicle Alternatively, if the dynamic array is to be used to augment
power delivery on an electric vehicle, then we can expect a whole range of more intense
environments that must be handled. For starters, a DPVA on a car will automatically
have variance in insolation due to the curvature of the frame and so even under uniform
conditions while the car is stationary, the DPVA will have to configure itself to maximise
power. Imagine the car driving in a straight line through a city on a sunny day as
depicted in figure 4.7. It is possible to see the insolation levels rapidly raise and fall
abruptly as the car passes between areas of direct sunlight and shade caused by buildings.
In this paradigm, we can expect the configuration to remain the same (as angle of
incidence never changes) but instead the MPPT must rapidly distinguish how much
current to draw as the total irradiance is changing between two levels. In contrast to
this, consider the situation when the car changes orientation as shown in figure 4.9, we
expect the angle of incidence upon each side vary throughout the transition meaning this
sort of manoeuvre will require the array to perform a reconfiguration once finished. It
seems pointless to reconfigure while the orientation is in flux and so the system should
wait until the angular velocity has reduced to small values. Ultimately, this type of
mobile DPVA system will require a significantly more responsive architecture than a
roof top equivalent and the array will reconfigure maybe 100 times in a short journey.
It is not reasonable to expect the photovoltaics to provide all of the electricity used
throughout driving. A typical car will have 4 to 5 m2 of usable surface where the most
productive areas are the horizontal planes such as the roof or bonnet [37]. Now assuming
20% solar efficiency then we can estimate generating about 1 kW (0.04C) of power. The
2015 Nissan leaf has a 24 kWh lithium ion battery and uses about 6.3 kW (0.27C) to
travel at 38 mph which is the optimal cruising speed. In heavy start-stop traffic the
car uses 3 kW (0.12C)to travel 6 mph which can be considered the worst case scenario
in terms of efficiency. Using these figures it is possible to see that the power being
augmented by the array is between 14% and 33% respectively, a noticeable fraction.
Figure 4.7: Abrupt variation in insolation levels due to urbanised environment. There
no need for reconfigurations and the MPPT should manage power extraction
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Figure 4.8: Angle of incidence changes as orientation changes.
On board a sea vehicle A dynamic array on board a boat will encounter some
different environments from the ones expected in the previous two applications. Firstly,
as boat sizes range from small fishing dingys to large transatlantic passenger ships their
potential power requirements will vary accordingly. Generally speaking it will have a
much larger surface area for PV than land vehicles of similar human capacity. On top
of the normal orientation based irradiance variance, any sea fairing vessel using solar
arrays will have to also deal with the constant rocking due to waves, which couple with
the structure of the boat itself to cause slowly oscillating shading patterns. However,
in contrast to road vehicles there is almost no chance of high speed obstruction via
neighbouring things because the sea is almost completely flat and movement is usually
quite slow. Also as a boat can freely decide its bearing it is possible for ’optimal paths’ to
be calculated based on destination, orientation and time of day. One more thing to note
about boats is the harsh conditions that they operate in. It is expected for randomised
soiling and possible failures to occur simply because of the corrosive and stressful nature
of the environment. In 2010 a six bed 14 meter catamaran called the sun21 made the
first transatlantic crossing using using a 10 kW array (65 m2) being driven by two 8 kW
electric motors in 29 days [61]. The even bigger ’planetsolar’ 31 meter super yacht has
93 kW of solar panels (512 m2) charging 8.5 tons of lithium ion batteries and can make
the crossing in just 22 days [62].
Figure 4.9: The planet solar super yacht has enough luxury living pace for 16 people
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On board a space craft Solar panels have long been the power source of choice
for space based applications and by making the arrays dynamic the craft becomes more
reliable in unpredictable environment. A high speed collision between a satellite and even
a small grain of rock could be enough to cause a malfunction and jeopardize performance.
If such a malfunction occurs on a dynamic array then the faulty element is dealt with
and it will not interfere with the functioning part of the system.
In a slightly different reliability context, having the ability to reconfigure the power
source may extend functionality in unforeseen events. Partial shading is not normally
an issue with devices operating in space as obstructions between the sun and the PV
surface are unlikely. However one notable example is the recent European Space Agencies
11 year mission to comet 67P/ChuryumovGerasimenko where the Philae lander failed to
soft land in the anticipated location. After bouncing off of the comet it eventually settled
in a position where its solar panels where severely shaded which ultimately compromised
the mission, forcing it to shut down for 9 months only after a single day as it had
insufficient power to communicate with the Rosetta orbiter. In a last ditch attempt
to prolong lifetime, the lander was raised by 4cm using its drill and rotated so that
its biggest solar panel would sit most favourably towards the sun. Had the array been
dynamic it would have been possible to maximise extraction from the portion of direct
sunlight which may have extended its abilities and hastened its reawakening.
Chapter 4 Literature Review: Topics for Advanced Behaviours and System Control 69
4.2.2 Timed Interval Triggering
This is the simplest approach to the problem and it involves profiling and reconfiguring
the array at set timed intervals. The technique has the benefit of being simple to imple-
ment as no shade sensing mechanism is required but it has the drawback of not being
able to respond to rapid fluctuations in irradiance. For high elevation urban environ-
ments, this might be perfectly suitable as it successfully monitors block shading caused
by the movement of the sun while only suffering from mismatching caused by the passing
of clouds. Obane [63] shows how by lengthening the interval between reconfigurations of
a 3kW system the increase in power obtained drops for partially shaded environments.
From table 4.1 the normalized power outputs from the simulated array are shown. It is
possible to see how the power increase varies by 20% between 1 second and 5 minute in-
tervals for partial shading conditions. For uniform conditions only a minor improvement
is observed. Given that a reconfiguration will take time and the process may be a source
of power loss, one second reconfiguration time intervals are not practical in real devices,
and so one minute reconfigurations seem optimum. Kim showed in his paper [37] that
for a vehicle this strategy is more than suitable. They showed that it takes about 15ms
to sense, reconfigure and track a 60 sub-string linear switch TCT-DPVA and further
tests showed that a sensing period of 0.5 seconds is enough to reap the benefit of a
dynamic system while avoiding excessive reconfigurations. As an example, imagine a
car travelling in the opposite direction to a 16 meter lorry (the largest allowed on UK
roads) each with a velocity of 80 km/h. The shade from this passing will last only 350ms
and so there is no benefit in trying to recover such small losses and the even will simply
be filtered out.
Time Uniform sun Uniform Cloud Partial shading
Fixed 1.93 (100%) 1.77 (100%) 0.61 (100%)
1 S 1.97 (102%) 1.81 (102%) 0.78 (127%)
1 M 1.97 (102%) 1.81 (102%) 0.76 (123%)
5 M 1.97 (102%) 1.80 (102%) 0.66 (107%)
60 M 1.96 (102%) 1.81 (102%) 0.53 (86%)
Table 4.1: Normalised results from varying the interval between reconfigurations for
a 3kW system. Longer intervals reduce the arrays ability to improve output power
Figure 4.10: Example of how an array positioned vertically high within urban envi-
ronments suffer from block shading caused by neighbouring buildings [63]
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4.2.3 Voltage Ratio Triggering
Previous works on the AB-DPVA have devised a method whereby the voltage of the first
tier is compared to the voltage across the remaining tiers. Under uniform irradiance or
when the array is balanced under non uniform irradiance, the voltages will be integer
ratios of one another indicating everything is OK. If either of the voltages begins to
sag, then its an indication that shading has occurred and a reconfiguration should be
instigated. This method was proposed by Nguyen [24] for use in an adaptive bank
DPVA, however this method can be fooled by an array with only a partially configurable
section. For example, assume that a shading scenario occurs whereby more sub-strings
are shaded than there are sub-strings in the adaptive bank as shown in figure 4.12.
Even after reconfiguration it is not possible for the array to balance and therefore the
integrity of the voltage ratio method is compromised. This issue does not exist if all the
sub-string are dynamic (as in the IEq-DPVA) and the advantages of this technique is it
only requires two Volt meters which can be monitored continuously, allowing the device
to respond immediately to changes in environment.
Figure 4.11: Sensing shade with two voltmeters, when the voltages are integer ratios
of each other then the array is balanced
Figure 4.12: Issue with this approach when used in an AB-DPVA, if more sub-strings
are shaded than there are adaptive sub-strings then it’s not possible to balance.
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One would not expect this method to be the main source of information that leads to a
reconfiguration being triggered, but it is very useful in providing an immediate indication
that the environment has changed and does so at a very low cost and high speed. The
system can be made with a simple window comparator that causes an interrupt on a
micro controller, after that the array may wish to evaluate other sources of information
before reconfiguring.
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4.2.4 Advanced Triggering Scheme using the MPPT
Until recently the inclusion of a maximum power point tracker in a DPVA system has
been largely ignored. The sentiment that ’some form of tracking’ will be in place has
allowed for DPVA research to continue without having to directly address the issue. This
sort of thinking is justifiable as tracking the maximum power point of a dynamic array
is conceptually very straight forward as there should only be a single maxima in the
IV characteristic after reconfiguration. However, after a brief look into the principles of
tracking a dynamic photovoltaic array it has become clear that this is the least explored
topic and it is likely to be one of the most crucial sub-systems operating within advanced
mobile dynamic PV arrays.
The maximum power point tracking system is an important part of the dynamic system
as a symbiosis between tracking and reconfiguring is required to produce a sophisti-
cated reactive power source. A modernised tracker will have its usual job of finding the
maximum power point but in addition to this it must also observe the output parame-
ters in real time to help indicate the changes in environmental conditions that require
a response from the switching mechanism. This ’team’ like operation creates a new
situation that is not evident in the tracking of static arrays. In this new paradigm,
the control must identify which sequence of events require action from the tracker and
which require action from the switch matrix. No papers have been published that look
at purposely implementing a tracker suited to a dynamic array and research into the
subject is expected to reveal some interesting problems.
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4.3 Application of Rules and a Structured Hierarchy
Giovanni [64] identified in their paper three types of rules that should be used to control
when a reconfiguration should take place. Unfortunately the paper only applied the
concepts to a primitive SC-DPVA and as such some of their suggested rules would not
apply to a TCT topology (they measure separate string currents) but the principle is
good and should be extended to all advanced arrays. They divide the rule system into
three components, the activate rules (A), the skip rules (S) and the precautionary rules
(P) where the criteria of each are as follows:
• Activate Rules will reconfigure sub-strings based on measurements of the featured
array. There are several scenarios that could identify if a reconfiguration is required
and these are specific to the array and to some extent, the designers choice.
• Skip Rules will stop any reconfiguration procedure from executing. An example of
a skip rule is a time delay after a previous reconfiguration. This stops the system
rapidly changing states in quickly changing environments.
• Precautionary Rules will instigate or inhibit reconfigurations due to some circum-
stance independent of environmental conditions. This might be at specific time
intervals or when unexpected measurements occur and they help the system main-
tain a baseline performance.
A basic example of some rules used to operate a system on an electric vehicle have been
shown in table 4.3. This is just to give an idea and a real system will have a more
complex set with a more formal hierarchy. A similar set of related rules is likely to aid
in the operation of the tracker.
Name Purpose dependencies
A1 Reconfigure at Start up to gain baseline Ignition
A2 Reconfigure if significant irraidance change detected MPPT
A3 Reconfigure if the car has become stationary Kinematics
A4 Reconfigure if change in orientation detected P2
A5 Reconfigure every 5 minutes of inactivity Timer
S1 Do not reconfigure during 15 seconds of previous reconfiguration except P1
S2 Do not reconfigure while MPPT is tracking MPPT
S3 Do not reconfigure until shaded detected over 1 second Timer
S4 Do not reconfigure at night time Ignore P3
P1 Repeat every reconfiguration twice to verify stability ignore S1
P2 Postpone orientation reconfiguration until orientation has settled A4
P3 Reconfigure every 10 minutes when parked Ignition
Table 4.2: example set of rules used to govern reconfigurations.
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4.4 Switch Granularity
The number of switchable sub-strings that operate within the array gives rise to a
property known as the Switch Granularity of the DPVA. The granularity represents the
trade off between switch density and the flexibility of the array and a study on the
implications of varying the switch granularity under controlled shading conditions is a
subject for future research. One paper by Wang [36] has investigated the concept but
unfortunately their approach wasn’t particularly good at clarifying the benefits.
Conveniently however, the concept of Converter Granularity is commonly addressed
when designing distributed PV plants. As converter granularity and switch granularity
are attempting the achieve the same thing (optimising cost Vs shade resilience), these
studies can be used to predict a suitable coarseness of the switch granularity. It turns
out that there are only four sensible ways to divide up an array, meaning the switch sets
can be dispersed at either the cell level, the sub-string level, the module level or at the
end of a full string of modules as shown in figure 4.13.
Figure 4.13: Granularity of a string of modules can be divided into the four divisions.
the device can either switch Cells, Sub-strings, Modules or full strings of modules.
Switching substrings give a good balance between flexibility and cost
Poshtkouhi [65] has used high level simulations in their paper to quantify the benefit of
tuning converter granularity to best suit a distributed arrays for a variety of destination.
As a result they conclude that the sub-string level was most appropriate for use in
high shade urban areas as it performs similar to the cell level distribution but benefits
from being considerably cheaper and far more convenient to implement. Using this
information it is possible to deduce that this would also be the most suitable level for
the switch dispersion throughout a dynamic array.
Chapter 4 Literature Review: Topics for Advanced Behaviours and System Control 75
4.5 Summary of Chapter 4
This section has looked at some of the operating principles required and used by dy-
namic PV arrays. Firstly we looked at methods for profiling arrays which included model
based predictions and categorization methods using direct measurement. By using di-
rect measurement it is possible to reduce errors by removing the need to for estimated
parameters, but it is appreciated this is not an option when profiling loaded devices.
In one of the papers published as a result of the research in this thesis [41], the sense
configuration methodology was presented and the scanning window procedure was sug-
gested as a means for accurate profiling. After further testing, my opinion has changed
and due to sheer speed and simplicity it is now believed that utilising the sense config-
uration with the short circuit method is most prudent. The sense configurations itself
provides a huge saving in hardware and efforts as it localises the measurement devices
while reducing the total number of instruments to two. The mechanism is scalable to
any size array but timing restraints may become an issue due to maximum scan speed
(defined by sub-string capacitance) and the serial nature of the procedure. In very high
speed applications the described sense configurations method is likely to not be suitable
however recent ideas concerning a sense rail are discussed in future work and this could
make simultaneous sensing and power delivery an option.
The discussion about detecting changes in environment has highlighted how the target
application for the dynamic array will dictate the required response from the system.
It is appropriate to assume that dynamic arrays on board a fast moving land vehicle
navigating highly chaotic sceneries will present the most challenging environments for
a system. A fusion of information coming from the maximum power point tracker, the
kinematic control centre and the solar device itself will be need to be interpreted in order
to provide seamless, efficient utilisation of the dynamic array. Other paradigms present
different environments, most of which are less intensive. Its useful to categorize the
expected sources of information and form a structured set of rules regarding necessary
actions so that predictable and stable operation is achieved.
A brief discussion about switch granularity has been held and although one published
work has carried out investigations on the exact topic, a more insightful paper which
discusses the similar but different topic of converter granularity concludes that the sub-
string level is the best balance between flexibility and cost.
Chapter 5
The Integrated Simulator and
Hardware Platform
Now that the main topics surrounding dynamic arrays have been covered, it is appropri-
ate to look at how the main body of research was conducted and describe the resources
used throughout the investigations. This section presents a hybrid research tool that
allows engineers to optimize the design of a dynamic photovoltaic array using a virtual
environment while also allowing them test the hardware all within a single integrated
platform. The purpose of a dynamic PV array is to mitigate the detrimental effects
caused by partial shading and as the environmental conditions can be unpredictable
over long time scales, it is generally not practical to design large arrays without the use
of a simulator. However, using a simulator for the virtual realisation of a DPVA only
provides ideal parameters and characteristics which are likely to translate poorly to a
real device. The system developed over the course of the research integrates a simula-
tion environment with the operation of a functional prototype to give maximum insight
into optimal system design. The hardware includes a switch matrix that is capable of
being configured to resemble any of the more sophisticated DPVA techniques known
to literature (Optimized String, Irradiance Equalised, Adaptive Bank and Alternating
Current) with the addition of a user controlled load allowing for the operating point to
be managed throughout testing. When integrated into a single control platform, it is
possible to design, test and implement a fully autonomous DPVA which has had every
aspect of its operation tailored to maximise performance. [66]
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5.1 The Control Platform
The control platform has been programmed into MATLAB and at the front end contains
a GUI that allows the user to conduct experiments. Other than having complete control
of the hardware, the platform also has a built in simulator which can be used to predict
output power of a DPVA under particular environmental conditions.
Figure 5.1: Simulator Graphical User Interface. The user can set up parameters
regarding the solar devices, they can select virtual environments and then they can
simulate tests
There are two ways to use the tool, either the user can manually select a configuration
and sequentially test it under a range of environmental conditions, or an algorithm can
automatically calculate an optimal configuration based on a range environmental condi-
tions. The first mode is useful for testing ”specific situations” as both the configuration
and environment is under the control of the user. The second mode is useful for com-
paring the ”overall effectiveness” of an algorithm as it documents the system’s response
over the full range of expected environments
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5.2 The Simulator
Generally speaking any dynamic array of a substantial size will have a vast number of
possible ways to arrange the sub-strings. For this reason, the only feasible way to test
and draw conclusions about each topology’s suitability within a particular environment
is to simulate it. Each type of dynamic array uses a sorting algorithm to assemble the
sub-strings into the most productive connection layout. The simulators sorting engine
has been designed to allow new sorting algorithms to be easily tested allowing the user
to evaluate different methods of processing the sub-strings. The simulation architecture
shown in figure 5.2 is able to evaluate the performance of various dynamic PV arrays
operating under any irradiance condition. The modular system design allows the re-
searcher to modify the underlying mathematical models and validate new algorithms as
required. As will be discussed, the individual IV curves are constructed in two steps,
which allows the simulation of new alternatives to bypass diodes, such as the returned
energy architectures or switched bypassing schemes [67–71]
To start, the user must input the physical characteristics and the irradiance on each of
the sub-strings using the GUI and then they can simulate. Once the calculations have
been done then the user can begin arranging the sub-strings in any format they wish to
emulate configurations of a DPVA.
Figure 5.2: Platform architecture. The user can enforce control at two points which
leads to two main ways of conducting research
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Simulating Positive IV Voltages
The lowest level of simulation is concerned with the characterisation of the illuminated
PV devices. It proliferates a typical IV curve using the model’s equation, the cell’s
physical parameters and the immediate irradiance levels. The information depicting the
IV curve forms the fundamental data structures from which the observation windows
are derived and the sorting mechanism relies. The IV core module has been designed
to allow the user to implement any mathematical model to describe the solar cells.
This means that almost any level of complexity can be implemented and different solar
technologies (i.e. organic, thin film, crystalline) can be simulated simply by inserting
the equation in a resolvable format. To aid clarification, all further discussions within
this thesis will assume a simple silicon diode model is used.
In short, the method for solving the IV curve for a given irradiance involves finding the
current lost through the internal mechanisms (diode current and RShunt) and subtract-
ing it from the short circuit current. As the standard diode equation is transcendental,
solving it requires it to be rewritten as shown in equation 5.1 so that MATLAB’s recur-
sive zero finding algorithm can solve for current while forcing a particular voltage on the
terminals (VApp). It works by identifying the current (x) that will make the equation
(y)equal zero.
0 = (Io(exp
q(Vapp − xRs)
nkT
− 1) + Vapp − xRs
RShunt
)− x (5.1)
The short circuit current (ISC) can be found by taking the incident irradiance per unit
area in Watts and multiplying by the conversion efficiency of the device (u) operating
at the maximum power point. If the maximum power voltage (VMAX) is known then
the maximum current (IMAX) can be calculated and the difference between IMAX and
ISC can be estimated as VMAX /RShunt, leading to equation 5.2.
ISC ≈
µ
100Irradiance
VMPP
+
VMPP
RShunt
(5.2)
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Simulating Negative IV Voltages
Bypass diodes are used in all significantly sized arrays because they provide resilience to
the current limitation caused by partial shading and protect the array from hot spots.
Although not entirely necessary in dynamic arrays, including them increases the system
robustness and simplifies the simulation process. After each sub-string has had its IV
characteristic simulated (where I and V are synchronised vectors), they all get sorted
so that the sub-string with the highest short circuit current is first and is used as the
reference.
Figure 5.3: Negative Axis Components evaluated using Reference Curve.
Each sub-string’s short circuit current is subtracted from the reference sub-string such
that the difference between them is identified (∆ I). This ascertains the extra current
required by the weaker sub-string if it was to operate at the ISC of the stronger cell. Now
this extra current is used to forward bias a diode and obtain the respective voltage drop.
By making this voltage negative and appending it to IV curve generated in the first
step, a complete IV curve including the negative voltage is the result. From figure 5.3
its possible to see how both devices can now pass the same current. A similar calculation
can be used to find the injection of current required by returned energy architectures in
order to restore coherence between the cells [70, 72].
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Equating sub strings into larger devices
With the IV characteristics for all sub-strings identified, the next step is to use the
appropriate sorting algorithm to find out the most efficient configuration. As this process
is unique for each type of DPVA (and some may even have multiple techniques for a
single type) an in depth discussion about the various sorting algorithms will take place
in the appropriate chapters. Speaking generally, it is enough to say that the output
from the sorting process is the connectivity map and in a real system this informs the
control of how to configure the switch matrix. Within the simulation environment the
connectivity map is used to equate the performance of the grouped sub-strings so that
an output waveform can be generated.
Figure 5.4: Example of 2 connectivity maps, the top is generated using the BW
algorithm while the bottom is generated using the OTI algorithm. They are under the
same shading environment. From the top, the sub strings 9,8,7 and 1 are all in one tier
Using the arrangement described by the connectivity map, the simulator will perform
the voltage sweep process followed by the current sweep in order to generate the IV
curve expected from the configuration. It works in the following way: All sub-string
have been simulated with their respective irradiances and each has a pair of vectors (I
and V) that are synchronised. The strongest sub-string is known as the reference and
the first thing to do is make sure all other sub-string have vectors of the same length
and alignment. The first element is always short circuit/zero volts and the last element
is always zero current/open circuit. All of the sub-strings have their open circuit values
aligned and padding with the short circuit value is added to any vector that is not as
long as the reference see figure 5.5. Next a second set of synchronised vectors that depict
the negative IV section of the bypass diodes is required. The reference never needs a
bypass diode as it generates the maximum current the system can pass and so instead
it has a pair of padding vectors. Each sub-string identifies the difference between it’s
own short circuit current and the short circuit current of the reference and this excess
current is divided into 600 elements, made into an I vector and passed through a diode
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to generate a voltage vector. The bypass vectors are appended to the IV vectors and
the result is a single data structure that describes the behaviour of the sub-strings over
the posative and negative voltage regions, (see figure 5.6).
Figure 5.5: The synchronised vectors have the short circuit as the first element and
the open circuit as the last element. They are aligned by the open open circuit value
and padding is added to make all vectors the same length as the reference. These values
are generated by the simulator
Figure 5.6: Appending the vectors from the bypass diode with the vectors from the
sub-string simulation. The short circuit of the reference is refereed to as element 0 and
the bypass portion has negative index values. The sub-strings have been rendered and
are now ready for amalgamation.
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The sub-strings are now ready for amalgamation and by sequentially selecting each value
in the reference’s voltage vector and finding where this voltage occurs in the other sub-
string’s voltage vectors, we can obtain the index values that make all sub-strings function
at a common voltage. From 5.7 it is possible to see that finding the first value of the
reference (0V) results in index values of [0 0 0] (assuming the bypass region has negative
index values), now if we search for the second value (1 mV) we get index values [1 3 5]
as shown in figure 5.8. The procedure continues selecting the next reference voltage and
finding the index values from where that voltage occurs.
As the current and voltage vectors are synchronised we can use these indexes and find
out how much current each individual sub-string can contribute when working at these
voltages. It is worth noting that the IV curves have all been rendered using equidistant
voltages (e.g. 1mV steps) so exact synchronisation between the searched voltage and the
found voltage always happens. The assumption that no power is lost through reverse
voltage has been made and it means that if the searched voltage is higher than Voc,
then the value of Voc is taken. By sweeping the full reference voltage and taking the
respective currents then we have successfully approximated the lumped IV of the parallel
devices.
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Figure 5.7: Finding the respective currents by sweeping the voltage. All sub-strings
produce 0 volts at short circuit. The index values are 0 0 0.
Figure 5.8: the first value of the reference is taken and all sub-strings jump to pro-
ducing 1 mV which obtains their index values [1 3 5]. This index value can then be
used to read how much current it can provide. The parallel combination is the sum of
the current found throughout the sweep.
Figure 5.9: Illustration of the voltage sweep process. The voltage is moved step by
step and the indexed currents are added.
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The parallel amalgamation has defined the the performance of each tier within the array.
Next these tiers are sorted from strongest to weakest and they are given bypass diodes
using the same method just described, where the strongest tier is now the reference.
The current sweep procedure works by sequentially stepping through the current vector
of the reference (starting from Voc) and adding the corresponding values found in the
arrays voltage vectors as shown in figure 5.10.
Unlike the equidistant voltage vectors, the current vectors contain values that have been
simulated and so they contain numbers which are random relative to each other. In order
to do a current sweep, an I value is taken from the reference and the ’nearest value’ has
to be taken from the other sub-string’s I vectors as depicted in figure 5.11. This will have
an affect on the rendering but as the simulated curve is high definition (1200 points per
substring) it means very close values are usually found and a good approximation is the
result. The current sweep procedure will generate index values that translate to voltages
from both the bypass and the IV sections of the vectors. So to conclude, by doing a
voltage sweep and then a current sweep the full IV curve of any composite sub-string
arrangement can be fully realised. The simulator has now predicted the behaviour of
the array when irradiated and configured as specified. In most cases, the full IV curve
is not required and analysis can be conducted on individual values such as ISC or the
maximum power point.
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Figure 5.10: The current sweep starts at the end of the vector and works backwards
so all tiers start at open circuit and progress towards the short circuit current.
Figure 5.11: The next element in the reference is taken, as the current values are
simulated there is not an exact match within the other vectors so the nearest value is
taken instead
Figure 5.12: Illustration of the current sweep process. The current is moved step by
step and the indexed voltage are added. This includes the negative voltages from the
bypass diodes if the search current exceeds the sub-string’s short circuit current
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5.2.1 The Hardware
The first thing to note is that the system has been designed in such a way that expansion
of the test array is convenient. As shown in figure 5.13, each PV sub-string is directly
connected to a separate control and monitor card (CM card) which contains a slave con-
troller, a switch set and power measurement instruments. Each CM card then interfaces
to the central hub which connects the switching mechanisms outputs to a power common
bus (P). This bus must be rated to carry the maximum current expected from the most
parallel configuration used. The hub also distributes the 3.3 Volt power and the I2C
communication bus from which the master administers control. Both the slaves and the
electronic load are controlled via the network. Further up the hierarchy, a USB serial
interface connects the master controller to a PC running the simulation environment.
The software is able to obtain information about the sub-strings in real time (primarily
the Current (I) and Voltage (V)) and then use this data in the proliferation of an optimal
configuration (C). This can then be fed back to the master and as a result autonomous
control can be achieved. Although the sense configuration procedure is meant to reduce
the number of sensors down to two, it was deemed reasonable to include IV sensors
for each sub-string as this is a research tool and the information might prove useful in
analysis.
Figure 5.13: Block diagram of the system showing the direction of data between
parts. The simulator communicates with the Hub, which then communicates with the
cards and the load. Power is routed from the PV through the cards into a common bus
on the Hub. A controllable load then sets the operating point of the array
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Figure 5.14: The hub with 16 cards connected.
The Switch Matrix
In order to create a switch matrix that can behave either like a TCT or a stringed
topology, the group of switch elements that surround each sub-string must be observed.
This group is known as a switch set and its convenient to examine the system at this level.
The proposed switch set is shown in figure 6.5 and it is capable of producing both types
of featured dynamic arrays and it is worth noting that it is identical to the switch set
used for the proposed OS-DPVA. The diode connected between ground and the negative
terminal is known as a grounding diode and it will automatically begin conducting when
current is drawn and the sub-string is configured at the lowest potential.
Figure 5.15: The ”Switch Set” for the proposed dynamic system. The dissemination
of the design at this level is crucial for analytics.
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Producing an IEq-DPVA In this mode all of the bypass switches are closed which
results in each of the bus bars (A-D) becoming common to both the input and output
switches of each switch set as shown by figure 5.16. Now the sub-strings can be moved
between each bus bar simply by controlling the In/Out switches appropriately. With
this arrangement, any position within the TCT topology can be accessed by the sub-
string. For example, if the sub-string needs to reside on the second tier (A-B) then the
switches InA and OutB close and the sub-string is now electrically located within that
tier. Any number of sub-strings can be made parallel within a tier simply by closing
the corresponding switches. The tiers are automatically placed in series and power is
delivered to the load. An Adaptive bank DPVA can be emulated by forcing certain sub-
strings to remain in a static position. Alternatively a linear switch TCT can be made
by forcing only neighbouring sub-strings to reside in tiers and both of these restrictions
are programmed in software.
Figure 5.16: IEq-DPVA mode closes all of the bypass switches and uses In and Out
to control the position of the sub-strings. A) first tier B) second tier C) skips third tier
and connects straight to fourth
Producing an OS-DPVA In this mode of operation the bypass switches are used in
a controlled manner so that strings are produced (these are known as power channels).
The premise of the operation is this: if the sub-string needs to join a particular channel,
it switches the in, out and bypass switches so that the current from that channel flows
through the sub-string, while current from all other channels are be bypassed. The
simplified OS-DPVA proposed by Patnaik can be emulated by forcing an equal number
of sub-strings to exist in each channel, and this is implemented in the software.
Electrical Circuits
One feature of this current design was the complete isolation between the high current
power loop and the control circuitry. As is shown here, the switches are opto-coupled
giving isolation through a light barrier while the IV sensing circuitry utilises isolated
amplifiers which sense through a switched capacitor. The result is a system made from
two distinct circuits each with their own ground and power supply.
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Figure 5.17: The 3 operations executed by the switch set: A) grounding, B) joining
and C) Bypassing
Switch Elements The semiconductor devices used to build the switch matrix and
route current around the array have been chosen because they are inherently bidirec-
tional and can be controlled by an isolated 3 Volt source. Bi directionality is essential as
unknown voltage gradients will appear across the terminals as switch matrix operates.
The ASSR 1611 solid state relay is a prefabricated IC containing a pair of optically
isolated pair of back to back MOSFET’s that are perfect for use in the prototype. The
drawbacks of using this technology is that they are limited to switching just 2.5 Amps of
current and they are fairly expensive to purchase (around 2 pounds each and the array
needs 180).
Figure 5.18: ASSR 1611 solid state relay used as the switching element. It allows
isolation between the control circuitry and the power circuitry. They are limited in
their rating and so they are not suitable for realising a commercial system
The ASSR 1611 is the second switch element to be used in the project and it was only
used in the recent prototype due to convenience. For this reason its worth having a brief
discussion about the original switch element as it has several advantages over the solid
state relay approach. By connecting two P type power MOSFETS back to back with a
common source, its possible to create a cheap, high power bidirectional switch as shown
in figure 5.19.
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It functions as follows: The MOSFET with the highest potential behaves like a syn-
chronous rectifier because the voltage automatically forward biases its body diode, mean-
ing the source and gate of both transistors are at the same potential and so are switched
off. In this state, no current is flowing anywhere and the MOSFET with the lowest
potential (the pass) is blocking the main current flow. By turning on the control MOS-
FET, a small current flows through the synchronous rectifier and a voltage drop will
appear between the source and gate of both transistors. As the gates are now at a lower
potential than the sources, both MOSFETs turn fully on leaving a low resistance path
for the main current to flow through. A Zener diode is used to limit the Source-Gate
voltage to a suitable level. These switches can carry significantly more power than the
solid state relays and are much cheaper to buy but unfortunately they do not allow
for total isolation between the control circuit and the main power loop. A secondary
issue with this type of switch is its coupling with the IV curve. The threshold voltage
of the MOS will deform the lower voltages of the IV curve by trying to turn off due
to insufficient voltage. Although the circuitry is not expected to operate within in this
region it is possible that environmental conditions will cause the loading to migrate here
and this will cause the lowest potential sub-string to automatically drop out. This has
some unexpected results where the next lowest sub-string will automatically forward
bias its grounding diode and take over delivering current. Consequently the array has
automatically changed the configuration slightly and it is understood that a full study
into this phenomena is required.
Figure 5.19: The original switch element is made from two P type MOSFETs are
tied back to back with a common source. This switch has some advantages and is more
commercially viable than the method used in the latest prototype.
One more thing that is prudent to mention while on the topic of switch elements is
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the recent advance in switch technology which has seen the advent of the first truly
bidirectional monolithic switch [73]. Gallium Nitride (GAN) devices are able to control
the flow of current from both directions while exhibiting very high breakdown voltages
(700 Volts) in both polarities and very low on state resistances. Due to their impressive
characteristics, they would be ideal for use in dynamic photovoltaic arrays.
Sensors Isolated amplifiers have been used to measure the voltage and current on the
solar devices and then translate the measurement to a new voltage relative to the control
ground. The amplifier works by measuring a voltage between two inputs (where this
voltage must not exceed + / - 250mV) and the output is a differential voltage between 0
and VCC. Precision series and shunt resistors have been used to generate the measured
voltage.
Figure 5.20: The AMC1100 isolated amplifier is used to measure the IV. It uses a
switched capacitor to isolate the power from control
Microcontroller The EZ430 2500 RF breakout board made by TI was selected as
the control platform for the prototype. The board contains an MSP430 micro controller
which has a 10 bit successive approximation ADC used in IV measurement, general
purpose digital IO lines that control the relays and a specific I2C communications module
used for data transfer.
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5.3 Summary
The simulator is an invaluable tool in the design and analysis of all dynamic arrays. By
relying on the principle characteristics of composite curves, multi-cell combinations can
be simulated and used to demonstrate the switching concepts integral to the various
DPVA types. The simulator is currently on version 7 and the ideas regarding version 8
are discussed in the future works section. Despite the limitations noted, the simulator
has enabled the complete evaluation of different PV array configurations and has formed
the cornerstone for all the research undertaken.
The hardware used in the prototype has been designed so that the power delivery and
the control power are completely separate. This is useful in large systems as high current
power surges caused by switching may cause problems with sensitive circuitry. In a real
device it is likely that back to back high power devices will be used as they are by far
superior in all characteristics. However, the effects of the threshold voltage interfering
with the IV curve should be investigated fully. The next section will carry out some
electrical tests on the hardware and verify the the integrity of the simulator.
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5.4 Basic Hardware Tests and Simulation Verification
This section is dedicated to observing the correlations between the simulated environ-
ment and the output from the hardware. The evaluation process is split into three parts,
with each preceding test verifying a particular level of functioning and confirming the
mathematical models accurately describe the real device. A 3x3 nine sub-string test
platform was set up and used for the following tests. Each sub-string produces 10 Volts
at 250 mA from a light source of 1000 W/m2.
5.4.1 Calibration Mode
In order to create an accurate simulation environment, a calibration mode has been
added that allows the user to input an excel file containing experimental results for the
solar device that the simulator is trying to mimic. Once the curve has been imported the
user can set the various parameters used by the simulator while selecting one particular
parameter to sweep. Each iteration of the sweep will draw the simulated IV curve over
the imported IV curve and the user can decide on which set of parameters result in the
best match. The process is really based on trial and error, but its possible to predict
the sort of changes required by observing the following diagrams.
Chapter 5 The Integrated Simulator and Hardware Platform 96
Figure 5.22: Changing the size of the cells will result in more current
Figure 5.23: Changing the diode ideality factor will alter the region where the is knee
extended to
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Figure 5.24: Changing the efficiency will effect current and voltage
Figure 5.25: changing the series resistance will alter the Voc region of the curve
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Figure 5.26: Altering the shunt resistance will cause the MPP to droop
Figure 5.27: varying the rated ’Vmax’ will cause variation in current and voltage
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5.4.2 Characterising a Standard Solar Array
The first thing to do is to take IV measurements of the prototype solar array while it
is being illuminated by the test rig and operating without any additional parts. Figure
5.29 shows both the IV curve for each tier individually and the combination of all the
tiers in either series or parallel. As shown the three tiers are producing a similar amount
of power (all around 200mA at MPP) within a range of about 60mA.
Figure 5.28: basic layout of the first test. A standard 3x3 TCT array without bypass
diodes are illuminated using a 500 Watt halogen work light
Figure 5.29: Each tier’s IV curve is shown along with the result of putting them
in a parallel or series format. Each tier produces around 200mA of current at short
circuit and there is only a small amount of current limitation as the irradiance is fairly
balanced
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Next, tier ABC has two of its sub strings heavily shaded while keeping all of the tiers
connected in series. With no bypass diodes connected, the shaded tier will cause current
limitation from the unshaded tiers as demonstrated by figure 5.35.
Figure 5.30: Sub-strings B and C where heavily shaded leaving ’tier ABC’ producing
only one third its normal current. As it is in series with the two other tiers, current
limitation occurs as this point which forms a bottle neck restricting the maximum
current through the circuit
Figure 5.31: Graph showing IV curves from each tier while ’tier ABC’ is partially
shaded. Observe how the weakest tier will cause current limitation if bypass diodes are
not included, and also notice how the IV curve for a partially shaded series array looks
like an IV curve for a uniformly irradiated series array, just with a reduced irradiance
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By including bypass diodes across each tier, the shaded part of the array will become
bypassed if more current that its short circuit is drawn from the terminals. Figure 5.33
shows how the voltage will drop about 10 Volts as tier ABC gets shunted from the circuit
but the current capacity is much greater. These test results can be used to tune the
simulator so that the predictions it makes at a fundamental level match the outputs from
the real devices used in the prototype. This is done by making use of the calibration
function and performing an iterative sequence of changes.
Figure 5.32: The two following shading profiles have been presented to the static TCT
array with bypass diodes across each tier. Test (A) has two irradiance levels across the
array while test (B) has three irradiances across it’s surface
Figure 5.33: Comparing the IV curves after applying shading profile (A) to the array
with and without bypass diodes. See how the bypass diodes increase the maximum
current but cause the IV curve to become distorted. This distortion can fool maximum
power point trackers
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Figure 5.34: Simulated results compared to the real result. The simulated shaded
sub-strings have been irradiated with an ideal value of 100W/m2 which accounts for
the slight discrepancy seen
Figure 5.35: Simulated results compared to the real result. The simulated shaded
sub-strings have been irradiated with an ideal value of 100W/m2 which accounts for
the slight discrepancy seen
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5.4.3 Characterising the Switching Cards
The previous set of tests highlight the expected behaviours from a hardwired solar array
with bypass diodes under simple shading scenarios. It is now a good idea to examine
the how these electrical characteristics are affected when they are passed through the
switch matrix on board the CM cards.
High Power Characterisation and Grounding Diode Tests For this test, all of
the sub strings have been hard wired into a single TCT array (producing approximately
30 Volts @ 750mA ) and passed through a single card which switches it from tier 1 to
tier 2. By utilising all of the solar devices, we can observe the effects of the switch’s
resistance and auxiliary circuits while carrying a large amount of power as shown in
figure 5.36. The first thing to notice is the 0.7 volt drop caused by placing the array in
tier 1 when compared to being placed in tier 2. This demonstrates how the current is
naturally forced through the grounding diode which is causing a drop across the whole
curve. Now by looking at the curve through tier 2 and the curve acquired without a
CM card we can notice that there is an overall slight drop in power. The CM card
contains auxiliary circuitry that increases its current draw as voltage builds between 0
and 6 volts. This can be seen as an decrease in shunt resistance over this voltage range
and is explained further in the next test.
Low Power Tests and Normal Operation The high power test connected all of
the solar devices together and passed them through a single card, but now each solar
sub-string is connected to its own CM card as would be expected in a real dynamic PV
array. It turns out that connecting lower powered solar cells to the individual cards
results in IV curves that differ significantly to the one predicted by the simulator. As
can be seen in figure 5.37 where the IV curve of the sub-string gets distorted as it passes
through the CM card and this can be attributed to the loss in current caused by the
gradual turn on of the voltage regulator and its associated circuitry. The loss in current
manifests itself as a ’decrease in shunt resistance’ that is only evident over a particular
voltage range (0-6 Volts) and with a consistent fall of about 20mA. Unfortunately this
20mA drop causes a variation from the predicted maximum power point, which when
coupled together with the distorted low voltage region means that the output from the
simulator no longer matches the output from the prototype. This is an issue with the
prototype and not the simulator and it is only evident at all because each sub-string
only produces 1 Watt of power. If the full 20 Volt 2 Amp sub-strings were being used,
this distortion would fade into insignificance.
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Figure 5.36: There is a small discrepancy between the IV through tier 2 and the IV
without a CM card, this is best explained in the next test. There is an obvious drop
caused by putting the TCT through tier one where it encounters the grounding diode
Figure 5.37: a single sub-string through tier 1 and tier 2 on a CM card. Notice how
the IV curve has become distorted when compared to a sub-string without a CM card.
This is caused by current being lost in the sensing circuitry that turns fully on at about
6 volts
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5.4.4 Summary of Hardware Tests and Simulation Verification
The simple tests carried out in this section have validated that results from the simulator
are a true representation of the results extracted from a real device. The calibration
mode allows for the user tune the simulator to represent their particular sub-strings by
using an iterative sweep of the various parameters. Once set, the simulator will provide
predictions about the arrays behaviour with enough accuracy to allow for the engineer to
make virtual observations which help in the development of solutions. The switch matrix
is capable of controlling sub-strings producing 20 Volts at 2.5 Amps maximum and at
this power level, losses in powering auxiliary circuits would be negligible. Unfortunately
the smaller table-top test rig operates with much less power and this causes the measured
results to differ from the simulated results. This presents no significant issue however as
the loss is always limited to a 20mA drop that occurs at 6 Volts, so the results used to
drive algorithms are still valid, as are the configurations that it produces. These tests
have verified that the grounding diode is functioning as expected where current is forced
through the diode when the sub-string is configured at tier 1.
Storey, J.; Wilson, P.R.; Bagnall, D., ”Simulation platform for dynamic photovoltaic
arrays,” Energy Conversion Congress and Exposition (ECCE), 2013 IEEE , vol., no.,
pp.1617,1622, 15-19 Sept. 2013
Chapter 6
The Irradiance Equalized
Dynamic Photovoltaic Array
This chapter contains a complete discussion regarding the irradiance equalized dynamic
photovoltaic array and its optimization through hardware and software modifications.
This type of DPVA has received the majority of attention compared to other systems
worked on throughout this project, and this is for several good reasons.
Firstly, the IEq-DPVA is a pre existing device invented by Velasco [38] in 2005. Its
sole purpose is to reduce the effects of partial shading on the array through dynamic
reconfiguration. As a starting point, this system had already been designed, tested and
analysed which meant that all efforts where geared towards simply optimising parts of
the process. Doing so resulted in a journal publication ?? which identified 5 new ideas
that enhance the IEq-DPVA system.
One concept suggests resizing the arrays topology to maximise efficiency of the equaliza-
tion process. A second journal paper showing the results and presenting an algorithm
that is capable of arbitrary row resizing (ARR) has been submitted for peer review. An
IEq-DPVA that supports arbitrary row resizing is without doubt the most preferable
dynamic array of all. As will be discussed in detail, this type of array running this type
of algorithm can yield near maximum gains in all shading conditions while bringing a
host of other benefits. The IEq-DPVA is one of the few DPVAs studied that has the
ability to restore coherence between its constituent sub-strings and as will be shown, this
property emerges as a consequence of combining the TCT topology and the flexibility
of dynamic reconfiguration.
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6.1 Background
In order to better cope with partial shading conditions a new concept called Irradiance
Equalization was proposed in 2005 by Velasco [38]. This type of DPVA is a direct
attempt to reduce the current limiting effect caused by partial shading of the array and
was the first time that a sophisticated switching method had been used to mitigate issues
with irradiance mismatching. By intelligently connecting PV modules through switches
into a total cross tied configuration, the system is able to balance the effective irradiance
across each tier in the TCT structure.
Basics to Balancing the Irradiance Irradiance Equalization is the process of
swapping the sub-strings from one tier to another so that the total irradiance at each
tier is almost equal. For optimal performance, each tier should contain an equal fraction
of the total insolation falling across the array surface and this target irradiance (TI) is
simply found by adding up all of the irradiances and dividing by the number of tiers.
The basic reconfiguration process is shown in figure 6.1. The irradiance present across
the array is slightly non uniform and two sub-strings have values that differ from the
norm. If left in this circumstance then the tier with the lowest total irradiation (Tier A)
will limit the available current and each sub-string will behave as it has 875 W/m2 of
irradiance. However sub-strings 4 and 16 can be reconfigured so that the power delivered
across each tier is equal and no limitation is apparent. This simple reconfiguration has
improved power output by 14% and in this example the array structure is assumed to
remain set as a 4x4 matrix.
Figure 6.1: The basic idea of irradiance equalization. Swapping sub-string 4 and 16
over means that the total irradiance per tier is equal and no limitations is observed.
More complex shading scenarios require a more advanced reconfiguration strategy
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Evaluating Configuration Once an equalization has been done, a simple way to
evaluate the choice of configuration is to subtract the irradiance of the weakest tier
from the strongest tier where the answers closest to zero indicate good equalization as
shown by equation 6.1. This method was used in several publications and although it
is sufficient for analysing the performance of different configurations of the IEq-DPVA,
it cannot be used to compare the results between different classes of dynamic array (ir-
radiance equalised Vs optimised string). To make the evaluation process transmutable
between the different types of DPVA, the power produced by a configuration should be
referenced as a percentage of the maximum power produced by a fully parallel configu-
ration instead, as this metric is topology independent. The equation is slightly different
for each class of dynamic array but as the calculated values are always relative to the
total power, comparison between results is valid. For the IEq-DPVA, equation 6.2 eval-
uates the choice of configuration where the maximum power point of a configuration is
referenced as a percentile of the sum of the individual maximum power points in parallel
(sub-strings A to I).
EqualizationIndex = TierHighest − TierLowest (6.1)
Efficiency =
MPPTConfig∑I
n=AMPPTn
× (100) (6.2)
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6.2 Subjects Modified in Pursuit of Optimisation
6.2.1 Avoiding the ’Configurations of Interest’
By using the irradiance equalization approach it is possible for a 4x4 matrix to have upto
2012 (16!) different possible permutations. However according to Kirchhoff’s circuit
laws, swapping the order of tiers around has no effect and neither does swapping sub-
strings around within a tier (see figure 6.2). This characteristic has been highlighted
by Velasco [38] and the number of arrangements that produce unique output can be
calculated by equation 6.3 and these are referred to as the Configurations of Interest
(CoI). Even with this reduced number of possible arrangements, a 4x4 array still has
2,627,265 configurations of interest and a 5x5 array has 5.1912 configurations.
Figure 6.2: Switching around sub-strings within a tier has no effect on the electrical
output, neither does switching the series connection of tiers [38]
CoI =
(m× n)!
m!× (n!)m (6.3)
Velasco et al identifies the configurations of interest because it allows them to reduce
the number of switches required to build the switch matrix. Although this does make
a minor reduction in the number of switches required, it causes the switch network to
become non repetitive and as is discussed next, this is very detrimental to the flexibility
of the array and should be avoided.
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6.2.2 Improve Flexibility by Allowing for Row Resizing
The previous irradiance equalised DPVA architecture must maintain a set number of
tiers for all of the configurations it produces. However if the array could resize the
dimensions of its topology then it can remove situations where effectively shaded sub-
strings are produced and increase energy extraction. For example, say the shading
scenario in 6.3A occurs where sub-strings 8 and 4 get shaded, this creates a situation
where two further sub-strings are effectively shaded (12 and 16) and no reconfiguration
can avoid this. By resizing the array dimensions to a 2x8 array the effectively shaded
sub-strings can now be made to produce power as shown in 6.3B. The main drawback
with this technique is it will cause the output voltage to half each time the array resizes
down. Most inverters have an operating voltage range within which it’s maximum power
point tracker functions effectively and its quite possible there may not be enough room
for even a single resizing, as is the case for this solectria 250kW commercial inverter [59]
which has a range of 300 to 500V. On the other hand some inverters have a much wider
range of operation, this 5kW inverter from solaxUK [60] has an input range between 125
and 530 V meaning that it is able to accept 3 revisions of row size and still function.
Figure 6.3: Resizing the arrays dimensions can increase available power output by
eliminating effectively shaded portions of the array. Of course the voltage will half while
the current potential will double which may leave the array outside the acceptable range
of the inverter
6.2.3 Reduce Sensor Count while Improving Profile Data
The irradiance profile is a virtual map containing information about a sub-strings phys-
ical location and the irradiance across its surface. It is required in order to figure out
the optimal configuration and then derive how to correctly control the switch matrix.
As has already been discussed, the approach taken by Velesco (and some others) is to
sample the IV of each module and then estimate the irradiance using equation 6.4. It
uses a proportionality coefficient for the calculation meaning the immediate and up to
date electrical characteristics of the solar devices must be well known.
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The approach also requires a large number of sensors to be used. This is a severely
limiting factor for any DPVA system as not only does it increase the cost significantly
but it makes interfacing more complicated. By using the direct measurement technique
along with sense configurations, the profiling procedure becomes significantly cheaper
and much more convenient.
Irradiance =∝ [Iph + Io(exp
V i
nV t − 1)] (6.4)
6.2.4 Speed up Configuration Selection
The suggested method for defining the optimal configuration is to identify the irradiance
profile of the sub-strings, calculate the power output of every configuration of interest
and then pick the one that produces the most electricity. Even when the control is only
calculating the configurations of interest, there is still such a vast number of computa-
tions required that large arrays cannot be effectively controlled by this method. One way
to avoid this issue it to devise an algorithm that produces a near optimum configuration
using a quick and simple procedure.
6.2.5 Introduce the Grounding Diode
Previous switch networks all use a dedicated switch to connect the ground terminal of
the load to the negative terminal of each sub-string within the array. As this incurs an
extra switch for each sub-string, the switch count is increased by a significant fraction as
is the number of control lines required for operation. This can be avoided by replacing
the ground switch with a diode. The diode acts like an automatic switch that conducts
when it’s associated sub-string is configured at the lowest potential. The diode itself
introduces a source of power loss but its convenience is in most cases worth it.
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6.3 The Optimisation of the IEq-DPVA
6.3.1 Repetitive Switch Network
The idea of reducing the switch count by implementing only the configurations of in-
terest (CoI) seems reasonable in principle, but fails to be justified when the functional
ramifications are considered. Firstly, the switch networks become non repetitive which
is inconvenient from a generic design perspective. In future commercial systems it is
anticipated that the switching circuitry will be integrated within a module, leaving no
room for customised interconnectivity stipulations.
Another issue that arises from a non repetitive switch network is the fact that the array
can no longer produce every possible configuration and is restricted to only producing the
CoI. Two of the optimisation concepts presented here require the array to be 100% flex-
ible so that unconventional permutations can be used to enhance system functionality.
By maintaining a repetitive switch structure the array is able to resize its dimensions
which can improve power extraction and it also allows for sense configurations to be
applied, enhancing the profiling procedure.
Figure 6.4: ”Switch Set” for proposed IEq-DPVA topology. By maintaining a repeti-
tive switch structure many improvements can be realized. The grounding diode behaves
like an automatic switch when configured correctly. Notice the switch missing on in-A.
This is the minimum required switches for conventional reconfiguration but this switch
must be added if more advanced behaviours are required
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Figure 6.5: Switch sets cascaded together to form the switch matrix. Any number of
sub-strings can be appended and the switch count will raise linearly
6.3.2 Array Resizing
An IEq-DPVA which can alter its matrix dimensions will be able to produce better
equalization over a wider range of scenarios because some effective shading conditions
can be nullified. There exist two options when considering adjustable array sizing and
it should be noted at this point that this is not the same as reconfiguring. Firstly, exact
row sizing is where the dimensions can change in such a way that all tiers maintain
the same number of sub-strings, and then Arbitrary Row Resizing (ARR) is where the
number of sub-string per tier is undefined. By implementing a repetitive switch network,
both resizing strategies become available to the PV systems designer.
Exact Row Resizing (ERR) This is the most convenient method of resizing as its
implementation is the simplest and the algorithm that sorts a normal IEq-DPVA can
be used to sort and IEq-DPVA with ERR. An example of exact row resizing is shown
in figure 6.6 but as it is only slightly better than a normal IEq-DPVA and as the same
system is able to support Arbitrary Row Resizing, it is highly suggested that the ARR
strategy is implemented.
Figure 6.6: Resizing the arrays dimensions can increase available power output by
eliminating effectively shaded portions of the array. Of course the voltage will half
while the current potential will double
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Arbitrary Row Resizing (ARR) The second way to adjust the array size is to
have Arbitrary Row Resizing. This resizing strategy will create tiers of unequal size
while still balancing the irradiance across each tier. This allows the DPVA to produce
any configuration leading to an IEq-DPVA with maximum flexibility. A rapid sorting
algorithm that is very straight forward to understand is presented and it obtains a near
optimum configuration with only one iteration.
Figure 6.7: by allowing an undefined number of sub-strings in a tier then a greater
flexibility is observed. In fact this array is now at maximum flexibility because it can
produce all possible permutations.
Figure 6.8: ARR also allows for any number of series tiers to be produced and this is
supported by the switch matrix.
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6.3.3 Sense configurations
With any advanced DVPA system, it is essential to be able to monitor the status of
each individual sub-string. Producing a sense configuration is the process of arranging
the entire array so that information about each PV device can be gathered. It requires
the array to momentarily stop supplying power to the load and begin being loaded by a
controlled current sink. The purpose is to collect a precise profile information without
the need for estimations while reducing the number of current sensors required to one.
Sense configuration for a stacked TCT The technique will isolate a single sub-
string (or a pair) from the array by making it operate alone in a tier which is stacked upon
the rest of the array. The tested sub-string’s voltage will be monitored as the operating
current is gradually increased. When the voltage reaches the temperature compensated
maximum power point voltage VMPP , the sub-string is operating at maximum power
and its current producing capabilities are now known. The process is then repeated for
all sub-strings and an accurate profile is created. This method is redundant if a sense
rail has been included and some schemes may wish to not stack the array and simply
measure one sub-string at a time.
Figure 6.9: Sense configuration for the dynamic TCT array used to identify IMAX.
Sub-strings 1 and 2 are stacked on top of the rest of the array so that voltage can be
measured while current draw is increased.
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Figure 6.10: The results of a simulation where two sub-strings have been sensed. Its
possible to identify the IV curve and therefore the maximum current for the measured
device
6.3.4 Optimising the Sorting Algorithm
One of the biggest limitations in Velasco’s original IEq-DPVA [38] system is the time it
takes for the controller to execute the optimization algorithm. As has been discussed
previously, the number of possible permutations in even a small 4x4 array means that
optimising by brute force calculation produces a system that cannot operate in real time.
Just to point out, improving speed was the initial sentiment behind the optimisation
of the IEq-DPVA. However continued study highlighted how each row resizing strategy
required its own sorting algorithm, and so speed and functionality became the focus for
developing new procedures.
A sorting procedure known as the Best-Worst algorithm was devised and used to improve
the speed of the IEq-DPVA while also to testing the exact row resizing concept. As the
best-worst algorithm was only verifying speed and testing ERR (which is less effective
than ARR) these results should be considered a stepping stone during the development
the final IEq-DPVA.
The next step was to develop a second algorithm that was capable of driving the IEq-
DPVA with Arbitrary Row Resizing. The Optimised Target Irradiance (OTI) algorithm
will rapidly find the near optimum configuration for an IEq-DPVA supporting ARR. This
embodiment is the most flexible and effective dynamic photovoltaic array achievable
because it can produce any configuration using a topology that supports coherence
restoration.
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Best-Worst Algorithm (Normal IEq and ERR)
The algorithm proposed here is an iterative sorting procedure that is designed to es-
tablish near optimum configuration within a small number of iterations. As with the
system discussed in [38], the sub-strings are profiled first. The resulting data fields are
then arranged in descending order and converted to a matrix of the desired size to match
the physical array. It is important to size the data and the array the same (say a 4x4
matrix) as it allows for the resulting connectivity map to naturally fall out once the
algorithm is complete. Next, all even rows are flipped left to right and added to the
preceding odd row. The best of the odd rows have now been paired with the worst of
the even rows and the result is an average. These averaged rows are then resorted; The
even rows are once again flipped and added to the odd rows. The averaged rows have
now undergone a second averaging. The algorithm continues to reorganize, flip and add
until the final number of rows is one. Obviously the algorithm requires an even number
of rows, however an extra row of zeros can be added if the array is not intrinsically
a power of two in size. By following the same grouping patterns with the sub-strings
physical locations, the control signals for the switch matrix can be obtained.
The BestWorst Sorting Algorithm can be expressed as follows:
1. Profile the array to obtain the power of each sub-sting
2. Sort the matrix of sub-strings in numerical order highest power to lowest
power
3. Flip the even rows from left to right (lowest value to highest value)
4. Add each pair of adjacent odd and even rows together
5. Repeat steps [2-5] until the number of rows is equal to 1
6. Retrace grouped sub-strings to acquire control data
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Figure 6.11: Pictorial of the best-worst algorithm averaging the arrays sub-strings.
Within two iterations four groups of four have been created where the total in each is
optimised.
Consider the case of a 4x4 matrix of sub-strings generating different power outputs due
to shading. The power values range from 32W at maximum power down to a minimum
of 7W as shown in figure 6.11 with an integrated power of 326W in total. The algorithm
then follows the steps of flipping rows, adding and then resorting until only one row
is left with the four distinct power values of 80W, 82W, 82W and 82W where these
represent the output power of each tier if the sub-strings are grouped in this way. The
number of iterations of the algorithm is obtained from the order of the matrix, so for a
4x4 matrix there will be two iterations, 8x8 there will be three and so on.
The approach may not converge on the absolute optimum configuration but it will find
a solution within an acceptable margin from the top. It is extremely rapid and requires
no complicated computation making it suitable for execution on low level devices such
as a simple and low cost micro controller.
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Optimised Target Irradiance Algorithm (ARR)
This is also an iterative sorting procedure that uses the irradiance profile to sort the sub-
strings into a TCT topology with an arbitrary number of sub-strings per tier. Similar
algorithms have been presented in [43, 44] in which an adaptive bank (AB-DPVA) was
utilized to mitigate the partial shading effects on an array. Unlike those algorithms, the
optimised target irradiance algorithm uses all of the sub-strings to configure the system
in such way as to eliminate any shading effects based on a target irradiance. The target
irradiance (TI) is calculated by dividing the total irradiance by the number of tiers and
the algorithm can be expressed as follows:
1. Profile the array to obtain the power of each sub-string
2. Sort the matrix of sub-strings in numerical order highest power to lowest power
3. Find the target irradiance for each array size N (i.e. 2, 3 and 4 series tiers)
4. For each N, sum neighbouring sub-strings until the TI is exceeded
5. Once exceeded, try replacing the last sub-string with all other sub-strings
6. Find the combination closest to TI and group sub-strings
7. Remove used sub-strings from consideration and proceed to next tier
8. Repeat 4-8 until all sub-strings have been placed
9. Retrace grouped sub-strings to acquire control data
This type of combinatorial optimisation is part of a family of problems known as a
partitioning problem and is more specifically referred to as balanced multi way number
partitioning. It is categorized as a non-deterministic polynomial time hard (NP-hard)
and it is famously referred to as ”the easiest hard problem” because it can be approxi-
mately solved with heuristic techniques. Essentially it is close to impossible to find the
true optimal configuration using non deterministic sequences within a given time period.
The most effective algorithm is is reported to be the balanced largest first differencing
method (BLDM) [74] invented by Michiels [75], whereas the OTI algorithm presented
here is more closely related to the simpler greedy algorithm.
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Figure 6.12: Pictorial representation of the OTI algorithm performing arbitrary row
resizing on an IEq-DPVA. Each tier is built by adding up neighbouring sub-strings
until the target irradiance is exceed [340]. For the first tier, 160 and 150 are added but
adding 140 exceeds the target irradiance, so 140 is sequentially replaced with smaller
values until the summation is closest the TI. The first tier then settles with 160 + 150
+ 30. These sub-strings are removed from consideration and the algorithm proceeds to
building the second tier
Figure 6.13: The results from the optimised target irradiance algorithm running on
a 4 tier array. See how an arbitrary number of sub strings can exist in each tier and
also note how each has obtained the target irradiance. This array will perform at its
absolute maximum as each contain 340
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6.4 Testing the IEq-DPVA Algorithms on the Hardware
Figure 6.14 shows the IV curves from the 3x3 nine sub-string prototype while being
illuminated by a 500 Watt halogen light 30 cm from the array’s surface. The first thing
to notice is the large mismatch between all of the sub-strings where the range between
the weakest and strongest is 70mA at short circuit. This is due to a more intense light
being produced directly under the source as opposed to the fringes. Its also worth noting
that the loss caused by the regulator is less pronounced for the stronger sub-strings as
the ratio between maximum current and current lost gets smaller as irradiance increases.
The total amount of power being generated over the array is 5.1 Watts and this is found
by summing maximum power points of each individual substring.
If these sub-strings are connected into their default positions, then a large mismatch
is expected as the array contains weak tiers and strong tiers. Figure 6.15 shows the
IV curve for the this configuration and although these IV characteristics are slightly
distorted by the lost regulator current, it is still possible to see the peaks in the PV
curve caused by the coupling of dissimilar devices. The tiers have been colour coded to
highlight which IV curves are operating together. It is obvious that tier DEF (shown
in red) will culminate to produce the strongest tier. Alternatively, tier ABC (shown in
blue) will form the weakest tier.
When these tiers are serialised, the mismatch become evident as the resulting IV curve
is distorted and contains bumps as seen in figure 6.15. The maximum power that can
be extracted from this arrangement is around 4 Watts and this is exhibited at around
20 Volts. This shows that the lowest performing tier (ABC) must be shunted from the
circuit using it’s bypass diode and is therefore not contributing any power to the load.
This results in a 78% utilisation of generated power.
100
5.1
× 4 = 78.5% (6.5)
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Figure 6.14: The IV curve taken from each sub-string through their cards. There is
a large mismatched caused by the variation in light intensity over the array surface.
Collectively they produce about 5.1 Watts of power at maximum power
Figure 6.15: The IV curve taken by configuring the sub-strings into their default
position. Mismatch across the tiers means that power is lost through current limitation
and the IV curve is distorted by the lost regulator current
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Best Worst Algorithm Now it is possible to use the best worst algorithm to sort the
sub-strings into an optimised configuration. Figure 6.17 shows the IV curve caused by
generating a configuration using the best worst algorithm operating on measured short
circuit currents. The algorithm has grouped sub-strings into a 3 by 3 matrix where tier
1,2 and 3 consist of sub-strings EBA, HCD, and FID respectively. This configuration
will extract around 81.7% of the available power from the array (see equation 6.6) and
has improved the power output by 3.2% compared to the default configuration.
As can be seen in the reconfigured IV curve, one of the peaks has disappeared while the
two remaining peaks have increased a small amount. The fact that an increase is seen
in both peaks shows how some of the gained power is immediately being lost again as
we want to increase in power at a single point. This circumstance is to be expected as
this type of algorithm is mediocre at finding the optimum solution.
100
5.1
× 4.17 = 81.7% (6.6)
Figure 6.16: Using the best worst algorithm to sort, flip and add the sub-strings using
their short circuit current. The result is an optimised configuration which improves
power output by 3.2%
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Figure 6.17: After arranging the array into the configuration suggested by the BW
algorithm, power is increased by 3.2%
Optimised Target Irradiance We can now pass the the same information to the
OTI algorithm and compare the performance achieved by using the different sorting
algorithms. Immediately it is possible to see the improvement gained by this type
of reconfiguration. The IV curve is almost completely devoid of turbulence signifying
excellent restoration of coherence from the tiers. The algorithm has been run using both
3 tiers and 2 tiers and the resulting power extraction is almost identical. Consequently
the 2 tier configuration [EHBC : DGIFA] has a higher current at maximum power while
the three tier configuration [EH:DBI:GFAC] has a higher voltage at maximum power.
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Figure 6.18: Results from the optimise target irradiance (OTI) algorithm with two
tiers. The output power has increased 18.5% and there are no bumps in the PV curve.
This shows how arbitrary row resizing can restore coherence between all sub-strings
and maximise output power.
Figure 6.19: The same OTI algorithm operating on a 3 tier solution. Notice the
maximum power point is at a higher voltage and lower current than the two tier con-
figuration
100
5.1
× 4.74 = 93% (6.7)
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6.5 Conclusions
Several essential contributions have been made to the irradiance equalized dynamic
photovoltaic array. The original system proposed by Valesco set out the basic principles
but unfortunately it lacked some of the elements required to realise a scalable flexible
system. The work undertaken here identified the key modifications that have rendered
this type of dynamic array at its absolute optimum.
To start, implementing an extensive repetitive switch network is not only convenient
from a design perspective but it allows the system to produce any configuration possible
and therefore exhibit the maximum flexibility. This added flexibility has a cascaded
effect on versatility as it is crucial for the implementation of further enhancements.
This fully flexible architecture allows for unconventional configurations to be instigated
which ultimately improves the performance of several essential functions. Profiling the
array by exploiting the switch matrix results in major reductions in hardware (sensors
and control circuitry) and both the short circuit and scanning window procedure im-
proves the accuracy of the data extracted when compared to model based estimations.
This live data on demand can extend its usefulness even further as the procedure can
be made to work in such a way that dissimilar modules can to be used within the same
array.
A second important contribution that is reliant on a repetitive switch network is the
row resizing strategy. Two resizing algorithms have been presented, one that maintains
a defined number of sub-strings per tier (ERR) and one that has an undefined number
of sub-strings per tier (ARR). As demonstrated the ARR scheme is much better at
equalizing the irradiance than the ERR scheme with no extra cost. This is a very
important observation as it leaves the irradiance equalized DPVA operating at maximum
flexibility and ultimately creates the most effective dynamic array possible.
The speed at which the array reacts to changing environments is an important factor
that seemed to be overlooked in the original text discussing the IEq-DPVA system. Of
course each array will have different specifications regarding real time reaction and this
is likely to be linked to the desired location and anticipated shading sources. Examples
of this have been previously discussed where the DPVA could reside on an electric
vehicle or a residential house. One would expect the system on the former to require a
much faster response time than a system on the latter. To accommodate the need for
rapid real time operation, the sentiment taken in this research was to develop algorithms
that produce a ’close to optimum’ configuration quickly as opposed to finding the ’actual
optimum’ slowly. Both of the presented algorithms operate in real time and avoid intense
computation.
The inclusion of the grounding diode reduces the switch count by a fraction and it sim-
plifies the control network by the same amount. It does incur losses through the voltage
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drop and conduction loss, but the gained simplicity may make sense in substantially
sized arrays.
Storey, J.; Wilson, P.; Bagnall, D.; , ”Improved Optimization strategy for Irradiance
Equalization in Dynamic Photovoltaic Arrays,” IEEE Transactions on Power Electron-
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Chapter 7
The Optimized String Dynamic
Photovoltaic Array [OS-DPVA]
This chapter presents a new and novel dynamic photovoltaic array that differs from the
IEq-DPVA in its topology and operating characteristics. The approach is the second in
the literature to create Optimised Strings using sub-strings that have been categorized
ensuring maximum power extraction for a given irradiance profile. However, this partic-
ular version of the OS-DPVA was invented during the project and so both the hardware
and sorting algorithm constitute contributions to the field. In contrast to Patnaik’s [33]
version of the device, the system presented here uses significantly fewer switches, it is
scalable and the advanced profiling methods will lead to greater power extraction.
Initially after its conception, the OS-DPVA outperformed the IEq-DPVA in almost all
of the benchmark tests due to its interesting flexibility. This gained the system some
attention and a journal paper was published discussing the results [35]. However in
recent months, the IEq-DPVA was updated with a new type of sorting algorithm (the
arbitrary row resizing) and now the performance gap between these two DPVAs has been
closed. This unfortunately seals the fate of the OS-DPVA because it requires a lot more
hardware than an IEq and its operation is significantly more cumbersome. When there
is no performance benefit associated with opting for an OS-DPVA, choosing one over an
IEq-DPVA is not prudent. This type array cannot restore coherence between sub-strings
(like the IEq-DPVA can) but instead it simply sorts sub-strings into categories so that
distortion in coherence is limited.
With that said, this PV architecture can produce significantly more power than a static
equivalent (by an average of 22.6%) and also outperforms an IEq-DPVA using the best
worst algorithm by 13.7% over the relevant tests carried out. It also has the ability to
mimic all other types of array which may prove useful in some circumstances.
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7.1 Background
The use of the series parallel topology for dynamic arrays has been investigated since
2005 when Tria [29] published a paper discussing a basic system that built strings con-
taining no shaded sub-strings. The system is a useful starting point but could never
be used in a commercial system due to limited functionality and significant losses for
an intelligent system. After this, a publication was made by Chaaban [30] which im-
proved the topology by adding an extra bus to accommodate unfinished strings, however
both examples are still linear switch SC-DPVAs meaning they can only produce a lim-
ited number of configurations which reduces their capacity to combat random partial
shading issues and therefore operate on the industrial scale.
Patnaik presented the first optimised string DPVA in 2011 where they used a non repet-
itive switch matrix to connect sub-strings into strings of a set size, which are then
connected in parallel to create a series parallel topology. The benefit of building strings
of the same size is the DPVA only has one output that can be used to drive a single
centralised converter. Another advantage about this switch topology is it can have as
many parallel strings as it needs and it not limited by the number of bus line (as is the
case for the matrix presented here). Their strategy is to not include the most shaded
modules in any string but to instead omit them from operation completely. The OS-
DPVA presented here is not an adaptation of Patnaik’s but instead is a completely new
version of the system that was devised independently and functions in a different way.
Basic Topologies There are several well known ways to arrange a photovoltaic plant
and the four most common configurations are shown below. Interestingly the situation
regarding plant classification has become less clear in recent years as the industry has
developed new converter technologies that blend topologies together, mostly with the
aim of combining the cost and efficiency benefits seen in the standard layouts. What
this means is the state of the art inverters actually produce a PV plant that is a hybrid
of topologies and therefore defining which is which has become more difficult.
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centralised inverter topology The centralised inverter topology is the most basic
arrangement and its main advantages are its simplicity and lower cost per Watt. The
inverter tends to be more powerful than the other types and is therefore mainly used at
commercial and utility scales. In a traditional system the whole array feeds a single DC
to AC converter which is tracking the maximum power point of the PV while outputting
grid quality power. It requires a high voltage from the strings as it is unable to boost
voltage and it is subject to higher losses through current limitation due to its structure.
However in more modern systems, centralised inverters tend to have multiple inputs
where each has it’s own maximum power point tracker loading separate sections of the
array. Essentially this makes it look more like the string inverter topology but operating
on a larger scale.
Figure 7.1: The centralised inverter is the the most basic plant topology. The PV
array feeds a single input (usually) and all parts of the PV operate in union.
string inverter topology The string inverter topology is made by connecting strings
of modules that are individually loaded by their own inverters in parallel, see figure
7.2. As each inverter is connected only to a single string, it allows for the independent
maximum power point tracking of each branch and therefore less current limitation
throughout the array in partial shading conditions. Each inverter is deigned to handle the
power output from a string and so tend to be used in medium to low power installations
only. This is a distributed topology and so has a higher resilience complete failure as
localised malfunction will cause only a single string to go off line. It also has a higher
yield compared to centralised topology and has more layout options where each string
can different orientations relative to the Sun.
Figure 7.2: String inverter connects strings of modules in parallel. It requires more
hardware than the centralised topology but the designer can be more flexible with the
layout.
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The micro and mini inverter topology The micro inverter topology connects single
modules to individual low power inverters. This highly parallel topology is excellent at
avoiding issues with partial shading because there is no dependences between the devices.
It does however require a large number of high fidelity converters and this introduces
maintenance and cost problems. With such a parallel arrangement, the plant is almost
completely immune to total failure through malfunction. A more recent development
within this topology is the mini inverter topology where multiple modules are connected
in parallel to a micro inverter which has multiple inputs. This benefits from having
fewer inverters but each module is still loaded individually.
Figure 7.3: Micro inverters are connected to each module. As each modules MPP
is tracked this allows for maximum power extraction and the array is not adversely
effected by partial shading. In an attempt to reduce the number of inverter devices,
the mini inverter topology boxes multiple micro inverters in a single housing and allows
for multiple modules to be connected to a single point.
The multi string inverter topology The multi string inverter topology is a cross
between the string inverter (because it has multiple strings) and the centralised inverter
(because it has one inverter) but this time the string voltage can be lower because they
each has a DC/DC converter in-line which will boost the voltage up to the DC link level
prior to inversion. Due to the string like arrangement, it has flexible layout options but
it has the added advantage that the output from the PV is decoupled from the input to
the inverter which reduces the requirements for filtering (explained later).
Figure 7.4: The multi string topology is very similar to the string topology but this
time the converter has two stages. First it uses a DC/DC converter stage to track the
MPP of the string and then a centralised DC/AC inverter is used to create a sinusoid
output. This dual stage conversion can yield higher efficiency because it decouples the
AC output from the DC input and the proposed OS-DPVA uses this topology.
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Optimising Strings The principle behind the optimised string DPVA is to create
multiple strings of sub-strings known as power channels where each channel only contains
devices producing a similar power level. If the power channels are forced to have the
same number of sub-strings within them, then a single output can be used to drive a
central converter. This is the case with Patnaik’s and although this is a convenient
topology, it reduces power extraction by limiting the possible configurations to ones
with equal distribution of sub-strings. Interestingly, one would normally expect the
centralised arrangement to have a lower efficiency [67] but as the strings are organised
optimally this mechanism for losses is not evident.
Another approach involves utilising a distributed topology where each power channel is
connected to it’s own converter which all then converge to a single link stage as shown
in figure 7.5, which is similar to the string and multi string plant topologies. This has
several advantages, firstly it allows for any number of sub-strings to exist in a channel
meaning that it has a much wider choice of configurations and hence is more flexible.
Following on from that, it inherently has less limitation as each string’s operating point
is totally independent from all other strings. The drawbacks to this approach are the
increased volume of hardware and the comparative increase in complexity. However
distributed power conditioning techniques are gaining traction with modern static PV
system and this will inevitably lead to technologies that are off the shelf and are suitable
for dynamic systems.
Figure 7.5: Patanik’s version of the OSDPVA requires for all strings to contain the
same number of sub-strings. This is a convenient way of working but is likely to suffer
from more current limitation than the proposed system
For the system discussed here, we will look at designing a multi-string distributed system
that utilises four power channels. It should be noted that there could be any number
of channels at the expense of more hardware. The inclusion of bypass diodes allows the
system to operate continuously under partial shading condition, even if a reconfiguration
does not take place. An interesting topic for future work is to study and compare the
differences caused by implementing the converter bank in the string inverter topology
instead of the multi string topology.
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Each DC/DC converter will load it’s respective channel such that it draws the maximum
power current IMax of the weakest sub-string, resulting in all of the PV devices having
an operating voltage in excess of VMAX . The sorting algorithm uses this premise to
calculate the most productive configuration for the given irradiance profile. Due to the
unpredictable nature of the shading profiles, it is likely that the number of sub-strings
within each channel will be different and this means that each converter must accept a
wide input voltage range and have the capacity to resolve the imbalance in order to feed
the link stage efficiently.
Figure 7.6: Simplified diagram of the proposed reconfigured optimised string DPVA:
Power channels only contain sub-strings of similar power and a converter bank is used
to convert the unknown string voltages to the link voltage. Notice it resembles the
multi string topology
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DC/DC Converters and Maximum Power Point Tracking The converter array
must load each string so that near maximum power is extracted while also performing
the suitable voltage conversion required to rebalance each string’s voltage. As the string
only contains sub-strings of a similar power level, one can assume there is only a single
peak in the IV characteristic.
There are three main types of DC converter, the buck, the boost and the buck-boost.
As the string voltage is a variable that ranges significantly the designer will need to
consider the range within which they expect the array to operate. One advantage to
the boost converters is they have diodes in series between the panel and the switching
device and this prevents reverse current flowing into the panel [76].
As an example the designer might stipulate that all strings must produce at least 60
Volts and utilise buck converters to down convert to a DC link voltage of say 20 Volts.
Enforcing these thresholds is done in by programming them into the sorting algorithm
and it will cause some restrictions in available configurations but the sacrifice will lead
to a more convenient implementation. As another example, they could stipulate the
maximum string voltage of 120 Volts and use boost converters to up convert to 240
Volts. Essentially, the choice of converter type will depend on the system parameters
and preference of the designer.
Experimental results of a ”three string 10kW perturb and observe buck-boost maximum
power point tracking converter array” have been presented by Wu [77]. Each maximum
power point tracker accepts a wide input voltage range (from 0 - 850 Volts) and feeds
a single DC link stage of 380V . These converters have a reported peak efficiency of
around 98% which is expected to fall dramatically as conversion ratios go up.
Figure 7.7: A 3 string 10kW maximum power point tracking DC/DC converter with
a input range between 1 and 850 Volts is described by Wu [77]. The DC link stage is
380 Volts
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An additional benefit of using using an intermediate DC link stage before inversion is that
the output from the solar array is decoupled from the pulsating input of the inverter.
Coupling is evident in DC/AC conversion schemes because the device is extracting a
sinusoidal power profile from a DC source. This manifests itself as an oscillation of
operating point, thereby constituting to a loss in power. The easiest way to eliminate
this is to include large (mF) capacitors between the the panel and the inverter to smooth
the transients [78]. This is not a particularly good solution because these capacitors are
physically large and can be unreliable introducing a source of system failure.
Figure 7.8: Drawing an alternating current from the DC panels without including
large smoothing capacitors will cause the operating point to oscillate at line frequency.
This can be resolved by utilising a two stage converter topology
Testa also discusses how ripples appear in the operating point of single stage converter
and goes on to demonstrate a method for active compensation to remove these ripples
through controlled switching [79]. Although successful, this approach requires precision
control of the DC/DC converter and inverter. A more appropriate solution that has been
discussed by Schonberger in [80] is the method of using two independent stage conversion
scheme so that the panels become decoupled from the AC sink via an intermediate DC
link stage. As the OS-DPVA inherently requires a conversion stage to balance the
channels, it naturally makes use of this feature.
There exist several publications on the process loading multiple PV strings with DC-DC
converters such that they operate at their maximum power point. One such imple-
mentation was proposed by Khajehoddin [78] where multiple strings are controlled by
individual maximum power point tracking DC/DC converters.
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Evaluating Configuration As mentioned in chapter 6, the way to evaluate the choice
of configuration is to take the percentage of power production made referenced to the
total power falling upon the array. As the OS-DPVA has multiple outputs, the total
power is the sum of the powers from each channel as described by equation 7.1. To
calculate the power in each channel x the IMAX of its weakest sub-sting is multiplied
by the voltage of that channel as shown in figure 7.9 and equation 6.2.
Efficiency =
100
TotalPower
× ΣPowerChannels (7.1)
Figure 7.9: Pictorial showing how to evaluate the performance of the OS-DPVA
strings, the short circuit current through each sting is equal to Isc of the weakest
member. The total power output is the summation of these values
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7.2 Subjects Modified in Pursuit of Optimisation
7.2.1 Include All Sub-Strings in Power production
For all of the linear switch SC-DPVA systems in literature, any sub-string deemed
’shaded’ gets omitted from power production as it will cause limitation. Although this
is beneficial to overall power production, it is still wasteful as the shaded strings are
producing some power. This two state strategy of dropping shaded sub-strings also
presents some implementation issues. Essentially, the controller must decide in real time
what power level is considered shaded and which is not. This dividing line is hard to
define under complex shading conditions and its a variable that changes as the ambient
light levels vary. Patnaik presented an architecture that allowed for multiple groups of
categorized sub-strings to be used in power production. This tristate strategy shows an
increase of 25% over the bistate system, however they still omit the most heavily shaded
sub-strings.
7.2.2 Reduce Limitation by Implementing Multiple Channels
As stated, each of the linear switch SC-DPVAs only categorizes the PV devices into
two groups, either shaded or non shaded. All shaded sub-strings are removed and the
non shaded sub-strings are connected into strings. This is a very inefficient way to sort
PV devices as there can still exist a significant distribution of irradiances within the
active group, leading to current limitation. Again, Paitnaik’s tristate solution allows for
strings of similarly irradiated devices to be grouped together which reduces limitation
within the active strings. However, as the device must create strings of an exact size,
the number of allowed configurations is reduced and only sub-sets of devices are allowed
within particular channels. Essentially they must mix the various power levels in order
to generate the configuration.
One of the most significant improvements the proposed OS-DPVA has over the linear
switch topology is it includes more places where unique strings can be constructed,
reducing the current limitation in the groups. This is similar to the tristate system
but it is different in the fact that it includes all of the sub-strings and can define any
configuration permitted by the topology.
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7.2.3 Implement Sophisticated Sorting Algorithm
None of the linear switch SC-DPVA systems have clearly specified what constitutes
a shaded sub-string and furthermore, none have talked about how to measure the ir-
radiance of the sub-strings in order to classify them. Simply put, they all just talk
vaguely about how shaded sub-strings get removed without discussing the mechanisms
for determining the irradiance profile or configuration mapping .
Patnaik’s tristate system [33] does include an interesting method for determining if
a sub-string is shaded and uses a constant monitoring system to identify changes in
environment. They regularly measure if a current is flowing through a sub-string’s
bypass diode (Idiode) to indicate if it is shaded and verify at what level. If the cur-
rent through the diode is high (IdiodeisbiggerthanIshortcircuit) then the module is
heavily shaded (referred to as dark). If however the current through the diode is low
(IdiodeisbiggerthanzerobutlessthanIshortcircut) then the module is grey or bright.
Once this categorisation is done, they then measure the module current from bright and
grey modules at short circuit to identify which is which. After these three groups have
been formed, they constantly measure the module current of grey modules because they
assume that these are likely to change either up to bright, or down to dark [34]. This
method uses a large number of current sensors and is overly complex. It makes no sense
to measure both the module current and the diode current simultaneously (observing
module current sufficient) and its hard to imagine exactly how this would seamlessly
function.
Figure 7.10: Overly complicated module proposed by Patnaik [34]. It require 3 sensors
and their sensing strategy seems clumsy and uncoordinated
In the proposed system, the sense configuration method can be used to obtain the specific
operating conditions of the sub-strings which allows for an advanced sorting algorithm
to arrange the sub-strings into the near optimal configuration. For the sake of speed, it
is advisable to simply measure the short circuit current as this information is sufficient
to allow the sorting algorithm to operate correctly.
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7.2.4 Reduce Smoothing Capacitor Requirements
To reiterate, using a single power conversion stage between the PV and grid will require
either a complex active ripple control mechanism or the inclusion of large smoothing
capacitors. Tria, Chaaban, and Paitnaik all have systems that use a centralised inverter
stage and so would need to include these large capacitors. Although it is possible for
them to simply add a second stage to decouple the DC to AC elements, the proposed
distributed architecture inherently requires the use of a two conversion stages for the
voltage balancing and so naturally is immune to pulsation and as a result requires smaller
smoothing elements.
Chapter 7 The Optimized String Dynamic Photovoltaic Array [OS-DPVA] 140
7.3 The Optimised String DPVA
7.3.1 Switch Matrix
For the OS-DPVA to accommodate multiple strings of devices, a number of dissected
bus bars must be created where a four channel device must have four bus bars. Each
sub-string will either accept or reject current flow from each bus as required and figure
7.11 shows the switch set that allows this.
Figure 7.11: The ”Switch Set” for the OS-DPVA. It is very similar to the switch set
for the IEq-DPVA except that it includes bypass switches dissecting the bus bars
With 12 switches controlling the current flow from the PV sub-string, there are 212 (4096)
unique ways to configure them. Only a small fraction of these are electrically useful and
to effectively execute the proposed algorithm on a four channel array there are only 9
unique states that the switches must occupy. These nine states come from the fact that
there are three operations that the switch set must execute and two of these operations
must be applied to each channel. From figure 7.12, sub-string A shows its switch set
performing a grounding state. It requires all in and bypass switches to remain insulating
while the appropriate out switch conducts. The diode will automatically become forward
biased and this sub-string is the first in the channel. Sub-string B is joining a channel
and both the relevant in and out switches must conduct while the bypass switch insulates
and this is the most common state of any sub-string. Both the A state and the B state
are executable for each channel (giving 8 states). Sub-String C is bypassing all of the
channels and is not contributing power to any load. This is the ninth state of the system.
As with all dynamic arrays, each switch element must insulate in both directions to avoid
unwanted reverse currents flowing through the network.
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Figure 7.12: The three operations executed by the switch set: A) grounding, B)
joining and C) Bypassing
A 16 sub-string OS-DPVA switch matrix requires 192 switches while the IEq-DPVA
of similar capacity only requires 112 as described by equation 7.2 and 7.3 respectively.
This results in 82 more switches for the OS-DPVA system described in this thesis. It
is possible to reduce the OS-DPVA’s switch count by implementing a 3 channel device,
which would require only 144 switches.
NumberofswitchesOS−DPV A = 3 ∗ SubStrings ∗ Channels (7.2)
NumberofswitchesIEq−DPV A = (2 ∗ Tiers)− 1 ∗ SubStrings (7.3)
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7.3.2 Sorting Algorithm
Once the maximum power points of all sub-strings have been identified an algorithm
can sort them into the optimized power channels where each channel will contain only
the sub-strings that collectively minimize the current limitation through the branch.
There will always be some current limitation caused by the coupling of the best and
worst sub-strings but as the algorithm finds the most productive configuration, the
minimum amount of power is lost through this mechanism. The algorithm requires the
use of element-wise matrix multiplication and will identify every single configuration
and simply pick the best. This strategy is appropriate for this type of array because
there are only a relatively small number of possible arrangements which is described by
equation 7.4 (whereas the IEq-DPVA can have trillions of permutations). This is very
useful in the analysis of the OS-DPVA as it shows every single state that the system
can exist in and that can be used to evaluate effectiveness of other sorting procedures.
During the sorting process, it is assumed that the maximum current draw through any
of the channels is limited to IMAX of it’s weakest sub-string.
Matrix Multiplication This method uses a predefined look up table known as a
configuration matrix which describes all of the possible configurations given the number
of sub-strings and the number of channels within the system. From figure 7.13 the first
row in the configuration matrix says the 13 best sub-strings are in channel A, 1 is in B,
1 is in C and 1 is in D.
Next it uses this matrix and the irradiance profile to construct a second matrix known as
the IMAX matrix which contains the maximum currents allowed through each channel
given the said configuration. From figure 7.13 the first row of the Imax matrix says
channel A has the 13th lowest IMax, B has the 14th lowest, C has the 15th and D has
the weakest sub-string. Now these two matrices are element wise multiplied together
to produce a third matrix known as the power factor matrix which indicates how much
normalized power is being produced by each channel for that configuration. That is to
say, channel A has 13 sub-strings and they all will provide the current suitable for the
weakest one in this group. By summing all of the powers from each channel together
the total normalized output power from the specified configuration is found. As this
procedure employs look up tables and operates using only integer multiplication, it is
very rapid and results in a comprehensive portrayal of the arrays possible configurations.
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Figure 7.13: Matrix multiplication algorithm identifies all 105 possible configurations
for a 4 channel 16 sub-string array and it requires only 5 steps to execute.
The steps in the sorting algorithm are itemized as follows and are shown pictorially in
Fig. 7.13. Assume the irradiance profile has been acquired.
1. Sort sub-strings into descending order according to IMax
2. Build the ’IMax matrix’ using sorted irradiance profile and the predefined ’config-
uration matrix’
3. Multiply elements from the configuration matrix with the IMax matrix to get power
factor matrix
4. Sum the elements in each row of the power factor matrix (W X Y Z) to get overall
power output from configuration
5. Pick the configuration that produces the most power
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The number of useful configurations for a given number of channels and the number of
sub-strings (n and k respectively) can be calculated by equation 7.4, while the absolute
maximum number of configurations that a system can contain is governed only by the
number of channels and is calculated by equation 7.5 where a 16 sub-string 4 channel
DPVA has 105 useful configurations from a possible 215.
n!
k!(n− k)! (7.4)
2n−1 (7.5)
7.4 Testing the OS-DPVA Algorithms and Reconfigura-
tion techniques
By using the information about the sub-strings from the test rig, we can test the ex-
pected output from an optimised string dynamic photovoltaic array using the matrix
multiplication sorting algorithm. Figures 7.14 and 7.15 shows the result from a two
and three string device using the short circuit currents as an input. According to the
theoretical results, a three channelled device (with 3 sub-strings in each) should produce
around 8.5% more power than a two channelled device (with 6 in one string and 3 in
the other) because of the reduced amount of current limitation. Unfortunately, during
the testing phase the test rig was not able to produce the multiple strings needed by an
OS-DPVA due to an error in the layout of the power bus on the main hub. This error
has recently been corrected but there is not enough time to retest the situation. However
as we are building sorted separate strings and measuring their combined outputs, it is
reasonable to assume that current limitation is reduced. The results from the simulator
match the anticipated results an so verify this to some extent.
Figure 7.14: Results from the matrix multiplication algorithm sorting nine sub-strings
into a two channel OS-DPVA. A [6:3] configuration produces the most power
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Figure 7.15: Results from the matrix multiplication algorithm sorting nine sub-strings
into a three channel OS-DPVA. A [3:3:3] configuration produces the most power
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7.5 Conclusions
The work in this chapter proposes a new and advanced method for the dynamic reconfig-
uration of a photovoltaic array based on the string configured topology. This architecture
exhibits characteristics which could prove beneficial within an urban setting. As will
be shown in the results section, the OS-DPVA is extremely good at improving power
production compared to a static array.
The optimized string dynamic photovoltaic array is inherently a distributed plant with
a dual stage power conversion topology. Conveniently, recent works have suggested that
distributed systems have improved reliability, they can exploit unconventional layouts
and increase power extraction. Furthermore dual stage power converters seem preferable
due to a simplistic maximum power point tracking strategies and a reduced capacitor
requirement. By combining the features of a reconfigurable array with a distributed
MPPT scheme, the system becomes robust and able to significantly reduce the effects
of partial shading.
A comprehensive algorithm that rapidly finds the optimum configuration has been pre-
sented. It utilises a simple multiplication procedure meaning that a basic micro controller
could operate it without extensive computation.
The sensing strategy described is similar to the one discussed in the IEq-DPVA chapter
but as the OS-DPVA has access to multiple channels, its possible for the array to continue
delivering power while the sensing the sub-strings.
There is a significant increase in hardware and control requirements when compared
to a static array and there is even a large overhead when considering other dynamic
arrays. The basic microelectronic components required by both are the same and the
process of interfacing to the switch network is identical. However the OS-DPVA needs
to operate multiple converters simultaneously which adds considerable complexity. Also,
as the OS-DPVA requires more switches per sub-string to implement this increases its
cost and reduces the mean time before failure. Unfortunately, in sight of a commercially
viable DC power system, these are reasons enough to opt for the IEq-DPVA.
In terms of research, this switch matrix is extremely flexible and has the ability to mimic
all other types of dynamic array discussed, including the alternating current DPVA.
Because of this versatility, this is the matrix implemented in the prototype and so its
usefulness in investigations and other novel situations is still unmatched.
Storey, J.; Wilson, P.R.; Bagnall, D., ”The Optimized-String Dynamic Photovoltaic
Array,” IEEE Transactions on Power Electronics, vol.29, no.4, pp.1768,1776, April
2014
Chapter 8
Testing and Results
Thus far the various classes of dynamic arrays found in literature have been discussed
and their operational properties analysed. After that, the discussion then turned to the
optimisation of both the irradiance equalised DPVA and the optimised string DPVA in
an attempt to make these systems as advanced as possible while proving their function-
ality. Now that all of the developments have been acknowledged it is time to tests each
DPVA so that conclusions about behaviour can be made.
In order to test the proposed dynamic array systems in the simulator, several controlled
shading paradigms have been created to cover the diversity of shading profiles expected
in real life. These tests represent the main environmental disturbances that can occur
and exposes the system to snap shots of the idealistic operating conditions expected
within real life deployment. These tests have been used throughout the project and
the results highlight each array’s flexibility under some example conditions. It is noted
that a suite of more advanced hybrid tests could be used to more accurately emulate
real conditions and the updating of the test procedure so that it is encompasses a more
varied selection of situations is something for future work.
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Progressive Drop Tests
The progressive drop tests will sequentially shade the sub-strings of the uniformly irra-
diated array and monitor the power output after the sorting algorithm has produced an
optimised configuration. This emulates block shading of the array and is expected to be
the most prevalent source of power loss within urban environments.
The first test will simulate two irradiance levels upon the array’s surface (see figure 8.1A)
where the difference in power between the two is one order of magnitude. A second round
of progressive drop tests will introduces a third irradiance level that is referred to as
the ”lower limit” (see figure 8.1B). This is supposed to emulate situations where heavy
soiling or malfunction has left a small section of the array barely functioning while the
rest of the array is subject to block shading.
For all of the tests conducted, the direction of the progressive shading has been chosen
to be ”across tier” as it produces the biggest difference between the static TCT array
and the IEq-DPVA. As mentioned these arrays have an asymmetry between shading
across tier and down column and had the progressive shading been applied in the down
column direction, these two arrays would always produce the same power. A study as
to the effects of varying the drop value is a subject for future research.
Figure 8.1: Drop Tests: Emulates block shading which is expected to be common in
urban environments.
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Step Tests
The step tests will progressively vary the value of irradiance on each sub-string where
the step size can be at consistently regular intervals (i.e. steps of ten) or at interesting
irrational intervals such as phi or pi. The main purpose is to present a gradient of irra-
diance across the surface and observe how the sorting algorithm and array architecture
respond which is useful in evaluating the flexibility exhibited by each of the dynamic
arrays. These sort of environments are likely to be caused by passing clouds or uneven
dusting.
Figure 8.2: Step Tests: Emulates gradients in irradiance which could be caused by
uneven ageing
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Distributed Tests
This set of tests will produce an irradiance environment where each sub-string’s insola-
tion is randomly selected based on a Gaussian distribution ranging between 100W/m2
and 1100W/m2. The mean irradiance is set to 700W/m2 and the variance is incremented
by intervals of 50 from zero to 500.
This emulates a wide variety of shading scenarios, ranging from a light cloud hazing
which has a low variance, to the intense dappled obstruction caused by sunlight through
tress which has a high variance. A second set of distributed tests introduces a lower
limit from a single sub-string as shown in figure 8.3
As the simulator only selects 16 random irradiances per simulation, this sample range
can vary considerably for each instance of distribution. So to extract meaningful results,
each distribution is simulated 500 times and the average power producing abilities of
the arrays is taken.
Figure 8.3: Distributed Irradiance Tests: Emulates a range of distributed scenarios
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8.1 Results from DPVA and Algorithm Design
As the project has involved three separate publications containing results, each time one
of these papers was being written a new round of testing was conducted relating the
current understanding of the state of the art. Obviously the latest round of tests are
the most comprehensive and investigates the properties of the most advanced devices
and so these are the results that shall be discussed in full. Just for the sake of interest,
a quick recount describing the sequence of development is presented to highlight the
stages taken throughout the project.
The most important discovery made during the project is not to do with the individual
DPVA types but instead it is the realisation of how significant the use of a simulator
with structured test procedure is. As will be seen, a single graph can tell you exactly
how one would expect a DPVA to behave over a range of situations and what makes it
more significant is there is no way to reliably conduct these tests in real life.
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The First Two Rounds of Testing
The first round of tests were presented in [41] and aimed to prove that the Best-Worst
algorithm functioned as specified while showing how exact row resizing can improve
power extraction. With hindsight, the test procedure was systematic but contained no
element of design so only gave limited insight into the workings of the device. However,
results ratified the sentiments presented in the paper which lead to publication.
The second set of tests were presented in [35] and they now compared the irradiance
equalized array running the BW algorithm against the OS-DPVA running the matrix
multiplication algorithm. This time a much better test procedure was devised and
this proved extremely useful for comparative testing. At the time, these two devices
represented the state of the art in dynamic array technology and the results showed the
OS-DPVA producing more power than the IEq-DPVA over the range of test scenarios.
Figure 8.4: Progressive Shading results from round two of testing. OS-DPVA exhibits
zero current limitation while the IEq-DPVA using ERR could only restore coherence
at particular shading patterns
In the latest round of tests, the IEq-DPVA was upgraded and made to run with an
arbitrary row resizing algorithm. It was tested against the OS-DPVA, an IEq-DPVA
running the BW algorithm and a static TCT array.
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8.2 The Latest Results
The two proposed systems have been tested against one another using the range of
shading incidents defined in the test section. As discussed previously, the overall irradi-
ance can either be uniform or distributed in nature and discrete shading profiles can be
imposed on particular sub-strings. The aim of these tests is to:
1. Identify which DPVA is the best at removing the effects of partial shading
2. Extend on to highlight what aspects of proficiency are amongst the array types
3. Establish the performance benefits of utilizing arbitrary row resizing within an
IEq-DPVA
The specifications of the PV cells used by the simulator are as follows: 6 inch silicon
wafers connected into sub-strings of 24 series cells operating at a nominal temperature
of 25 degrees Celsius. These physical and electrical parameters have been tuned such
that the simulated sub-strings represent that of the commercially available E20 module
from SunPower. Any losses from switches and cables have been omitted, however they
are relatively low in most practical scenarios.
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8.2.1 Drop Tests
Figure 8.5: Drop test. Notice how including ARR causes a significant improvement
to the IEq-DPVA’s ability to improve power
The first thing to note is the OS-DPVA (shown in Blue and now referred to simply as
OS) can completely avoid current limitation under all conditions and so extract 100%
of the available power and represent the maximum output for any array on this graph.
This is expected as the power channels can accommodate up to four unique MPPs before
current limitation occurs. Conversely, the output power from a static TCT is shown in
green and we would not expect any DPVA’s to fall below these values.
From the drop test results shown in figure 8.5 it is clear that the arbitrary row resizing
algorithm (Black) improves the output power compared to an IEq-DPVA without this
ability (Red) as it brings the power output much closer to that exhibited by the OS.
What this tells us is an IEq that supports arbitrary row resizing produces more power
than an IEq-DPVA without a resizing ability.
At point A it can be seen that the IEq with ARR slightly decreases: in this case there
are three shaded sub-strings and thirteen sub-strings are producing full power and so
none of the configurations between 2, 3 or 4 tiers can be fully equalized, and as a result
a slight deviation from the linear graph is observed. On the other hand, when 4, 8 or 12
sub-strings are shaded, both IEq-DPVAs (with and without ARR) are fully equalized.
This was expected since the profile divides equally over four tiers.
Another observation is at point B where with 5 shaded sub-strings the IEq without
ARR it actually performs slightly worse than the static TCT. This drop below the
static TCTs power is an exceptional situation caused by the particular shading position
and particular irraiance values. The profile is presented in the best arrangement and
the algorithm has shuﬄed things into a slightly worse configuration.
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To summarise the drop test without a lower limit:
• The OS produces the most power in this situation because it exhibits zero lim-
itation under all conditions. When comparing the IEq with ARR to the OS it
can be seen that the OS produces on average 3% more power. This increase is so
marginal that its safe to assume that these two dynamic arrays operate with the
same proficiency.
• The OS produces an average 13% more power than the IEq without ARR with a
range between 0% to 44% increase. This highlights clearly the benefit of employing
arbitrary row resizing when implementing an irradiance equalised array.
• The IEq with ARR produces an average 9.5% more power than the IEq without
ARR where the improvement ranges from 0% to 16% increase.
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Figure 8.6: Drop test with lower limit. The addition of the lower limit further
improves ARR equalisation capacity
Figure 8.6 shows the results for a drop test with lower limit. This graph fully emphasizes
the effects of multiple irraidance levels on a static TCT array. Its power has dropped
significantly as the lower limit is causing current restrictions leading to bypass diodes
becoming activated.
Once again the OS can operate at maximum power because it can synchronize the
maximum power point of all the sub-strings under its control. Notice how the IEq
without ARR maintains its characteristic shape with the exception that it can no longer
ever achieve 100% power extraction. This is because there exists no configuration where
irradiance is fully equalized.
Even so, the IEq with ARR performs almost equivalently to the OS under all conditions,
where its ability to form any configuration to restore coherence means it can also operate
near maximum power. Once again this elaborates how implementing arbitrary row
resizing increases output power significantly compared to an IEq without this feature.
Overall, the IEq with arbitrary row resizing produces an average of 6% more power than
the IEq without ARR, with a minimum power of almost 1.5% to a maximum power
of 12% increase. On the side, the OS produces less than 1% more power than the IEq
with ARR. Although an improvement in power of 1% would normally translate to a
much larger percentage in profit, this simulation does not include the additional losses
exhibited by each DPVA system and is indicative of the switching behaviour only.
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8.2.2 Step Test
Figure 8.7: Step test - Results by varying the value of irradiance on each sub-string
while increasing the step size.
The results from the step test in figure 8.7 indicate that all of the dynamic arrays operate
similarly under regular non uniform irradiation conditions. Looking in Zone A the OS
performs slightly better than both IEq techniques but eventually for step sizes bigger
than 20 Watts both IEq techniques perform equivalently and marginally better than the
OS. The IEq with ARR extracts an average of 2% more power than the OS. Once again,
a noticeable amount of power is lost in the static TCT system.
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8.2.3 Distributed Test
Figure 8.8: Distribution test - Results under non-uniform shading - ARR performs
better than IEq-DPVA but with the same profile.
The results from the distributed test without a lower limit are shown in figure 8.8.
Within the variances 50 - 150 W/m2 the performance between the two IEq methods is
equivalent while the OS extracts about 0.5% more power. For variances bigger than 150
W/m2 (Point A) the IEq methods remain equivalent as they both begin to outperform
the OS. The IEq with ARR produces an average of 1.5% more power than the OS with
a maximum of 4% increase to a minimum of almost 1% loss.
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Figure 8.9: Distribution test with lower limit - Results under non-uniform shading
- ARR performs noticeably better than all the previous DPVA techniques.
Figure 8.9 shows the distributed with a lower limit test and the main highlight here is
how the IEq with ARR is able to mitigate the effects of the lower limit compared to the
IEq without ARR. This improvement can be seen within the variance range of about 50
to 200 W/m2 where the red and black line diverge significantly.
The region referred to by point A shows where the OS and the IEq without ARR intersect
and so after this point any IEq is more successful at extracting power. Here the ARR
produces 2.5% more power which slightly decreases while following the profile of the IEq
without ARR. It is interesting to mention that as the variance increases, the OS drops
below that of the ARR while the IEq without ARR begins to raise towards it. After
this region of flux, all DPVA’s tend to stabilise and follow a decline in output.
Point B draws attention to the peak power extraction of both IEq-DPVA’s that rises
and falls as variance progresses. As it can be observed both IEq-DPVA’s start to fall at
variance 150 W/m2 but even so the IEq with ARR extracts an overall of 2.5% and 3%
more power than the IEq without ARR and OS respectively. The improvement of the
IEq with ARR over the OS stabilizes at around 4.5%.
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8.3 Varying the ’Dynamic to Static Ratio’ of the Adaptive
Bank DPVA
The following tests aim to highlight the features of an adaptive bank DPVA, paying
particular attention to varying the ratio between static and dynamic elements.
From figure 8.10 we can see the surface showing the power produced by an AB-DPVA
under the progressive block shading paradigm. The edge on the right shows a device
where all 16 sub strings are dynamic and shows the maximum that can be extracted (it
is identical to an IEq-DPVA with ARR). Its possible to see from the red mound at the
top that having a fully flexible system increases maximum output when a small number
of sub strings are shaded. This is expected and we can see that as soon as we have 5
static devices this maximum drops. The most poignant observation is that the ratio can
be as low as 10 static to 6 dynamic before any significant detriment is seen. Figure 8.11
shows the same test but this time with the lower limit. Here we can see that the ratio
can actually be lower while still maintaining a decent optimisation. Here the ratio of 12
static and 4 dynamic is where performance begins to be noticeably effected.
Figure 8.12 is the results from the step test on an AB-DPVA with varying ratios sizes
where the step starts a 5W/m2 and increases by 5 until it reaches 60W/m2. First thing
to notice is that there are not any gains for low variance situations as indicated by the
red line. As the gradient of irradiance increases, it is possible to see the output fall. The
most notable feature is the black line which shows that as long as 50% of the devices
are dynamic then it can restore power efficiently.
Figure 8.10: Varying the ratio of an AB-DPVA under block shading scenario. It
shows that 75% of the array can be static while still being able to reduce the effects of
partial shading efficiently
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Figure 8.11: The block test with lower limit. The variance is less pronounced and
the mound at the top has disappeared.
Figure 8.12: Results from the step tests on an AB-DPVA with various ratios. it
shows that as long as at least 50% of the array is dynamic then it is able to restore
coherence
The results from the distributed test are shown in figure 8.13 and it shows that the AB-
DPVA can restore power loss with a ratio of upto 75% static for high variance scenarios
(sunny day with shade caused by a tree). These tests have shown that implementing a
semi dynamic DPVA is in most cases as good as implementing a fully dynamic array.
There are drawbacks to having a static portion, mostly to do with profiling and restric-
tions on advanced behaviours but in terms of recovering loss through partial shading,
they exhibit excellent characteristics with a lower switch count.
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Figure 8.13: The results from the distributed tests. The main feature to note is top
row, which shows that under a large variance the AB-DPVA needs to only be 50%
dynamic (8 dynamic 8 static) for 100% extraction to be achieved and down to 25%
dynamic (4 dynamic 12 static)for a reasonable performance enhancement
8.4 Conclusion of Results
As mentioned in the introduction to this section, one of the most important observations
made from this research is not the individual details described by these graphs but
instead the appreciation of how the wider picture is delivered and how much information
is actually portrayed. By using the devised test procedure along with the simulator, the
behaviour of any array or algorithm can be quickly identified.
Moving on to more specific analysis, it can be seen that the OS-DPVA and the IEq-
DPVA with ARR are the two main rivals. There is almost no difference in performance
for the drop tests and the step tests, and the IEq-DPVA performs only slightly better in
the distributed tests. There is no advantage of utilising an IEq-DPVA without ARR and
so research and discussions regarding this operating algorithm should finish. Its clear
that any form of dynamic reconfiguration will improve power output when compared to
a static array and the gains made by both the OS-DPVA and the IEq with ARR are
almost identical.
As discussed, the IEq-DPVA is by far the easiest of the two arrays to implement. It
requires less hardware, it naturally forms a single output and it uses fewer switches in
constructing its switch matrix. It has the ability to restore coherence through the use
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of parallel configuration which is clearly useful in environments with highly distributed
irradiances.
It must be said that although these tests give a good incite into the performance of
the devices they are still not completely unbiased. The shading patterns have a regular
structure to them that might manifest results that indicate unrealistic performances,
especially in array without fully dynamic properties.
Chapter 9
Future Work
Within the last 36 months this research has uncovered some very interesting and novel
concepts, some of which were previously unseen in the literature. There are still many
more things to investigate before a fully functional industrially viable dynamic photo-
voltaic plant can be realised and this section will try to highlight some areas where more
research is required.
9.1 Generic Dynamic Array Sub-Systems
Maximum Power Point Tracker We have previously discussed how an advanced
reactive DPVA system must be made from a dynamic array operating in harmony with a
new type of maximum power point tracker. The tracker must have access to information
regarding the switch matrices intentions so that loading can stop prior to a reconfigu-
ration. Furthermore the tracker will be key in detecting changes in environment by
providing information as feedback to the control. The optimisation of a DPVA-MPPT
hybrid is almost completely unresearched in this field.
Optimise Reconfiguration Triggering We have also discussed several methods for
triggering a reconfiguration and the simplest implementation is just a timer. However,
for an advanced system it is possible to construct a more detailed image of the current
environmental conditions by fusing together data from various points. This will include
timers, Voltage sensors, MPPT data, kinematics and any other relevant source of valid
information. A modern reactive DPVA will have to interpret the situation in real time
and so a study on tailoring the complex hierarchy of rules that distinguish events will
be beneficial.
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Figure 9.1: Example block diagram showing sources of data feeding into a rules
hierarchy which controls reconfiguration. Once reconfigured the tracker takes the lead
role. This whole system needs to be optimised for maximum performance
Optimise Profiling techniques Another crucial topic that requires attention is the
complete optimisation of the irradiance profiling scheme. This research has identified
conceptually the idea of sense configurations and went on to suggest the use of two
profiling methods used to acquire data. This type of functioning requires further in-
vestigation so that a time efficient and computationally simple sequence is established
and reliable information is available for system operation. It is absolutely essential to
the scalability of the array and any commercial device will have a very robust profiling
mechanism. It will be interesting to find out what sort of scan times are practical and
which scan routines make the best use of resources.
Optimise Switches with Commercial intentions It would be useful to investigate
the use of different switches used in building the switch matrix. The isolated solid state
relays used in the prototype are convenient for a research tool but due to cost and
low power levels, they are not suitable for use in a real system. The back to back
MOSFET solution is more appropriate, but it is likely to have characteristics different
from the tested solution. It is anticipated that research looking at the applicability of
bidirectional devices (such as Gallium nitride) for switch matrix design will yield state
of the art circuits.
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9.2 OS-DPVA Specific
The optimised string dynamic photovoltaic array has had its theoretical operation dis-
cussed and its behaviour identified through simulation. However, there are still several
key components that require analysis before it is feasible to implement a real system.
One subject is the development of the synchronised converter bank used to load the
power channels. This bank will need to track the maximum power point of the strings
while handling unknown voltage at each input and operating seamlessly with inter-
mittent dynamic reconfiguration. There have been examples of distributed systems in
literature but none have specifically been aimed at the unionisation of unequal strings
that vary in voltage over time. The investigation should also enquire about proficien-
cies of using the different mixes of converter types within the bank (DC/DC/AC or
DC/AC/AC), particularly with regards to the losses and convenience of balancing.
The algorithm proposed in this thesis will discover the optimum configuration given the
insolation conditions but it does not yet support ”sub-string dropping”. This is where
a sub-string is completely omitted from the array because its inclusion is guaranteed to
detriment the total output power. It is not a major task to write in the extra proce-
dural steps for this and it would improve the efficiency of the DPVA under particular
conditions.
An investigation into how varying the number of channels affects the power output would
prove interesting. In this work a 4 and 3 channel device have been discussed but a full
study on how these compare to a 2 or 5 channel device under the same conditions would
be useful.
Finally, it would be interesting to investigate the properties of Patnaik’s matrix architec-
ture [33]. It has a dimension of flexibility that is not present in the OS-DPVA presented
by this research. Although it has been shown that their system has an increased number
of switches and reduced performance, it would still be useful for the field to identify the
extra properties exhibited by this type of system.
Chapter 9 Future Work 167
9.3 TCT-DPVA Specific
A recent concerning the sense configuration strategy has emerged and it allows for con-
tinuous power delivery while simultaneously sensing. In its most expensive embodiment
it requires one extra switch per sub-string but its simplification of the sensing strategy
is probably worth it. The idea involves dedicating an existing bus to sensing (its known
as a sense rail) and the array will configure the TCT so that power is delivered out of an
intermittent tier, leaving an unused tier where sensing can be carried out. The purpose
is to allow for continuous power delivery and if required continuous serial monitoring. In
essence, it is the optimisation of the sense configurations discussed earlier in this thesis
as it now has dedicated a necessary route through the matrix to the act of sensing.
There are many ways to operate a sense rail and an efficient methodology will make the
IEq-DPVA even more robust.
Figure 9.2: By dedicating one of the rails to sensing then this simplifies the sense
configuration technique. It is now possible to all ways provide power to the load while
taking measurements.
Chapter 10
Conclusions
The field of engineering dynamic photovoltaic arrays is still fairly new and a lot of
detailed topics have yet to be properly researched. By implementing a simulator with
hardware in the loop, ideas from all levels of abstraction can been tested and their
viability understood. Examples of these include developing sorting algorithms, checking
switch set layout, investigating sensing and triggering strategies, optimising switching
sequencing, perfecting the hybridization of dynamic array MPPTs, testing electrical
limits of components, aiding in the development of a rules hierarchy, plus many other
incites into advanced behaviours. The commercial uptake of dynamic arrays has yet
to be seen but due to the gains in efficiency and versatility over static devices it is
not unreasonable to expect the market to accept the new technology once it has been
developed. Even a basic implementation can improve output power by a significant
margin (20% for Armstrong’s FC-DPVA [28]) and as Moore’s law will inevitably reduce
the cost of the required components, it may well become logical to implement a system
with dynamics as opposed to implementing one without. At first this is likely to only
have a small effect on our electricity usage purely because of the amount of power we get
from oil and nuclear. However as time moves on and society transitions towards using
more sustainable energy solutions, a more efficient and versatile solar array should gain
support and therefore contribute to the modernisation of the renewable infrastructure.
The previous work on the irradiance equalized DPVA was sufficient enough to identify
its operational techniques but it lacked the speed required to make it a real time sys-
tem and it lacked the flexibility required to exploit the full features of the topology.
The same can be said for all of the string configured arrays where the basic principles
of reconfiguration have been observed but most systems are still ill equipped to opti-
mise efficiently. Some useful questions examined in this research include ”what is the
most beneficial compromise between x and y”, ”what is the easiest way to deal with
certain electrical effects” and ”what precision is required in order to make meaningful
conclusions”. Asking these questions during the development phases usually spurred on
progress, which then generally lead on to other more complicated inquiries.
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Total Cross Tied Dynamic Photovoltiac Array By modifying the switch matrix
so that it is repetitive, several additional layers of flexibility become apparent and ex-
ploiting this ductility allowed for advanced behaviours which ultimately leads to a more
useful system. In fact, improving flexibility has been fundamental to the work presented
here. Firstly we allowed for an arbitrary number of sub-strings to exist in a tier. This
first level improvement directly aids shade resilience and has been proven to increase the
output power to a near maximum. The added flexibility has a secondary effect where
now it is possible to implement sense configurations and consequently the sensor count
has been reduced down to one. This is a good saving in terms of money, complexity and
effort as it allows reading from a single node while maintaining power delivery. Future
devices will probably look to integrate the behaviours of a dynamic array into a bespoke
maximum power point tracker. By marrying these two subsystems under a single con-
trolled framework then we have once again added additional layers of flexibility of the
system. For instance, there are many occasions where the MPPT should be reacting
to high speed events while the DPVA should remain unchanged. Getting the sequence
of command right will depend on many factors, particularly the systems destination
and load requirements. On top of that, a DPVA-MPPT hybrid has the advantage of
gaining access to detailed information that will help with triggering reconfiguration. No
other sensing strategy suggested has the same depth of knowledge with regards to the
immediate loading condition and the immediate configuration. When fully optimised,
the irradiance equalized dynamic array is likely to be the main competitor in future
installations.
The adaptive bank DPVA is an excellent compromise between flexibility and lower cost
as it seems to facilitate an upto 50% reduction in switches while still being good at
reducing the effects of partial shading. For large scale systems this may look inviting,
however for smaller scale deployments it might not be as rewarding. The real drawback
to this system is the inaccessibility to the static sub-strings meaning arrays of sensors
must be used during profiling and it is forced to operate with estimations and models.
It also limits the availability of advanced behaviours which for some applications may
make it inappropriate. Even so, this type of DPVA has some arenas were its properties
are favourable and so will probably be used in the future.
The linear switch TCT is another good system but it lacks any flexibility beyond simple
reconfiguration, which may be perfectly acceptable in some situations. It cleverly uses a
simple switch matrix and a robust topology to operate but one must note that smaller
number of ’switches’ doesn’t necessarily mean a smaller number of devices as current
carrying capacity must always increase. What is noteworthy is that all types of dynamic
array in the TCT class are excellent choices and they only differ by the level of flexibility
available. This proficiency occurs because of the coherence restoration properties of the
total cross tied array which is not seen in the other topologies.
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String Configured Dynamic Photovoltiac Array The optimised string DPVA is
more complex than the irradiance equalised DPVA and has a different set of character-
istics as made obvious from the test results. In most low power urban cases it may not
be advisable to implement an optimised string instead of an IEq-DPVA simply because
it is harder to control, it is requires more hardware and there is no obvious benefit.
However in some cases the extra expense could be worth it as the switch infrastructure
required by the optimised string DPVA can also support operating like an irradiance
equalized DPVA, an adaptive bank DPVA and more interestingly an alternating cur-
rent DPVA. This ability to mimic all other dynamic arrays simply by controlling the
switching sequence is useful in research conditions and it may find novelty in some real
world applications. The converter stages that load the OS-DPVA need to be properly
designed so that intermittent drop outs due to dynamic reconfiguration is catered for
while ensuring maximum power is extracted and data is collected. Thankfully the tech-
nology for this sort of distributed tracking technique is already well researched and so
getting it to operate with this type of array should simply be a task of programming
it into the control. As for the linear switch string configured dynamic arrays, these
devices seem to be the worst type of dynamic array possible and are likely to be avoided
by industry. They provide limited gain, they struggle with complex environments and
in some cases they can be complicated to operate. If a simplistic dynamic array that
reduces effects of partial shading is required then the linear switch TCT is a much better
choice. If however a bespoke set of configurations is required then an purpose build fixed
configuration DPVA may be more suitable.
Chapter 10 Conclusions 171
The target application will dictate which of the arrays is most suitable and which of the
advanced peripheral functions are required. There is an exciting collection of scenarios
and with advances in solar cell technology constantly improving the power yield, one
can expect photovoltaics to slowly become a viable source of power that fuels human
activity.
One of the most exciting yet undisclosed aspects of this research is the methods used here
could easily be ported to other energy harvesting systems. Solar cells are simply current
sources with a particular IV characteristic and when considered as such the dynamic
array reconfiguration strategies could apply to a multitude different technologies. Its
possible to imagine a hybrid ’power source-sink’ made from a combination of rechargeable
batteries, capacitors, inductors and sub-strings where the switching sequence would
contain very sophisticated procedures. This next level hybridization of power sources
within a single controllable switch matrix will produce a device with far more properties
than anything previously mentioned in this thesis.
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