This paper presents an educational data mining model for predicting student performance in programming courses. Identifying variables that predict student programming performance may help educators. These variables are influenced by various factors. The study engages factors like students' mathematical background, programming aptitude, problem solving skills, gender, prior experience, high school mathematics grade, locality, previous computer programming experience, and e learning usage. The proposed model includes three phases; data preprocessing, attribute selection and rule extraction algorithm.
INTRODUCTION
The term KDD refers to the overall process of knowledge Discovery in Databases. Data mining is a particular step in this process, involving the application of specific algorithms for extracting patterns (models) from data. The additional steps in the KDD process, such as data preparation, data selection, data cleaning, incorporation of appropriate prior knowledge, and proper interpretation of the results of mining, ensures that useful knowledge is derived from the data [1] . Data mining offers capabilities to process data of different types (e.g., qualitative and quantitative) and originating at different sources. None of the traditional approaches is able to cover such a wide spectrum of data diversity [2] .
The purpose of a data mining effort is normally either to create a descriptive model or a predictive model. A descriptive model presents the main features of the data set. The most characteristic descriptive modeling task is clustering. The purpose of a predictive model is to allow the data miner to predict an unknown (often future) value of a specific variable, the target variable. The predictive model is created from given known values of variables, possibly including previous values of the target variable [3] . Data mining becomes one of the most important tools used for solving most of today's problems that are related to different sectors of our life. The wide range of applications from business tasks (credit risk analysis) to scientific tasks (prediction of mutagenicity of organic compounds) have led to the development of a huge variety of learning methods and algorithms for rule extraction and prediction. The general tasks of classification, regression, clustering, or deviation analysis have a large number of solutions such as neural networks, decision tree learners, rule learners or Bayesian networks [4] . P. Andreeva, M. Dimitrova and P. Radeva presented a comparison of different learning models and a practical guideline how to select the most suited algorithm for a specific application and some empirical criteria for describing and evaluating learning methods are given. Different data mining systems (free software and demo versions) are explored, based on specific techniques for classification, clustering and decision-making. Three case studies for medical data sets are presented and potential benefits of the proposed methodology for diagnosis learning are suggested [5] . Rule extraction can be used to discover relationships between data and possibly to improve the generalization of solution. A. S. Kuttiyil presented some issues concerning rule extraction techniques: Granularity: The level of detailed hypotheses and evidence that the system can provide with each of its output decisions. Transparency: How well the decisions of conclusions can be explained. Modifiability: Ability of extracted rules to be updated when the corresponding trained with different data sets. Robustness: Measure of how insensitive the method to corruptions in the training data or initial domain knowledge [6].
In the most of studies researchers use Artificial Neural Network (ANN) and Support Vector Machine (SVM) for classification and then extract rules from this system [7] [8] [9] [10] [11] . Other studies use Group Method of Data Handling (GMDH) to extract rules [12, 13] .
EDUCATIONAL DATA MINING
Educational data mining is an interesting research area which extracts useful, previously unknown patterns from educational database for better understanding, improved educational performance and assessment of the student learning process [14] . It is concerned with developing methods for exploring the unique types of data that come from educational environment which include students' results repository. Figure  1 shows the application of data mining in educational systems. C. Romero, S. Ventura introduced a survey from 1995 to 2005 for the application of data mining to traditional educational systems, particular web-based courses, well-known learning content management systems, and adaptive and intelligent web-based educational systems.
Fig 1: Application of data mining in educational systems
Each of these systems has different data source and objectives for knowledge discovering. After preprocessing the available data in each case, data mining techniques can be applied: statistics and visualization; clustering, classification and outlier detection; association rule mining and pattern mining; and text mining [15] . E. Chandra presented data mining in education environment that identifies students' failure patterns using mining techniques; the traditional Apriori algorithm was implemented to generate the hidden patterns from the students' failed courses dataset [16] . An approach to classify students in order to predict their final year grade based on the features extracted from logged data in an educational web-based system was reported in [17] . The relationship between students' university entrance examination results and their success was studied using cluster analysis and k-means algorithm techniques in [18] . S.Charles, L.Arockiam, and V.Kumar investigated the association between learning behavior and programming skills. Clustering is used to determine the similarity in the students' dataset. Each cluster reveals the identity based on its learning behavior of the student. Multilayer Perception (MLP) technique classifies the learning behavior of students and their programming skills based on learning by example [19] .
Predictors of Programming Performance
Most students believe that computer programming is difficult. High failure rates were reported among in introductory programming courses poses an important challenge for freshmen students of many programs. These courses require students to devote a sustained effort during the whole course and a failure to do so may students taking programming courses [20] [21] [22] .
Although several factors that affect learning to program have been identified over the years, we are still far from a full understanding of why some students learn to program easily and quickly while others flounder. The most frequently mentioned factor is previous computer programming experience. Self-efficacy for programming is influenced by previous programming experience, and student self-efficacy increases substantially during an introductory programming course. Furthermore, students' mental models of programming influence their self-efficacy, and both the mental model and self-efficacy have a direct effect on overall success in an introductory course. [23] . Other factors that may affect course success have been less well investigated such as relationship of mathematics or science background to computer programming success. A relationship between student learning styles and learning to program has been found [24] . There is a body of research on the student's mental model of programming in relation to success in specific programming tasks [25] . In summary, there is a substantial literature on factors affecting student performance [26] .
Predicting student performance in a particular course, or even on assessments within a course, is a difficult but useful undertaking. Given such predictions, a professor can help focus student effort on potential problem areas for particular students given their performance in previous courses.
Previous studies have identified a number of predictors. Wilfred W.F. Lau, Allan H.K. Yuen examined the effect of a combination of predictors (gender, learning styles, mental models, prior composite academic ability, and medium of instruction) on programming performance [27] .
A.T. Chamillard reported the use of statistical analysis techniques to build predictive models. While many of the generated models did not have sufficient predictive power to be useful, the stronger models and other observations from the analysis provide useful insight into the relationships between the various courses. The models presented use only previous course grades as predictor variables [28] Sally Fincher et al. presented a multi-national, multiinstitutional study that investigated introductory programming courses. Report presents a study of possible influencing factors that is distinctive in a number of ways. First, it is both multiinstitutional and multi-national, with participants from eleven institutions in three countries. . The study was based on four different diagnostic tasks: a spatial visualization task (a standard paper folding test); a behavioral task used to assess the ability to design and sketch a simple map; a second behavioral task used to assess the ability to articulate a search strategy; and an attitudinal task focusing on approaches to learning and studying (a standard study process questionnaire) [29] .
Programming Aptitude Test
Many attempts have been made to design tests that can reliably predict whether or not students are adequately prepared for CS1 courses, and a number of studies have attempted to determine specific testable attributes that correlate highly with success in CS1 [30] .
Programming aptitude testing has coexisted with the programming profession and education for decades. Probably the best known early test used to predict programming aptitude was the IBM Programmer Aptitude Test (PAT) [31] . Many researches investigated the relationship between programming skill acquisition and various measures of individual differences including:1) mathematical background; 2) problem solving abilities; and 3) cognitive skills [32] [33] [34] [35] [36] [37] [38] . In this study we formulate a test contains 20 questions and tasks from tasks represent the Huoman Programming Aptitude Test, Dehnadi's assessment instrument, problem solving questions, and mathematically oriented programming skills test. Table 1 contains sample of these tasks. 
Collecting Students Data
The test was applied to students from computer science department at Mansoura University over three years. The obtained results and students' data about other variables are collected. These variables or attributes contained: gender, prior experience (student's score in the previous academic year), high school mathematics grade, locality, previous computer programming experience, and e learning usage where the students' programming course has an e learning form which is produced under supervision of National E-Learning Center, Egypt. The e learning course activated over three academic years. The collected data are analyzed by data mining techniques and predicting the results as illustrated in the following section.
Knowledge Extraction for Student Performance Prediction
The Students attributes' data is used to extract knowledge. The automated knowledge extraction model developed through three phases: data preprocessing, attribute selection, and rule extraction. The students' data includes 10 predictive attributes and one target attribute. The predictive attributes are Student ID, High school mathematics grade, mathematical background, problem solving, programming aptitude, prior experience, previous computer programming experience, gender, locality, and e learning usage. The target attribute is the Grade (student performance in programming course). Sample of students' dataset is shown in table 2. 
Data Preprocessing

Attribute Selection
Preprocessing stage of dataset constructs a new universal attribute set, U att_new (U att_new  U att ). This set is now suitable for the extraction of the most relevant attributes, U att_most , (U att_most  U att_new ). The most relevant attributes are determined according to an evaluation function (E s ), presented in [41] . C AT : Average of attribute -target correlations.
P (a i ): Probability that an attribute has value a i . P (t j |a i ): Conditional probability that target has value t j when an attribute has a value a i .
The attribute selection process determines the most relevant attribute set as: {High school mathematics grade, mathematical background, programming aptitude, prior experience, previous computer programming experience, locality, and e learning usage}, which have the largest evaluation function value, Es.
Rule Extraction
Decision trees are a classic method of inductive inference that is still very popular. They are not only easy to implement and use for classification and regression tasks, but also good predictive performance, computational efficiency [42] . The construction of a decision tree is based on splitting internal nodes recursively. The selection of split attributes on internal nodes is extremely important during the construction process and determines to a large extent the final structure of the decision tree. Many efforts have been made on this aspect and a set of split criteria, such as the Gini index, the information gain and the Chi-Square test, are available. Entropy theory is adopted to select the appropriate split attribute by the well-known C4.5 algorithm. Let N be the size of the dataset D and N j the number of samples in class j. Assuming that there are K class labels, the entropy theory states that the average amount of information needed to classify a sample is as follows:
When the dataset D is split into several subsets D 1 , D2…D n according to the outcomes of attributes X, the information gain is defined as:
Where N i is the number of samples in subset D i ID3 favors all attributes with the largest gain. C4.5 applies Gain ratio, instead of Gain, as following:
C4.5 greedily partitions nodes until a trivial value of the Gain ratio is achieved. A prune procedure is then performed in order to avoid generating a complex tree that over fits the data [43] . A part of Decision tree for the students' dataset is shown in figure 2. The proposed algorithm is efficient for extracting accurate and comprehensible set of rules from the students' dataset for the following reasons; (i) it extracts only rules in which the antecedent(s) satisfy 100 % of the conditional probability within certain class, consequently the output rules are accurate.
(ii) It controls the number of antecedent(s) in each extracted rule according to stopping criterion. The number of antecedent doesn't exceed N-1. Therefore the extracted rules are comprehensible for the user. (iii) The proposed algorithm extracts only a set of rules which satisfy a specific threshold supporting level (number of records in the dataset covered by the extracted rule). The high supporting level reduces the number of output rules and increases their quality.
Conclusion
The ability to predict an individual's potential to learn programming concepts is important for many reasons. Identifying variables that predict student programming performance may help educators and employers select potential students and employees. Curriculum committees can use prediction results to guide changes to the curriculum and evaluation of the effects of those changes. Data mining can be used to discover novel relationships that my exist in the data and possibly to improve the generalization of solution. This study investigates the potential of data mining for enhancing the effectiveness of academic planners and level advisers in higher institutions of learning. Students' data in the department of computer science from Mansoura University are collected over three academic years and data mining algorithm is applied to extract rules predicting students' performance in programming course. A set of accurate and comprehensible rules is obtained. The machine learning algorithm extracts only the rules which have the antecedent(s) satisfy 100 % of the conditional probability within certain class. The extracted rules confirm the important of variables such as High School Mathematics Grade and programming aptitude. Educators should tack these variables into account in the qualifying exam to join computer science departments at universities. 
