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La theorie quantique des champs et, plus prCcistment la forme de la seconde 
quantification, amene a considerer les operateurs de creation et d’annihilation; 
que l’on represente dans le cas des champs de bosons respectivement comme 
des operateurs de multiplication par une coordonnee ou de derivation dans une 
direction. C’est cette classe d’operateurs que l’on va considerer sur un espace te 
Hilbert X reel et separable. On sait que l’on peut rep&enter les fonctions (et 
done les operateurs) soit comme fonctions sur l’espace X (representation 
corpusculaire) ou d’une maniere Cquivalente sur l’espace Xc (representation 
ondulatoire). Nous Ctudions done une classe d’operateurs du second ordre 
engendree par les opkrateurs de creation et d’annihilation. Nous nous sommes) 
pose le probleme de determiner quels sont les operateurs elliptiques, ca qui est 
l’objet de ce papier. Les espaces de Sobolev introduits par P. Kree [6] servent 
de cadre a ce travail. 11 est interessant de noter que notre methode s’appuie pour 
l’essentiel sur la possibilite de ramener par une conjugaison par une transforma- 
tion metaplectique, l’operateur 8 une forme canonique. (c’est a dire qui ne 
contient plus que des produits d’un operateur de creation et d’un operateur 
d’annihilation). Nous gCn&alisons ainsi un theoreme de F. Berezin [2] et on 
Ctudie ainsi le groupe symplectique [14] et l’action des transformations meta- 
plectiques. On fait remarquer que dans notre travail [IO], pour une classe 
differente, nous n’avons pas eu besoin de recourir a une methode aussi precise; 
ce qui fait que le cas des operateurs d’ordre plus grand ou Cgal a trois reste 
ouvert. 11 est probable enfin que notre resultat pourrait s’appliquer au complexe 
de Hodge sur une “Wiemann manifold” [l I]. 
NOTATIONS ET BNONCI?S 
Soit X un espace de Hilbert reel separable identifiee a son dual. Soit Xc son 
complexifie. Les normes sont notees par / I. 
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Si F et G sont deux espaces de Hilbert, F @ G est le complete pour la norme 
de Hilbert Schmidt du produit tensoriel F @ G. Le symbole & X est reserve a 
l’espace des tenseurs symetriques de aji X. La norme induite est notee par 1 Ii . 
Soit s E aB. P. Kree [6] definit I’espace de Hilbert. F”(X) = {@: Xc + @ 1 @ 
est entiere sur Xc, VZ E N III@(O) E <al X’” et II@ 11% = Clm_a (1 + 1)s/Z! 1 DW(O)12; 
< + co}li”(X) s’identide avec l’espace de Fock & Gjj Xc. 
Soit (X&, la famille des sous espaces de dimension finie de X. Soit v la 
mesure cylindrique gaussienne canonique de X Y = (v& . On designe par 
K8(X) = (U E o~cy~(x) ( e1i21~1%(f) E Fs(X)} 
0’ c cYl est un espace de distributions cylindriques sur X. zi([) 8 E X est la trans- 
formee de Fourier de u . K”(X) est ainsi un espace de Hilbert. Nous renvoyons 
a M. Kree [5] pour une etude detaillee. L’espace K”(X) est un espace de mesures 
cylindriques u = (u~v& oii ui ELE*(XJ et 11 u /lo = supi,, 11 ui IjL~i . 
On notera 
B(u)(z) = e1@z2(z) z E Xc 
Voir P. KrCe [6]. La forme sesquihntaire sur KS x K-” 
permet d’identifier KS avec l’anti dual de K-“. Voir [6]. 
L’operateur de derivation de densite d’ordre I multiplie par (l/i)” (voir P. 
KrCe [6]) u -+ Dzu est continu de KS(X) - KS-~(X) B sz Xc; il se represente 
Cgalement par 
@ E F” + Dzz@(z) E Fs-l g 8 X’” 
L’operateur adjoint est div,: KS(X) 8 B‘l Xc + KS-I(X) ou encore a(z) E 
F” 8 & Xc -+ ( a1 z) @p(z) E Fs-z. N ous renvoyons ici a [9]. Si e E X on a un 
operateur de creation par u -+ div e @ u et un operateur d’annihilation par 
u-+Du.e. 
Si ukz E 2’( $z Xc, Bk Xc) on Ctudie des operateurs P = ~o(z+ksz div, a,,Dz. 
Comme il est plus commode d’utiliser des mesures que des mesures cylin- 
driques, on choisit une injection i de Hilbert Schmidt a image dense iX + E 
qui permet de plonger E’ dans X’ N X. v devient une mesure de Radon gaus- 
sienne sur E. Les elements de KS(X) s > 0 deviennent des distributions cylin- 
driques sur E ayant un densite dans Lv2(E) par rapport a v. Reciproquement, si 
u E Lv2(E) on notera seulement u et non uv l’eltment de KS ainsi obtenu, utilisant 
alors systematiquement une notation fonctionnelle. 
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Si t E 3r X on sait que I’on peut definir H,(x)t EL,“(E) p < a3 par prolon- 
gement continu de l’application 
E 
On sait que tout Clement u E K”(X) peut s’exprimer pa; 
on Ccrira en fait 
24. = f H,(x) . t, 
Z=O 
On peut Cgalement, apres radonification, definir un produit d’un ClCment de KS 
par une fonction non cylindrique; on peut ainsi d&kit un support et Ctudier des 
operateurs P 
P = C div, a,,(3c)DE 
Oti 
On utilise la notation Cbm pour designer I’espace des fonctions indefiniment 
differentiables au sens de FrCchet, dont les derivees sont born&es sur E. 
Si P est un operateur differentiel P = &+rc2 div, Q(X) Dr, on designera par 
le symbole de P defini sur E x Xc; ou simplement Xc lorsque les coefficients a,<, 
sont constants. 
On prouve d’abord, en notant par Spc(X) le groupe symplectique restreint 
de X (voir [14]) 
THBOFUIME 1. Soit P = 2 div CYD + ,6 . 02 + diva p un opkrateur diffkrentiel 
qui v&rife : 
II existe un t%!ment g E Spc(X) et tine transformation T,: K”(X) + K”(X) associbe, 
we application w E L?(Xc) uutoadjointe, X E @ tels que: 
TF1PT,=2divwD+p 
Ceci permet d’obtenir 
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THBOR~ME 2. Soit P une ophateur d@&entiel P = 2 div AD + pD2 + div, v 
avec A c: 9(Xc), TV et v E & Xc. Les conditions suivantes sont iquivalentes: 
(i) I1 existe c > 0 tel que 
vz f X” 1 p(,%, .z)i = 1 2(%z, z) + @ T vz2 I > c 1 z 12 
(ii) Vs E R, il existe c > 0 tel que 
Vu E K3+2 IIu Iii+, G 4 Pu II”, + Ii u I!?+,) 
L’etude du cas des coefficients variables fait apparaitre une difference par 
rapport au resultat de [lo] ou encore a la situation de la dimension finie. 
THBORGME 3. Soit P = 2 div h(x)D + p(x) D2 + div, v(x). Les conditions 
suivantes sont t!quivalentes: 
(i) Vx E E, il existe un sous espace vectoriel L C X de dimension finie, une 
constante c > 0 tels que 
(ii) Pour toutepartie compacte K de E, il existe un voisinage V de K tel que 
Vs 6 [w il existe c > 0 tel que u E K8+2, supp u C F entrainent 
II u II:+2 < 4 pu it: + II 24 114+,, 
Le paragraphe I est consacre a la preuve des ThCorbmes I et 2, le paragraphe II 
a celui du Theoreme 2. On a 1aissC en Appendice la preuve des deux lemmes 
techniques. 
I. ESTIMATION POUR UN OPkATEUR DU SECOND ORDRE A “COEFFICIENTS CONSTANTS” 
On va operer quelques reductions preliminaires pour se ramener a un operateur 
autoadjoint et dont le symbole ~(2, z) est reel elliptique. Sur cette forme on 
montrera qu’il existe une transformation metaplectique qui ramene I’operateur 
a une forme canonique. La derniltre Ctape sera de prouver l’estimation sous 
cette derniere forme. 
I. Rkduction ci un opkateur autoadjoint dont le symbole est Gel positij 
11 n’est pas genant de considerer que l’operateur est homogene du second 
ordre. Soit P = 2 div AD + t~D2 + div, v oh X E Y(Xc); p et v E a2 Xc P* = 
320 B. LASCAR 
2 div h*D + div, p + CD2. Posons PI = (P t P*)/2 et Pz = (P - P*)/2i de 
sorte que 
P = PI + iP, P,* == PI , Pz = P, 
Soit s E [w, )I Pu 11: = (L’I~*/~PzL, clS/zPu) oh AsI est l’isometrie de KS sur L” 
obtenue par 
fl”‘“f = c (1 + Z)SI2f,H, si f =Cf& 
2 2 
Or 
II pu II: = II Pp II; + II p2u II: + WJ”P, - p2~s~l)% 4 
R = PIASP - P,A”P, = As(plP2 - p2Pl) + [PI, As] P2 - [p2, (121 pl 
11 suffit d’utiliser successivement les lemmes Al et A2 pour voir que R est un 
operateur d’ordre 2s + 3. Pour que l’estimation elliptique ait lieu pour P il 
suffit done qu’elle ait lieu pour PI . C’est pourquoi, on montre: 
LEMME 1.1. Soit p(~, ,z) une forme quadratique sur X @ X telle que: 
I p(Z, z)I > c . 1 z I2 Vz E X @ X; il existe [ E @ et c’ > 0 telle que Re &‘p(Z, 2) > 
c’ 1 I 12. 
Dt!monstration. I1 s’agit de prouver que l’image de p est contenue dans un 
cone convexe ferme propre de Q). Notons par Zi la famille de plans de dimension 
2 de l’espace X @ Xet Ti = Im(p I=,). 0 n va prouver qu’il existe c’ > 0 tel que 
Vi 3& E @ n S’ tel que Re &p(~, a) > c’ 1 z I2 Vz E Zi . Montrons d’abord que 
ceci suffit a conclure. On sait que l’image de p dans C est un cone convexe de @, 
soit r = &. Si X, p E F n 9, on determine X, = p(x,) E S1, pn = p(m) E S1, 
A, converge vers h, pn vers p. Re Q(x~) > C’ j x, I2 et Re [,p(y,) 3 C‘ I yn j2 
done 
I P&J + p(yn)l 2 4 XT2 I2 + I Yn I”) > -g 
(si j p(z)/ < M / x i2), et done 1 X + p 1 > 2c’/M. Si p(z) est une forme qua- 
dratique sur un espace reel de dimension 2 telle que c j x I2 < 1 p(x)/ < M I x j2 
on montre qu’il existe z E C\(o), y E @ 1 y / < 1, une application lineaire x - 
l(x) E @ telle que C, I x / < I [(x)1 < C, I x ) (oti C, et C, dependent seulement 
de c et M) telles que 
P(X) = 2-l I &4l”U i- r&w(x)) 
Pour cela, choisissons une base orthonormte (e, , e,), 
p(x) = P(el>(x2 - 594(x2 - 52x1) 
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si x = xre, + xse,; on montre, en utilisant Ie fait que les fonctions 
et 
(p, 4) E c2 -+ inf(l Im 5, 12, I Im Cl I”) 
I 52 I2 + I 5, I2 
oh [r et [2 sont les racines de x2 + 2px + q = 0 sont continues, qu’il y a des 
constantes C; et Ci qui ne dependent que de c et M telles que 
inf(l Im t2 I, I Im Cl I) 3 G et que I 5, I + I t2 I < C; 
On conclut en notant que 
Le lemme est done prouve. On note que pr(%, z) = Rep(5, z) et on peut done 
se ramener au cas oh p(S, z) > c I x I2 Vz E Xc. 
2. Rbduction li une forme canonique 
On note maintenant P = 2 div CXD + i3Dz + div, p oh cc E .Y(Xc) est auto- 
adjoint tandis que fi E a2 Xc (done “fi = b). p(.%, z) = 2(519, Z) + /ET” + /?z2 > 
c I x j2. On considkre maintenant une forme quadratique q(z) sur X @ X, 
verifiant l’hypothese (H) c’est a dire 
q(Z)=2(arz,z)+~~2+~~2:01*=01,BE~XC;q(2)~EgIZI2 
2 
On identifie en effet 1’ClCment z = (5, x) E X @ X avec z = 5 + ix E Xc. La 
forme symplectique u sur X @ X s’exprime par 
45 4; (17, Y)) = 5~ + x7 = --Im 23’ 
On d&ermine un endomorphisme F de X @ X antisymttrique par rapport a 
0 par la condition 242, Fz’) = q(z, x’); F est dite l’application hamiltonienne 
de q. 
On voit que Fz = i(cuz + /I%). Ou encore on voit que F est represent6 par 
la matrice 
F = f [ 1 : avecp = -(a” + fl”), s = f? - c/, q = p’ - LX’, Y = p’ + 01‘ 
si on a note CL = ~1’ + ia’, p = /3’ + $3” (cc’, /3’, c?, /3” E Z(X)) ce qui fait que: 
tq = q, 9 = r, Q = -p, q + r etp - s dont des operateurs de Hilbert Schmidt. 
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Keciproquement, ces conditions sur p, 4, Y, s determinent une application b 
antisymetrique par rapport a D dont la partie non holomorphe est un operateur 
de Hilbert Schmidt. On notera A(X) cet ensemble d’applications lineaires de 
x 0 x. 
DEFINITION 2.1. On note Spc(X) le sous groupe de GL(X Gl S) forme par 
les applications g qui conservent la forme symplectique et telles que ‘gg - I 
est un operateur de Hilbert Schmidt (ici ‘g est relatif au produit scalaire ((4, x), 
(7, y)) = (77 -t xy sur X @ X). Faisons quelques remarques Clementaires: 
Remarques. (1) Si on note gz = y’z f Y,? pour g E Spc(X), (p), Y 6 Y(X’)) 
Y est de Hilbert Schmidt. Si on exprimeg = [z i](u, b, c, d E Y(X)), g E Spc(X) 
est equivalent a g E GL(X @ X) et tdb = t(tdb), fca = t(tca), tdu - tbc = 1, 
a - d et b + c sont de Hilbert Schmidt. 
(2) Si F est antisymetrique par rapport a u et si sa partie anti holomorphe 
est de Hilbert Schmidt il en est de meme de l’applicationg-rFg sig E Spc(X) et on 
a les relations: 
Fz = i(orz + iyz) (g-lFg))z = i(&z + /%) 
avec 
si 
gz = p + YZ et g-lx = ip’z + Y’z 
(3) Le groupe unitaire de XcU(Xc) est contenu dans Spc(X). On va 
prouver que sous I’hypotese (H) on peut transformer la forme quadratique par 
conjugaison avec un Clement de Spc(X) de facon que p = 0. I1 nous sera utile 
dans la suite de pouvoir supposer que 01 est un operateur symetrique reel et on 
prouve done: 
PROPOSITION 2.1. Soit OL E LY(Xc) un ophateur autoadjoint, il existe u E lJ(Xc) 
et w E Y(X) syme’trique tel que u-k4 = wc. 
De’monstration. La preuve utilise Cvidemment la theorie de Gelfand. On 
note Spec(cu) C R (puisque 01 est autoadjoint) le spectre de 01. On considere la 
representation 
qui s’exprime par 
f E ~&pec(4) - f(a) E g(Xr) 
(f(+> Y) = s ./I4 dmw(4 
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I ou VZ~,~ est la mesure spectrale. On sait qu’il existe une decomposition XC = 
GnGN N, en somme hilbertienne, telle que OL, = a: IN E Y(N,) et telle que la 
reprksentation f E %Yc(Spec(cL,)) --+ f(ol,J E Y(N,J soit “monogene, et admette le 
vecteur x, comme vecteur totalisateur. Pour p E k4 U {+co} on note A, = 
(n E N 1 dim k4, = p}, A, est fini ou denombrable. M = un=r {n} x {1,2,... 
dim NJ est denombrable et infini, on designe par 9 une bijection de N sur M. 
P, = cp-l(n, [I, dim NJ). Les P, forment une partition de N et card P, = 
dim N, . Si ej est une base orthonormee de X on pose X, = {ev engendre par 
ej jE P,). De sorte que X = 0, X, et que Xnc E N, . On pose pn = n~~,,~~ , 
est une mesure positive sur Spec(cu,). Soit jk un isomorphisme isometrique jAXn + 
b2(Spe44, 14 et in son extension isometrique Xnc ---f Lc2(Spec(Lu,), pa). 
On d&nit u,Xnc + N,, par u,(x) = j’,(x)(a,)(x,) on note que 
I u&)12 = (I j&>12(4xn , x,) = J I i&)h I2 444 = I x 12, 
dont u, est isometrique injective et son image est fermee, mais I’image est dense 
puisque x, est un vecteur totalisateur. Done u, est un isomorphisme unitaire 
de X,” sur N, uzol,u, E 9(Xnc). 
Done si x et y E X, j,(x),+ et j,( y)X sont reelles done (ufor,u,(x), y) est reel pour 
x et y E X, . Done ww = U$Y,U, applique X, dans X, et est done symetrique 
(positif si ollz est positif). L’application u = 0, u, E 6p(Xc) est un isomorphisme 
unitaire, w = U*OIU = 0, W, est un endomorphisme reel symetrique de Xc. 
Changeant done F en u-lFu on suppose que 01 est le complexifie d’un endor- 
phisme symetrique de X. On va prouver maintenant le resultat principal de ce 
paragrdphe. 
PROPOSITION 2.2. Soit F un endomoyphisme de X @ X qui s’exprime par Fx = 
i(cfz + pq ou CY* = 01 E 9(X”), p E e2 Xc. Si q(z) = a(~, Fz) > c / z 12, il 
existe g E Spc(X) tel que 
(g-lFg)z = ioi’x ou 01’ = oO* E .Y(Xc) 
Dtfmonstration. Dans cette partie il est necessaire de complexifier l’espace 
X @ X; on introduit done Xc @ Xc. On note encore par F I’application obtenue 
par complexification, et par (T la forme bilineaire antisymetrique obtenue sur 
Xc @ Xc. On note encore par q le prolongement bilineaire de q mais sur 4” le 
prolongement sesquilineaire. On note que n”(z) > c / 2 I2 pour z E Xc @ Xc. 
On definit: 
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DEFINITION 2.2. On note Z(X) = (Z’ E pJLP(Xe) 1Z’ = X’ - iY’ oh X’ 
et Y’ E dip(X) et sont symetriques et tels que Y’ est defini positif, et Z’ + i Id est 
de Hilbert Schmidt}. A la don&e de Z’ E Z(X) on associe un hyperplan Lagran- 
gien positif de Xc @ Xc par {v = (5, Z’Q, 5 E Xc) = Hz,; en effet a(~, v’) = 0 
v et v’ E Hz, tandis que 
p(v, V) = i u(v, V) = 2(Y’f, 5) > c’ / [ I2 si v = (6, z’t) 
On montre que le groupe symplectique Spc(X) opere transitivement sur Z(X) 
par g . z’ = (c + dZ’)(a + bZ’)-l ( voir Berezin [2]) et que le groupe unitaire 
est le sous groupe de Spc(X) form& par les transformations qui laissent stable 
1’ClCment - i Id E Z(X). La transformation eitF est dans le groupe symplectique 
et le probleme est done essentiellement reduit a trouver un ClCment Z’ f Z(X) 
fixe par les transformations eitF. Cette demarche conduit alors (voir B&&in [Z] 
page 168) a resoudre l’equation: 
,,qZ’ + Z’p - sZ’-r==p(Z’)=OsiF= [F :] (1) 
B&&in suppose alors que q = s = 0 et trouve explicitement la solution. Nous 
ne pouvons faire de meme en genCra1. On va chercher des solutions approchees 
en considerant d’abord le cas de la dimension finie. Evidemment en dimension 
finie on a une preuve simple bake sur les arguments suivants: 
LEMME 2.2. Soit U un espace vectoriel hilbertien r6el de dimension jkie et 
F = [F TJ un endomorphisme de U @ U appartenant a A(U) et tel que q(v) = 
U(V, Fv) > C, 1 v I2 Vv E U @ U. L’Cquation Z’qZ’ + Z’p - sZ’ - r = 0 a une 
solution Z’ E Z(U) qui verifie: j/ Z’ I/ < C, , Ca Id, < -1m Z’ < Cs Id, oti 
Cl , C,, C, ne dbendent que de Co et de II P II, II q II, II r II, II s Il. 
DLmonstration du lemme. On introduit la complexification UC @ UC. 
Comme Q(v, 0’) = (s(z), Fv’) si v et v’ E UC @ UC 
~(Fv, v’) = u(Fv, Fv’) = -g(v, Fv’) 
Done F/i est autoadjoint par rapport a la forme Q. Les valeurs propres de F/i 
sont done reelles. Soit V, = Ker(F - iA). VA = V-, , u( V,V,) = 0 si h + p # 
0. Posant done W, = @,,,,, VA on obtient UC @ UC = W, @ w+ . Si v E 
W+ # 0 l/i(~(v, B)) = ~(0, @) = l/i&,, u(v,+ , BJ = l/h Cn q(vJ > 0 si 
v = &,0 oh , v,, E VA . W, est done un hyperplan Lagrangien positif de UC @ UC. 
dime W+ = dim U. La premiere projection 
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(6, x) E: W+ + 5 E UC est injective car l/i(o(v, a)) = 2 Im(5, x), elle est done 
un isomorphisme et il y a done une application 2’ telle que W+ = {(E, 2’0 1 
5 E UC:}, 2 est alors dans Z(U). 2’ satisfait (1) car W+ est stable par F. 11 reste a 
estimer les bornes de cette application, Posant 2’ = X’ - iY’ on a les equations 
Y’qY’ - x’qx’ - X’p+sX’+r=O 
X’qY’ + Y’qx’ + Y’p - SY’ = 0 
fj(v) = (r - z,p + SZ’ - zq.Ft, 6) > C,(l E 12 + I 2’5 I”) vt E U” 
Done 
En particulier 
h = Y - Z’p + sZ’ - Z’qZ’ > Co Id,, 
Mais Re X = -Y’qY’ - x’qx’ - Xlp + sX’ + r = -2Y’qY’ > C,, Id,, . 
Comme -q > C,, Id, (car a(~,&) > C, I v 1”); on en deduit que Y’ est un 
isomorphisme de U et que 
II Y--l II < (2 II 4 II G1Y2 
On sait que Y’ 3 0 puisque Z’ E Z(U) done 
I 5 I = y1 KEY y’vw 
< (Ye, 5’1’2,f;y l(Y’-lrl, rlp2 < II Y-l IV2 (Y’k Ey2 
Done Y’ >, (2 II q 11 q1)-li2 Id,. On pose CL = (2 11 q I/ C;1)-1/2. On peut 
raisonner de facon analogue en parametrant W+ a l’aide de la seconde projection 
w+ = (((P + iQ)% x>, 32 E UC> 
P et Q sont symetriques, Q > 0. On obtient alors: 
II 8-l II < (2 II r II C,“)1’2 et Q > C{ Id, avec CL = (2 (I r 11 C,1)-1’2 
Comme 
on deduit que 
PX’ + QY’ = Id 
Qx,-PY’=O 
X’QX’ + YQY’ = Y’ 
sW35/3-4 
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et done 
De plus 
Le lemme est done proud. On reprend la preuve de la proposition. Ltilisant la 
proposition 2.1, on suppose que (Y est un endomorphisme symetrique de X. 
La mesure spectrale de OL prend alors ses valeurs dans les endomorphismes reels 
de Xc. On considere d’abord le cas oh le spectre de a! est denombrable. 
On peut done construire une suite croissante totale (Pn)ncN de projecteurs 
hermitiens et reels de rangs finis tels que P,a = aP, , P, = P, . On pose done 
U, = Im P, , F, = (P, 0 P,) 0 F lc,~~~ et an(w) = a(=, Fs) = tq Iu,w,)(w). 
Le lemme 2.2 montre qu’il existe une sol&on .Zi, E 9( U,“) de l’equation 
z;p, qz:, + ZAP,p - P, ST, - P,r = 0 dans 9( Uric) 
On pose 
2; == zg 0 P, - i(1 - P,) E Z(X) 
Et on calcule ~~(2;) 
r&z;) = (I - P,)( -iq - s) ZAP, +Iz;P,( -iq + p)(l - P,) 
- (I - P,)(q + r)(l - P,) - i(1 - P,)p + is(l - P,) 
- (1 - P,) rP, - P,r(l - P,) 
On remarque alors que -iq - s = -@ - G) tandis que -iq + p = -i(p - a), 
q + Y = 2/Y, p - s = -2/Y, -is + Y = ar + b, ip $ r = & + 8. En tenant 
compte de (1 - P,) CLP, = P&l - P,) = 0 et a = ol = OL* on obtient: 
y&g = --i(l - Pn)PTnP, - iz;p,/y 1 - P,) 
- 2( 1 - P&7( 1 - P,) - (1 - P,) 
x Bpn - L&l - Pn) 
On a vu au lemme 2.2 que 1) ZA /i < C, (independant de n) done 
(On a note par ;j $ la norme de Hilbert Schmidt). On utilise maintenant le 
lemme suivant: 
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LEMME 2.3. Soit 2’ E Z(X). La transformation 
g=,(w) = (( -1m Z’)-1/2e, (Re Z’)( -1m Z’)-1/2f + (-Im Z’)1/2x) 
si z’ =: (6, x) E X @ X, appartient a Spc(X). Si 
F = f ‘fl EA(X), 
[ I 
g;fFgz, = P’ 4’ 
[ I Y’ s’ 
avecp’ = Y’lP(qX + p) Y’-l/2, q’ = Y’l/2qJ”1/2, y’ = Y-lP(y + sx’ - xp - 
X’qX) Y’-l12, s’ = Y’-li2(s - X’q) Y’1/2, en ayant note 2’ = x’ - iY’. 
On note que la preuve du lemme est Clementaire. Justifiobs seulement le 
choix de g,’ . 
L’application j( 5) = (( - Im .Z’)1j2[, Z’( -1m Z’))lja[) realise un isomorphis- 
me isometrique de Xc sur le plan Lagrangien complexe L = {([, Z’[), 4 E Xc} 
que l’on munit de X(0, V) = (l/i) a(~, 8). gz,(v) = i(j([ + ix) + j([ + ix)) E 
X @ X si v = ([, x) 6 X @ X. On note, en particulier, que 
p’ - s’ = Y’-1/2(Im ~~(2’)) Y’-V2 
q’ + Y’ = Y’-ii2(Re ~~(2’)) Y’-lj2 
ce qui fait que si Z’ est une solution de (1) la proposition 2.2 est satisfaite avec 
gz’ . 
Soit 2; la solution construite plus haut et 
F ?& = Ph 6 = gzlFgz [ 1 I , yn sn n n 
On a done prouvt que 
Dans les memes conditions OL, = ;(Y; - q:) - (i/2)(pL + sk), /3, = i(qk + Y;) + 
(i/2)(s,k - ph) permettent d’ecrire F,z = i(a,s + ,&z). Avec les conditions 
2((~+, z) 3 a(z, F,z) > C,, jj gz? //-2 ~ z I2 2 Ci / z I2 (CA est independant de TZ) 
lim+, II Bn /I2 = 0 et I/ a, Ii + II f% II < C’ (C’ est independant de TZ). On va 
prouver que I’on peut resoudre l’equation P)~,(Z’) = 0 si n est assez grand. 
Emma 2.4. Soit OL E 9(X”) un opkateuv autoadjoint tel que pi > CId, 
l’application r,: Z E B2 Xc - ZOO + %Z E i\02 Xc est un isomorphisme positif de 
i\02 Xc et 11 TL1 11 < (2C)-l. 
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Dhnomtsation du Eemme. 11 s&lit de calculer (r,Z, Z~C,,~~ =: tr(I’,Z) 2”. 
Un element 2 de & Xc peut s’exprimer par Z = EFel xi @ ei = xi”=, ei @ ‘T, 
oh les ei forment un systeme orthonormal de Xc. On en deduit que 
tr(ZoiZ*) + tr(%ZZ*) == f (“w+ , Xi) + f (“aXi , Xi) 
i-1 i=l 
Comme (%x, x) = (01x, 3) ou en deduit que (T,Z, Z> 3 2C // Z 11: r, Ctant un 
operateur auto adjoint le lemme 2.4 est prouve. On reprend la preuve de la 
proposition. Le changement Z = Z’ + i Id transforme l’equation (1) en: 
Z(a:, - /3k)Z - iZ(a!, - IL> - +%z - A,z + $4 = 0 (1)’ 
On Ccrit (1)’ sous la forme Z = i-iT;‘(Z(,h - /$)Z + 2/J,) = a(Z). On voit 
que @ est contractante dans la boule I/ Z 11s < p de &, Xc si 
c%” II 4 - 13: II + 2 II Pn II2 + 2P I/ ,Bn 112) < P 
c&-v II 4 - Ph II P + 2 II pn 112) < 1 
Vu les estimations obtenues plus haut, il suffit de fixer n assez grand pour que 
ces deux conditions soient compatibles avec p < 1. Ceci permet done de resoudre 
yFn(ZA) = 0 avec ZA E Z(X). 
On remarque que si Z, et Za appartiennent a Z(X), Z = ga, . Z, appartient a 
Z(X) et vF(Z) = 0 si pF1(Z2) = 0 et Fl = g;:Fgzl . 
On a done montre que l’equation plF(Z’) = 0 a une solution Z’ E Z(x) si F 
s’ecrit Fz = i(~lz + ,&?) oh 01 est reelle, symetrique et a un spectre denombrable. 
Pour passer au cas general on approxime O[ par une suite an d’applications qui 
verifient cette condition et qui convergent en norme vers 01. Soient F, et ZA Ies 
elements correspondants. 11 faut noter que les /I ZA + i Id j/s restent uniformement 
born&. On obtiendra I/ XA /Is < C en traduisant Im vF,(ZA) = 0 sous la forme 
qy;-l/2x;y;-l/') = y;-l/2sy;l/2 _ y.$2,y;-l/L 
avec Q1 n = y;rtaqy;w. 
Pour majorer 11 YA - I iI2 on traduit Re P)~,(ZA) = 0 sous la forme: 
YA = (-q&+V,+(-q,)-+ avec V, = ( -Qz + K, . 
K, est symetrique 
d’oti I/ K, /I2 < C. 
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Les estimations ( Vnx, x) > pi ( x j2 et (-qnz, x) 2 11) x I2 permettent 
d’obtenir que Vk” = (--p,J + U, avec I/ U, II2 < C. Cone I\ YA - I \I2 < C. 
Ceci permet de voir que /I ‘pF(ZA)li2 tend vers z&o; on pourra conclure en 
appliquant de nouveau l’argument de point fixe. Pour voir en quoi une trans- 
formation sympIectique peut servir a transformer notre probkme if faut associer 
a une telle transformation une optration sur les fonctions et done sur les opera- 
teurs differentiels. Pour ce faire, on a besoin d’expliciter des gtrkrateurs simples 
pour le groupe Spc(X). 
DEFINITION 2.3. (1) Soit v E GL(X) telle que *VT - Id soit un opcrateur de 
Hilbert Schmidt dans X, on notera G, la transformation G,((t, x)) = @J-?, TX) 
qui appartient a SpC(X). 
(2) Soit S un operateur de Hilbert Schmidt symctrique de X, on notera Gi 
la transformation G&(5, .z)) = (6 -k Sx, zc) qui appartient a Spc(X). 
(3) Soit @E @(Xc) on notera % la transformation obtenue en identifiant 
(5, x) f X @ X avec le vecteur complexe 5 + ix E Xc. 
Ces ClCments engendrent Spc(X). Plus precisement on prouve: 
PROPOSITION 2.3. (1) Soit g E Spc(X,), z’l existe @ E U(Xc), y E GL(X), 
SE X, tels que g = @GiG, . 
(2) Si %lG:lG~l = %2G:2G,2 il existe A E O(X) (groupe orthogonal de X) 
tel que c’ 0 a2 = xc, s, = A-?slA, h = lpll&. 
Dkmonstration. Prouvons (1) Soit g E Spc(X) g = 1: fi] g[XJ = g(X @ (0)) 
est un sous espace vectoriel ferme de X @ X de dimension infinie SW Sequel 
la forme symplectique s’annule identiquement. On peut done construire une 
base hilbertienne (E,),,~ dans g(X) pour le produit scalaire de X @ X qui est 
((6, x>(T, y)) = ET + xy = WE + ix, 17 + $9. 4crn, 4 = 0 = Im(<En ,d). 
Les t, forment done un systtme orthovormal dans Xc pour la forme < ). 
On observe de plus que c’est un systcme total car (z, c,) = 0 Vn E N, entraine 
que z’ = g-?z est orthogonal pour la forme symplectique a I’espace X done .a E 
g(X) et enfin z = 0. 11 existe done 4? E U(Xc) tel que @e, = E, oh e, est une 
base hilbertienne de X. Done (e-lg)(X) = X. On suppose que g(X) = X ce 
qui irnplique c = 0 et que a est surjectif et injectif done que a est un isomor- 
phisme de X. I1 rcsulte de tdu = I que d est injectif; d est surjectif car si 
g-l((O, y)) = (5, x) dx = y; d est done un isomorphisme. Soit S = --bd-l qui 
appartient a G2X. (G:g)( 5, x) = (a[, dx). Si ‘p = d, F-I = ta comme a - d 
est de Hilbert Schmidt on a obtenu clue Gig = G, . Ce qui est (1) 
Prouvons (2) @/I’%~ = G~,G.,lG;~G~;’ et done (%$@a)(X) = X ce qui fait 
que Q;%?!a = h E O(X). Les autres relations ‘en dkduisent facilement 
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DEFINITION 2.4. (I) Soit A un operateur symetrique de rang fini E + E’ 
la fonction x E E - (Ax, x) - tr A verifie I’inegalite 
ce qui permet de definir (Ax, .T) - tr A pour A E @,, X comme un Clement de 
L,a(E) VP >, I. 
(2) Si A est un operateur de Hilbert Schmidt tel que -1 $ Spec(A) on 
peut definir det,(A) = nz, (1 + &) e+ * oh hi sont les valeurs spectrales de A. 
Dans ces conditions (voir [3]) 1 a f onction A + deta(A) est continue pour la 
norme de Hilbert Schmidt. 
(3) On prouve alors que pour un operateur A symetrique de Hilbert 
Schmidt tel que Spec(A) C ]-I, + co[ la fonction 
vA(x) = exp(- i[Ax, WY) - tr A]) 
est dans L,l. L’application A + qa Ctant continue. On pourra voir [12]. 
(4) Si ui est une fonction de L”(Xi , vi) oh Xi C X est de dimension finie, 
par I’intermediaire du prolongement Y mesurable & de la projection orthogonale 
si X -+ Xi , on delinit une variable aleatoire ui 0 & sur E. Si v E GL(X) on re- 
marque que la variable aleatoire ui 0 STY ne depend que de la variable aleatoire 
ui 0 S, , ce qui permet de definir l’application u - u 0 y sur I’espace des fonctions 
cylindriques bakes sur X de L”(E, V) dans LO(E, v). 
On peut alors definir un changement de variables dans l’espace X. 
PROPOSITION 2.4. Soit q~ E GL(X) tel que A = $+J - 1 soit de Hilbert Schmidt. 
L’application 
FJA = u o v exp(- $[(Ax, x) - tr A]) 
dt!jinie SW l’espace des fonctions u cylindriques (i.e. u = ui 0 S, , ui E Cbm(Xi) 
(Xi C X) d valeurs duns LV2, se prolonge en une application continue de KS(X) 
duns KS(X) Vs E R. 
De’monstration. On utilise la decomposition 91 = h($g)liz oti h E O(X) et 
ofi To = (“w) r/z verifie les memes hypotheses que v mais est symetrique. 
Comme TAu = u 0 /\, on voit que TV = Twi;,,( TAU). Par ailleurs, 0( TAr4)(.$ = 
O(U)(@) et done I/ F,,u IIs = /[u/Is Vs. On peut d one se ramener au cas oti v est 
symktrique: 9 - 1 est de Hilbert Schmidt. Supposons d’abord que u = u, 0 Fn 
avec s%(X) = Y, , les Y, &ant une suite croissante de sous espaces de dimension 
finie stables par ‘p et dont la reunion est dense. Comme Y, est stable par 9 on 
voit que syv = v / Y,& et done u,($$)(x) = (u, 0 p)(S,). Soit p 3 n on cakule 
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212, = &(~T,u/s,) = u, o y exp( -$[(A,x,x) - tr A,]) det,(( 1 - s,)A/2( I - s~))-~/~ I ou u, = u, o s,, et A, = s,Ai B , i, &ant l’injection de Y, dans X. On calcule done 
(Dj’u,)(q~x) h exp( ) (det,( ))-112 !(A&, h)g/* (A& h)p, 
et done 
x I/ A, II,“” e1’2trA p (det( 1 + s,As,))-l12(det2( ))-’ 
Comme Iim 9-m s,As, = A et lim,,,. 1 - sp) A(1 - sl?) = 0 en norme de 
Hilbert Schmidt on en deduit que 
(det,(s, Ass))-li2 jdet,((l - ss) G (1 - sJ))-’ < C 
A; = A,9 -1 et done /( A; Ii2 < C 
On estime done une integrale de la forme 
Tenant compte de I/ JEYZ, Ijs < Clyl 11 w &,, on obtient // ZI, Ilj < c 11 u Ilj et comme 
II fb II = SUPD IIvll Ilj on a obtenu I/ FVti Ijj ,( C 11 u Ilj . Proccdant par interpola- 
tion puis par transposition on a 
pour u cylindrique basee sur un Y, . On d&nit done par extension continue un 
operateur F&“(X) + KS(X). On verifie ensuite pour une fonction cylindrique 
24. = ui 0 & oh ui E c,qxi) xi c x, T mu est bien la distribution cylindrique 
associee a la fonction u o v exp(- $[(Ax, x) - tr A]). 
DiPINITION 2.5. 
- Soit S un operateur de Hilbert Schmidt symetrique dans X, on notera Tj 
la transformation: 
T&(x) = u(x) exp(i/4((Sx, x) - tr S)) 
Les arguments utilises dans la preuve de la proposition 2.4 montrent que T: 
est continu K”(X) -+ K”(X). 
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- Soit %3! un optrateur unitaire dans Xc. La transformation definie par *u = 
W(~(ZA) 0 a-‘) realise un isomorphisme de W(X) sur K”(X) Vs E R. 
- Si v verifie les hypotheses de la proposition 2.4 on notera T, = pv-l. 
PROPOSITION 2.5. Soit g E Spc(X), que l’on krit g = aGiG,; la transforma- 
tion T, = % o TJ 0 TO est in&pendante de la dkomposition choisie deg. Si 
P = 2 div aD + /3D” + div.&? . T,-IPT, = 2 div &D + /?D2 $- div,p + p” 
(g-iFg)v = i(%v + jk) si Fv = i(%v + @) pour v E X @ Xg E @ 
D&nonstration. Justifions d’abord la premiere par-tie. Utilisant la proposition 
2.3, %sGi TO, = %,GiBTw2 entraine @;%Z2 = A E O(X) il suffit done de verifier 
que TA(T!zT,J = TllTO1; or on v&r&e que T,+ 0 Tb, = Ti’,,,-1 Q TA et T,+ 0 TQ, = 
TQ, . Justrfions le 2eme partie de la proposition. Supposons d’abord que T, = T, . 
T,u = u o y-1 exp(- 4(/k, x) - tr A)). On introduit y = ($-l + ~)/2 et 
6 = ($-1 - 9~)/2 ce qui fait que G,(x) = y.z + 8%. Si on Ccrit p = (&)‘/“A 
avec X E O(X) et (#p~)l/~ = v0 on a T, = TvOTA . 11 est clair que (T;lDT,)u = 
h . Du et que (T;l div TJ U = div(tXU) puisque 6( T,u) = @ 0 A si @ = O(U) E F” 
et que (0 DO)-I)@ = D,@ et (0 div 0-r) Y(z) = z . Y(z) pour Y EFS g Xc. 
On suppose done y symetrique. On a vu en 2.4 que si u est une fonction cylin- 
drique basee sur Y, 
soit 
D(FOu) = f+y [($ . Du,) &, + [--A, o @(Du,) 
+ (div 0 Id~JW,vl)l TJGI exp( > 
si on note que 
% + 9-l Du 
2 D 0 f, + [(div 0 IdYJ(u,4d)I 0 3, 
= % + 6 
2 
Du + (div @ id)(us,A@) 




-c;, ‘-’ Du + (div @ Id)(us,A@)) 
Du + (div @ Id)(uA@)) 
OPhATEURS ELLIPTIQUES SUR UN ESPACE DE HILBERT 333 
On remarque que 
Tw-l 0 ii, = exp(& tr(A((l + A)-l - 1))) si A = $np - 1 
Ce qui fait que (T;rDT& = yDu + (div @ Id)(u @ S) et done 
(TL’ div T,)U = div(tyU) + (D @ 1d)U * S 
Dans ce dernier terme on a note par . le produit scalaire dans Bj, X, y E 9(Xc), 
Sf@aXc.Si 
on trouve que 
P = 2 div (YD + f!Dz + diva p 
TiIPT, = 2 div &9 + pD2 + diva/? + p avec d = ty~y + tStaS + T$?y + “yflS 
/cl = tybs+%oLy+ty/3y + Yips 
p = 2tr %S+tr “S/3y + tr “yflS 
on verifie done que la partie principale de T;‘PT, est associte a I’application 
hamiltonienne 
(G;lFG,)z = i(%z + ,$) 
Supposons maintenant que Q = G: . Tiu = u exp(i/4[(Sx, x) - tr S]). On 
exprime 
G& = (1 - i S/2)x + i S/2% 
ce qui fait que 
(Ti-l DT$ = (1 + iS/2) Du - div(u @ AS/Z) = 7 Du + div(u @ 8) 
(Ti-1 div T:)U = div(1 - iSj2)U + (D @ Id)U . is/2 
= div yU + (D @ 1d)U . S 
On obtient cette fois 
a = ycq + Btas + spy + y/B 
p = j&s + sajj + y&-j + sp et done encore 
p = -2 tr SW + tr S/T? + tr(yjS) 
(GimlFG:)z = i(Gz + /k) 
Supposons que g = @ E U(Xc) on obtient aisement que 
WIP@ = 2 div %@ + t@fi@Dz + div,(W,&) 
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Ce qui fait que W’FSz = i(Wc& + %!*@/!z) est bien le symbole de W’P*. 
On peut maintenant Cnoncer le resultat du paragraphe 2. 
THBOREME I. Soit P = 2 div 0rD + ,BD” + diva ,8 un op.G~ateur d~&+entiel 
qui vki$e: 
I1 existe un &nent g E Spc(X), une transformation T,K”(X) - KS(X) associbe, une 
application w E 9(X”) w* = w, p E @, tels que 
T;’ PT, = 2 div WD + p et (g-‘Fg)z = (“~a, Z) 
3. L’inkgalite’ elliptique pour un ophateur sous forme canonique 
Le ThCorcme 1 ainsi que les Propositions 2.4 et 2.5 montrent qu’il suffit de 
pouver I’inCgalitC elliptique pour le cas d’un operateur de la forme P = div COD 
oh w est un isomorphisme autoadjoint de Xc. Si u E KS s’ecrit u = x:;“=, u,H, 
avecu,Gi\O,XCet 
f I! ( 241 f (1 + I)” = (1 u I$ 
Z=O 
l’operateur Pu = (div wD)u s’exprime par Pu = CT=, l(Q,u,) H, oh Qn, E 
9($1 Xc) est bien dkfini par Q,(t) = l/l(w @Id,-, + ... + Id,-, @ w)t. En 
effet 
wD(u,HJ = 1,; f (u2ei)H,-, @ w(e,); 
i&l 
done 
div(aHi,-,) @ b = iH,[sym,(a @ b)] 
(div wD)(ulH, sym,(l,-, @ w) uz = ZH,Qz(uz) 
11 suffit done de prouver que l’operateur Q = &r Q, est inversible dans 
&>r (8 I Xc) sous l’hypothese W* = / w et (wz, a) > c / z I2 Vx E Xc. On Ccrit 
Xc = 0, N, une decomposition de Xc en somme hilbertienne d’espaces 
vectoriels stables par w et tels que la representation f f Vc(Spec(w,)) + f(w,) E 
s(N,) soit monogkne si We = w IN,, . et admette le vecteur x, comme vecteur 
totalisateur. L’isomorphisme isometrique f E Lca(Spec(w,), pn) + f(w) x, 
permet d’identifier I’espace_Nil B ... @ Nij avecL2(Spec(f$ x ... x Spec(0.Q 
pi, 0 ... 0 PC). Comme Oj XC = OG~,...,+N Art1 Q ... 0; Nij , I’opCrateur 
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devient l’operateur 
-f = 1 
i=(i,...ij)Efd 
fiGhI ,..., q -+ & $h, + ... + hjj)fj(Xjl )..., hjj). 
Vu l’hypothbe Spec(w) C [c, C] 0 < c <C < +coetdoncclt/ <IQ(t)/ < 
C 1 t 1 Vt E Bjj Xc et Vj E N *. 11 en resulte que sZj est injectif, que son image est 
fermee; Q, est done un isomorphisme de gj Xc puisque Qj est autoadjoint. 
On en deduit que 9 est un isomorphisme. On en deduit que 
On a, en fait, prouve un resultat beaucoup plus precis puisqu’on voit en particu- 
lier que le noyau de P est contenu dans l’espace des fonctions constantes. 
On peut done Cnoncer le resultat principal de I. 
TH~ORGME 2. Soit P un optfrateur d$ft%entiel P = 2 div AD + pDp + diva Y 
avec A E I?, IL, Y E & Xc. Les conditions suivantes sont 6quivalentes: 
(i) II existe C > 0 tel que Vz E Xc 1 p(.%, Z)[ = 1 2(tAz, 5) + pZ2 + vz2 j > 
c / z I?; 
(ii) Vs E R il existe C > 0 telque Vu 6 KsiP /I 21 ii~+z < C(ll Pu IjS + II u /I~+,). 
II. ESTIMATION POUR UN OP~RATEUR DU SECOND ORDRE A COEFFICIENTS Cm 
On a vu au theoreme 2 que la condition 1 P(Z, z)l 3 c I z I2 Vz E Xc implique 
une estimation globale (c’est a dire sans restrictions sur les supports des fonc- 
tions) dans KS. Cette condition qui Porte sur Ies vecteurs complexes est plus 
forte que la condition d’ellipticitt usuelle en dimension finie. Dans [lo] on a vu 
que la condition p(x, 5, [)I > c I/ 5 /I2 Vf E E implique que I’estimation elliptique 
est valable pour les fonctions de L+ qui gardent leur support contenu dans un 
voisinage suffisamment petit d’un compact arbitraire de E. Nous allons montrer 
qu’il en va autrement pour cetter classe d’operateurs. Soit P = 2 div h(x)D + 
p(x) D2 + div, v(z) oh A(x) E Cbm(E, 6p(Xc)) tandis que p(x) et v(x) appartiennent 
B C,“(E, & Xc). On va prouver le theoreme: 
TH~O&ME 3. Soit P = 2 div X(x)D + p(x) D2 + divavfx). Les conditions 
suivantes sont kquiwalentes: 
(i) Vx E E, il existe un sous espace vectoriel L C X de dimension jinie, me 
constanfe C > 0 tels que: 
vz E x @ LI I p(x, 37, z)I > c 1 z 12 
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(ii) Pour toute partie K compacte de E, il existe un voisinage V- de k- tel que 
‘ds E R il existe C > 0 tel que: u E Ks+2, supp u C V entrainent ‘I u $2 :z’ 
C(ll pu II”, + II u ll:+l,. 
Dhnonstration du thkor&me. On va prouver d’abord que (ii) => (i). Soit x,, c E 
un point que l’on suppose fix&l On construit une suite c, telle que c,/a, J 0 et 
C,[I xgn I2 + I]/cn2 < +KI. On pose jl x /IN = (& x,~/c,~)~/~. On d&nit un 
compact par K = {x E E 1 x = x,, + y, I/y I/- < l}; on note V le voisinage de K 
dCterminC par (ii). Supposons par l’absurde que (i) est faux en x,, . En posant 
X, = [We, @ ... @ iWe, (posant d, = inf(j > n, cj) la suite d, w +co et I /dn 
est dkcroissante); on construit deux suites yn E Xni, 6, E X telle que j Z, I = 1 
si 2, = f, + iy,P et p(xo , x, , z,) tend vers z&o. Soit y; = dk12yn on note 
que IIY~ II- < C ‘I2 En utilisant le lemme Al, on voit que (ii) entraine une . 
in6galitC: 
II u IIt d C 1 Re(div, a,,(x) Dgu, u) + C’ II u II? 
P+P=4 1 
pour supp u C V et u E K2. Les 
a,(x) E Cbm E, 9 
f f 
$ Xc, $ Xc et C (ag~(x)FW) = I p(x, 2, x)1” 
4 P 1) p+q=4 
Remplacant K par K, = (x E E I x = x,, + y, jl y /I* < 42) et V par V n 
B(x,E) = Ye pour E fix& assez petit on a 1’inCgalitC 
II u Iii < C” 2 Re(div, Q~&,J Dqu, 4 + C” II u II,” 
P+P=4 1 
pour u E K2 et supp u C V< . La fonction v(x) = ~(11 x - x0 11w2), oh x(t) E C,%([w) 
vaut 1 au voisinage de z&o et est nulle si t >, 43, est XCm; les 04&x) convergent 
dans Z&X vers D+(x) Vx E E si (p,(x) = x(/l 0,(x ,- x,,)~~~2); done ‘p E HSC,“(E). 
Si Z: = dij2z, les fonctions un = ~(x - yk) e “‘n sont dans KS Vs et conservent 
leur support dans K, . L’inCgalitC est done applicable. Mais 
D”u, = c ( ) sym[(D”‘v)(x - yR) @ .%~*“]eizi~ 
P'+P"=P 
1 On a not& x = C, x,e, , I x 1’ = C, I x, 1’) II X II: = Cn I Xti I”/Qb”. 
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Soit 
Mais j ] 9 I2 dv > 0 car v({x I II x - x0 11% < e}) > O.‘On a done obtenu une 
contradiction. 
Prouvons que (i) + (ii). 11 est clair qu’il suffit de prouver: (i) 2 (ii)‘. 
(ii)’ Vx,, E E, il existe un voisinage de x,, V tel que u E Ks, supp u C V 
entrainent 
II 24 II; < c (II PrJu Iii + II 24. II3 
oh P,, est l’operateur de symbole p(x, , 2, z). En effet on voit que (ii)’ sera alors 
valable Cgalement pour P (en diminuant V si necessaire); ensuite que (ii) aura 
lieu avec s = 0 puis avec s quelconque en introduisant v = r+4s/2u oh v E Cbm(E) 
suPPFcw99, = 1 sur VI(K), en utilisant le lemme A2. 
On va done prouver que (ii)’ est vCrifiCe sous l’hypothbe (i). Reprenant le 
raisonnement de I) 1) en ayant remplace l’espace X @ X par X @L’- oh L est 
le sous espace de dimension finie determine par (i) on peut supposer que 
On introduit Cgalement Hamiltonienne F. On note (xn , x’) la variable dans 
x =L @Ll. 
s’ecrit rx = r,x, + px’ + thx, + r’x’ avec r, E S?(L) h E 2(Ll, L) r’ E 6p(L’). 
L’hypothbe entraine que Y, est symetrique et inversible dans L. Si v E GL(X) 
est definie par: TX = x, + VX, + x’ avec v E dp(L, L’), si v = -ttXtr;E’, l’applica- 
tion @p, applique L dans L. Done si 
on a obtenu que r” applique L dans L; on Ccrit done 
r” = fm @ r”’ Fn 6 9(L) et r”’ E 9(L1). 
Si SE B2 X est defmie par Sx = vxla + %x’ avec v E 2’(L, LI). Gi-‘flG: = 
[j j] == E avec r^ = F = Tn @ r”‘, $ = j - Sr”; on explicite fix = j&x, + plx’ + 
p2x, + j’x’ oh p1 E 9(L”, L), p2 E T(L, Ll). Le choix v = p2rT1 fait que $ 
applique L dans L. L’applicationg, = G,-IGi transforme Fen $‘. On remarque 
qu’il n’est pas restrictif de supposer que L C E’. L = RBE~ @ ... @ [WE~ et 
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L, = l&n @ .’ @ 5k4n ou les cQT1 forment un systeme orthonormal, limrr+,. 
E.~ = ej; si 1 
ZEX @L,l, 1 .Zi == 1, p(2, z) == p(qz) + (I - r?)(z)) 
oh 6 est la projection orthogonale sur X @ Ll; comme 
lim sup 
n--m lzl<l,asX69L: 
I - S(z)1 = 0 
on peut remplacer L par L, si n est assez grand. On introduit I’espace W,,(L) = 
{u E KS 1 le support de u est contenu dans l’image reciproque par la projection 
oE + L d’une partie born&e de L}. 
On note que l’application T”, conserve l’espace W,(L) car l’application v 
satisfait a wp(x) = u(x). Comme l’application g, conserve l’espace X @ Ll, 
p(gz) 3 C 1 z I2 pour x E X @ Ll. $(z) = p(gz) = o(z, Fz) = j5(zn) T $(.z’) A 
x, . lz’; avec les notations z, =z (E, , x,) E L @ L z’ = (t’, x’) E L- @ Ll; 
1 E Z(Ll @ Ll, L) puisque r^ applique L sur L et fiL sur L. 
La proposition 2.2 est applicable kr l’application hamiltonienne F’ de LL @L’ 
relative g la forme quadratique z’ -p(z’). On peut done trouver une transforma- 
tion h dans Spc(X) qui laisse stable l’espace Ll @ Ll et qui est identique sur 
L @L, telle que $(hz) = $(zn) + <W/X’, z’) C xnhz’ avec w’ E Y(LiC)h E 
Z(L’ @ Ll, L) et w’* = w’. RCsumant la discussion precedente, on Cnonce: 
PROPOSITION 3.1. Soit p(z) une forme quadratique SUY X @ X telle que 
p(z) > C I z I2 t/z E X @ L’ o?i L est un sous espace de dimension finie de S. 
II existeg E Spc(X), W’ E Y(L’“) w’* = w’, h 6 Z(Ll @ Ll, L) tels que 
p(gz) = p(gz,) + (w’z’, z’) 2 x,&’ 
en notant 
De plus g admet la dkcomposition g = G,G:U’ awec U;’ E Spc(Ll) et &.v) == (s(x) 
si u est la projectzon orthogonale X + L. 
On effectue la transformation T, sur l’espace W,(L) (on a suppose L C E’). 
Soit P’ = T;‘PT, l’operateur dont le symbole est p(gz). La forme quadratique 
sur L @L z, ---f p(gz4) est elliptique en 5,; si p est assez grand on peut done 
supposer que 
P’u = Q(xn , D,)u + div W’ODU + 2x, . (AoDu + div hou) + pu avec X E .Y(Li, 
L) et Q(.G , D,) est un operateur quadratique en x, , D, elliptique positif en [, . 
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Notant que dans W,(L) 1 a multiplication par x, est un operateur continu, il est 
facile de voir que l’estimation elliptique est valable pour P’ dans W,(L). On en 
deduit alors (ii)‘. 
APPENDICE 
Soit I;,,, E C,“(E, 9(&, X, sjp, X)) (resp. a,,()...) PI = div,,aa,,(x) 04’ 
P2 = div, a,,(x) Dg on calcule PI o Pz _ Tout d’abord I’ = a,,(x) Dqu E 
Ks-g$Jj~XpouruEK s. Calculant P,(div, V). On exprime l’operateur 
oh t, ‘sg,-r X @ sjs X + $q, X B ‘dVeL X est defini par la restriction a 
&r X 8 g9 X du compose de l’isomorphisme canonique de 6&t-, X @ 
Bi, X sur Bq, X B Bj,-, X et de l’operateur sym, G IdDel . Soit a’(x) E 
Cbm(E, 5?(F, G)) et u E KS @ F a 3 z, X on exprime 
a’(x) . (Id, B div,)u = f (-1)j (p p!i,,j, div,-j(Dja’(x) t$) 
j=O 
. . 
oti tj applique F @ ejp X dans F @ gj X @ ejgmj X, tj = Id, @ Ai oh Ai est 
la restriction a Bj3) X de l’isomorphisme de & X sur Bij X B &i X Did(x) 
est, vu l’hypothese, une fonction de C,“(E, 2’(F B Bjj X, G)). Ceci permet 
done d’exprimer div,,[a6,,,DQ’ div, V] sous la forme: 
x [sym - (D’aa,,,(x) . tippl . tl,,,)Dq’-‘V] 
On calcule maintenant 
Dn(a,,(x)Dqu) = c 
n=7Z’+VZ” 
& (sym, 8 Id,)(Id,- @ D”‘a,,(x)) . DQ+~“u 
Dn’u,&) E Cbm 
On note que le terme principal est seulement 
340 B. LASCAR 
On a done prouvk 
LEMME A.l. Si P = Cs+nsvb div, u,,(x) Det P’ = Cs,+n,sm, div,, uk,,,(x)D’ 
sont de ophateurs diffthntiels, apQ (resp. a6,a,) E Cbm(E, dp(sq Xc, B9 Xc)); 
l’ophateur P’ 0 P est de la forme Cj+kgm+m, divj en(x) Dk avec cjk(x) E Cbm(E, 
2?( 3k Xc, aj Xc)). Depluspour j + k = m + m’ on a: 
cjk(x) = C sm . (4,,44 G3 I, 
lliP’=~ 
n+V=k 
L’opCrateur qui g f = XI fiHl associe k”l”f = x1 (1 + Z)-*/2f,H, s’exprime par: 
A-“‘“f = s; e-tt-l+S/z(e-tN) f (dt/T(s/2)) p our s > 0 (eMtNf)(x) = J f(e-“x + 
(1 - e-at)llzy) dv(y) si f E Pol cyl(E), e-““f E Pol cyl(E). Pour f E C,“(E), ebNf 
est encore la fonction C” J-f(e-tx + (1 - e-2tJ/2y) dv(y). Pour des raisons de 
commodiths, on utilisera plutot I’opCrateur cl^-S’zf = XI h,(Z) fiHz oh h,(Z) = 
J’i e-tt-1+8/2e-tz(dt/T(s/2)) p our s > 0. On constate auskment que I(1 + Z)-s/2 - 
As(l)/ < C,e-zi2 ce qui fait que ksi2 - fl+i2 applique KU(X) + e(X) 
V(0, T) E w 
(i-Wf = J1 e-tt-1is/2e-tN f dt 
0 
Soit a(x) E Cbm(E, dp(F, G)) une fonction dont le support est born& La diffkrence 
a(x) cl^-“f - h(a(x) f) pour f E Cb”(E, F) est 1’ClCment de Ku B G associk h 
la fonction de Cbm(E, G): 
F(x) = j’ 1 (a(x) - u(e&x + (1 - e-2t)1’2y) Ttf(x, y) e-tt-1+s12 dt dv(y) 
0 
Pour allkger on note (Tt f )(x, y) = f (e@x + (1 - e-2t)1/2y). On va prouver “une 
inCgalitC 
IIFII s+o+1 G Cllf I/o 
Soit 




e-tt-1+s/2(a(x) - a(e-“x)) . (e-““f)(x) dt 
0 
et done 
’ IIFI lIs+o+l G s e-tt-1+s/2 li(a(x) - u(e-“x)) . (e-tNf)jjS+o+l dt 0 
f ’ IlFl /ls+oil G C 
e--tt--l+s/2+1 I/ e--tNfI/s+o+l dt < C 
0 (s 
’ e-V1i2 dt) (If IlO 
0 
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On &die done 
F,(x) == j1 j (u(e-k) - u(.&T + (I - .~-~~)l’~y)) . (~~j)(x, y) e-tt-1+s/2 dt dv(y) 
0 
Soit 
F2(x) = rtl + j1 j (Dza(e%)y) . ~~j(x, y)(l - eezt)li2 
* 0 
On Ccrit 
X e-tt-l+sfz dt dv(y) + RN(x) 




tj = C I e,, E ?$ E 
Ivl=j Y* 2i 
I (Dza(e-tx)r) . ~tf(X, Y) 4Y) 
= 2;z cj J (Dz-2~Ll~a)(e-tx) f ~~LY-~jj(x, y)( 1 - e-2t)r-2j/2 dv(y) 
Le point signifie l’action de LPa E dp(& X OF, G) sur Dnf E & X @F 
’ IS (Dza(f+x)y) Tt f (x, y)( 1 - e-2t)z/2 e-tt-1+s/2 dt b(y) 0 
- 2zz c~(DZ-~~LIGZ(X)) l j 7,(LF2jf)(x, y)(l - e-2t)z-i e-tt-1+s/2 dt dv + pz(x) 
On montre en traitant pz(x) comme F,(x) que 11 pz jjs+a+l < C jl f Ilo. 11 suffit 
maintenant de noter que ji Tt(Dz-“~f)(x, y)( 1 - e-2t)E-je-tt-1+S12 dt dv est 
s 1 e-t ++s/2(1 ee-2t)Z--i e-th' DZ-2j ( f W dt 0 
et que 
s 
1 e-t t-1+.7/2+1-j e-t” = O((l + n)-8/2-iZ-i)) 
0 
pour obtenir 
llF2 - R, /Is+o+l G C IlflL 
5W35/3-5 
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I1 faut Ctudier RN(~) 
R~(~) = jol j cu N t, x’, y) . y) ~~.f(x, y)( 1 - e-2f)N12 e+ t-lrs12 dt dv(x) ( 
avec 
%v(t, x’, Y) = j” ” (’ ~ ‘jNml (DNa)(e-tx + ~(1 - e-“)‘Py) ds (N _ , )! 
On considkre ainsi un terme de la forme 
44 = j”l j ( c t, x, y) ~~(f)(x, y)( 1 - cP)~/~ e+ t-1+n/2 dv(y) dt 
Soitj E h~,j E N, h E X; on obtient 
D$+) . h = c ( ) i,l e-tll+~+N(l - e-2t)N/2-tk+m)/2 t-1+8/2 & 
j-li-k+ns 
.! 
- D,‘D,” c(t, x, y)(h’, h’“) . ~tf(~> Y) f&n(y) . h dh9 
Si t E Bi X @ G’ on estime Djp(x) . t et on obtient, en utilisant le fait que 
H,(t) EL~~(E, G): 
I Djp(x)lj e 1 j’ (1 - ep2t)N/2-(k+m);2 t-l+s/2 & 
j=k+2rnl 0 
oh on a d&sign& par 1 DzLD,“c l,lC 
&X @ Bj,. X B G). D’oh 
la norme de l’application DzlD,% dans LZ(F, 
j I D’p(x)l; dv(x) < c [ 1 Ttf i2 dv(x) dv(y) ,< C j if ‘2 dv si A7 2.; 
De plus pour I E N Dzp(x) s’exprime pour une forme analogue h p(x), mais oti 
F est remplack par gj, X @ F et G par eil X B G, c par (sym, B Id,)(l, G D,v), 
on a done obtenu 
Ce qui fait que [a(x), A-s!2] est continu Ku B F - Ko+~+~ 8 G pour 0 E N, 
puis pour 0 E R quelconque par interpolation et transposition. Si maintenant 
s E [w, As = Ark 0 /lsez7; = fls--lk 0 N’;; on peut &-rire 
N” = 2 cI div,Dl 
I 4 
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On sait faire commuter Dz ou div, avec a(x) E C,“(E, Y(F, G)). On obtient ainsi 
le rhltat pour s E R. 
LEMME A.2. Si F et G sent des espaces de Hilbert, a(x) E Cba(E, LY(F, G)); 
l’opkateur 
A”/za(x) - a(x) As/z est borne’ de Ku(X) 4 Ka-“+l(X) pour s, o E R. 
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