X-ray luminescence tomography (XLT) has recently been proposed as a new imaging modality for biological imaging applications. This modality utilizes phosphor nanoparticles which luminesce near-infrared light when excited by x-ray photons. The advantages of this modality are that it uniquely combines the high sensitivity of radioluminescent nanoparticles and the high spatial localization of collimated x-ray beams. Currently, XLT has been demonstrated using x-ray spatial encoding to resolve the imaging volume. However, there are applications where the x-ray excitation may be limited by geometry, where increased temporal resolution is desired, or where a lower dose is mandatory. This paper extends the utility of XLT to meet these requirements by incorporating a photon propagation model into the reconstruction algorithm in an x-ray limited-angle (LA) geometry. This enables such applications as image-guided surgery, where the ability to resolve lesions at depths of several centimeters can be the key to successful resection. The hybrid x-ray/diffuse optical model is first formulated and then demonstrated in a breast-sized phantom, simulating a breast lumpectomy geometry. Both numerical and experimental phantoms are tested, with lesion-simulating objects of various sizes and depths. Results show localization accuracy with median error of 2.2 mm, or 4% of object depth, for small 2-14 mm diameter lesions positioned from 1 to 4.5 cm in depth. This compares favorably with fluorescence optical imaging, which is not able to resolve such small objects at this depth. The recovered lesion size has lower size bias in the x-ray excitation direction than the optical direction, which is expected due to the increased optical scatter. However, the technique is shown to be quite invariant in recovered size with respect to depth, as the standard deviation is less than 2.5 mm. Sensitivity is a function of dose; radiological doses are found to provide sufficient recovery for μg ml −1 concentrations, while therapy dosages provide recovery for ng ml depth for a 5 mm object, and within 5.2% of the depth for a 10 mm object. Object-size median error is within 2.3% and 2% for the 5 and 10 mm objects, respectively. For shallow-to-medium depth applications where optical and radio-emission imaging modalities are not ideal, such as in intra-operative procedures, LAXLT may be a useful tool to detect molecular signatures of disease.
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Introduction
Imaging plays a vital role in the management of cancer care, for detection, staging, intervention, and monitoring of treatment response. Despite its ubiquitous use elsewhere, the role of imaging in surgery is limited, as it is dominated by C-arm fluoroscopy and optical endoscopy. These tools are appropriate for visualizing tissue structure, yet are limited in their sensitivity to microscopic disease. This limitation affects such procedures as surgical breast lumpectomy, as many studies have found that surgeons are unable to remove all tumor tissue present in the surgical field (for example, Gibson et al (2001) identified residual tumor in 55% of the cases. The risks of local failure are high, as local failure often leads to distant metastasis (Fortin et al 1999) . Thus, there is a need for tools to provide surgeons with more sensitive, more specific image guidance.
This need may be fulfilled with molecular imaging, which promises to image molecular and cellular processes, and may allow the early identification of disease or status of disease progression and treatment (Weissleder and Pittet 2008) . Developing these tools for the operating room would aid a physician during an intervention, by allowing the clinician to identify near-microscopic regions of disease, such as at the tumor margin. Ideally, this tool would be able to image at a depth of several centimeters, so that disease buried beneath the superficial layers could be identified. Several potential applications for this technology could be in removing occult disease in breast (Tanaka et al 2006, Alex and Krag 1993) , brain (Stummer et al 2008) and hepatic tumors (Torzilli et al 1999) , where imaging is currently being incorporated into the clinic, and new innovations may be readily translated. This paper develops and demonstrates an x-ray luminescence tomographic (XLT) method that is uniquely suited for image-guided surgical applications. This method, Limited-Angle XLT (LAXLT), utilizes a photon propagation model to enable XLT for surgical guidance, where XLT's advantages are the clearest for translation into the clinic. XLT has been recently introduced and demonstrated in simulation and in phantoms (Pratx et al 2010a (Pratx et al , 2010b . This imaging modality utilizes nano-sized phosphors which emit optical nearinfrared light upon x-ray excitation (Chen 2008 . Attaching these phosphors to molecular probes (e.g. antibodies and peptides) that target molecular markers specific to tumors, such as angiogenesis markers like epidermal growth factor receptor (Sokolov et al 2003) , or α v β 3 -integrin (Haubner et al 2001 , Chen et al 2004 expression, could allow the surgeon to differentiate between normal and cancerous tissue. XLT has several advantages to current molecular-sensitive imaging modalities: emission imaging techniques, such as gamma cameras, are limited in their ability to discriminate depth due to the limited angles that may be imaged during surgical procedures (Barrett 1990 ); optical imaging, on the other hand, has the ability to provide depth localization, and is currently under investigation for surgical guidance (Tanaka et al 2006 , Stummer et al 2008 , Roberts et al 2010 , yet is limited in its ability to image deeper than ∼1 cm (Kepshire et al 2007) . Depth is important to discern occult lesions lying under the superficial layer, and to determine the feasibility of surgical removal of a lesion.
XLT utilizes the extremely low scatter of x-rays compared to optical fluorescence imaging to enable higher spatial resolution. A thin pencil-beam of collimated x-rays may be maintained while the x-rays propagate through tissue of several cm; this spatial localization is in contrast to optical excitation, which is highly attenuated and scattered (O'Leary et al 1995) . By rotating the x-ray (or similarly the phantom) to cover all angular projections, the resolving power is limited merely by the width of the beam (up to the diffraction of the x-ray). A numerical analysis demonstrated that 2.25 cm deep objects as small as 1 mm (using a 1 mm beam width) with a nanoparticle concentration of 0.4 pM could be resolved; increasing dose increased the sensitivity (Pratx et al 2010a) . However, there are applications where the x-ray excitation may be limited by geometry, where increased temporal resolution is desired, or where a lower dose is mandatory; one such application is intraoperative breast cancer lumpectomy, where it may not be possible or desirable to irradiate over the full projection space. In these cases, it might be possible to irradiate over a limited projection space, and use the ability of the optical detectors to resolve the remaining dimensions. This technique could also have utility in decreasing dose to the tissue, as fewer irradiation beamlets are needed to resolve the volume.
This paper develops a reconstruction methodology for utilizing XLT to perform depthresolved imaging in a geometry appropriate for tumor-resection applications. This method develops a hybrid x-ray/optical reconstruction, which allows XLT spatial encoding in a limited-angle geometry, and diffuse optical spatial discrimination for the remaining dimensions. This technique augments that of Pratx et al (2010a) , who encoded all spatial dimensions; such a technique is more suitable for such applications as small-animal imaging. The advantage of this new approach is that enables XLT in surgical applications such as breast or brain excision, and may reduce dose. The performance of this technique is examined in both numerical and experimental phantoms for various object sizes and positions, within a geometry that mimics breast and brain intraoperative geometries.
Methods

Experimental setup
The equipment used for this study consisted of an x-ray radiation source to excite the phosphors, and an optical detector to sample the photon fluence. During acquisition, the radiation source is collimated into a thin slice as described by Pratx et al (2010a) to excite a plane shaped volume. An optical camera samples the emitted light. This schematic is shown in figure 1(a) . The experimental setup is shown in figure 1(b) .
The x-ray source used for the measurements in this paper was a 50 kVp x-ray superficial unit (Pantak Therapax-150, Elimpex, AT) with a 10 cm exit-diameter cone applicator. This cone was placed 17.5 cm away from surface of the phantom. The beam was collimated to 1 mm wide (verified optically) by carefully positioned 50 mm thick lead bricks. A high-sensitivity EM-CCD camera (Pro-EM, Princeton Instruments, NJ) with an F/1.4 lens was positioned ∼20 cm away from the surface of the phantom. This distance was chosen to minimize xray photon noise . As an alternative, optically clear leaded acrylic or leaded glass could be placed between the camera and the sample and used to reduce x-ray noise on the CCD and allow the camera to be placed closer to the sample to collect more light. 
Image formation
2.2.1. X-ray luminescence emission forward model. To determine the concentration of nanophosphors, the radiation (x-ray and optical) must be modeled. The emission of x-ray excitable nanophosphors is linearly dependent on the dose imparted to the tissue , d (units of Gy), the fractional efficiency of the phosphor in converting ionizing energy to optical emission, , and the concentration, c (units of mg ml
). The luminescent photon density from the nanophosphors, , due to an incident radiation beam is therefore
Determining the total ionization energy imparted to the tissue (dose) is a procedure that requires calibration to incorporate the properties of the radiation emitted by the x-ray system. This calibration is system specific, taking into account tube potential, geometry, x-ray tube target, and filter material; these factors taken together form an x-ray spectrum, known as the beam quality. The dose at depth is determined using measurements from a calibrated ionization chamber in a phantom and composed into a look-up table, the percent depth dose (PDD) curves. This system-wide calibration is performed periodically (Ma et al 2001) . Using the PDD curves, dose at a specific depth in the tissue can be determined by knowing the source-to-surface distance between the x-ray tube and the tissue. This method can have high quantitative accuracy of 1-2% (Munck af Rosenschöld et al 2008) . Another method to accurately determine dose is through Monte Carlo methods, which model the system, including the above factors and also including patient anatomy. This method can calculate dose with high accuracy as long as comprehensive modeling of beam quality is performed (Verhaegen et al 1999) . In this study, we used the PDD curves to determine dose.
Diffuse optical forward model.
Images acquired at the tissue surface are input into a photon propagation model to determine the phosphor distribution. The images from the CCD camera are first processed to remove x-ray noise using a simple gradient-threshold algorithm, and then input into the algorithm as the data. The propagation of optical light can be approximated by the lossy photon diffusion equation (DE) (Arridge et al 1993) , which yields the photon density in tissue. The DE is valid for many soft human tissues, including the breast, lung, prostate, brain, etc (Cheong et al 1990) . Following excitation from x-ray radiation, the time-independent luminescence photon density emitted from the nanophosphors is , where μ s is the reduced scattering coefficient of the emitted photons. A type III boundary condition is used to model the photon fluence at the boundary, −D∇φ ·n = αφ, where α defines the internal reflection of the light at the tissue boundary due to the index of refraction mismatch between tissue and air (Schweiger et al 1995 , Aronson 1995 , and the unit vector n is normal to the surface of the phantom. Because no unique solution exists for (2) with arbitrary boundaries, equation (2) is approximated with the finite element method (FEM) (Arridge et al 1993) . This problem is similar to the diffuse optical fluorescence model introduced by Jiang (1998) , and is adapted here.
As described by Jiang, the photon emission may be approximated with the FEM by
where A is the FEM approximation of the physics of photon propagation (the right-hand side of equation (2)) and b is the approximation to the light source (the left-hand side of equation (2)).
More specifically, the physics of the photon propagation is approximated with the FEM by
where ψ i,j are the volume elements that discretize the imaging domain and form a geometrical mesh defined over the entire imaging domain. A is integrated over this imaging domain. The source (in this case, the light emitted from the phosphors which were excited by the x-ray source) and boundary integral are approximated with the FEM by
The time component of the luminescence lifetime is ignored since the measurements in this work are from an integrating CCD camera, and the measurement time is much greater than the luminescence lifetime; effects from the minimal afterglow of the phosphors are ignored. The FEM-modeled source, G, is used to generate estimates for the photon fluence given the optical properties of the tissue, the concentration of phosphors, c, and the FEM mesh. An estimate for the photon fluence, φ, can be calculated by solving equation (3):
In this paper, the imaging domain is known, and is assumed that the endogenous optical tissue properties are known, so the model is dependent only on the unknown, c. Figure 2 shows the optical photon fluence for a numerical phantom with 100:1 phosphor concentration between an object and the background. Two different source configurations are shown, each with the x-ray direction of propagation in the horizontal (left/right) direction. In figures 2(a) and (b), the x-ray source, indicated by the red circle, irradiates a horizontal line passing through the background, whereas in figures 2(c) and (d), the x-ray irradiates the horizontal line passing through the middle of the phosphor-containing object. 
X-ray nanophosphor concentration reconstruction.
The goal of XLT is to determine the phosphor distribution. This spatial distribution can be determined by minimizing the difference between the measured photon flux from the camera, φ M (r), and the simulated photon flux, φ S (r) at identical sample locations. This is accomplished by minimizing the L2-norm of the objective function in an optimization routine:
where is the objective function to minimize. Because of the large dynamic range, the first term in (7) is formulated from the natural logs of the photon fluxes. This is an underdetermined problem, as measurements are made only at the boundary. Because this problem is underdetermined, the model, G, is linearized with a Taylor approximation and formed into an iterative algorithm as
where G is the partial differential of the modeled source with respect to the concentration, also known as the Jacobian, J. Minimizing equation (7) with respect to c and substituting G(c i ) from equation (8) into φ S and J for G yields
Solving for the concentration yields
This problem is ill-posed, so it is solved using the Levenberg-Marquardt (1963) algorithm, which includes a stabilization parameter, λ, in the inversion to avoid singularities:
Equation (5) is iterated until a minima is reached (the L2 norm of the update is less than 1% of the previous iteration), or until 15 iterations are performed, whichever occurs earlier. The stabilization parameter is reduced at each iteration as the algorithm approaches the minimum and converges on the solution. Although this study focused on applications where a single angle is ideal, note that this algorithm is not limited to a single angle. Thus, this algorithm is appropriate for any sparse-angle geometry.
Phantom study
The performance of the experimental setup and the reconstruction algorithm were tested by varying the size and location of a lesion-simulating object. The relationships between sourceobject and detector-object distance on resolving an object of various sizes were determined with both numerical and experimental phantoms. The metrics used to determine system performance were object location and object size. Location error in both the x-ray excitation and optical read-out dimensions was determined by calculating the distance between the true centroid of the lesion and the location of the maximum recovered value of the phantom. Object size in both the x-ray excitation and optical read-out dimensions were determined by calculating the full width at half maximum (FWHM) of the object in these dimensions. Concentration sensitivity and contrast recovery were also examined.
Numerical phantoms.
Numerical phantoms were used to test the position accuracy, object-size accuracy, and sensitivity of the algorithms. The position and object-size phantoms investigated the recovery of simulated tumors with 10:1 contrast between the object and the background and phosphor concentrations of 10 μg ml −1 . These lesions varied in size between 2 and 14 mm, and were placed at different locations in the phantom, as depicted in figures 3(a) and 4(a) (note the multiple arrows, which indicate the minimum and maximum extent of the object locations investigated). Sufficient dose (1 cGy) was given to yield signal-to-noise (SNR) greater than 10 for each object position-this methodology allowed a performance test of the algorithm for all object positions.
The sensitivity phantom included an object with varying concentration (figure 5(a)), and varying contrast ( figure 5(b) ). The 6 mm diameter object was placed at the center of the phantom along the dimension of the detectors (the long-axis), and moved at various depths away from the detectors. We used the phosphor properties from Kandarakis et al (1996) to obtain quantification of the emitted light efficiency for their lanthanum oxysulfide:terbium phosphor, which was 1.39 × 10 15 optical photons/(Gy × mg). We incorporated solidangle losses as well as losses due to lens inefficiency (DO-1795, Navitar Imaging Solutions, Rochester, NY). SNR below 10 was assumed to be too low to detect.
All phantoms were two dimensional, and measured 12 cm × 6 cm. Detectors were placed along the long-axis of the phantom, while the collimated x-ray source, 1 mm wide, was scanned along the short axis. The phosphor used for this experiment mimicked GOS:Eu, demonstrated in x-ray luminescence imaging in a previous study, which has a strong luminescence emission at ∼618 nm. Background optical properties were similar to that of breast tissue (Peters et al 1990) (μ a = 0.0027, μ s = 0.717). 
Experimental phantom.
The experimental phantom is shown in figure 6 . Figures 6(a) and (b) show the relative layout of the objects in the phantom, while figure 6(c) shows the camera-eye view of the phantom. Figure 6 (d) shows an image of the phantom while the phantom is irradiated by the x-ray beam. The optically clear acrylic phantom, measuring 12 cm × 6 cm, was filled with India ink to mimic optical absorption, and intralipid to mimic optical scatter, at the appropriate concentrations. The optical properties were μ a = 0.0027 and μ s = 0.717, as determined from a diffuse optical spectroscopy system. GOS:Eu phosphor at a concentration of 10 mg ml −1 was added to two cylindrical inclusions, one 5 mm in diameter, and one 10 mm in diameter, which were located 3 and 9 cm from the edge nearest the x-ray source, respectively. The inclusions were both imaged at various depths from the edge nearest the detector: 10, 15, 20, 30 mm; these dimensions are shown more clearly in figure 7(a) . The exposure times and gains were 1.5 s at gain 500, 3.5 s at gain 800, 3 s at gain 1000, and 7.5 s at gain 1000, for increasing depth. Dose to the phantom varied depending on the phosphor depth, so that a high SNR could be acquired while the phosphors were irradiated. The doses to the phantom were 6.7, 15.6, 13.4, and 33.4 cGy, for increasing depth.
Results
Numerical phantom results
As described above, a lesion-simulating object was placed in various locations in the volume so that the performance of LAXLT could be analyzed. The lesion location was varied with respect to the source-axis and detection-axis separately to determine the effects of sourceobject distance and detector-object distance on the ability to resolve the object. Figure 3 shows the results of maintaining a fixed detector-object distance while varying the sourceobject distance (varying depth with respect to the x-ray). These dimensions are depicted in figure 3 (a). The location error for the 2-14 mm objects is shown in figure 3(b) . This result demonstrates the excellent ability of the algorithm to spatially resolve an object, as all errors in distance are lower than 3.5 mm. Figure 3(c) shows the recovered object size in the direction of the x-ray excitation, which demonstrates the insensitivity with respect to depth, with an average standard deviation in the error in recovered size of 0.82 mm for varying source-object distances. In figure 3(d) , the recovered size of the object in the optical dimension is examined as a function of source-object depth. The algorithm is able to distinguish the varying sizes of the objects, with a standard deviation in the error in recovered size of 0.83 mm for the varying source-object distance. There is a slight tendency for blurring in the optical dimension due to the scattering of the optical photons. Figure 4 shows the effects of varying the depth of an object with respect to the optical dimension. Figure 4(a) shows the physical dimensions of the phantom. The object was moved from 0.5 to 4.5 cm from the detector, while remaining at a fixed distance from the x-ray source. Figure 4(b) shows the recovered location error of the centroid of the object with respect to depth from the optical detector. In this experiment, the ability to resolve an object of ∼2 mm was at the limit of the system with the 1 mm collimated x-ray beam that was used. However, the objects sized 4 mm and larger were resolved with higher accuracy. As expected, location error increases slightly as the depth increases, and larger objects are resolved more accurately than smaller objects. The advantage of using the x-ray is highlighted here, as even at 4.5 cm in depth, the object is resolved with less than 1 cm total error. Figure 4(c) shows the recovery of object size in the x-ray dimension, similar to figure 3(c). The mean standard deviation for the error in recovered object size was 1.36 mm. Figure 4(d) shows that the ability to determine the size of the object in the optical dimension has increased variability compared to the x-ray dimension, as the mean standard deviation of the error in recovered size with respect to depth is 2.4 mm. This larger standard deviation is consistent with object blurring at depth from the optical detector; this is expected due to the ill-posed nature of the algorithms needed for the optical photon modeling. Similar to figure 3(d), this system is able to distinguish between the different-sized objects in the optical dimension, although again, there is a tendency for dilation in the optically resolved dimension. Overall, the numerical phantom results show localization accuracy with median error of 2.2 mm (mean of 6.3 mm), or 4.1% (mean of 11.5%) of object depth for all lesions. The recovered lesion size has lower size-bias, with median error of −8.1% versus 87.5% (mean of 19.4% and 118.3%, respectively), in the x-ray excitation direction versus the optical direction, respectively. Again, this optical dilation is expected due to the increased optical scatter compared to x-ray. This technique is invariant in recovered size with respect to depth, as the standard deviation is less than 2.5 mm.
The concentration phantom is shown in figure 5(a) . The required dose (in Gy) to reach an SNR of 10 is plotted for varying concentrations. It is apparent from this calculation that a 6 mm diameter object with μg ml −1 concentration is detectable in this geometry with standard CT doses. With the doses currently used in IORT, concentrations to ng ml −1 are detectable at depth. As shown in figure 5(b) , with sufficient signal, contrast can be recovered for all contrast to background ratios tested, for depths up to 45 mm. Here, the advantage of the ability of the collimated x-ray to selectively excite the phosphors is clear.
Experimental phantom results
Photographs of the experimental phantom are shown in figure 6 ; the schematic of the experimental phantom is shown in figure 7(a) , and the results are shown in figures 7(b)-(d). Reconstructions for each case are shown in figure 8 , with increasing depth with each row. In this experiment, a 1-5 mm object, and a 1-10 mm object were imaged at various depths. For all depths, the recovered location error for both objects is less than 6 mm, and is independent of object size. Positional errors are recovered within 8.6% of the effective depth for a 5 mm object, and within 5.2% of the depth for a 10 mm object. Similar to the results from the numerical phantom, the ability to discern object size is highly accurate in the x-ray dimension, and is invariant with depth. The ability to resolve the object in the optical dimension is accurate to within 2 mm. Object-size median error is within 2.3% and 2% for the 5 mm and 10 mm objects, respectively. 
Discussion
Molecular imaging has long been identified as potentially a vital tool in surgery to aid in the identification of important tissue structures and tumor tissue (Gregorie et al 1968) . Until recently, the use of molecular imaging in surgery has been limited, both due to the lack of appropriate imaging tools, as well as the lack of highly specific contrast agents (the problem with most endogenous fluorescence agents in the body). Recent developments in both of these areas have increased the interest of molecular surgical guidance (Weissleder and Pittet 2008) . For instance, fluorescence molecular tomography (FMT) shows great promise in positively affecting surgical outcomes, as it is non-ionizing, has a wealth of knowledge of contrast agents, and can be implemented at low cost. FMT has found utility in tumor-margin excision (Stummer et al 2000) , sentinel lymph-node mapping (Tanaka et al 2006) , and avoidance of critical structures such as nerves (Boyette et al 2007) . Alternatively, sentinel lymph-node identification with radio-emission imaging is widely adopted (Alex and Krag 1993) ; its use in surgical resection is not well established. The lack of wide adoption of molecular imaging in surgical applications can partly be blamed on the limited flexibility of these imaging technologies. While FMT is ideal for structures at the surface and several millimeters beyond, its limitations in depth penetration preclude its ability to unmask disease that exists several centimeters beneath the surface. Radio-emission imaging is limited because of the need to image gamma photons which are highly penetrating in tissue-this prevents the identification of lesion depth, and increases the burden on the surgeon to patiently dig through the tissue until the object is identified. In the case of a sub-millimeter-sized tumor tissue, this practice would be overly laborious.
Clearly, a void exits in the ability of molecular instrumentation to resolve millimeter or sub-millimeter objects at depths of several centimeters. LAXLT may be able to fill this void. Its advantage is the ability to resolve objects at several centimeters of deep. Figure 9 demonstrates this ability, as it is shown that both the 5 mm and 10 mm objects in the experimental phantom were able to be resolved at a detector-object depth of beyond 3 cm. This is a stark contrast to FMT, as Kepshire et al (2007) demonstrated that depth linearity degrades beyond 1 cm. If the depth penetration of the x-ray source is considered, LAXLT is linear beyond 10 cm. This increased performance is due to the low scatter and high penetrability of the x-ray excitation, which allows more ideal imaging geometries to be chosen for surgical guidance.
The benefit of the technique developed in this study compared to previous developments with XLT is threefold: increased temporal resolution is possible because of the optical readout of two dimensions, which eliminates x-ray encoding in those dimensions; lower dose is possible because of the decreased x-ray excitation. Most importantly, this technique is suitable for geometries where full angular x-ray encoding is not possible. Therefore, this technique enables XLT to be used for surgeries such as breast lumpectomy; we foresee applications such as this to be one of the most important future applications in imaging. In breast lumpectomy, a full-angular encoding with x-ray is not desirable because deep critical structures are irradiated. By instead implementing a limited-angle technique, only the breast may be irradiated. For lumpectomy, this technique would be desirable to verify the position of the lesions in the surgical supine position, and to visualize remaining disease after resection.
In comparing this technique to other image-guided surgical modalities such as FMT, the advantages of LAXLT are clear. LAXLT was able to resolve 4 mm objects at detector-object depths greater than 4.5 cm, compared to FMT which is limited in to about 1 cm in resolving object dimensions (Kepshire et al 2007) . The most impressive aspect indicated by these results is the reduction in the blurring of the object with respect to depth; this highlights the advantage of incorporating the x-ray excitation, which due to its relatively insignificant scatter at these depths can pinpoint the depth of the object with respect to the optical depth dimension. The optical read-out is then used to determine the other dimensions. Since the depth is known to high accuracy (shown in figure 4), the diffuse algorithm properly models the diffuse nature of the light, and significantly reduces object blurring, as presented in figure 5. Thus, with LAXLT, dose and imaging time are reduced significantly compared to XLT.
It is intuitive that the resolution will be limited by the width of the x-ray beam, at shallower depths. At deeper depths, the scatter of the x-ray beam should be taken into account. In this study, a 1 mm collimated x-ray beam was able to successfully visualize a 2 mm object up to 2 cm, and a 4 mm object up to 4.5 cm. Higher resolution should be attained with a narrower beam; we are currently investigating this effect. The ability to resolve an object at depth is instead limited by dose.
Although this study was adapted to geometries best suitable to tumor resection, it should be noted that the algorithm presented in this work is generalizable to any geometry; it is especially useful for sparse-angle geometries. An additional use for this technique would be for intraoperative probes, where simple coregistration (assuming the catheter is radioopaque) between the x-ray source and the optical detection catheter could provide assessment of molecular status at a remote location.
An increase in dose to potentially healthy tissue is one disadvantage of this technique. Although we calculated that the maximum dose to the phantom was 33.4 cGy, this dose will be reduced to 6 cGy with a more favorable optical setup where the camera is closer to the object. This dose may be reduced further with a contact optical setup. Still, this dose may preclude its use in a screening setting, especially due to the increasing awareness of increasing radiation exposure in medicine (Caoili et al 2009) . However, post-surgical radiation therapy is commonly prescribed as a means to destroy cancer cells that may not have been removed around the margin (Dirbas 2009 , Munshi 2007 . In accelerated partial breast irradiation, 5-20 Gy of radiation is given to the resected cavity in 1-5 fractions, to reduce the morbidity of whole breast radiation therapy (Ross 2005) . In this context, LAXLT may have great utility to identify larger regions that may have been missed during surgery, and may require subsequent surgical investigation. Its sensitivity at this dose might enable the identification of micro-disease, or a very low concentration to be injected.
The other disadvantage of this technique is its use of nanoparticles. Although we have demonstrated low toxicity of our nanoparticles in cells, nanoparticles will have different effects in a living system. This topic is beyond the scope of this paper, but it is important to recognize that cancer nanotechnology is a major venture in the National Cancer Institute, and this technique will benefit from the knowledge gained from this program.
Conclusions
LAXLT has been developed for deeper molecular imaging than is available with FMT. A reconstruction algorithm, based on a hybrid x-ray excitation/diffuse optical emission model, was tested in a numerical and experimental phantom that had dimensions similar to the human breast. It was found that objects as small as 2 mm in diameter could be resolved at depths of up to 4-5 cm. It was shown that the depth of the object with respect to the x-ray source position had little effect on object recovery in this volume. It was then demonstrated experimentally that both a 5 and 10 mm object could be resolved at depths of at least 3 cm; these results agreed with the numerical phantom results, thus validating the simulation. If the challenges to engineering biocompatible phosphors can be resolved, LAXLT may have utility in surgical applications where small lesions must be imaged at a depth of a few centimeters, such as during breast lumpectomy surgery.
