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Abstract
We consider a generalization of the discrete-time Self Healing Umbrella Sampling method, which
is an adaptive importance technique useful to sample multimodal target distributions. The impor-
tance function is based on the weights (namely the relative probabilities) of disjoint sets which form
a partition of the space. These weights are unknown but are learnt on the fly yielding an adaptive
algorithm. In the context of computational statistical physics, the logarithm of these weights is, up
to a multiplicative constant, the free energy, and the discrete valued function defining the partition
is called the collective variable. The algorithm falls into the general class of Wang-Landau type
methods, and is a generalization of the original Self Healing Umbrella Sampling method in two
ways: (i) the updating strategy leads to a larger penalization strength of already visited sets in
order to escape more quickly from metastable states, and (ii) the target distribution is biased using
only a fraction of the free energy, in order to increase the effective sample size and reduce the
variance of importance sampling estimators. The algorithm can also be seen as a generalization of
well-tempered metadynamics. We prove the convergence of the algorithm and analyze numerically
its efficiency on a toy example.
1 Introduction
In many situations, sampling methods are considered in order to compute expectations of given
observables with respect to a distribution π dλ with support a subset X of RD. We denote by
π : RD → R the density of the target distribution, with respect to a reference non negative measure
λ on RD. We are interested here in the case when the target distribution is highly multimodal.
Typically, the expectations under consideration are approximated by empirical averages of the
observables computed along a path of a Markov chain or process, ergodic with respect to π dλ.
This is the principle of Markov chain Monte Carlo (MCMC) methods (see e.g. [6]); the famous
Metropolis-Hastings algorithm is one instance of a general approach to build a Markov chain hav-
ing a given probability measure as invariant distribution [37, 23]. In many situations of interest
however, the target probability measure π dλ is multimodal: the most likely regions are separated
by low probability regions, which makes the design of efficient numerical sampling methods diffi-
cult. Indeed, without a priori knowledge on π dλ, MCMC methods typically rely on local moves
and the algorithms are stuck in high probability regions: the dynamics of the Markov process is
metastable in the sense that it remains trapped for a very long time in some region of the space,
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called a metastable state, before hopping to another metastable state. The aim of this paper is to
discuss free energy-based adaptive importance sampling techniques which have been developed in
the physics and chemistry literature to efficiently sample such a multimodal probability measure
in high dimension.
In free energy-based importance sampling techniques, the auxiliary distribution from which the
samples are drawn is obtained by a local reweighting of the target distribution. More precisely,
assume we are given a partition of the state space X into d disjoint subsets (called strata hereafter):
X =
d⋃
i=1
Xi.
For future reference, let us introduce the so-called collective variable I : X→ {1, . . . , d} associated
with this partition:
∀x ∈ X, I(x) := i if and only if x ∈ Xi. (1.1)
Denote by θ⋆ = (θ⋆(1), . . . , θ⋆(d)) the vector collecting the weights of each stratum under π dλ:
∀i ∈ {1, . . . , d}, θ⋆(i) :=
∫
Xi
π dλ. (1.2)
In the context of computational statistical physics, minus the logarithm of these weights is called
the free energy. More generally, the free energy is, up to a multiplicative constant, the log marginal
of the target distribution along some chosen degrees of freedom, see Section 4 for a more precise
definition. Finally, for all θ ∈ Θ, where
Θ :=
{
θ =
(
θ(1), . . . , θ(d)
) ∈ (0, 1)d, d∑
i=1
θ(i) = 1
}
,
define a probability measure πθ dλ on X by:
∀x ∈ X, πθ(x) := 1
Zθ
d∑
i=1
π(x)
θ(i)
1Xi(x), with Zθ :=
d∑
i=1
θ⋆(i)
θ(i)
. (1.3)
By definition, all the strata have the same weight 1/d under πθ⋆ dλ. As a consequence, if the
strata are well chosen, πθ⋆ dλ is less multimodal than the original target π dλ, and the sampling
of πθ⋆ dλ is thus easier: a Markov chain sampling πθ⋆ dλ easily visits the whole space X. Since
we are interested in efficient Monte Carlo approximations of expectations under the distribution
π dλ, a standard reweighting (or importance sampling) strategy provides an estimator of such an
expectation from samples approximating πθ⋆ dλ, upon noting that we have for any measurable and
bounded function f : X→ R, ∫
X
f π dλ = d
d∑
i=1
θ⋆(i)
∫
Xi
f πθ⋆ dλ. (1.4)
Notice that for x ∈ Xi, the importance ratio π(x)/πθ⋆(x) is equal to dθ⋆(i) which justifies for-
mula (1.4).
Before discussing how to apply this method for a fixed partition, let us explain how the partition
can be built. Free-energy based techniques have originally been designed in the field of Monte Carlo
simulation of materials and molecular dynamics. In this context a continuous collective variable
ξ : X→ R is chosen, and the partitions are designed as level sets of ξ (typically, Xi = ξ−1([ai, ai+1))
for a1 < a2 < . . . < ad+1). The choice of a good function ξ is the subject of many papers: it typically
relies on some a priori knowledge of some “slow” degrees of freedom, which index transitions
between metastable states. We refer for example to the monographs [33, 9] for discussions on this
subject. For applications to Bayesian inference, the choice of a good partition is discussed in [10].
From now on, we assume that the partition is given.
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In practice, besides the choice of the partition, there are two major difficulties when applying
the free-energy biased sampling method described above: first, the vector θ⋆ is unknown; second,
the discrepancy between the weights (θ⋆(i))i=1,...,d may yield a large variance in the importance
sampling estimator of the quantity
∫
X
fπdλ deduced from (1.4). This discrepancy between the
reweighting factors can be quantified through the so-called effective sample size (see [27] and for-
mula (5.11) below for a precise definition): the larger the discrepancy between the weights, the
smaller the effective sample size.
To overcome the first difficulty, namely the fact that the vector θ⋆ is unknown, the idea is to
learn it on-the-fly. This yields a so-called adaptive importance sampling algorithm. The sampler
is an iterative procedure and each iteration combines a sampling step and an update step: the
sampling step samples a configurationXn+1 under a distribution approximating πθn dλ; the update
step builds a new approximation θn+1 of θ⋆, by using the past of the algorithm {θ0, X0, . . . , Xn}
and the new draw Xn+1. These two steps are designed in such a way that (in some sense to
be made precise) θn converges to θ⋆ in the longtime limit n → +∞ and thus, the distribution
of Xn converges to πθ⋆ dλ. Many free energy-based adaptive importance sampling techniques
have been proposed in the statistical physics literature, first with the scope of computing the
vector θ⋆. As a byproduct, they also provide a sampler targeting the distribution πθ⋆ dλ. These
algorithms essentially differ in the way the updating strategy is implemented, see e.g. the Wang
Landau algorithm [44, 45], the Self-Healing Umbrella Sampling (SHUS) algorithm [34], the Adaptive
Biasing Force algorithm [14, 24, 26, 40], the metadynamics algorithm [30, 7], the well-tempered
metadynamics algorithm [3], etc...
To overcome the second difficulty, we apply the adaptive strategy described above, but for
another target than the free-energy biased target density πθ⋆ . More precisely, we consider a density
πρθ⋆ where a measurable non-decreasing function ρ : (0, 1) → (0,+∞) is introduced in order to
make πρθ⋆ and the original target π closer, and thus to lower the discrepancy of the weights in the
importance sampling estimator. For all θ ∈ Θ, the probability measure πρθ is defined by
∀x ∈ X, πρθ (x) := (Zρθ )−1
d∑
i=1
π(x)
ρ(θ(i))
1Xi(x), with Z
ρ
θ :=
d∑
i=1
θ⋆(i)
ρ(θ(i))
. (1.5)
The idea of using the biased measure (1.5) instead of (1.3) dates back to the well-tempered meta-
dynamics algorithm [3], where the function ρ is chosen as ρ : t 7→ ta for some a ∈ (0, 1); in some
sense, we are studying here a discrete variant (discrete in time and discrete in terms of the collec-
tive variable) of the well-tempered metadynamics sampler, see Section 4 below for a more detailed
discussion.
Since the biasing measure changes, importance sampling estimators such as (1.4) should be
modified accordingly: for any measurable and bounded function f : X→ R,
∫
X
f π dλ =
 d∑
j=1
θ⋆(j)
ρ(θ⋆(j))
 d∑
i=1
ρ(θ⋆(i))
∫
Xi
f πρθ⋆ dλ, (1.6)
from which an importance sampling estimator of
∫
X
f π dλ can be deduced from samples approx-
imating πρθ⋆ dλ. The aim of the function ρ is to make the importance ratio π/π
ρ
θ⋆
(and thus the
weights ρ(θ⋆(i))) closer to a constant. More precisely, ρ should be such that
max
i=1,...,d
ρ(θ⋆(i))
min
i=1,...,d
ρ(θ⋆(i))
6
max
i=1,...,d
θ⋆(i)
min
i=1,...,d
θ⋆(i)
.
This allows to spend more time in strata Xi with larger weights θ⋆(i) in the estimation of averages
with respect to π. To better understand the interest of the function ρ, consider the example
ρ : t 7→ ta for some a ∈ (0, 1]. In that case, πtaθ⋆(Xi) is proportional to (θ⋆(i))
1−a
, and for x ∈ Xi, the
importance ratio π(x)/πρθ⋆(x) is equal to
(∑d
i=1 (θ⋆(i))
1−a
)
(θ⋆(i))
a
. On the one hand, the closer a
is to 1, the more uniform the weights of the strata are and the less metastable the sampler targeting
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πt
a
θ⋆
is (at least if the strata are well chosen, see the discussion above). But when a is close to 1,
the importance ratio is far from a constant, and thus the effective sample size associated with the
estimator (1.6) is small. On the other hand, when a gets close to 0, the function ρ is close to a
constant, and thus the effective sample size associated with the estimator (1.6) is large. But when
a gets close to 0, πt
a
θ gets close to the original target density π, and thus the sampling dynamics
becomes as metastable as the original non adaptive one. There is thus a compromise to find between
two contradictory objectives: biasing the dynamics in order to leave the metastable states more
quickly and thus converge faster to equilibrium; not modifying the original target probability π too
much, since this will give too large weights to originally unlikely regions, which will lead to a very
small effective sample size.
The first contribution of this paper is to propose a free-energy based adaptive importance
sampling algorithm, denoted SHUSαρ , for the sampling of a metastable distribution π dλ, which
combines the two ingredients presented above. The lowerscript ρ refers to the function ρ discussed
above, while the parameter α ∈ (1/2, 1] enters the updating formula of the sequence (θn)n>0 in order
to control its rate of convergence to θ⋆. This method is designed to (i) learn on-the-fly the weights
(θ⋆(i))i=1,...,d of the strata, and (ii) provide draws sampling π
ρ
θ⋆
. This algorithm is described in
Section 2, where its relationships with the SHUS algorithm and the Wang-Landau algorithm are
also discussed. We show that, like all these algorithms, SHUSαρ updates the weight vector θn
based on the frequency of visit of each stratum in such a way that it penalizes already visited
strata when sampling the next configuration Xn+1. As in SHUS and well-tempered metadynamics,
SHUSαρ automatically computes, based on its past behavior, the strength of the penalization. As
in well-tempered metadynamics, SHUSαρ also allows the use of a function ρ in order to improve
the quality of the importance sampling estimators based on the algorithm, as discussed above.
In particular, we explain that, for α = 1, SHUSαρ with ρ(t) = t is the standard SHUS algorithm
(see Section 2.2) while, with ρ(t) = ta (where a ∈ (0, 1)), it can be seen as a version of the
well-tempered metadynamics algorithm with a discrete collective variable and a discrete-in-time
stochastic dynamics (see Section 4). Nevertheless, it differs from these samplers by introducing
the additional degree of freedom α, which can be tuned so that the algorithm escapes far more
quickly from metastable states. This design parameter therefore improves the transient phase of
the algorithm. One motivation of this work is actually the study of the convergence and efficiency
of the well-tempered metadynamics, in a slightly different setting than the original one, and to
propose and study accelerated versions of the SHUS algorithm and well-tempered metadynamics,
thanks to the introduction of the parameter α.
The second contribution of this paper is to mathematically analyze the asymptotic behavior
of the SHUSαρ algorithm. Our work belongs to a series of contributions where free energy-based
adaptive importance algorithms are mathematically analyzed in order to prove their convergence
and to measure their efficiency; see e.g. [2, 25, 18, 16] for Wang-Landau algorithms, [32, 31] for
ABF, [19] for the SHUS algorithm and [13] for the well-tempered metadynamics algorithm.
We provide in Section 3 sufficient conditions on the function ρ, on the parameter α and on
the sampling step, in order to obtain the convergence of (θn)n>0 to θ⋆ and the consistency of an
importance sampling estimator of
∫
X
f π dλ computed ”online” (i.e. from the points (Xn)n>0 and
the sequence (θn)n>0 produced by the iterative algorithm). For that purpose, a crucial step is to
provide a recurrence result for the random sequence (θn)n>0 showing that, with probability one, it
enters infinitely often a compact subset of Θ. Finally, we show that the update rule for the vectors
of weights θn can be seen as a stochastic approximation scheme with a (random) step-size sequence,
self-tuned by the algorithm; we prove that this sequence converges to zero at the rate O(n−α).
After discussing in details the link between SHUSαρ and the well-tempered metadynamics in
Section 4, we then numerically illustrate the efficiency of this algorithm on a toy model in Section 5.
The roles of the function ρ and of the parameter α are highlighted. Finally, Section 6 is devoted
to the proofs of the asymptotic results stated in Section 3.
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2 The SHUSαρ algorithm
We introduce the SHUSαρ algorithm in Section 2.1. We then discuss its connections with the well-
known Wang-Landau algorithm in Section 2.2, where we also compare the SHUSαρ algorithm with
other free energy adaptive methods. Finally, in Section 2.3, we present how this algorithm is
derived and explain its expected properties using heuristic arguments. We would like to stress that
the arguments used in this section are not intended to be fully rigorous, but hopefully give some
intuition on the SHUSαρ algorithm. Rigorous statements about the convergence of the algorithm
are provided in Section 3.
2.1 The algorithm
Let ρ : (0, 1) → R+ be a measurable and non-decreasing function. Let α ∈ (1/2, 1], γ > 0 and
µ > 0 be three constants. Define the function gα : (0,+∞)→ (0,+∞) by:
∀s > 0, gα(s) =
{ (
ln(1 + s)
) α
1−α if α ∈ ( 12 , 1) ,
sµ if α = 1.
(2.1)
For any measurable function ρ : (0, 1) → R+ and for any θ ∈ Θ, let us denote by P ρθ a Markov
transition kernel ergodic with respect to the probability measure πρθ dλ, where π
ρ
θ is given by (1.5).
For example, P ρθ stands for a Metropolis Hastings kernel [6, 23, 37]. This will actually be our
setting in the sequel.
Algorithm 1 (SHUSαρ ) For a (possibly random) initial condition (θ˜0, X0) in (R
∗
+)
d × X, the
SHUSαρ algorithm consists in iterating the following three steps over n > 0: given (θ˜n, Xn) ∈
(R∗+)
d × X,
• Compute the normalizing constant Sn and the probability measure θn on {1, . . . , d}, obtained
by normalizing θ˜n:
Sn :=
d∑
i=1
θ˜n(i), θn :=
θ˜n
Sn
∈ Θ, (2.2)
• Sample Xn+1 according to the distribution P ρθn(Xn, ·),
• Compute, for all i ∈ {1, . . . d},
θ˜n+1(i) = θ˜n(i) +
γ
gα(Sn)
Sn ρ(θn(i))1Xi(Xn+1). (2.3)
Roughly speaking, θ˜n(i) stands for an ”occupation measure” of the stratum i at the end of itera-
tion n. The weight vector θn is the normalized vector associated with this occupation measure. If
the sample Xn+1 is in Xi0 , then θ˜n+1(i0) > θ˜n(i0) while for i 6= i0, θ˜n+1(i) = θ˜n(i). Therefore, at
the next iteration, the probability to be in the i0-th stratum is lower under the probability π
ρ
θn+1
dλ
(which is the invariant probability of the kernel P ρθn+1) than under π
ρ
θn
dλ.
As will become clear below, the main parameters of the SHUSαρ algorithm are the parameter
α ∈ (1/2, 1] and the function ρ. In particular, we do not explicitly mention the dependence on γ
in the notation SHUSαρ since this parameter does not play an important role in the mathematical
analysis. However, this parameter will play a role in the numerical tests in Section 5, when studying
the efficiency of the algorithm as α varies (see the choice in (5.2) which allows to obtain a continuous
behavior of the algorithm in the limit α → 1, in spite of the discontinuity of α 7→ gα at α = 1).
Likewise, we do not make explicit in the notation SHUSαρ and gα the dependence on the parameter
µ when α = 1 because, compared to α, this parameter has a weak influence on the behavior of the
algorithm (see for instance Corollary 3.6 below). Nevertheless, this parameter is needed to enclose
in our analysis the discrete version of the well-tempered metadynamics algorithm, as explained in
Section 4.
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2.2 Relationship with other free energy adaptive techniques
In this section, we observe that the SHUSαρ algorithm can be seen as one example of a generalized
Wang-Landau algorithm WLρ. This is useful to understand the basic principles underlying the
algorithm, and to discuss the differences and similarities of SHUSαρ with other free energy adaptive
techniques. In addition, we state convergence results for generalized Wang-Landau algorithms (see
Propositions 3.3 and 3.4 below), which allows us to prove the convergence of SHUSαρ .
A generalized Wang-Landau algorithm. Let us first introduce a generalization of the
original Wang-Landau algorithm [44]. Let ρ : (0, 1) → R+ be a measurable and non-decreasing
function.
Algorithm 2 (WLρ) For a (possibly random) sequence (γn)n>1 and initial conditions (θ˜0, X0) in
(R∗+)
d × X, the WLρ algorithm consists in iterating the following three steps over n > 0: given
(θ˜n, Xn) ∈ (R∗+)d × X,
• Compute the normalizing constant Sn and the probability measure θn on {1, . . . , d}:
Sn =
d∑
i=1
θ˜n(i), θn =
θ˜n
Sn
∈ Θ. (2.4)
• Sample Xn+1 according to the distribution P ρθn(Xn, ·).
• Compute, for all i ∈ {1, . . . d},
θ˜n+1(i) = θ˜n(i)
(
1 + γn+1
ρ(θn(i))
θn(i)
1Xi(Xn+1)
)
. (2.5)
The principle of generalized Wang-Landau algorithms is to penalize already visited strata in order
to favor transitions to new regions of the state space. The weight ρ(θn(i))θn(i) in (2.5) is introduced in
order to compensate for the biasing term 1ρ(θ(i)) in π
ρ
θ (see (1.6)), so that (θn)n>0 is expected to
converge to θ⋆ (see (1.2)), and the stationary state of the algorithm is expected to be π
ρ
θ⋆
. This
will be proven below (see Propositions 3.3 and 3.4) under appropriate assumptions on the stepsize
sequence (γn)n>1.
Notice that to adapt the stepsize sequence to the already visited states, it is natural to choose
a stepsize γn+1 which depends on the past (namely γn+1 is a function of (θ˜0, X1, . . . Xn)). Our
convergence analysis of the WLρ algorithm allows for such random stepsize sequences satisfying
some summability assumptions.
Two examples of generalized Wang-Landau algorithms. For the original Wang-
Landau algorithm [44], the function ρ is ρ(t) = t so that the target measure at convergence is
πθ⋆ which gives equal weight to all the strata. The updating rule considered in the mathematical
analysis provided in [18] relies on the following recurrence relation (compare to (2.5)):
θ˜WLn+1(i) = θ˜
WL
n (i)
(
1 + γWLn+1 1Xi(Xn+1)
)
, θWLn+1(i) :=
θ˜WLn+1(i)∑d
j=1 θ˜
WL
n+1(j)
(2.6)
where (γWLn )n>1 is a deterministic positive stepsize sequence chosen by the user. The stepsize
sequence (γWLn )n>1 gives the penalization strength. This sequence should decrease to zero in
order for the normalized sequence (θWLn )n>0 to have a limit, but not too fast since one wants
(θWLn )n>0 to converge to θ⋆. The convergence of the sequence (θ
WL
n )n>0 implies the convergence
of the distribution of Xn to πθ⋆ (see e.g. [18, Theorems 3.3 and 3.4]). Actually, in the original
Wang Landau algorithm [44], the stepsize is divided by 2 each time the occupation measure of the
strata is close to uniform, up to an error related to the current value of the stepsize (see [25] for a
mathematical analysis). The updating rule is thus not completely deterministic, since it involves
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a random time. The original Wang-Landau algorithm [44] is one instance of a generalized Wang-
Landau algorithm. Adapting our analysis to handle such an updating rule (by checking that the
hypotheses of Proposition 3.3 below are satisfied for this updating rule) would be an interesting
contribution.
The SHUSαρ algorithm is the WLρ algorithm for the specific stepsize sequence:
γn+1 =
γ
gα(Sn)
, (2.7)
since (2.5)–(2.7) is equivalent to (2.3). We will see below that the parameter α ∈ (12 , 1] gives the
limiting behaviour of the stepsize sequence (2.7): in the large n limit, γn ≃ n−α (see Section 2.3
for a formal argument, and Corollary 3.6 below for a rigorous derivation).
The SHUSαρ algorithm thus differs from the original Wang Landau algorithm since the target
density is not πθ⋆ but π
ρ
θ⋆
, so that at convergence the i-th stratum has probability (Zρθ⋆)
−1 θ⋆(i)
ρ(θ⋆(i))
.
Compared to Wang-Landau, the two main parameters ρ and α of the SHUSαρ algorithm thus intro-
duce flexibility in the algorithm. The function ρ allows to balance the two objectives of the impor-
tance sampling strategy: reducing the metastable features of a Markov chain targeting the original
probability measure π dλ without reducing too much the effective sample size of the weighted
samples in (1.6). The parameter α provides a control on the step-size sequence of the stochastic
approximation algorithm (see Remark 2.1 below for a discussion on the interest of controlling the
step-size sequence).
Comparison with other free energy adaptive techniques. The SHUSαρ algorithm is a
generalization of algorithms which are widely used in practice as efficient sampling tools in molecular
dynamics. In particular, the original SHUS algorithm [34] corresponds to the choices α = 1
and ρ(t) = t, see [19] for a mathematical analysis. Besides, the well-tempered metadynamics [3]
corresponds to the choices α = 1, µ = 1 − a and ρ(t) = ta with a ∈ (0, 1), as shown in Section 4
below.
2.3 Discussion of the construction of the algorithm
As explained in the introduction, adaptive free energy biasing algorithms are designed to update
the parameter θn in such a way that (θn)n>0 converges to θ⋆ (defined by (1.2)). We motivate in
this section the choices of the updating rule (2.3) (in the case α = µ = 1) and of the function gα
defined in (2.1).
Motivation of the updating rule (2.3) when α = µ = 1. Let us explain heuristically,
in the case α = µ = 1, the reason why limn θn = θ⋆, assuming that (θn)n>0 converges to some
θ∞ ∈ Θ. Then, asymptotically, everything happens as if the states Xk were sampled under πρθ∞ dλ
and were satisfying a strong law of large number. Hence, for any i ∈ {1, . . . , d}, almost-surely,
lim
n→+∞
1
n
n∑
k=1
1Xi(Xk) =
∫
Xi
πρθ∞ dλ = (Z
ρ
θ∞
)−1
θ⋆(i)
ρ(θ∞(i))
.
Since gα(s) = s, (2.3) implies
θ˜n(i) = θ˜0(i) + γ
n∑
k=1
ρ(θk−1(i))1Xi(Xk),
so that, almost-surely, for any i ∈ {1, . . . , d},
lim
n→+∞
θ˜n(i)
n
= γ ρ(θ∞(i)) (Z
ρ
θ∞
)−1
θ⋆(i)
ρ(θ∞(i))
= γ
θ⋆(i)
Zρθ∞
.
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By summing over i = 1, . . . , d, one thus gets that
lim
n→+∞
Sn
n
=
γ
Zρθ∞
. (2.8)
Therefore, since θn = θ˜n/Sn, we have limn θn = θ⋆; hence, θ∞ = θ⋆. This is not a proof of
convergence, but an indication that the only reasonable limit for (θn)n>0, when it exists, is θ⋆.
Choice of the function gα. Let us now explain the role of the function gα in (2.1), by looking
at the asymptotic behavior of the stepsize sequence (γn)n>1 = (γ/gα(Sn−1))n>1 when n→∞. As
explained above, when α = µ = 1, Sn scales as γ(Z
ρ
θ⋆
)−1n (see (2.8)). Therefore the stepsize
γn+1 = γ/Sn scales like Z
ρ
θ⋆
/n. As discussed in [16, 18, 19], it may be interesting in practice to use
larger stepsizes, of order n−α with α ∈ (12 , 1), in order to leave more quickly metastable states (this
will be discussed in more details in Remark 2.1 below). Let us check that this can be performed
by the choice (2.1) of the function gα.
In order to understand the possible choices for the function gα, we consider a generalized
updating rule
Sn+1 = Sn +
γ
g(Sn)
Sn ρ
(
θn(I(Xn+1))
)
, (2.9)
where gα in (2.3) has been replaced by any function g : R
∗
+ → R∗+, and where, we recall, I is defined
by (see (1.1)):
I(x) = i if and only if x ∈ Xi.
We define accordingly the generalized stepsize sequence by γn+1 =
γ
g(Sn)
. We now follow a formal
reasoning, comparing the asymptotic behaviors of sequences with the asymptotic behaviors of the
associated ordinary differential equations. All these computations will be rigorously justified in
Section 3. Since ρ(θn(I(Xn+1))) is expected to average out, in the longtime limit, at∫
X
ρ(θ⋆(I(x)))π
ρ
θ⋆
(x)dλ(x) = (Zρθ⋆)
−1,
one thus expects Sn and γn to behave when n→∞ like s(n) and γ(n) where t 7→ s(t) and t 7→ γ(t)
satisfy
s˙(t) =
γ
g(s(t))
s(t)(Zρθ⋆)
−1 and γ(t) =
γ
g(s(t))
. (2.10)
As explained in [18], classical results on stochastic approximation algorithms require that the
stepsize sequence satisfies
∑
n>1 γn = ∞ and
∑
n>1 γ
2
n < ∞ in order to ensure the almost-sure
convergence. In the continous-time setting introduced above, the question is thus: which functions
g : R+ → R+ are such that ∫
R+
γ(t) dt =∞ and
∫
R+
γ2(t) dt <∞ (2.11)
where the functions γ and s are defined by (2.10)? In the literature on stochastic approximation
algorithms, functions which satisfy (2.11) are classically chosen as
γ(t) =
(ν
t
)α
(2.12)
where ν > 0 and α ∈ (12 , 1] are two parameters. By using the fact that, from the first equation
in (2.10), it holds γ(t) = Zρθ⋆
d ln(s(t))
dt , one obtains that s(t) = C exp
(
ναt1−α
Zρθ⋆ (1−α)
)
when α ∈ (12 , 1),
and s(t) = Ct
ν
Z
ρ
θ⋆ when α = 1 (for some positive constant C). Since g(s(t)) = γγ(t) =
γtα
να , one thus
gets: ∀t > 0, 
g
(
C exp
(
ναt1−α
Zρθ⋆(1− α)
))
=
γtα
να
when α ∈
(
1
2
, 1
)
,
g
(
Ct
ν
Z
ρ
θ⋆
)
=
γt
ν
when α = 1 .
(2.13)
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Taking into account the fact that limt→∞ s(t) =∞ to get rid of irrelevant constants, one can check
that the choices (2.1) of g are consistent with the equalities (2.13), for the following choices of ν:
ν =

γ
1
α−1Zρθ⋆(1− α) for α ∈
(
1
2
, 1
)
,
Zρθ⋆
µ
for α = 1 .
We will see that these heuristics are compatible with rigorous mathematical analysis (see Corol-
lary 3.6) and numerical analysis (see Section 5).
Remark 2.1 The objective of this remark is to discuss the interest of considering larger stepsizes
(γn ≃ n−α with α close to 1/2) than in the original SHUS or well tempered metadynamics (for
which α = 1). It is known that in a Stochastic Approximation updating rule, the choice of the
stepsize sequence (γn)n>1 plays a role on the efficiency of the algorithm.
On the one hand, before reaching equilibrium (namely in the transient phase), it is better to
choose (γn)n>1 slowly decreasing in order to overcome a possible poor initialization (see e.g. [16,
18, 19]). This is illustrated in Section 5.2 where it is shown that choosing α close to 1/2 leads to
exit times from metastable states which are much smaller than for α = 1.
On the other hand, when the system gets closer to equilibrium, (γn)n>1 should decrease rapidly
to reduce the asymptotic fluctuations of θn around θ⋆ (see e.g. [4]). More precisely, it can typically
be shown that (γ
−1/2
n (θn − θ⋆))n>1 converges in distribution to a centered Gaussian distribution in
the limit n → ∞, see for example [18, Theorem 3.6] for the case of the Wang Landau algorithm.
Thus, in this regime, the smaller γn, the better.
In practice, the above considerations indicate that one should use large timesteps in a first stage
of the algorithm, and then smaller ones (hence the interest of being able to control the parameter α).
Another idea is to combine an updating rule with large timesteps with an averaging technique to
recover an asymptotic variance of order 1/n (see for example [43, 42] or [17, Theorem 3.2]). It is
not our objective to further explore such issues in this article.
3 Long-time behavior of the SHUSαρ algorithm
3.1 General assumptions
We study the convergence of the algorithm under the following assumption on the target probability
measure π dλ and on the strata (Xi)i∈{1,...,d}:
A1 The density π of the target distribution is such that sup
X
π <∞ and the strata (Xi)i∈{1,...,d}
satisfy min16i6d π(Xi) > 0.
It is assumed that the Markov transition kernels {P ρθ , θ ∈ Θ} satisfy:
A2 For any θ ∈ Θ, P ρθ is a Metropolis-Hastings transition kernel with proposal kernel q(x, y) dλ(y)
where q(x, y) is symmetric and satisfies infX2 q > 0, and with invariant distribution π
ρ
θ dλ,
where πρθ is given by (1.5).
The assumption infX2 q > 0 is particularly useful for the proof of recurrence
1. It is unclear how to
adapt our argument to a setting where the support of q is not X2. However, it is expected, when
the recurrence property holds, that the convergence proof can be adapted without this assumption
(see e.g. [1, 20, 21]).
The convergence results for SHUSαρ are established for any measurable function ρ : (0, 1) →
(0,+∞) satisfying:
1We recall that the algorithm is recurrent if with probability one, the sequence (θn)n>0 enters infinitely often a
compact subset of Θ, see (3.7) below.
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R1 For any compact subset K of (0, 1), there exists a constant C such that
∀t ∈ K, ∀t′ ∈ (0, 1),
∣∣∣∣1− ρ(t′)ρ(t)
∣∣∣∣ 6 C |t′ − t| .
R2 supt∈(0,1) ρ(t) <∞.
R3 ρ is non-decreasing on (0, 1) and there exists R > 1 such that
inf
t∈(0,1/R)
ρ(t)
ρ(Rt)
> 0.
R4 t 7→ ρ(t)/t is non-increasing on (0, 1) and limt→0+ ρ(t)/t = +∞.
R5 inft∈(0,1) ρ(t)/t > 0.
The function ρ : t 7→ (max(t, t0))a for some a ∈ [0, 1) and t0 ∈ [0, 1] (as well as for a =
1 and t0 ∈ (0, 1]) satisfies the above assumptions. It clearly satisfies Assumptions R2 to R5.
It also satisfies Assumption R1: this is obvious for a = 0, and for a ∈ (0, 1], it is checked as
follows. For t0 = 0 and t, t
′ ∈ (0, 1) either t′ 6 t2 and |1 − ( t
′
t )
a| 6 1 6 2t |t′ − t| or t′ > t2 and
|1 − ( t′t )a| = |(t
′)a−ta|
ta 6
a
ta
(
t
2
)a−1 |t′ − t|. The latter calculation also shows that, for t0 > 0,∣∣∣1− ρ(t′)ρ(t) ∣∣∣ 6 C |max(t′, t0)−max(t, t0)| 6 C |t′ − t|. As already mentioned above, the case t0 = 0
and a ∈ (0, 1] is typically the case of interest in practice. Notice that recent papers [12, 35] consider
the case of a function ρ which, like t 7→ (max(t, t0))a with t0 > 0, is constant in a neighborhood
of 0. When a = 0, the algorithm actually corresponds to the naive sampling, without adaptation.
Note that these assumptions are not satisfied for the function ρ(t) = t. The SHUSαρ(t)=t case has
actually already been studied in [19], where similar asymptotic results as those presented below are
proven under the additional hypothesis infX π > 0 used to check the recurrence property. The proofs
in our case follow the same lines as in [19]. Compared to [19], the fact that limt→0 ρ(t)/t = +∞
implies that strata which have not been visited are more penalized (see (2.5)). This makes the
recurrence of the algorithm easier to establish, so that we could get rid of the assumption infX π > 0
needed in [19].
3.2 Convergence results
Our main result is the following convergence result.
Theorem 3.1 Let γ > 0. Assume A1, A2 and R1 to R5. Assume moreover that either (i)
α ∈ (12 , 1) or (ii) α = 1 and µ > 1 or (iii) α = 1, µ ∈ (0, 1) and ρ(t) = ta for some a ∈ [0, 1).
Then the SHUSαρ algorithm starting from any (R
∗
+)
d × X-valued random initial condition (θ˜0, X0)
converges in the following sense:
(i) limn→+∞ θn = θ⋆ P-a.s.
(ii) For any bounded measurable function f : X→ R,
lim
n→∞
E [f(Xn)] =
∫
X
f πρθ⋆ dλ and limn→∞
1
n
n∑
k=1
f(Xk) =
∫
X
f πρθ⋆ dλ P− a.s.
(iii) For any bounded measurable function f : X→ R,
lim
n→∞
E
( d∑
i=1
θn−1(i)
ρ(θn−1(i))
) d∑
j=1
ρ(θn−1(j)) f(Xn)1Xj (Xn)
 = ∫
X
f π dλ ,
lim
n→∞
1
n
n∑
k=1
(
d∑
i=1
θk−1(i)
ρ(θk−1(i))
) d∑
j=1
ρ(θk−1(j)) f(Xk)1Xj (Xk)
 = ∫
X
f π dλ P− a.s.
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Let us recall that θ⋆ and π
ρ
θ are respectively defined in (1.2) and (1.5). Here and in the following,
P and E respectively denote the probability measure and the expectation on any probability space
which supports all the random variables needed to define the algorithm.
Notice that we have not been able to prove convergence for α = 1, µ ∈ (0, 1) and a general
function ρ satisfying R1 to R5. In this case, convergence however holds for the specific choice
ρ(t) = ta which is the case of interest in practice. We refer to Section 6.4 for more comments on
that.
The key property for the proof of convergence of the sequence (θn)n>0 to θ⋆ is to rewrite the
updating rule of the weight sequence (θn)n>0 as in Lemma 3.2 below. This allows us to consider
it as a stochastic approximation algorithm (see e.g. [4, 8, 29, 5, 28]) with (i) a random stepsize
sequence (γn)n>1 and (ii) Markovian inputs Xn+1 with a distribution conditional to the past,
depending on the current estimate θn of θ⋆. Let us recall the definition (2.7) of the stepsize
γn+1 :=
γ
gα(Sn)
.
Let us introduce the function H : X×Θ→ Rd with i-th component
Hi(x, θ) := ρ(θ(i))1Xi(x) − θ(i) ρ(θ(I(x))) (3.1)
= ρ(θ(I(x))) (1Xi (x)− θ(i)),
where I(x) is defined in (1.1). We do not indicate explicitly the dependence of H on ρ for the ease
of notation.
The following lemma is useful to rewrite the evolution of the sequence (θn)n>0. We state it in
the general setting of the WLρ algorithm (see Section 2.2).
Lemma 3.2 Let us consider a sequence (θ˜n)n>0 satisfying the recurrence relation (2.5) for some
stepsize sequence (γn)n>1. Then the associated normalized sequence (θn)n>0 defined by (2.4) sat-
isfies the equation
θn+1 = θn + γn+1H(Xn+1, θn) + γn+1Λn+1, (3.2)
where (Λn)n>1 is a random sequence with values in R
d such that
sup
n>0
|Λn+1|
γn+1
6
√
2
(
sup
(0,1)
ρ
)2
P− a.s. (3.3)
The proof is a consequence of simple computations made in Section 6.1.
From the property stated in Lemma 3.2, the general strategy to prove Theorem 3.1 is to combine
convergence results for stochastic approximation algorithms (see e.g. [4, 29, 1]) and for so-called
adaptive MCMC algorithms (see in particular [20]). Indeed, the WLρ algorithm can essentially be
seen as an iterative procedure on (θn)n>0 (see Lemma 3.2) with Xn+1 generated according to the
distribution P ρθn(Xn, ·).
Let us introduce the mean field function h : Θ → Rd (omitting again to explicitly indicate the
dependence on ρ)
h(θ) :=
∫
X
H(x, θ)πρθ (x) dλ(x) =
θ⋆ − θ∑d
i=1
θ⋆(i)
ρ(θ(i))
. (3.4)
In the physics literature, h is sometimes called the quasi-equilibrium average of H . The recur-
sion (3.2) is a noisy version of the dynamics driven by the mean field function (we use here the
notation of [1]):
θn+1(i) = θn(i) + γn+1hi(θn) + γn+1ξn+1(i),
where
ξn+1(i) := Hi(Xn+1, θn)− hi(θn) + Λn+1(i).
For the proof of convergence of (θn)n>0, the main steps are to show that (i) the noise γn+1ξn+1
is sufficiently small so that the sequence inherits the behavior of the sequence (τn)n>0 satisfying
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the recurrence relation τn+1 = τn + γn+1h(τn), and (ii) that the sequence (θn)n>0 converges to
the zero of h, namely θ⋆ (see (3.4)), by identifying the recurrence relation as a time discretization
of the ordinary differential equation τ˙ = h(τ). More precisely, Theorem 3.1 is a consequence of
Proposition 3.3 and Proposition 3.5 stated below. Proposition 3.3 shows that convergence holds
as soon as the algorithm is recurrent and the stepsize sequence (γn)n>1 a.s. satisfies the usual
conditions
∑
n>1 γ
2
n < ∞ and
∑
n>1 γn = ∞ for the convergence of stochastic approximation
algorithms, respectively to control the noise and to mimic the asymptotic behavior of the ordinary
differential equation. Proposition 3.5 ensures that those two conditions are actually satisfied in our
setting. The proof of Proposition 3.5 is based in particular on some sufficient conditions on the
sequence (γn)n>1 for the recurrence of the algorithm, stated in Proposition 3.4.
We state Propositions 3.3 and 3.4 in the general setting of the WLρ algorithm which encompasses
the SHUSαρ algorithm (see Section 2.2).
Proposition 3.3 Assume we are given a density π and a family of kernels P ρθ satisfying A1 and
A2, for a function ρ : (0, 1)→ (0,+∞) satisfying R1 and R2. Assume that we are given sequences
(θ˜n, Xn)n>0 and (γn)n>1 generated by the WLρ algorithm (see Algorithm 2). In particular, for all
n > 0, conditionally on
Fn := σ
(
θ˜0, X0, X1, · · · , Xn
)
, (3.5)
Xn+1 is generated according to the distribution P
ρ
θn
(Xn, ·).
If, moreover,
• the stepsize sequence (γn)n>1 is predictable with respect to the filtration (Fn)n>0 (i.e. for all
n > 1, γn is Fn−1-measurable) and such that
P-a.s., (γn)n>1 is non-increasing,
∑
n>1
γn =∞ and
∑
n>1
γ2n <∞, (3.6)
• the algorithm is recurrent, in the following sense:
P-a.s., the sequence (θn)n>0 returns infinitely often to a compact set of Θ, (3.7)
then the conclusions (i)-(ii)-(iii) of Theorem 3.1 hold.
Some sufficient conditions on (γn)n>1 to ensure the recurrence of the WLρ algorithm are given
in the following proposition.
Proposition 3.4 Assume we are given a density π and a family of kernels P ρθ satisfying A1 and
A2, for a function ρ : (0, 1) → (0,+∞) satisfying R2 to R4. Assume that we are given sequences
(θ˜n, Xn)n>0 and (γn)n>1 satisfying the recurrence relation (2.5) of the WLρ algorithm.
If the sequence (γn)n>1 is non-increasing, bounded from above by a deterministic sequence con-
verging to 0 as n→∞ and such that
r¯d,γ := sup
n>1
γn
γn+d−1
< +∞, (3.8)
then the algorithm is recurrent, in the sense of (3.7).
Notice that Propositions 3.3 and 3.4 give some sufficient conditions on (γn)n>1 for the conver-
gence of the WLρ algorithm.
Proposition 3.5 Let γ > 0. Assume A1, A2, R2 to R5. Then the sequences
(
θ˜n, Xn
)
n>0
and(
γn+1 =
γ
gα(Sn)
)
n>0
generated by the SHUSαρ algorithm starting from any (R
∗
+)
d×X-valued random
initial condition (θ˜0, X0) are such that (3.6) and (3.7) hold in the following cases: (i) α ∈ (12 , 1) or
(ii) α = 1 and µ > 1 or (iii) α = 1, µ ∈ (0, 1) and ρ(t) = ta for some a ∈ [0, 1).
A useful corollary of the previous results gives the effective behavior of the stepsize sequence
(γn)n>1 in the longtime limit n→ +∞.
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Corollary 3.6 Let γ > 0. Assume A1, A2 and R1 to R5 and that either (i) α ∈ (12 , 1) or (ii)
α = 1 and µ > 1 or (iii) α = 1, µ ∈ (0, 1) and ρ(t) = ta for some a ∈ [0, 1).
Then, the stepsize sequence (γn)n>1 generated by the SHUS
α
ρ algorithm starting from any
(R∗+)
d × X-valued random initial condition (θ˜0, X0) has the following asymptotic behavior:
P− a.s., lim
n→∞
(nαγn)
1/α
= Cα Zρθ⋆ with Cα :=
{
1/µ if α = 1,
(1− α) γ(1/α)−1 if α ∈ (1/2, 1).
where, we recall Zρθ⋆ =
∑d
i=1
θ⋆(i)
ρ(θ⋆(i))
(see (1.5)).
The proofs of all these results are gathered in Section 6.
4 Relationship with well-tempered metadynamics
The objective of this section is to make explicit a connection between the SHUSαρ algorithm and
the well-tempered metadynamics [3]. This leads us to propose an accelerated version of the well-
tempered metadynamics.
4.1 Presentation of well-tempered metadynamics.
The well-tempered metadynamics [3] is an adaptive biasing procedure used in molecular dynamics,
where a biasing potential Vbias : R+×R→ R is updated in time according to (see [3, Equation (3)])
∀t > 0, ∀z ∈ R, dVbias(t, z)
dt
= ω exp
(
−Vbias(t, z)
∆T
)
δε(ξ(Xt)− z), (4.1)
where ξ : RD → R is the so-called collective variable, and ∆T and ω are positive parameters. In this
setting, the function ξ and the dummy variable z ∈ R respectively play the roles of the function I
and the dummy variable i ∈ {1, . . . , d}. Moreover,Xt ∈ RD denotes the configuration of the system
at time t, and δε is an approximation to the identity, typically δε(z) = (2πε)
−1/2 exp(−|z|2/(2ε))
for a positive parameter ε. The biasing potential Vbias is thus increased around the current value
ξ(Xt) of the collective variable at time t, in order to favor visits to other values of ξ than the current
one. We refer to [15] for a discussion on using the unbiasing weight exp
(
−Vbias(t,ξ(Xt))∆T
)
instead of
exp
(
−Vbias(t,z)∆T
)
(this has no impact in the limit ε→ 0 we consider afterwards).
The stochastic process (Xt)t>0 follows a dynamics which, at time t and for a fixed biasing
potential Vbias(t, ·), is ergodic with respect to the biased probability measure
πt(x) = Z
−1
t exp
(
−V (x) + Vbias(t, ξ(x))
T
)
where Zt =
∫
RD
exp
(
−V (x) + Vbias(t, ξ(x))
T
)
dx.
Here, T > 0 is the temperature, the Boltzmann constant is taken to 1 for simplicity and V : RD → R
is the potential energy function. The original target density obtained when Vbias = 0 is thus the
Boltzmann-Gibbs density:
π(x) = Z−1 exp
(
−V (x)
T
)
where Z =
∫
RD
exp
(
−V (x)
T
)
dx. (4.2)
One example of a dynamics followed by (Xt)t>0 is the overdamped Langevin dynamics
dXt = −[∇V (Xt) +∇xVbias(t, ξ(Xt))] dt+
√
2T dWt, (4.3)
where (Wt)t>0 is a D-dimensional Brownian motion. The well-tempered metadynamics algo-
rithm thus consists in evolving the coupled system (4.1) and (4.3) (using some appropriate time-
discretization schemes).
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As explained in [3, 13], it is expected that the biasing potential Vbias admits a longtime limit.
For small ε, this longtime limit should be − ∆TT+∆T F up to an irrelevant additive constant, where F
is the so-called free energy, defined by
∀z ∈ ξ(RD), exp
(
−F (z)
T
)
=
∫
{x, ξ(x)=z}
exp
(
−V (x)
T
)
δξ(x)−z(dx), (4.4)
see e.g. [33] for the precise meaning of the surface measure δξ(x)−z(dx). In the stationary state, the
sampled density is thus Z−1 exp
(
−V (x)−
∆T
T+∆T F (ξ(x))
T
)
dx, whose marginal in ξ is Z−1 exp
(
− F (z)T+∆T
)
.
Let us explain the heuristic argument which gives the longtime limit of Vbias. Let us assume that
Vbias(t, z) converges to a limiting potential Vbias(∞, z) up to an additive constant: in the limit
t→∞,
Vbias(t, z) ≃ Vbias(∞, z) + C(t),
where C : R+ → R. By using (4.1), one gets in the limit ε→ 0, using the fact that Xt is distributed
according to Z−1∞ exp
(
−V (x)+Vbias(∞,ξ(x))T
)
,
∀z ∈ ξ(RD), dC
dt
= ω exp
(
−Vbias(∞, z)
∆T
)∫
{x,ξ(x)=z}
Z−1∞ exp
(
−V (x) + Vbias(∞, ξ(x))
T
)
δξ(x)−z(dx)
= ω exp
(
−T +∆T
T∆T
Vbias(∞, z)
)
Z−1∞ exp
(
−F (z)
T
)
.
Since the left-hand side does not depend on z, this yields, up to an irrelevant additive constant
∀z ∈ R, Vbias(∞, z) = − ∆T
T +∆T
F (z).
Notice that this reasoning is very similar to the one we used at the beginning of Section 2.3 to
identify the limit of (θ˜n)n>0.
4.2 Reformulating well-tempered metadynamics in a discrete setting.
Let us now make explicit the connection between the well-tempered metadynamics and the SHUSαρ
algorithm. We already explained the link between the target π and the potential energy function V ,
see (4.2). In the setting we consider for the SHUSαρ algorithm, we use a discrete collective variable
ξ(x) = I(x) (see (1.1) for the definition of I). Therefore, the term δε(ξ(Xt)− z) in (4.1) is simply
replaced by an indicator function 1ξ(Xt)=i. Moreover, from (4.4) the free energy is (up to an
additive constant) F (i) = −T ln θ⋆(i) for all i ∈ {1, . . . , d}. Finally, we also need to consider
evolutions which are discrete in time. We introduce to this end a timestep size h > 0 and consider
all quantities in the well-tempered metadynamics at times nh.
In order to guess the relationship between the biasing potential Vbias and the biasing vector θ˜,
let us consider these two quantities in the longtime regime. On the one hand, as explained above,
the longtime limit of the biasing potential Vbias is − ∆TT+∆T F up to an irrelevant additive constant.
On the other hand, in the SHUSαρ algorithm, the sequence (θ˜n)n>0 converges, up to a multiplicative
constant, to θ⋆ = exp(−F/T ). Therefore, the natural definition of θ˜ in terms of Vbias is: for all
n > 0, for all i ∈ {1, . . . , d},
θ˜wtn (i) := exp
(
Vbias(nh, i)
T
T +∆T
∆T
)
(4.5)
Indeed, with this relation, if Vbias converges to − ∆TT+∆T F (up to an additive constant), θ˜wtn converges
to θ⋆ = exp(−F/T ) (up to a multiplicative constant), as expected.
Let us now rewrite the well-tempered metadynamics in terms of θ˜wtn , using the definition (4.5)
of θ˜wtn . The dynamics (4.1) rewritten in terms of θ˜
wt
n is, after time discretization: for all n ∈ N, for
all i ∈ {1, . . . , d},
T∆T
T +∆T
(
ln(θ˜wtn+1(i))− ln(θ˜wtn (i))
)
= ωh [θ˜wtn (i)]
− TT+∆T 1ξ(X(n+1)h)=i.
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Using the approximation ln(θ˜wtn+1(i))− ln(θ˜wtn (i)) ≃ θ˜
wt
n+1(i))−θ˜
wt
n (i)
θ˜wtn (i)
valid for small h, this yields
θ˜wtn+1(i)− θ˜wtn (i) = ωh
T +∆T
T∆T
[θ˜wtn (i)]
∆T
T+∆T 1ξ(X(n+1)h)=i
= γ
Swtn
(Swtn )
1−a
(
θwtn (i)
)a
1Xi(Xn+1) (4.6)
with
Swtn =
d∑
i=1
θ˜wtn+1(i) , θ
wt
n (i) =
θ˜wtn+1(i)
Swtn
and
γ = ωh
T +∆T
T∆T
, a =
∆T
T +∆T
. (4.7)
Comparing (4.6) with (2.3), one can see that this is the SHUSαρ algorithm with α = 1, µ = 1 − a
and ρ(t) = ta.
Our analysis therefore provides a proof of convergence of the well-tempered metadynamics in the
specific context where the collective variable takes values in a finite space, and the evolution of the
position vector Xt is made using a Metropolis-Hastings procedure with target Z
−1
t exp[−(V (x) +
Vbias(t, ξ(x)))/T ].
4.3 Accelerating well-tempered metadynamics.
As explained above (see in particular Remark 2.1), it is interesting to consider the SHUSαρ algorithm
with α ∈ (12 , 1) in order to obtain larger stepsizes than for the standard well-tempered metadynamics
(for which α = 1). A natural question is therefore: how to modify the dynamics (4.1) in order to
obtain the SHUSαta algorithm instead of (4.6)? One can check that the natural modification of (4.1)
is:
∀t > 0, ∀z ∈ ξ(RD), dVbias(t, z)
dt
= ωfα
(
ZT,∆Tt
)
exp
(
−Vbias(t, z)
∆T
)
δε(ξ(Xt)− z), (4.8)
where, in view of (4.5),
ZT,∆Tt =
∫
R
exp
(
Vbias(t, z)
T
T +∆T
∆T
)
dz
is the equivalent2 of Sn =
∑d
i=1 θ˜n(i), and
fα(s) =
s
T
T+∆T
gα(s)
for α ∈ (12 , 1). Following the previous reasoning, it is observed that the reformulation of (4.8) in a
discrete setting is the SHUSαρ algorithm with ρ(t) = t
a, γ and a given by (4.7), and α ∈ (12 , 1).
In view of the numerical experiments presented below in Section 5, we expect that this variant
of the well-tempered metadynamics should exhibit much smaller exit times from metastable states,
and thus a quicker exploration of the state space. As explained in Remark 2.1, it may however
be useful to switch back to α = 1 after the transient phase, or to combine this with an averaging
technique, in order to reduce the asymptotic fluctuations of θn around θ⋆.
2In practice, for this integral to be finite, one should either consider a function ξ with values in a compact space, or
restrict the biasing potential to a bounded subset of the collective variable values. We do not enter here into these practical
details, see for example [11, 36] for discussions of the proper implementation of boundary conditions in well-tempered
metadynamics.
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Figure 1: Level sets of the potential V considered for the simulations. The minima are located at the
positions x± ≃ (±1.05,−0.04), which defines two metastable states, one on the left in the vicinity of
x−, and one on the right in the vicinity of x+.
5 Numerical illustration
The results stated in Section 3 precisely describe the asymptotic behavior of the SHUSαρ algorithm
but do not give much information about the efficiency of the adaptive algorithm compared to the
original non adaptive one. The aim of this section is to explore on a specific numerical example
already considered in previous works (see for example [41, 38, 16, 19]) the interest of using the
SHUSαρ algorithm in terms of computational efficiency.
We consider the system based on the two-dimensional potential suggested in [41]. The state
space is X = [−R,R]× R. The density of the target measure reads
∀x = (x1, x2) ∈ X, π(x) = Z−11[−R,R](x1) e−βV (x1,x2),
for some positive inverse temperature β and Z =
∫
X
e−βV (x1,x2) dx1dx2, with
V (x1, x2) = 3 exp
(
−x21 −
(
x2 − 1
3
)2)
− 3 exp
(
−x21 −
(
x2 − 5
3
)2)
(5.1)
− 5 exp (−(x1 − 1)2 − x22)− 5 exp (−(x1 + 1)2 − x22)+ 0.2x41 + 0.2(x2 − 13
)4
.
A plot of the level sets of the potential V is presented in Figure 1. The global minima of the
potential are located at the points x− ≃ (−1.05,−0.04) and x+ ≃ (+1.05,−0.04). This induces
two metastable states, located in the vicinities of each of the global minima.
We introduce d strata (Xℓ = (aℓ, aℓ+1)× R)ℓ=1,...,d, where aℓ = −R + 2(ℓ − 1)R/d for ℓ =
1, . . . , d + 1. In the following, we set R = 1.2 and d = 24. The initial weight vector is θ˜0 =
(1/d, . . . , 1/d) and the initial configuration is X0 = (−1, 0). For all θ, the kernel P ρθ is defined
by a Metropolis-Hastings step with target density πρθ and a two-dimensional Gaussian proposal
distribution q(x, y) = 12πσ2 exp(−|x − y|2/σ2). We choose in the following σ2 = 0.01 (so that
σ = 2R/d) and we use the Mersenne-Twister random number generator as implemented in the
GSL library.
The Metropolis-Hastings dynamics without adaptation (namely with the Gaussian proposal
distribution and target π at each iteration) is metastable: it takes a long time (which becomes
exponentially large in the limit β → ∞) to go from the stratum containing x− to the stratum
containing x+.
The SHUSαρ algorithm is applied with
ρ(t) = ta
16
where a ∈ [0, 1]. Moreover, we choose in all numerical simulations the parameter γ (which appears
in the recurrence relation (2.3)) as a function of α as follows:
γ(α) =
{
1 if α = 1,
(1 − α)− α1−α if α ∈ (1/2, 1) . (5.2)
This is to avoid the degeneracy of the constant Cα(γ) which appears in the asymptotic behavior
of the stepsize sequence (see Corollary 3.6) when α → 1. Indeed, when γ does not depend on α,
limα→1 Cα(γ) = 0. With the choice (5.2), Cα(γ(α)) no longer depends on α:
∀α ∈ (1/2, 1), Cα(γ(α)) = C1(γ(1)) = 1.
To avoid overflows in the values of θ˜n and Sn, we use the procedure described in [19, Section 5.2.1].
5.1 Asymptotic behavior of the stepsize sequence
With the choice (5.2) of the parameter γ, it is expected from Corollary 3.6 that, in the large n limit
and for α ∈ (1/2, 1),
γn ∼
(
g(a)
n
)α
with g(a) = Zt
a
θ⋆ =
d∑
i=1
θ⋆(i)
1−a,
while, for α = 1,
µγn ∼ g(a)
n
.
This is checked numerically on Figures 2 (for various values of α, with µ = 1 when α = 1) and 3
(where the dependence on µ for α = 1 is investigated). The reference values θ⋆(i) are obtained by a
two-dimensional quadrature. The numerical results are in excellent agreement with the theoretical
findings, and allow to go even beyond the theoretical predictions since the scaling of the steps also
hold for values of α < 1/2. Note however that the convergence is slower for smaller values of a
and α. In particular, although not apparent on the scale of the plots, the values of nγ
1/α
n are very
slowly increasing for a = 0.2 and α = 0.4.
5.2 Exit times
In order to show the interest of using the SHUSαρ algorithm to get out of metastable states, we
now study the exit time from the left metastable state in the small temperature regime β → ∞.
More precisely, starting from the initial condition X0 = (−1, 0) close to the global minimum x−,
we consider the time it takes to the system to go to the vicinity of the global minimum x+.
This section is organized as follows. In Section 5.2.1, exit times from metastable states for
the SHUSαρ algorithm are studied using a toy model with only three states. Following previous
results (see [16]), this gives heuristic scalings for the exit times in the small temperature regime
on the two-dimensional model presented above. We then compare in Section 5.2.2 these expected
asymptotic behaviors with those numerically observed on the two-dimensional potential.
5.2.1 Heuristic on a toy model
Following [16], one can derive a scaling of the time needed to leave a metastable state on a toy
model with only three states.
Let us recall the model we consider in [16]. The toy model consists of three states and three
strata, so that X = {1, 2, 3} and Xi = {i} for i ∈ {1, 2, 3}. The target probability is defined, for a
small positive parameter ε ∈ (0, 1), by
π({1}) = π({3}) = 1
2 + ε
and π({2}) = ε
2 + ε
. (5.3)
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Figure 2: Behavior of the effective time step as a function of the iteration index, at β = 4 and averaged
over 5000 realizations. Each plot represents nγ
1/α
n as a function of the iteration index n for a different
value of a, the various curves representing the results obtained for α ∈ {0.4, 0.6, 0.8, 1}. Note that, in
all cases, the convergence is faster for larger values of α. The horizontal line represents the limiting
value g(a) (namely g(1) = 24, g(0.8) = 9.07, g(0.6) = 4.49 and g(0.2) = 1.58).
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Figure 3: Behavior of the effective time step as a function of the iteration index for α = 1 and µ = 0.25,
at β = 4 and averaged over 5000 realizations. Each plot represents µnγn/g(a) as a function of the
iteration index n for a different value of a, the various curves representing the results obtained for
α ∈ {0.4, 0.6, 0.8, 1}. The expected limit is 1 in all cases.
Notice that in this setting, for all i ∈ {1, 2, 3}, π({i}) = θ⋆(i). The unbiased dynamics is a
Metropolis-Hastings algorithm with target π and proposal matrix Q ∈ R3×3 defined by
Q =
 2/3 1/3 01/3 1/3 1/3
0 1/3 2/3
 ,
so that jumps are only allowed between neighboring states. Since the state 2 has small probability,
there are two metastable states for this dynamics: state 1 and state 3. One can check that the
number of iterations nMH(ε) needed by the unbiased dynamics to go from state 1 to state 3 is of
order
nMH1→3(ε) ≃
6
ε
(5.4)
in the limit ε → 0 (see [16, Proposition 3.1] for precise statements). One important feature
of adaptive dynamics is that this exit time is drastically reduced (compare (5.4) and (5.6)-(5.7)
below).
Let us now consider the SHUSαρ algorithm applied to this toy model. Set θ˜0 = (
1
3 ,
1
3 ,
1
3 ) and
X0 = 1. The main output of the paper [16] is that the number of iterations needed to go from 1 to
3 using the adaptive algorithm can be estimated in the limit ε → 0 by considering the minimum
number of iterations required to reach the metastable state 2. This is what we estimate in the
following, using some formal derivations, which could be made rigorous using the same techniques
as in [16]. For the sake of conciseness, we do not give here rigorous proofs of these results. We
will however check the consistency of these results with what is observed numerically in the next
section.
As long as (Xn)n>0 stays in state 1, θ˜n(2) = θ˜0(2) =
1
3 , θ˜n(3) = θ˜0(3) =
1
3 and θ˜n(1) = un
where (un)n>0 is a sequence satisfying, in view of (2.3):
un+1 = un + γ
un +
2
3
gα
(
un +
2
3
) ( 3un
3un + 2
)a
, (5.5)
with initial condition u0 =
1
3 . Let us denote by
ζn :=
(un,
1
3 ,
1
3 )
un +
2
3
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the associated normalized vector in Θ. Since P t
a
θ (1, 2) =
1
3
(
εθa(1)
θa(2) ∧ 1
)
= 13
(
εθ˜a(1)
θ˜a(2)
∧ 1
)
, it follows
that P t
a
ζn
(1, 2) = 13 (ε(3un)
a ∧ 1). Thus, the probability of staying in state 1 from iteration 0 up to
iteration n+ 1 is
n∏
k=0
(
1− P taζk (1, 2)
)
= exp
(
n∑
k=0
ln
(
1− 1
3
(ε(3uk)
a ∧ 1)
))
.
For ε small, expanding the logarithm, this probability is of order 1/2 when
∑n
k=0 u
a
k is of order 1/ε.
The case α = 1. When α = 1, in view of (5.5),
un+1 = un + γ
(
un +
2
3
)1−µ(
3un
3un + 2
)a
.
When n is large, un becomes large and
un+1 ≃ un + γu1−µn .
By comparison with the ordinary differential equation dydt (t) = γ(y(t))
1−µ with solution y(t) =
(y(0)µ + γµt)
1/µ
, one obtains un ≃ (γµn)1/µ and then
∑n
k=0 u
a
k ≃ (γµ)a/µ µµ+an
µ+a
µ . The proba-
bility to reach state 2 for the first time after at least n + 1 iterations attains 1/2 when this sum
becomes of order 1/ε i.e. when n is of order γ−
a
µ+aµ−1(µ+ a)
µ
µ+a ε−
µ
µ+a . We thus obtain that the
number of iterations n11→3 needed to go from 1 to 3 in the case α = 1 satisfies, in the limit ε→ 0,
n11→3(ε) ≃ C11→3 ε−
µ
µ+a . (5.6)
where C11→3 := γ
− aµ+aµ−1(µ+ a)
µ
µ+a is a constant.
The case α ∈ (12 , 1). When α ∈ (12 , 1), in view of (5.5),
un+1 = un + γ
un + 2/3
ln
α
1−α (1 + un + 2/3)
(
3un
3un + 2
)a
.
When n is large, un becomes large and
un+1 ≃ un
(
1 +
γ
ln
α
1−α (un)
)
,
so that
ln (un+1) ≃ ln (un) + γ
ln
α
1−α (un)
.
By comparison with the ordinary differential equation dydt (t) = γ(y(t))
− α
1−α with solution y(t) =(
y(0)1/(1−α) + γt1−α
)1−α
, one obtains un ≃ exp
[(
γn
1−α
)1−α]
. We now want to estimate
∑n
k=0 u
a
k.
Since for c = a
(
γ
1−α
)1−α
,
∫ x
0
ecy
1−α
dy =
xαecx
1−α
c(1− α) −
α
c(1− α)
∫ x
0
yα−1ecy
1−α
dy,
∫ x
0
ecy
1−α
dy ∼ xαc(1−α)ecx
1−α
as x → +∞. Hence ∑nk=0 uak ∼ nαecn1−αc(1−α) . The probability to reach
state 2 for the first time after at least n+ 1 iterations attains 1/2 when this sum becomes of order
1/ε i.e. when n is of order 1−αγ
(− ln εa )1/(1−α). We thus obtain that the number of iterations nα1→3
needed to go from 1 to 3 in the case α ∈ (1/2, 1) satisfies, in the limit ε→ 0,
nα1→3(ε) ≃ Cα1→3 |ln ε|1/(1−α) . (5.7)
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where Cα1→3 :=
1−α
γ a
1/(α−1).
By comparing the transition time from 1 to 3 on the unbiased Metropolis-Hastings dynamics
(see (5.4)), and for the SHUSαρ algoritm (see (5.6) and (5.7)), the interest of using the adaptively
biased dynamics is obvious: the exit times are much smaller for SHUS. Moreover, one can see that
it is interesting to consider α < 1 in order to reduce the exit time compared to α = 1.
5.2.2 Numerical results on exit times
Average exit times for the two-dimensional model described at the beginning of Section 5 are ob-
tained by performing independent realizations of the following procedure, for given values of a, α, β:
initialize the system in the state X0 = (−1, 0), and run the dynamics until the first time index N
such that the first component of XN is larger than 1. We perform K independent realizations of
this process. The corresponding empirical average first exit time is denoted by tαβ . Since we work
with a fixed maximal computational time (of about a week or two on our computing machines with
our implementation of the code), K turns out to be of the order of a few hundreds for the largest
exit times, while K = 105 in the easiest cases corresponding to the shortest exit times. In our
numerical results, we checked that K is always sufficiently large so that the relative error on tαβ is
less than a few percents in the worst cases.
The first task is to identify the equivalent of the parameter ε in the toy model from Section 5.2.1.
In the large β regime, using Laplace’s method, the ratio between the probability of the stratum in
the transition region (around the vertical axis (0, y) for y ∈ R) and the metastable states is of order
C¯ exp(−βδ0) for some positive constants C¯ and δ0. In view of (5.3), this suggests the following
formal equivalence between ε and β:
ε(β) = C¯e−βδ0 . (5.8)
We next replace ε by the right-hand side of the above equality in the scalings found at the end of
Section 5.2.1.
When α = 1, it is expected from (5.8) and (5.6) that, in the regime β →∞,
t1β ≃ C˜eβδ0
µ
µ+a (5.9)
for some constant C˜. When α ∈ (1/2, 1), it is expected from (5.8) and (5.7) that, in the regime
β →∞,
ln(tαβ) ≃
1
1− α lnβ. (5.10)
We check in the sequel the scalings (5.9)-(5.10) by varying the parameters of the dynamics in several
ways: (i) fix α (as well as µ for α = 1) and vary a; (ii) fix α = 1 and a, and vary µ; (iii) fix α = 1
and vary a = 1− µ, which corresponds to the well-tempered metadynamics.
Dependence on a. The dependence of the exit times on a is studied in Figure 4 for α = µ = 1,
and in Figure 5 for α ∈ (12 , 1).
For α = µ = 1, we perform, for each value of a a least-square fit of ln t1β in terms of β to obtain
the scaling t1β ∼ eβr(a). In view of (5.9), we next compare r(a) with δ0/(1 + a). Numerically, we
estimate δ0 ∼ 2.4, in accordance with the value found in [16]. The numerical results on Figure 4
are therefore in excellent agreement with the scaling expected from the toy model.
For α ∈ (12 , 1), we perform a fit of ln(tαβ ) in terms of lnβ to obtain the scaling ln(tαβ ) ∼
s(α, a) lnβ. In view of (5.10), we expect s(α, a) to be independent of a and close to 1/(1 − α).
The slopes s(α, a) obtained in the numerical experiments displayed on Figure 5 for two values of
α (namely α = 0.6 and α = 0.8) are reported in Table 1. They are close to the expected values for
α = 0.6, as well as for α = 0.8 when a is close to 1. The discrepancies observed for α = 0.8 and
small values of a may be due to the fact it is difficult to reach the asymptotic regime β → ∞ in
this setting. It might be that the slopes of the curves would decrease for much larger values of β.
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a = 0.2 a = 0.4 a = 0.6 a = 0.8 a = 1 expected
α = 0.6 2.72 2.38 2.27 2.33 2.44 2.5
α = 0.8 11.8 9.69 9.00 6.80 4.87 5
Table 1: Numerically estimated slopes s(α, a) of the exit times tαβ ∼ βs(α,a), for various values of a
(see Figure 5). The expected values are s(α) = 1/(1 − α), namely s(0.6) = 2.5 and s(0.8) = 5.
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Figure 4: Case α = 1. Left: Exit times for various values of a. Right: Associated slopes r(a), fitted
by 2.4/(1 + a).
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Figure 5: Case α ∈ (1/2, 1). Left: Exit times for α = 0.8. Right: Exit times for α = 0.6. In both
cases, a linear fit is superimposed in solid lines to the data.
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Figure 7: Case α = 1 and a = 1 − µ (original well-tempered dynamics). Left: Exit times for various
values of a = 1− µ. Right: Associated slopes r(a), fitted by 2.43(1 − a).
Dependence on µ. We next consider the case when α = 1 and a = 0.5 are fixed, and compute
scaling times for various values of µ; see Figure 6. We again perform, for each value of a a least-
square fit of ln t1β in terms of β to obtain the scaling t
1
β ∼ eβr(µ). In view of (5.9), we next compare
r(µ) with δ0µ/(µ + 0.5). Numerically, we estimate δ0 ∼ 2.3, in accordance with the value found
in [16]. Note however that the predicted slopes r(µ) are somewhat off the prediction δ0µ/(µ+ 0.5)
for small values of µ. This might be due to the fact that, as in the case α = 0.8 and a small, the
asymptotic regime has not yet been reached.
Well-tempered metadynamics. We finally turn to the well-tempered metadynamics case,
which corresponds to α = 1 and varying values of a = 1−µ. Exit times in this setting are reported
in Figure 7, together with the slopes r(a) fitted on the data as t1β ∼ eβr(a). The so-obtained
values are in excellent agreement with the theoretical prediction δ0(1−a) from (5.9), for the choice
δ0 = 2.43.
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5.3 Discussion on the effective sample size
As can be seen from the results, exit times are drastically reduced as α decreases and a increases.
However, the question arises whether the importance sampling strategy remains efficient for large
values of a, for which the bias is larger hence the effective sample size is smaller.
Let us first recall the definition of the effective sample size. At convergence (namely when the
sequence (θn)n>0 has reached its limiting value θ⋆), the weight of a sample X is w(X) = θ⋆(I(X))
a.
The effective sample size (ESS) of a weighted ensemble of n i.i.d. samples X1, . . . , Xn is defined as
(see [27])
ESS =
(
n∑
i=1
w(Xi)
)2
n∑
i=1
w2(Xi)
. (5.11)
The ESS is a real number in [0, n]. The more uniform the weights of the samples are, the closer to
n the ESS is. In order to normalize this quantity, let us introduce the efficiency factor (EF) which
is the ESS divided by the number of samples:
EF =
(
n∑
i=1
w(Xi)
)2
n
n∑
i=1
w2(Xi)
. (5.12)
The EF is close to one (respectively to zero) when the random variable w(X) has a small (respec-
tively a large) variance.
Following the strategy outlined in [10, Section 4.1.2], it is possible to give in our context the
limit EF(a) of the efficiency factor as n→∞. Indeed, at equilibrium, the samples are distributed
according to πρθ⋆ , where, we recall ρ(t) = t
a. The probability of the j-th strata is thus pa(j) =
θ⋆(j)
1−a/Za with Za =
∑d
i=1 θ⋆(i)
1−a, the weight being wa(j) = θ⋆(j)
a in this region. Therefore,
EF(a) =
(∑d
j=1 pa(j)wa(j)
)2
(∑d
j=1 pa(j)
)(∑d
j=1 pa(j)w
2
a(j)
) = 1(∑d
j=1 θ⋆(j)
1−a
)(∑d
j=1 θ⋆(j)
1+a
) .
These functions are plotted in Figure 8 for various values of β. As expected, the efficiency factor
decreases as a increases.
6 Proofs
Throughout this section, | · | will be used both to denote the absolute value and the Euclidean norm
in Rp. For two real numbers a and b, we denote a ∨ b = max(a, b) and a ∧ b = min(a, b). Let us
recall the definition (3.5) of the filtration (Fn)n>0:
Fn = σ
(
θ˜0, X0, X1, · · · , Xn
)
.
The constants C appearing in the proofs are finite constants which may change from line to
line.
6.1 Proof of Lemma 3.2
Let us rewrite (2.5) as:
θ˜n+1(i) = θ˜n(i) + γn+1 Sn ρ(θn(i))1Xi(Xn+1).
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Figure 8: Efficiency factors EF(a) for various values of β.
By summing over i = 1, . . . , d, we have
Sn+1 = Sn [1 + γn+1ρ (θn(I(Xn+1)))] . (6.1)
This implies that the sequence (θn)n>0 evolves according to
θn+1(i) = θn(i)
(
1 + γn+1
ρ(θn(i))
θn(i)
1Xi(Xn+1)
)
[1 + γn+1ρ(θn(I(Xn+1))]
−1
. (6.2)
By using (1 + a)/(1 + b) = 1 + a− b+ b(b− a)/(1 + b), we have
θn+1(i) = θn(i) + γn+1 ρ(θn(i))1Xi(Xn+1)− γn+1θn(i) ρ(θn(I(Xn+1)))
+ γ2n+1ρ(θn(I(Xn+1)))
θn(i) ρ(θn(I(Xn+1)))− ρ(θn(i))1Xi(Xn+1)
1 + γn+1ρ(θn(I(Xn+1)))
.
This can be reformulated as θn+1(i) = θn(i) + γn+1Hi(Xn+1, θn) + γn+1Λn+1(i), where the i-th
component of Λn+1 is given by
Λn+1(i) := γn+1
[ρ(θn(I(Xn+1)))]
2
1 + γn+1 ρ(θn(I(Xn+1)))
(θn(i)− 1Xi(Xn+1)) , (6.3)
Since 0 6 θn(i) 6 1 for all i = 1, . . . , d, it holds
d∑
i=1
|θn(i)− 1Xi(Xn+1)|2 = 1 +
d∑
i=1
θn(i)
2 − 2
d∑
i=1
θn(i)1Xi(Xn+1) 6 1 +
d∑
i=1
θn(i) = 2.
It therefore follows that |Λn+1| 6 γn+1
√
2
(
sup(0,1) ρ
2
)
.
6.2 Proof of Proposition 3.3
The proof of Proposition 3.3 is performed by extending the technique of proof used in [18] for the
convergence of the Wang-Landau algorithm to a random sequence of stepsizes (γn)n>0.
Let us first recall the result [18, Proposition 3.1] on the Metropolis-Hastings transition kernel
P ρθ , which will be useful below.
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Proposition 6.1 Under A1 and A2, there exists δ ∈ (0, 1) such that for all θ ∈ Θ, for all x ∈ X
and for all measurable set A ⊂ X, it holds:
P ρθ (x,A) > δ
∫
A
πρθ (x) dλ(x) , (6.4)
∀n > 0, sup
θ∈Θ
sup
x∈X
‖(P ρθ )n(x, ·) − πρθ dλ‖TV 6 2(1− δ)n, (6.5)
where for a signed measure µ, the total variation norm is defined as
‖µ‖TV := sup
{f : sup
X
|f |61}
|µ(f)| .
The proof is now organized as follows. We first state three lemmas which quantify the dependence
on θ of the invariant measure πρθ , the transition kernel P
ρ
θ , and the solution to a Poisson equation
associated with P ρθ . We then give the proof of Proposition 3.3.
Lemma 6.2 For all θ, θ′ ∈ Θ,
‖πρθ dλ− πρθ′ dλ‖TV 6 2(d− 1)
d∑
i=1
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣ .
Notice that the result of course also holds with the symmetrized right-hand side
2(d− 1)min
(
d∑
i=1
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣ , d∑
i=1
∣∣∣∣1− ρ(θ(i))ρ(θ′(i))
∣∣∣∣
)
.
Proof: The proof is adapted from [18, Lemma 4.6]. By definition of πρθ ,
πρθ (x) =
d∑
i=1
θ⋆(i)/ρ(θ(i))∑d
j=1[θ⋆(j)/ρ(θ(j))]
π(x)
θ⋆(i)
1Xi(x) .
Hence,
‖πρθ dλ− πρθ′ dλ‖TV 6
d∑
i=1
∣∣∣∣∣ θ⋆(i)/ρ(θ(i))∑d
k=1[θ⋆(k)/ρ(θ(k))]
− θ⋆(i)/ρ(θ
′(i))∑d
k=1[θ⋆(k)/ρ(θ
′(k))]
∣∣∣∣∣
6
∑d
j=1
∑d
i=1 θ⋆(i)θ⋆(j) |1/[ρ(θ(i))ρ(θ′(j))]− 1/[ρ(θ′(i))ρ(θ(j))]|∑d
k=1[θ⋆(k)/ρ(θ(k))]
∑d
l=1[θ⋆(l)/ρ(θ
′(l))]
.
We denote by N(θ, θ′) the numerator of the expression of the right-hand side of the previous
inequality. Then,
N(θ, θ′) =
d∑
j=1
∑
i6=j
θ⋆(i)θ⋆(j)
|ρ(θ′(i)) ρ(θ(j)) − ρ(θ(i)) ρ(θ′(j))|
ρ(θ(i)) ρ(θ′(i)) ρ(θ(j)) ρ(θ′(j))
6
d∑
j=1
∑
i6=j
θ⋆(i)θ⋆(j)
∣∣∣∣ ρ(θ(j)) − ρ(θ′(j))ρ(θ(i)) ρ(θ(j)) ρ(θ′(j))
∣∣∣∣+ d∑
j=1
∑
i6=j
θ⋆(i)θ⋆(j)
∣∣∣∣ ρ(θ(i))− ρ(θ′(i))ρ(θ(i)) ρ(θ′(i)) ρ(θ(j))
∣∣∣∣ .
For the denominator, we use the lower bound
∀i, j ∈ {1, . . . , d},
d∑
k=1
[θ⋆(k)/ρ(θ(k))]
d∑
l=1
[θ⋆(l)/ρ(θ
′(l))] >
θ⋆(i) θ⋆(j)
ρ(θ(i)) ρ(θ′(j))
.
Therefore,
‖πρθ dλ− πρθ′ dλ‖TV 6 2
d∑
j=1
∑
i6=j
∣∣∣∣ρ(θ(j)) − ρ(θ′(j))ρ(θ(j))
∣∣∣∣ 6 2(d− 1) d∑
j=1
|ρ(θ(j))− ρ(θ′(j))|
ρ(θ(j))
,
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which gives the claimed result.
Lemma 6.3 For all θ, θ′ ∈ Θ and x ∈ X
‖P ρθ (x, ·)− P ρθ′(x, ·)‖TV 6 4 sup
i∈{1,...,d}
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣ . (6.6)
Proof: The proof is adapted from [18, Lemma 4.7]. As P ρθ is a Metropolis kernel, for any bounded
measurable function f ,
|P ρθ f(x)− P ρθ′f(x)| =
∣∣∣∣∫
X
q(x, y) (αθ(x, y)− αθ′(x, y)) (f(y)− f(x)) dλ(y)
∣∣∣∣
6 2 sup
X
|f | sup
X2
|αθ − αθ′ |
where αθ(x, y) := 1 ∧ (πρθ (y)/πρθ (x)) since q is symmetric. For notational simplicity, we do not
indicate explicitly the dependence of αθ on ρ.
Let us introduce the unnormalized measure
∀x ∈ X, π˜ρθ (x) :=
d∑
i=1
π(x)
ρ(θ(i))
1Xi(x),
which is such that ∀x ∈ X, πρθ (x) = (Zρθ )−1π˜ρθ (x) where Zρθ =
∫
X
π˜ρθdλ =
∑d
j=1
θ⋆(j)
ρ(θ(j)) . Notice that
∀x, y ∈ X, αθ(x, y) = 1 ∧ π˜
ρ
θ (y)
π˜ρθ (x)
.
We now show that
∀θ, θ′ ∈ Θ, ∀x, y ∈ X, |αθ(x, y)− αθ′(x, y)| 6 2 sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ (6.7)
which yields the result (6.6) since
sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ = sup
i∈{1,...,d}
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣ .
The proof of (6.7) is performed by distinguishing between four cases:
• π˜ρθ(y) 6 π˜ρθ (x) and π˜ρθ′(y) 6 π˜ρθ′(x). Then,
|αθ(x, y)− αθ′(x, y)| =
∣∣∣∣ π˜ρθ (y)π˜ρθ(x) − π˜
ρ
θ (y)
π˜ρθ′(x)
+
π˜ρθ (y)
π˜ρθ′(x)
− π˜
ρ
θ′(y)
π˜ρθ′(x)
∣∣∣∣
6
π˜ρθ (y)
π˜ρθ (x)
|π˜ρθ′(x) − π˜ρθ(x)|
π˜ρθ′(x)
+
|π˜ρθ (y)− π˜ρθ′(y)|
π˜ρθ′(x)
6
|π˜ρθ (x)− π˜ρθ′(x)|
π˜ρθ′(x)
+
|π˜ρθ (y)− π˜ρθ′(y)|
π˜ρθ′(y)
6 2 sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ .
• π˜ρθ(x) 6 π˜ρθ (y) and π˜ρθ′(x) 6 π˜ρθ′(y). Then, |αθ(x, y)− αθ′(x, y)| = 0.
• π˜ρθ(x) 6 π˜ρθ (y) and π˜ρθ′(y) 6 π˜ρθ′(x). Then,
|αθ(x, y)− αθ′(x, y)| = 1− π˜
ρ
θ′(y)
π˜ρθ′(x)
6 1− π˜
ρ
θ′(y)
π˜ρθ′(x)
π˜ρθ (x)
π˜ρθ (y)
6
|π˜ρθ′(x) − π˜ρθ (x)|
π˜ρθ′(x)
+
π˜ρθ (x)
π˜ρθ′(x)
|π˜ρθ (y)− π˜ρθ′(y)|
π˜ρθ (y)
6
|π˜ρθ′(x) − π˜ρθ (x)|
π˜ρθ′(x)
+
π˜ρθ (x)
π˜ρθ (y)
π˜ρθ′(y)
π˜ρθ′(x)
|π˜ρθ (y)− π˜ρθ′(y)|
π˜ρθ′(y)
6 2 sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ .
27
• π˜ρθ(y) 6 π˜ρθ (x) and π˜ρθ′(x) 6 π˜ρθ′(y). If π˜ρθ (x) 6 π˜ρθ′(y), it holds
|αθ(x, y)− αθ′(x, y)| = 1− π˜
ρ
θ (y)
π˜ρθ (x)
6 1− π˜
ρ
θ (y)
π˜ρθ′(y)
6 sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ .
Otherwise, we have π˜ρθ′(x) 6 π˜
ρ
θ′(y) 6 π˜
ρ
θ (x) and we write
|αθ(x, y)− αθ′(x, y)| = 1− π˜
ρ
θ (y)
π˜ρθ (x)
=
π˜ρθ′(x)
π˜ρθ (x)
(
π˜ρθ (x)
π˜ρθ′(x)
− π˜
ρ
θ′(y)
π˜ρθ′(x)
)
+
π˜ρθ′(y)
π˜ρθ (x)
(
1− π˜
ρ
θ (y)
π˜ρθ′(y)
)
6
(
π˜ρθ (x)
π˜ρθ′(x)
− 1
)
+
∣∣∣∣1− π˜ρθ (y)π˜ρθ′(y)
∣∣∣∣
6 2 sup
X
∣∣∣∣1− π˜ρθπ˜ρθ′
∣∣∣∣ .
This shows that (6.7) holds, and thus concludes the proof.
Lemma 6.4 Assume A1, A2 and R2. Then, supθ∈Θ supx∈X |H(x, θ)| 6
√
2
(
sup(0,1) ρ
)
where H
is defined by (3.1). In addition, for any θ ∈ Θ, there exists a unique function Ĥθ solving the
Poisson equation
Ĥθ − P ρθ Ĥθ = H(·, θ)− h(θ), πρθ
(
Ĥθ
)
= 0, (6.8)
where, we recall, h = πρθ (H(·, θ)) is defined by (3.4). Moreover, Ĥθ is uniformly bounded:
sup
θ∈Θ,x∈X
∣∣∣Ĥθ(x)∣∣∣ <∞,
and there exists a positive constant C such that, for any θ, θ′ ∈ Θ,
sup
X
{∣∣∣Ĥθ − Ĥθ′∣∣∣+ ∣∣∣P ρθ Ĥθ − P ρθ′Ĥθ′∣∣∣} 6 C
(
|θ − θ′|+
d∑
i=1
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣
)
.
Notice that for notational simplicity, we do not indicate explicitly the dependence of Ĥθ on ρ.
Proof: Using the Euclidean norm: for all (x, θ) ∈ X×Θ,
|H(x, θ)|2 =
d∑
i=1
(Hi(x, θ))
2
6
d∑
i=1
ρ2(θ(i))1Xi (x) + θ(i)
2ρ2(θ(I(x)))
6 sup
(0,1)
ρ2 +
d∑
i=1
θ(i) sup
(0,1)
ρ2 = 2 sup
(0,1)
ρ2, (6.9)
so that supθ∈Θ supx∈X |H(x, θ)| 6
√
2 sup(0,1) ρ. Set
Ĥθ(x) :=
∑
n>0
(∫
X
(P ρθ )
n(x, dy)H(y, θ) − h(θ)
)
.
Proposition 6.1 shows that Ĥθ exists for any θ ∈ Θ. It is easily seen that this function satisfies (6.8).
Moreover, there exists a constant C such that (see e.g. [39, Section 17.4.1])
sup
θ∈Θ
sup
x∈X
∣∣∣Ĥθ(x)∣∣∣ 6 sup
θ∈Θ
sup
x∈X
∑
n>0
|(P ρθ )nH(·, θ)(x) − πρθ (H(·, θ))| 6 C sup
(0,1)
ρ . (6.10)
Notice that Ĥθ(x) of course depends on the choice of the function ρ, even if we do not indicate it
explicitly for the ease of notation. In view of [20, Lemma 4.2] (using the constant function equal
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to 1 as a Lyapunov function, thanks to Proposition 6.1), there exists a constant C such that, for
any θ, θ′ ∈ Θ,
sup
X
∣∣∣P ρθ Ĥθ − P ρθ′Ĥθ′∣∣∣+ sup
X
∣∣∣Ĥθ − Ĥθ′∣∣∣
6 C
(
sup
X
|H(·, θ)−H(·, θ′)|+ sup
x∈X
‖P ρθ (x, ·)− P ρθ′(x, ·)‖TV + ‖πρθ dλ− πρθ′ dλ‖TV
)
.
By the definition (3.1) of H ,
sup
X
|Hi(·, θ) −Hi(·, θ′)| 6 sup
j∈{1,...,d}
|ρ(θ(j)) − ρ(θ′(j))|+ |θ(i)− θ′(i)| sup
(0,1)
ρ.
Therefore, by R2, there exists a constant C′ such that for any θ, θ′ ∈ Θ,
sup
X
|H(·, θ)−H(·, θ′)| 6 C′
{
d∑
i=1
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣+ |θ − θ′|
}
.
The proof is then concluded by Lemmas 6.2 and 6.3.
We are now in position to prove Proposition 3.3, by considering successively the three items in
Theorem 3.1.
(i) The proof of the first item consists in verifying the sufficient conditions given in [1, The-
orems 2.2 and 2.3] for the convergence of stochastic approximation algorithms. Remember the
definition (3.4) of the mean field function h : Θ→ Rd:
h(θ) =
∫
X
H(x, θ)πρθ (dx) =
θ⋆ − θ∑d
i=1
θ⋆(i)
ρ(θ(i))
.
By R1, the function h is continuous on Θ. By [18, Proposition 4.5], the function U defined on Θ
by
U(θ) := −
d∑
i=1
θ⋆(i) ln
(
θ(i)
θ⋆(i)
)
is non negative (thanks to Jensen’s inequality), continuously differentiable on Θ and the level sets
({θ ∈ Θ : U(θ) 6 M})M>0 are a family of closed compact neighborhood of θ⋆ in the open set Θ.
We also have 〈∇U(θ), h(θ)〉 6 0 and 〈∇U(θ), h(θ)〉 = 0 if and only if θ = θ⋆. Hence, the assumption
A1 of [1] is satisfied with L = {θ⋆}.
Moreover, under our assumptions, the conditions on the stepsize sequence (γn)n>1 in [1, The-
orems 2.2 and 2.3] hold almost-surely. To apply these two theorems which respectively show the
stability and the convergence of the algorithm, it is thus enough to prove that for any compact
subset K of Θ,
P− a.s. lim
k
sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1
(
H(Xn+1, θn)− h(θn) + Λn+1
)
1θn∈K
∣∣∣∣∣ = 0. (6.11)
Indeed, a slight adaptation of [1, Theorem 2.2] shows that P-a.s. the sequence (θn)n>0 remains in a
compact subset of Θ under the conditions A1 of [1] together with limn γn = 0 P-a.s., the recurrence
property (3.7) and (6.11). Then, [1, Theorem 2.3] ensures the a.s convergence of (θn)n>0 to θ⋆
under the additional assumption
∑
n γn =∞, P-a.s.
Let us now check (6.11). By Lemma 3.2,
P
∀k, sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1Λn+1
∣∣∣∣∣ 6
(
sup
(0,1)
ρ
)2 √
2
∑
n>k
γ2n+1
 = 1
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so that R2 and (3.6) imply that supℓ>k
∣∣∣∑ℓn=k γn+1Λn+1∣∣∣ converges to 0 a.s. as k →∞.
To deal with H(Xn+1, θn)− h(θn), for each θ ∈ Θ, we introduce the Poisson equation
∀x ∈ X, g(x) − P ρθ g(x) = H(x, θ) − h(θ), πρθ (g) = 0,
whose unknown is the function g : X→ R. By Lemma 6.4, this equation admits a unique solution
Ĥθ(x), which is moreover uniformly bounded in (θ, x). We write
H(Xn+1, θn)− h(θn) = Ĥθn(Xn+1)− P ρθnĤθn(Xn+1) = En+1 +R
(1)
n+1 +R
(2)
n+1,
with
En+1 = Ĥθn(Xn+1)− P ρθnĤθn(Xn) ,
R
(1)
n+1 = P
ρ
θn
Ĥθn(Xn)− P ρθn+1Ĥθn+1(Xn+1) ,
R
(2)
n+1 = P
ρ
θn+1
Ĥθn+1(Xn+1)− P ρθnĤθn(Xn+1) .
Recall that γn+1 is Fn-measurable. Let us first check that the martingale (Mk)k>1 defined by
Mk :=
∑k
n=1 γnEn converges a.s. as k →∞, which will imply that a.s.
lim
k
sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1En+1
∣∣∣∣∣ = 0 . (6.12)
Let us first prove the result assuming that γ1 is square integrable, which implies that Mk is also
square integrable. Indeed, for all k > 1, |Mk| 6 2kγ1 supθ∈Θ supx∈X
∣∣∣Ĥθ(x)∣∣∣. The latter inequality
holds since (En)n>0 is bounded by 2 supθ∈Θ supx∈X |Ĥθ(x)| and, by (3.6), (γn)n>1 is bounded by γ1.
Moreover, γn+1 is Fn-measurable and the conditional distribution of Xn+1 given Fn is P ρθn(Xn, ·),
so that
E(γn+1En+1 | Fn) = γn+1
[
E
(
Ĥθn(Xn+1)
∣∣∣Fn)− P ρθnĤθn(Xn)] = 0 .
In conclusion, (Mk)k>1 is a square integrable Fk-martingale. Since∑
n
E
[
(Mn+1 −Mn)2
∣∣Fn] =∑
n
γ2n+1E(E2n+1|Fn)
is smaller than C
∑
n>1 γ
2
n which is a.s. finite by (3.6), (Mk)k>1 converges a.s. by [22, Theorem
2.15] and this implies (6.12). Now, if γ1 is not square integrable, one can apply the above argument
upon replacing γ1 by γ1∧Γ where Γ ∈ N is a constant. This shows that (6.12) holds almost surely on
the event {γ1 < Γ}, and thus on the event ∪∞Γ=1{γ1 < Γ}. Since the set ∪∞Γ=1{γ1 < Γ} = {γ1 <∞}
is of probability one, (6.12) holds almost surely.
We now consider the term R
(1)
n+1. By the monotonic property of (γn)n>1 and since Ĥθ is
uniformly bounded in (θ, x), following the same lines as in the proof of [18, Proposition 4.10], it
can be checked that there exists a constant C such that
P
(
∀k, sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1R
(1)
n+1
∣∣∣∣∣ 6 C γk+1
)
= 1 . (6.13)
The argument is based on a summation by parts and the fact that the series
∑
n R
(1)
n is telescoping.
From (6.13) and (3.6), supℓ>k
∣∣∣∑ℓn=k γn+1R(1)n+1∣∣∣ tends to zero a.s. as k →∞.
We now consider the term R
(2)
n+1. By Lemma 6.4, there exists a constant C such that for any
θ, θ′ ∈ Θ
sup
X
∣∣∣P ρθ Ĥθ − P ρθ′Ĥθ′∣∣∣ 6 C
(
|θ − θ′|+
d∑
i=1
∣∣∣∣1− ρ(θ′(i))ρ(θ(i))
∣∣∣∣
)
. (6.14)
30
By R1, for any compact subset K of Θ, there exists a constant C such that for any n > 0,
d∑
i=1
∣∣∣∣1− ρ(θn+1(i))ρ(θn(i))
∣∣∣∣ 1θn∈K 6 C |θn+1 − θn| . (6.15)
Moreover, by Lemma 3.2, R2 and the boundedness of H (see Lemma 6.4) there exists a constant
C such that with probability one, for any n > 0,
|θn+1 − θn| 6 C γn+1 . (6.16)
Therefore, combining (6.14)–(6.15)–(6.16), there exists a constant C such that
P
∀k, sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1R
(2)
n+11θn∈K
∣∣∣∣∣ 6 C ∑
n>k
γ2n+1
 = 1 .
By (3.6), supℓ>k
∣∣∣∑ℓn=k γn+1R(2)n+11θn∈K∣∣∣ tends to zero a.s. as k →∞. This concludes the proof of
the a.s. convergence: limn→∞ θn = θ⋆.
(ii) The proof follows the same lines as the proof of [18, Theorem 3.4] and details are omitted.
The only result which has to be adapted is [18, Corollary 4.8]. Combining Lemmas 3.2, 6.2, 6.3
and the estimates (6.15)–(6.16), we easily obtain the existence of a constant C such that almost
surely, for any n > 1 on the set {θn ∈ K},
‖πρθn+1 dλ− π
ρ
θn
dλ‖TV + sup
x∈X
‖P ρθn(x, ·) − P
ρ
θn+1
(x, ·)‖TV 6 Cγn+1 .
(iii) The proof is very similar to the proof of [18, Theorem 3.5] and is therefore omitted.
6.3 Proof of Proposition 3.4: recurrence of the algorithm
In all this section, we consider that the sequence is generated by the WLρ algorithm 2 (see Sec-
tion 2.2).
The aim of this section is to give some sufficient conditions on (γn)n>1 such that P-a.s., the
sequence (θn)n>0 visits a.s. infinitely often a compact subset of Θ. For n > 0, we set
θn := min
16i6d
θn(i).
The objective is thus to verify that a.s. the sequence (θn)n>0 takes infinitely often values in a
compact subset of (0, 1). We will show this property along a sequence of well chosen stopping times
(Tk)k>0 defined inductively as follows.
We set T0 = 0 and for k ∈ N, Tk+1 = ∞ if Tk = ∞. Otherwise when Tk < +∞, let for
m ∈ N, θTk+md((1)m) 6 θTk+md((2)m) 6 . . . 6 θTk+md((d)m) denote the increasing reordering of
(θTk+md(i))16i6d and
im := max{i 6 d : θTk+md((i)m) < RθTk+md} where R is given by R3.
We then introduce an event corresponding to visiting successively the strata of small weights with
indices (i)m for i ∈ {1, . . . , im}, in decreasing order:
Am :=
{
XTk+md+1 ∈ X(im)m , XTk+md+2 ∈ X(im−1)m , . . . , XTk+md+im ∈ X(1)m
}
. (6.17)
The next stopping Tk+1 is then defined by
Tk+1(ω) = Tk(ω) + d× inf{m > 1 : ω ∈ Am−1} with convention inf ∅ = +∞.
Note that Tk > kd by definition. Let us first show some additional properties on this sequence of
stopping times.
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Lemma 6.5 Assume A1, A2 and R3. Then, P(∀k ∈ N, Tk < +∞) = 1 and
∃p ∈ (0, 1), ∀k,m ∈ N, P (Tk+1 − Tk > md|FTk) 6 (1− p)m.
In addition,
P (∃C⋆ < +∞, ∀k ∈ N, Tk 6 C⋆k) = 1. (6.18)
Proof: The first two statements are a consequence of
∃p ∈ (0, 1), ∀k,m ∈ N with Tk <∞, P(Am|FTk+md) > p. (6.19)
This inequality is proved as follows (see the proof of [18, Lemma 4.2] for a similar reasoning). The
main ingredient in the proof is the following inequality:
∀x ∈ X, ∀i ∈ {1, . . . , d}, P ρθ (x,Xi) =
∫
Xi
q(x, y)
(
1 ∧ ρ(θ(I(x)))π(y)
ρ(θ(i))π(x)
)
dλ(y)
>
(
inf
X2
q
)∫
Xi
(
1 ∧ ρ(θ(I(x)))π(y)
ρ(θ(i)) sup
X
π
)
dλ(y)
>
(
inf
X2
q
)∫
Xi
(
π(y)
supX π
∧ ρ(θ(I(x)))π(y)
ρ(θ(i)) supX π
)
dλ(y)
= c θ⋆(i)
(
ρ(θ(I(x)))
ρ(θ(i))
∧ 1
)
, (6.20)
where c =
inf
X2 q
sup
X
π > 0 by A1 and A2. Now, for j ∈ {1, . . . , im−1}, it holds on the event {XTk+md+1 ∈
X(im)m , . . . , XTk+md+j ∈ X(im+1−j)m},
θTk+md+j((im + 1− j)m)
θTk+md+j((im − j)m)
=
θTk+md((im + 1− j)m)
θTk+md((im − j)m)
×
(
1 + γTk+md+j
ρ(θTk+md+j−1((im + 1− j)m))
θTk+md+j−1((im + 1− j)m)
)
.
Both factors on the right-hand side are larger than 1 (the first one by definition of the ordered
indices (i)m), so that, by (6.20) and the monotonicity of ρ,
P ρθTk+md+j
(
XTk+md+j,X(im−j)m
)
> c θ⋆((im − j)m) > c θ⋆ ,
where θ⋆ = min16i6d θ⋆(i). Note that this implies in particular that c θ⋆ 6 1. Using successively
the strong Markov property of the chain (Xn, θn)n>0, a backward induction on n, the definition of
im, together with (6.20), we have
P(Am|FTk+md)
= E
(
1{XTk+md+1∈X(im)m ,...,XTk+md+im−1∈X(2)m}P
ρ
θTk+md+im−1
(XTk+md+im−1,X(1)m)|FTk+md
)
> c θ⋆P
(
1{XTk+md+1∈X(im)m ,...,XTk+md+im−2∈X(3)m}P
ρ
θTk+md+im−2
(XTk+md+im−2,X(2)m)
∣∣∣FTk+md)
> (c θ⋆)
im−1 P ρθTk+md
(XTk+md,X(im)m)
> (c θ⋆)
im−1 c θ⋆
ρ(θTk+md(I(XTk+md)))
ρ(θTk+md((im)m))
> (c θ⋆)
d ρ(θTk+md)
ρ(θTk+md((im)m)
> (c θ⋆)
d ρ(θTk+md((im)m)/R)
ρ(θTk+md((im)m)
> (c θ⋆)
d
inf
t∈(0,1/R)
ρ(t)
ρ(Rt)
,
where, for the last but one inequality, we used the monotonicity of ρ and the fact that c θ⋆ ∈ (0, 1].
The proof is therefore concluded by setting
p = (c θ⋆)
d inf
t∈(0,1/R)
ρ(t)
ρ(Rt)
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where inft∈(0,1/R)
ρ(t)
ρ(Rt) > 0 by R3.
This concludes the proof of (6.19) and thus of the first two statements of Lemma 6.5. The
third statement can be deduced from the second one by a coupling argument, as in the proof of
[19, Proposition 3]. Indeed, it can be shown that there exists two sequences (T˜k)k>0 and (τk)k>1
such that: (i) (T˜k)k>0 has the same law as (Tk)k>0, (ii) (τk)k>1 are independent geometric random
variables with parameter p and (iii) ∀k ∈ N, T˜k+1 − T˜k 6 dτk+1. As a consequence,
P
(
lim sup
k→∞
Tk
k
6
d
p
)
= P
(
lim sup
k→∞
T˜k
k
6
d
p
)
> P
lim sup
k→∞
1
k
k∑
j=1
τj 6
1
p
 = 1 ,
the last equality being a consequence of the strong law of large numbers. This concludes the proof
of (6.18).
Remark 6.6 We proved Lemma 6.5 for a Metropolis-Hastings kernel, but it actually holds in a
more general setting. Indeed, Assume min16i6d θ⋆(i) > 0, (6.4) and R3. Then the conclusion of
Lemma 6.5 still holds.
The proof of this result is the following. By (6.4) and the monotonicity of ρ, it holds: ∀θ ∈
Θ, ∀i ∈ {1, . . . , d}, ∀x ∈ X,
P ρθ (x,Xi) > δ
θ⋆(i)
ρ(θ(i))
 d∑
j=1
θ⋆(j)
ρ(θ(j))
−1 > δθ⋆(i)ρ(min16j6d θ(j))
ρ(θ(i))
.
With the definition of im and the monotonicity of ρ, one deduces that
P ρθTk+md
(XTk+md,X(im)m) > δθ⋆((im)m)
ρ(θTk+md)
ρ(θTk+md((im)m)
> δθ⋆((im)m)
ρ(θTk+md((im)m)/R)
ρ(θTk+md((im)m))
> δθ⋆ inf
t∈(0,1/R)
ρ(t)
ρ(Rt)
. (6.21)
For j ∈ {1, . . . , im − 1}, it holds on the event {XTk+md+1 ∈ X(im)m , . . . , XTk+md+j ∈ X(im+1−j)m}
that θTk+md+j = θTk+md+j((1)m),
θTk+md+j
θTk+md+j((im − j)m)
=
θTk+md+j((1)m)
θTk+md+j((im − j)m)
=
θTk+md((1)m)
θTk+md((im − j)m)
>
1
R
so that, following the derivation of (6.21), P ρθTk+md+j
(XTk+md+j,X(im−j)m) > δθ⋆ inft∈(0,1/R)
ρ(t)
ρ(Rt) .
Therefore, the conclusions of Lemma 6.5 hold with p =
(
δθ⋆ inft∈(0,1/R)
ρ(t)
ρ(Rt)
)d
.
We are now in position to state the main result of this section.
Lemma 6.7 Assume A1, A2, R2 to R4 and that the sequence (γn)n>1 is non-increasing, bounded
from above by a deterministic sequence converging to 0 as n→∞ and such that r¯d,γ <∞, where,
we recall (see (3.8))
r¯d,γ = sup
n>1
γn
γn+d−1
.
Then
P
(
lim sup
k→∞
θTk−d > 0
)
= 1.
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Notice that this lemma implies that, almost surely, the sequence (θn)n>1 returns infinitely often to
a compact subset of Θ (namely (3.7)) since limk→∞ Tk = ∞ and by Lemma 6.5, ∀k > 0, Tk < ∞
almost surely. Therefore, Proposition 3.4 is an immediate consequence of Lemma 6.7.
Proof: The argument follows the proof of the second statement in [18, Proposition 4.1]. For k > 1,
we set Yk := θTk−d. As a preliminary result, let us first prove that there exists k ∈ N \ {0} and
y¯ ∈ (0, 1) such that
∀k > k, Yk 6 y¯ =⇒ E(ln(Yk+1)|FTk) > ln(Yk). (6.22)
One has
∀i ∈ {1, . . . , d}, ∀n ∈ N, θn+1(i) = θn(i)1 + γn+11Xi(Xn+1)ρ(θn(i))/θn(i)
1 + γn+1ρ(θn(I(Xn+1))
.
One deduces that, on the one hand, for any index i ∈ {1, . . . , d} such that θTk−d(i) > RθTk−d, one
has
θTk+1−d(i) > θTk−d(i)
Tk+1−d∏
j=Tk−d+1
1
1 + γj ρ(θj−1(I(Xj)))
> θTk−d(i)
(
1
1 + γTk−d+1 sup(0,1) ρ
)Tk+1−Tk
> R
(
1
1 + γTk−d+1 sup(0,1) ρ
)Tk+1−Tk
θTk−d, (6.23)
where we used the monotonicity of the sequence (γn)n>1 for the second inequality. On the other
hand, by definition of Tk, any stratum with index i ∈ {1, . . . , d} such that θTk−d(i) < RθTk−d is
visited at least once between the times Tk − d+ 1 and Tk so that, using that θn(i) decreases for n
between Tk − d and this visit, as well as the monotonicities of t 7→ ρ(t)/t and n 7→ γn,
θTk+1−d(i) > θTk−d(i)
(
1 + γTk
ρ(RθTk−d)
RθTk−d
) (
1
1 + γTk−d+1 sup(0,1) ρ
)Tk+1−Tk
>
(
1 + γTk
ρ(RθTk−d)
RθTk−d
) (
1
1 + γTk−d+1 sup(0,1) ρ
)Tk+1−Tk
θTk−d. (6.24)
Combining (6.23) and (6.24), one deduces that
Yk+1 >
(
R ∧
(
1 + γTk
ρ(RYk)
RYk
))(
1
1 + r¯d,γγTk sup(0,1) ρ
)Tk+1−Tk
Yk.
Taking the logarithm and remarking that the second statement in Lemma 6.5 implies that E(Tk+1−
Tk|FTk) 6 dp , one obtains that
E(ln(Yk+1)|FTk)− ln(Yk) >
(
ln(R) ∧ ln
(
1 + γTk
ρ(RYk)
RYk
))
− d
p
ln
(
1 + r¯d,γγTk sup
(0,1)
ρ
)
.
Since Tk > kd and the sequence (γn)n>1 is bounded from above by a deterministic sequence
converging to 0 one can choose k ∈ N \ {0} such that ∀k > k, γTk 6 γ¯ = R
p
d−1
r¯d,γ sup(0,1) ρ
so that
ln(R) − dp ln(1 + r¯d,γγTk sup(0,1) ρ) > 0. Last, since limt→0+ ρ(t)/t = +∞, one may choose y¯ ∈
(0, 1/R) such that
inf
t∈(0,Ry¯)
ρ(t)
t
>
1
γ¯
[
exp
(
dγ¯r¯d,γ sup(0,1) ρ
p
)
− 1
]
,
so that for all (y, γ) ∈ (0, y¯)× (0, γ¯),
ln
(
1 + γ
ρ(Ry)
Ry
)
>
γ
γ¯
ln
(
1 + γ¯
ρ(Ry)
Ry
)
>
dr¯d,γ sup(0,1) ρ
p
γ >
d
p
ln(1 + r¯d,γγ sup
(0,1)
ρ).
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where, for the first inequality, we used the fact that for α ∈ (0, 1), for all x > 0, ln(1 + αx) >
α ln(1 + x) (by concavity of the logarithm). This concludes the proof of (6.22).
Now, to prove that a.s. lim supk→∞ θTk−d > 0, let us introduce the stopping times (σm)m>0
and (τm)m>1 such that σ0 = 0, and for m > 1 (with the convention inf ∅ =∞),
τm = inf{k > σm−1 : Yk 6 y¯}, σm = inf{k > τm : Yk > y¯} ,
where y¯ has been introduced in (6.22). On the event {Yk > y infinitely often}, one has lim supk→∞ Yk >
y > 0. Notice that the complementary of the previous event writes {Yk > y infinitely often}c =
{∃m > 1, τm < ∞ = σm}. To prove the result on this event, let us consider, for any fixed m > 1
and l > 1, the process (Zk)k>k∨l defined by
∀k > k ∨ l, Zk = − ln(Yk∧σm )1τm6l
where k has been introduced in (6.22). The process (Zk)k>k∨l is a non-negativeFTk -supermartingale
by (6.22) and thus converges a.s. to a finite limit as k → ∞. Hence, for any fixed m > 1, on
{τm < ∞} = ∪l>1{τm 6 l}, the process (− ln(Yk∧σm ))k>1 converges a.s. to a finite limit Vm. As
a consequence, on {∃m > 1 : τm < ∞ = σm}, (Yk)k>1 converges a.s. to
∑
m>1 1{τm<∞=σm}e
−Vm
which is positive on the event {∃m > 1 : τm < ∞ = σm}. In conclusion, almost surely,
lim supk→∞ Yk > 0. This concludes the proof.
6.4 Proof of Proposition 3.5
We have checked in the previous section that the WLρ algorithm (which encompasses the SHUS
α
ρ
algorithm, see Section 2.2) is recurrent under mild conditions on the stepsize sequence (γn)n>1. In
this section, we verify that for any α ∈ (12 , 1], these conditions are satisfied for the stepsize sequence
generated by the SHUSαρ algorithm, as well as the usual conditions (3.6) of summability on the
sequence (γn)n>1 (when α = 1 and µ ∈ (0, 1), this requires ρ(t) = ta for some a ∈ [0, 1)). This is
the content of Proposition 6.8 below. Proposition 3.5 is then deduced from Propositions 3.4 and 6.8
by conditioning w.r.t. F0.
Proposition 6.8 Assume A1, A2, R2, R3 and R5. The random stepsize sequence (γn+1 =
γ
gα(Sn)
)n>0 generated by the SHUS
α
ρ algorithm started from a deterministic initial condition (θ˜0, X0) ∈
(R∗+)
d × X is decreasing, bounded from above by some deterministic sequence converging to 0 as
n → ∞ and such that P (infn>1 nαγn > 0) = 1. Moreover, r¯d,γ = supn>1 γnγn+d−1 < ∞ with the
explicit upper bounds:
• if α ∈ (12 , 1),
r¯d,γ 6
(
1 +
(d− 1)γ supt∈(0,1) ρ(t)
ln(1 + S0)
1
1−α
) α
1−α
,
• if α = 1,
r¯d,γ 6 1 +
µ
(
1 ∨
(
1 + γ
supt∈(0,1) ρ(t)
Sµ0
)µ−1)
(d− 1)γ supt∈(0,1) ρ(t)
Sµ0
.
Finally,
• if α ∈ (12 , 1), P
(
supn>1 n
αγn < +∞
)
= 1,
• if α = 1 and µ > 1, there exists a random variable C such that
P
(
C >
µ
1 + µ
and sup
n>1
nCγn < +∞
)
= 1,
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• if α = 1 and ρ(t) = ta for some a ∈ [0, 1), then P (supn>1 nγn < +∞) = 1.
The property infn>1 n
αγn > 0 implies that
∑
n>1 γn = ∞, while the last three items provide
sufficient assumptions to prove
∑
n>1 γ
2
n < ∞ (see the assumptions (3.6) required on the stepsize
sequence to prove convergence). In particular, since µ1+µ >
1
2 is equivalent to µ > 1, the second
item shows that
∑
n>1 γ
2
n <∞ when α = 1 and µ > 1. When α = 1 and µ < 1, we have not been
able to prove that P
(∑
n>1 γ
2
n <∞
)
= 1 without supposing that ρ(t) = ta for some a ∈ [0, 1).
Let us also mention that, when α = 1 and ρ(t) = ta for some a ∈ [0, 1), the proof we give below
implies that P(infn>0min16i6d θn(i) > 0) = 1 (using Equations (6.27) and (6.33) below), i.e. that
the SHUS1ta algorithm is stable. This gives another way to prove the stability of the method in this
specific setting, without following the two-step argument that we used for a general ρ, namely first
proving the recurrence of the algorithm (see Propositions 3.4 and 3.5), and then using [1, Theorem
2.2] (see the proof of Proposition 3.3).
Proof: We decompose the proof in several steps.
Deterministic upper bound on (γn)n>1. By (6.1), (Sn)n>0 is increasing so that (γn)n>1 is
decreasing since gα is increasing. Using (6.1) again, we have
Sn+1 = Sn +
γ
gα(Sn)
ρ(θn(I(Xn+1)))
θn(I(Xn+1))
θ˜n(I(Xn+1)),
and since by (2.3), for all i ∈ {1, . . . , d}, (θ˜n(i))n>0 is non-decreasing, it holds
Sn +
γ
gα(Sn)
(
inf
t∈(0,1)
ρ(t)
t
)
min
i=1,··· ,d
θ˜0(i) 6 Sn+1 6 Sn
(
1 + γ
supt∈(0,1) ρ(t)
gα(Sn)
)
. (6.25)
The lower bound on Sn+1 implies that the sequence (γn)n>1 is bounded from above by a deter-
ministic sequence converging to 0 as n → ∞, following the arguments in the proof of [19, Lemma
1].
Lower bound on (γn)n>0. When α ∈ (12 , 1), one obtains the lower bound on (nαγn)n>1 from the
upper bound in (6.25) by an easy adaptation of the proof of [19, Lemma 1]. When α = 1, since
g1(s) = s
µ with µ > 0, the upper bound in (6.25) and the inequality (1+x)µ 6 1+µ(1∨(1+x0)µ−1)x
for 0 6 x 6 x0 imply that
Sµn+1 6 S
µ
n
(
1 + γ
supt∈(0,1) ρ(t)
Sµn
)µ
6 Sµn + µ˜γ sup
t∈(0,1)
ρ(t). (6.26)
with µ˜ = µ
(
1 ∨
(
1 + γ
supt∈(0,1) ρ(t)
Sµ0
)µ−1)
. By induction on n, one deduces that, for all n ∈ N,
Sµn 6 S
µ
0 + nµ˜γ sup
t∈(0,1)
ρ(t) , (6.27)
and therefore
γn+1 =
γ
Sµn
>
γ
Sµ0 + nµ˜γ supt∈(0,1) ρ(t)
=
γ1
1 + nµ˜γ1 supt∈(0,1) ρ(t)
.
Upper bounds on r¯d,γ. Let us now derive the upper bounds on r¯d,γ . When α = 1, by (6.26),
Sµn+d−1 6 S
µ
n + µ˜γ(d− 1) supt∈(0,1) ρ(t), which yields
γn+1
γn+d
=
Sµn+d−1
Sµn
6 1 +
µ˜γ(d− 1) supt∈(0,1) ρ(t)
Sµn
6 1 +
µ˜γ(d− 1) supt∈(0,1) ρ(t)
Sµ0
.
When α ∈ (12 , 1), by (6.25), the inequality ln(1 + x) 6 x on R+ and the monotonicity of (Sn)n>0,
we have for any 0 6 q 6 n,
ln(1 + Sn+1) = ln(1 + Sn) + ln
(
1 +
γSn supt∈(0,1) ρ(t)
(1 + Sn) ln(1 + Sn)
α
1−α
)
6 ln(1 + Sn) +
γ supt∈(0,1) ρ(t)
ln(1 + S0)
α
1−α
6 ln(1 + Sn) + ln(1 + Sq)
γ supt∈(0,1) ρ(t)
ln(1 + S0)
1
1−α
.
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Therefore,
γn+1
γn+d
=
ln(1 + Sn+d−1)
α
1−α
ln(1 + Sn)
α
1−α
6
(
1 +
γ(d− 1) supt∈(0,1) ρ(t)
ln(1 + S0)
1
1−α
) α
1−α
.
Upper bounds on (γn)n>1: the two cases α ∈ (12 , 1) or α = 1 and µ > 1. To deal with the
last assertion, we are going to derive lower bounds on
θ˜n = min
16i6d
θ˜n(i).
By (2.3), for all n > 0 and for all i ∈ {1, . . . , d},
θ˜n+1(i) = θ˜n(i)
(
1 + γn+1
ρ(θn(i))
θn(i)
1Xi(Xn+1)
)
. (6.28)
As a consequence, for all k > 0 and for all i ∈ {1, . . . , d},
θ˜Tk+1(i) > θ˜Tk+1−d(i)
Tk+1∏
n=Tk+1−d+1
(
1 + γn+1 inf
t∈(0,1)
ρ(t)
t
1Xi(Xn)
)
.
Now, if i is the index of a stratum with large weight, namely θ˜Tk+1−d(i) > Rθ˜Tk+1−d, one simply
uses the lower bound:
θ˜Tk+1(i) > Rθ˜Tk+1−d. (6.29)
If i is the index of a stratum with small weight, namely θ˜Tk+1−d(i) < Rθ˜Tk+1−d, by definition of
the sequence (Tk)k∈N, this stratum is visited at least once between Tk+1 − d and Tk+1, and thus,
using the monotonicity of the sequence (γn)n>1, we get
θ˜Tk+1(i) >
(
1 + γTk+1 inf
t∈(0,1)
ρ(t)
t
)
θ˜Tk+1−d. (6.30)
By combining (6.29) and (6.30), one thus obtains
θ˜Tk+1 >
(
R ∧
(
1 + γTk+1 inf
t∈(0,1)
ρ(t)
t
))
θ˜Tk+1−d.
Since Tk 6 Tk+1 − d, by the monotonicity of the sequence (θ˜n)n>0, one concludes that
∀k ∈ N, θ˜Tk+1 >
(
R ∧
(
1 + γTk+1 inf
t∈(0,1)
ρ(t)
t
))
θ˜Tk .
Since the sequence (γn)n>1 is bounded from above by a deterministic sequence converging to 0,
one deduces that there exists K such that
∀k > K, θ˜Tk+1 >
(
1 + γTk+1 inf
t∈(0,1)
ρ(t)
t
)
θ˜Tk . (6.31)
This inequality together with (6.18), the lower bound on (nαγn)n>1 and
Sn+1 > Sn +
γ
gα(Sn)
(
inf
t∈(0,1)
ρ(t)
t
)
θ˜n (6.32)
permits to use the arguments of the proof of [19, Lemma 1] to get P
(
supn>1 n
αγn < +∞
)
= 1
when α ∈ (12 , 1).
When α = 1, (6.32) together with the inequality (x + y)1+µ > x1+µ + (1 + µ)xµy valid for
x, y > 0 leads to
S1+µn+1 > S
1+µ
n + (1 + µ)γ
(
inf
t∈(0,1)
ρ(t)
t
)
θ˜n.
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Together with (6.18) and (6.31), this inequality permits to adapt the arguments of the proof of [19,
Proposition 1] to obtain the existence of a random variable ε > 0 such that a.s. infn>1 n
−1−εS1+µn >
0. Therefore, there exists a random variable C such that P
(
C > µ1+µ and supn>1 n
Cγn < +∞
)
=
1.
Upper bounds on (γn)n>1: the case α = 1 and ρ(t) = t
a. Let us now suppose that α = 1 and
ρ(t) = ta for some a ∈ [0, 1), so that γn+1 = γSµn . The objective is to show that a.s. supn>1 nγn <∞.
Since Sn =
∑d
i=1 θ˜n(i) > θ˜n, it is sufficient to prove that
P
(
inf
n>1
n−
1
µ θ˜n > 0
)
= 1. (6.33)
Writing θ˜n(i)γn+1
ρ(θn(i))
θn(i)
= γθ˜n(i)
aS
1−(a+µ)
n in (6.28) and using the monotonicity of the se-
quences (θ˜n(i))n>0 and (Sn)n>0, one deduces that (6.30) and (6.31) may respectively be replaced
by:
• For all k ∈ N, if i is the index of a stratum with small weight, namely θ˜Tk+1−d(i) < Rθ˜Tk+1−d,
θ˜Tk+1(i) > θ˜Tk+1−d(i) + γθ˜
a
Tk+1−d
(i)
(
S
1−(µ+a)
Tk+1−d
∧ S1−(µ+a)Tk+1−1
)
. (6.34)
• By combining (6.29) and (6.34), one thus obtains
θ˜Tk+1 >
(
Rθ˜Tk
)
∧
(
θ˜Tk + γθ˜
a
Tk
(S
1−(µ+a)
Tk
∧ S1−(µ+a)Tk+1−1 )
)
(6.35)
Let us suppose that µ+ a > 1. Since by (6.35), k 7→ θ˜Tk grows at least geometrically with ratio
R as long as the decreasing sequence
(
1 + γ
(
θ˜Tk
)a−1
S
1−(µ+a)
Tk+1−1
)
k>1
is larger than R, there exists
a random variable K ∈ N \ {0} such that a.s.
∀k > K, θ˜Tk+1 > θ˜Tk + γθ˜
a
TkS
1−(µ+a)
Tk+1−1
.
Since by (6.27) and (6.18), there exists a positive random variableC such that a.s. ∀k, γS1−(µ+a)Tk+1−1 >
Ck
1−(µ+a)
µ we deduce that a.s.,
∀k > K, θ˜1−aTk+1 > θ˜
1−a
Tk
(
1 + C
(
θ˜Tk
)a−1
k
1−(µ+a)
µ
)1−a
.
With the monotonicity of (θ˜n)n>0 and the inequality (1 + x)
1−a > 1+ (1− a)(1 + x0)−ax valid for
0 6 x 6 x0, we deduce that a.s.
∀k > K, θ˜1−aTk+1 > θ˜
1−a
Tk
+ (1 − a)
(
1 + C
(
θ˜0
)a−1)−a
Ck
1−(µ+a)
µ .
Therefore P(infk>1 k
a−1
µ θ˜
1−a
Tk > 0) = 1. Since the inequality ∀n, T⌊n/C⋆⌋ 6 n deduced from (6.18)
and the monotonicity of (θ˜n)n>0 imply that θ˜n > θ˜T⌊n/C⋆⌋ , we deduce that P
(
infn>1 n
− 1µ θ˜n > 0
)
=
1 which gives (6.33).
Let us finally suppose that a+µ < 1. Since S
1−(µ+a)
Tk+1
> S
1−(µ+a)
Tk
> (θ˜Tk)
1−(µ+a), (6.35) implies
θ˜Tk+1 >
(
Rθ˜Tk
)
∧
(
θ˜Tk + γ
(
θ˜Tk
)1−µ)
.
Reasoning like in the case µ + a > 1, we obtain the existence of a random variable K < ∞ such
that a.s.
∀k > K, θ˜Tk+1 > θ˜Tk + γ
(
θ˜Tk
)1−µ
,
38
and deduce that P
(
infn>1 n
− 1µ θ˜n > 0
)
= 1.
6.5 Proof of Corollary 3.6
Case α = 1. Using (6.1) together with γn+1 =
γ
Sµn
, one obtains that for k > 1,
Sµk = S
µ
k−1
(
1 + γ
ρ(θk−1(I(Xk)))
Sµk−1
)µ
.
Since for 0 6 x 6 x0,
|(1 + x)µ − (1 + µx)| =
∣∣∣∣µ(µ− 1)∫ x
0
(x− y)(1 + y)µ−2dy
∣∣∣∣ 6 µ|µ− 1|2 (1 ∨ (1 + x0)µ−2)x2,
one deduces that for n ∈ N,
Sµn
n
=
Sµ0
n
+
γµ
n
n∑
k=1
ρ(θk−1(I(Xk)))− 1
n
n∑
k=1
Rk,
where 0 6 Rk 6
µ|µ−1|
2
(
1 ∨
(
1 + γ
supt∈(0,1) ρ(t)
Sµ0
)µ−2)
γ
(
supt∈(0,1) ρ(t)
)2
γk. By R2, Proposition
6.8 and Cesa`ro Lemma, it holds: a.s., limn→∞
1
n
∑n
k=1 Rk = 0. Therefore, to conclude the proof it
is enough to check that a.s.,
lim
n→∞
1
n
n∑
k=1
ρ(θk−1(I(Xk))) =
 d∑
j=1
θ⋆(j)
ρ(θ⋆(j))
−1 . (6.36)
This follows from the decomposition d∑
j=1
θ⋆(j)
ρ(θ⋆(j))
 1
n
n∑
k=1
ρ(θk−1(I(Xk))) =
1
n
n∑
k=1
 d∑
j=1
θk−1(j)
ρ(θk−1(j))
 ρ(θk−1(I(Xk)))
+
1
n
n∑
k=1
 d∑
j=1
θ⋆(j)
ρ(θ⋆(j))
−
d∑
j=1
θk−1(j)
ρ(θk−1(j))
 ρ(θk−1(I(Xk))).
where the first term in the right-hand side almost surely converges to 1 by item (iii) in Theorem 3.1
(choosing f ≡ 1). The absolute value of the second term in the right-hand side is bounded from
above by (
sup
t∈(0,1)
ρ(t)
)
1
n
n∑
k=1
∣∣∣∣∣∣
d∑
j=1
{
θ⋆(j)
ρ(θ⋆(j))
− θk−1(j)
ρ(θk−1(j))
}∣∣∣∣∣∣
which almost surely goes to zero thanks to item (i) in Theorem 3.1, the continuity of ρ deduced
from R1 and Cesa`ro Lemma.
Case α ∈ (12 , 1). For all n > 0, γn+1 = γgα(Sn) = γln(1+Sn) α1−α . Following the proof of [19,
Proposition 4], using (6.1), R2 and the fact that P(supn n
αγn <∞) = 1 deduced from Proposition
6.8, one can prove that for all n > 1,
1
n
(ln(1 + Sn))
1
1−α =
1
n
(ln(1 + S0))
1
1−α +
γ
(1− α)n
n∑
k=1
ρ(θk−1(I(Xk))) +
1
n
n∑
k=1
Rk,
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where for all k > 1, |Rk| 6 Ck−α, for a finite random variable C. The first and last terms almost
surely converge to zero. Using (6.36), one thus obtains, almost surely,
lim
n→∞
1
n
(ln(1 + Sn))
1
1−α =
γ
1− α
(
d∑
i=1
θ⋆(i)
ρ(θ⋆(i))
)−1
which concludes the proof.
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