A generalised urn model is presented in this paper. The urn contains L different types of balls and its replacement policy depends on both an urn function and a random environment. We consider the Ldimensional stochastic process {X n } that represents the proportion of balls of each type in the urn after each replacement. This process can be expressed as a stochastic recurrent equation that fits a RobbinsMonro scheme. Since the process evolves in the (L − 1)-simplex, the stability of the solutions of the ordinary differential equation associated to the Robbins-Monro scheme can be studied by means of differential algebraic equations (DAE). This approach provides a method to obtain strong laws for the process {X n } that can be applied even when the number of actions is greater than the number of types of balls and when the total amount of balls added in each step is random.
Introduction
The classical Pólya urn model (see [6] ) considers an urn with two kinds of balls, for example, black and white. The replacement policy consists in 1 drawing a ball from the urn, observing its colour and putting it back in the urn. If the ball is white, we add a > 0 white balls and none black and vice versa.
The replacement policy can be described through the replacement matrix R = (r ij ) where r ij , i, j = 1, 2, provides the number of balls of colour j that must be added to the urn when a ball of colour i has been extracted. For instance, the classical Pólya urn has the replacement matrix R = a 0 0 a .
There have been several generalisations of this model in the probabilistic literature. On the one hand, the generalisation has been focused both on the replacement matrix and on urn models with more than two colours (see [8] , [7] , [9] , [10] , [11] , [17] ). On the other hand, more complex replacement policies that involve urn functions (see [15] , [1] and [20] ) or the effect of a random environment (see [2] , [25] , [4] ) have been proposed. This generalised urn models have been applied to a wide range of subjects (see for instance [16] , [27] , [3] , [21] ). The aim of this paper is to study the asymptotic proportion of colours in a generalised Pólya urn model with an urn function and including the effect of a random environment. We follow the way proposed in [18] , writing the proportion of colours, X n , as a recurrence equation and, then, applying the ODE method. This approach is very similar to that of [23] . However, we allow for the addition of a random, non-bounded amount of balls in each step, we use the differential algebraic equations (DAE) theory in order to obtain conditions that guarantee the existence of an a.s. limit for {X n }, and we provide an explicit expression of this a.s. limit, depending on the limit of the sequence of mean replacement matrices. This paper is organised as follows. In Section 2, a model for the urn with L colours, L ≥ 2, in a random environment is presented. This framework includes as a particular case most of the models cited above. In Section 3, the Robbins-Monro scheme of stochastic approximation theory (see [5] and [18] ) is used to describe the evolution of {X n }. In order to obtain a strong law, we can apply Theorem 5.2.3. of [18] , but this entails the study of the stability of an ODE with restrictions. This is the target of Section 4, where we reformulate this ODE as a DAE and apply the stability theory for DAEs. In Section 5 we obtain a.s. limits for {X n } in three examples of urns. The first urn models a decision rule based in two extractions and where the number of actions is greater than the number of colours. The second urn was presented in [17] , where the distribution of X n was obtained but its a.s. limit was not calculated. In the third urn, the replacement policy allows for the addition of a random, non-bounded amount of balls in each step.
Urn Model
The replacement policy allows for a number of actions, K, that can be different from the number of colours, L. Therefore, the replacement matrices are K × L real matrices with non-negative entries. We impose that one ball at least is added in each step. Then, the set of replacement matrices is
If the amount of balls added to the urn in each step is a fixed positive integer s, the replacement matrix belongs to the set
We consider throughout this paper the matrix norm R = sup i j |r ij |. Let
x ∈ R n , with n a positive integer. Its corresponding column vector will be noted by x t . We will use in R n the norm x = n i=1 |x i |. We consider an urn that initially contains T 0 balls of L different colours. Each colour is identified with a number i = 1, · · · , L and X 0 = (X 10 , · · · , X L0 ) indicates the initial proportion of balls of each colour in the urn. The random vector X n , defined on (Ω, F, P ), represents for each n the proportion of balls of each colour in the urn after the n-th replacement. It is worth observing that X n takes values in the (L − 1)-simplex set ∆ L−1 :
On the same (Ω, F, P ), we consider a stochastic process {ξ n } with state space (Φ, A Φ ). We suppose that there exists an application, R, from the set Φ to R K×L . The process {ξ n } is called random environment and it provides, for each n, a random replacement matrix R(ξ n ) ∈ R K×L . We denote by H n the mean replacement matrix,
The replacement policy is given both by a continuous function G :
and by a sequence of random vectors, {A n }, such that, for each n,
where
provides a probability distribution for the K possible actions, namely, the K rows of the replacement matrix. The random vector A n points to the selected row. Therefore, in the n-th replacement, balls will be added to the urn according to the vector A n R(ξ n ). The total number of balls added to the urn in the n-th replacement will be denoted by S n = A n R(ξ n )1 t , where 1 represents the row vector of ones. If R(ξ n ) ∈ R K×L then S n ≥ 1.
Let T n be the r.v. that represents the total number of balls in the urn after the n-th replacement. Then, for each n,
The evolution of the process is represented by means of the recursion
We say that the process {U n }, where U n = (X n , ξ n , A n ), is a generalised Pólya urn model in a random environment (REGPUM). We will consider the natural filtration {F n } n≥1 , where
From now on, we will assume the following hypotheses about the REG-PUM:
[A1] For each n > 1, ξ n is independent of U 1 , . . . U n−1 .
[A2] There exists a positive random variable Y , with E[Y 2 ] < ∞, and a constant c > 0 such that, for all n,
Note that [A1] implies that the random variables {ξ n } are independent and [A2] implies that the sequence {E( R(ξ n ) 2 )} is uniformly bounded.
On the other hand,
can be interpreted in the sense that the row selected in each step is only dependent on the composition of the urn.
This framework includes as particular cases a great deal of generalised Pólya urn models (GPUM) that appear in the probabilistic literature. Let us classify these models in three groups attending to the properties of the random environment.
• GPUM without random environment: there is a fixed irreducible replacement matrix R ∈ R K×L and different replacement policies. [8] , [7] , [3] , [9] and [10] . [15] , [20] .
• GPUM with random environment formed by independent and identically distributed r.v.
221.
• GPUM with random environment formed by independent r.v.
K×L , for all n, see [4] .
Robbins-Monro scheme of the urn model
The Robbins-Monro scheme is the probabilistic counterpart of Newton's deterministic method to search roots of a function F . It can be described by means of the following recurrence equation
where the process {γ n } is the step size of the recursion, {ε n } is the noise process, and {β n } is a "negligible" sequence. Under some assumptions on both the processes and F , the classical result states that the process {X n } converges a.s. to u ∈ R L , where F (u) = 0.
In this section, we fit the process {X n } defined in (2. 
Lemma 3.1. Consider the REGPUM and assume
Proof. For each n we have that S n is measurable with respect to F n because 
Then, the process {X n } can be written:
where: 
From Lemma 3.1 we have then
From (3.6) and (3.7) we conclude that
From (2.2) we have
As in (3.5), we have that
Then we can restate (2.2) as (3.3). Now, conditions C1, C2 and C3 are easy to check. From (3.2), the first two addends of β n+1 converge to 0. Therefore, to check C4 it suffices to prove that α n+1 converges to 0. Since T n+1 = T n + S n+1 , S n+1 is a positive random variable and T n is F nmeasurable, it follows
As S n+1 ≤ R(ξ n+1 ) , we have the following inequalities
Then, applying [A1] we have
Assumption [A2] implies that the sequence {E( R(ξ n ) 2 )} is uniformly bounded. Then, since T n ≥ n, the second and third addend converge to 0. Applying (3.8), the first one also converges to 0. Therefore β n → 0, and the result follows. 4 The ODE method and Differential Algebraic Equations.
The REGPUM can be fitted into a stochastic approximation Robbins-Monro scheme if the conditions of Theorem 3.1 hold. One additional condition that guarantees the a.s. convergence of X n to u in this scheme (see [5] , Theorem 1.4.26 pp 29) is
where < ·, · > is the inner product and u ∈ R L a root of F . However, condition (4.1) appears to be too strong. An alternative way of proving a.s. convergence of X n without (4.1) is the ODE method (see [18] ). The ODE method relates the recurrence equation (3.1) with the ordinary differential equatioṅ
If this ODE has a globally asymptotically stable equilibrium point, then {X n } converges a.s. to this point.
It is well known that the stability theory of ODEs entails the study of the eigenvalues of the associated Jacobian matrices evaluated at the equilibrium points (see [26] , section 2.3). Given the ODE (4.2), if we denote by JF (u) the Jacobian matrix of the function F (x) evaluated at the equilibrium point u, the equilibrium point u is asymptotically stable if and only if α(JF (u)) < 0, where
In particular, the matrix JF (u) has to be regular. Remark 4.1. Conditions similar to that given in (4.1) are well known in the analysis of the qualitative behaviour of the solutions of (4.2) (see [26] , section 2.8). Under these conditions, the solutions of the ODE have a special behaviour. If x(t) is a solution of the ODE (4.2) and u is an equilibrium point, a simple computation gives
where we have used (4.1). Therefore, x(t) − u is a non-increasing function and, in particular, we obtain that u is an asymptotically stable equilibrium point.
Observe that condition (4.1) implies much more on the dynamics of the problem than a simple convergence of the solutions to the equilibrium points, as the ODE method does. Actually, (4.1) is a stringent condition to obtain asymptotic stability and consequently it is not strange to obtain restrictive conditions on the replacement matrices when it is used to guarantee the a.s. convergence result in the Robbins-Monro scheme. Therefore, we don't impose 
It turns out that the dynamics of the ODE occurs not in R L but in a lower dimension manifold, and consequently:
1. We only have to study equilibrium points in ∆ L−1 , i.e. we have to work not with the solutions of F (x) = 0 but with those of
We do not have to consider all the eigenvalues of JF (u).
An easy way to analyse ODEs with invariants, as (4.4), is to formulate them as a differential algebraic equation (DAE). In the following Lemma we present how to proceed in a general case. Lemma 4.1. Let m and n be positive integers with n < m. We consider the functions f : R m → R m and g : R m → R n , C 2 and C 3 respectively, such that, ∀x ∈ R m , f (x)Jg(x) = 0 and Jg(x) has maximum rank n.
We consider the ODEẋ
(t) is a solution of (4.5) if and only if (x(t), 0) is a solution oḟ
where z ∈ R n . In particular u is an equilibrium point of (4.5) if and only if (u, 0) is an equilibrium point of (4.6) .
Proof. From the conditions on f and g it is immediate to prove that M is an invariant manifold for (4.5) i.e. if x(t 0 ) ∈ M then x(t) ∈ M for all t > t 0 .
Trivially if x(t) is a solution of (4.5) then (x(t), 0) is a solution of (4.6). On the other hand, if (x(t), z(t)) is a solution of the DAE (4.6), then as f (x)Jg(x) = 0 we obtain that z(t) = 0 and hence x(t) is solution of (4.5). Thus, the ODE with the invariant manifold and the DAE have the same set of solutions. The statement about the equilibrium points follows trivially.
The stability of equilibrium points for DAEs have been studied in [19] , [12] , [14] and [22] . Given a matrix pencil (A, B) with A, B two m × m matrices, it is said that it is a regular pencil if for some λ it holds that det(λA + B) = 0. The spectral abscissa of a regular matrix pencil is defined as follows, 
The above theorem is extremely useful to study the stability of equilibrium points of the ODEs with invariants such as equation (4.4). Now, we can state the following theorem.
Theorem 4.2. Let us consider the ODE
with F ∈ C 2 and such that F (x)1 t = 0 for x ∈ ∆ L−1 . Assume that u is an equilibrium point of (4.7) such that JF (u) has an eigenvalue β with right eigenvector 1 t and for the rest of the eigenvalues λ it holds that Re λ < 0. Then u is an asymptotically stable equilibrium point of (4.7) .
, we study the stability of (4.7) by means of the DAE
From Theorem 4.1 we know that u is asymptotically stable if and only if for
it holds that α(A, B) < 0. By the conditions on JF (u) we have that
where the polynomial p(λ) has roots with a strictly negative real part. We compute
, and therefore the eigenvalues of the pencil (A, B) have a strictly negative real part. If F is a linear function, then F (x) = 0 has a unique solution and we obtain a more powerful result. 
with u ∈ ∆ L−1 . Then u is a globally asymptotically stable equilibrium point of the ODE (4.9).
Proof. Obviously u is an equilibrium point of (4.9), and M 1 t = 0. In this case the Jacobian matrix is the matrix M and it has the eigenvalue 0 with right eigenvector 1 t . As M is a Metzer-Leontief matrix, from Theorem 2.8 and corollary 1 in [24] , the rest of the eigenvalues of M have negative real parts. Thus, the conditions of Theorem 4.2 are satisfied and the result follows.
To conclude this section, we analyse two examples that will appear in the urn models considered in Section 5. 
The equilibrium points are obtained by solving
We have to distinguish two cases: i) If a − 2c + e = 0, then there is a unique root
and thus a unique equilibrium point
ii) If a − 2c + e = 0, then there are two roots of the polynomial. As F (0) = e and F (1) < 0, only one of them is in [0, 1], namely
where we have denoted α := a − 2c + e, β := 2c − 2e − s. Denoting
For x ∈ ∆ L−1 it holds that F (x)1 t = 0. Moreover the Jacobian
One eigenvalue is λ = s with eigenvector 1. The other eigenvalue is where 12) and b > 0.
Consider the ODE (4.7) with
. We have to distinguish two cases:
there is a unique root
ii) If a+b = c+d, then there are two roots of the polynomial. As F (0) ≥ 0 and F (1) < 0, only one of them is in [0, 1] , namely
where we have denoted α :
For x ∈ ∆ L−1 we have that F (x)1 t = 0. The Jacobian matrix
as eigenvalue with eigenvector 1; the other eigenvalue is
To compute these eigenvalues we have already used that (x 1 , x 2 ) ∈ ∆ L−1 and (4.12). Evaluating (4.13) in the equilibrium point x 1 = x * 1 , we obtain
is an asymptotically stable equilibrium point of the restricted ODE.
Asymptotic behaviour of the urn model and examples
In this section we apply the ODE method in order to obtain a.s convergence for {X n } in the REGPUM. 
Proof. From Theorem 3.1, we have that the process {X n } fits the RobbinsMonro scheme (3.3), C1-C4 hold, and the function F is
If x ∈ ∆ L−1 then F (x)1 t = 0 and, from Theorem 4.2, part 1) holds.
Besides, from Theorem 4.2 and Theorem 3.1, we have that the processes {γ n } and {β n } are 5.3) . We obtain a.s. convergence for these models.
Example 5.1. We consider an urn with T 0 balls of two types, type 1 and type 2. The replacement matrices provided by the random environment are 3×2 matrices. The replacement policy consists in drawing and replacing two balls sequentially. Depending on the number of balls of type 1 obtained, we have three possible actions. If we obtain two type 1 balls, we apply the first row of the replacement matrix, if we obtain one type 1 ball, we apply the second row and, otherwise, the third one. The replacement matrix depends on the random environment, R = R(ξ n+1 ). Therefore, conditioned to F n , the replacement policy is A n+1 R(ξ n+1 ) =    (r 11 (ξ n+1 ), r 12 (ξ n+1 )) with probability X 2 1n , (r 21 (ξ n+1 ), r 22 (ξ n+1 )) with probability 2X 1n X 2n , (r 31 (ξ n+1 ), r 32 (ξ n+1 )) with probability X 2 2n .
So that, G(X n ) = (X 2 1n , 2X 1n X 2n , X 2 2n ). Let E[R(ξ n )] = H n ∈ R s 3,2 . Suppose that the sequence {H n } converges to H, with and b > 0. Then, conditioned to F n , the distribution of the replacement vector is A n+1 R = (a, b) with probability X 1n (c, d) with probability X 2n
Applying Theorem 5.1 it can be said that the process {X n } converges to the limits obtained in Example 4.2.
When a + b = c + d, we recover the a.s. result obtained in [9] .
Example 5.3. We can extend Example 5.2 as follows. Suppose that the random environment {ξ n } is a sequence of independent random variables such that, for each n, it provides a replacement matrix with probability distribution: 
