Abstract. In this paper we provide a duality theory for multiobjective optimization problems with convex objective functions and finitely many D.C. constraints. In order to do this, we study first the duality for a scalar convex optimization problem with inequality constraints defined by extended real-valued convex functions. For a family of multiobjective problems associated to the initial one we determine then, by means of the scalar duality results, their multiobjective dual problems. Finally, we consider as a special case the duality for the convex multiobjective optimization problem with convex constraints.
1
In the recent years, different duality theories have been provided for optimization problems with a difference of two convex functions in either the objective function or the constraints, or both. It has been observed that convex duality theory can be used for such nonconvex problems in order to construct dual problems with a zero duality gap (see for instance [3] , [5] , [6] , [7] , [8] , [9] ).
In the present work, our main purpose is to develop a duality theory for a multiobjective optimization problem with a convex objective function and finitely many D.C. constraints. By using the approach presented in [3] , we express the feasible set in terms of Legendre-Fenchel conjugates of the data functions.
The basic and fruitful idea for the study of the duality for the multiobjective problem is to associate a scalar optimization problem and to establish, by means of the conjugacy approach (cf. [1] , [12] ), a suitable scalar dual problem. We derive the strong duality and the optimality conditions which later are used to obtain duality assertions for the primal multiobjective problem.
Following the same scheme, similar duality results are established for the multiobjective problem with a convex objective function and strict inequality D.C. constraints.
Finally, we consider as a special case of the initial problem, the multiobjective problem with a convex objective function and convex inequality constraints. For this problem the results concerning duality generalize those obtained in the past (see [10] , [11] , [13] ]).
The formulation of the problem
The multiobjective optimization problem with D.C. constraints, which we consider here, is (P ) v-min x∈A f (x), A = {x ∈ X : g i (x) − h i (x) ≤ 0, i ∈ I m } , f (x) = (f 1 (x), . . . , f k (x)) T , where f i : X → R, i = 1, ..., k, are proper convex functions and g i , h i : X → R, i ∈ I m = {1, ..., m}, are extended real-valued convex functions on the real Hausdorff locally convex vector space X. Let g : X → R m be the following vector function g(x) = (g 1 (x), ..., g m (x)) T . Moreover, we assume that the functions h i , i ∈ I m , are subdifferentiable on the feasible set of (P ).
For the set R = R ∪ {±∞}, let us adopt the following conventions (see [4] ) 
Of course, for r > 0, we set r(+∞) = +∞, r(−∞) = −∞, and, for r < 0, r(+∞) = −∞ and r(−∞) = +∞.
By (2) , for a function f : X → R, we have 0f = δ dom(f ) , where δ dom(f ) is the indicator function of the set dom(f ) = {x ∈ X : f (x) < +∞}.
The notation "v-min" refers to a vector minimum problem. For this kind of problems different notions of solutions are known. We consider in this paper the so-called Pareto-efficient and properly efficient solutions. DEFINITION 2.1 An elementx ∈ A is said to be Pareto-efficient (or efficient) with respect to (P ) if
DEFINITION 2.2 ([2])
An elementx ∈ A is said to be properly efficient with respect to (P ) if it is efficient and there exists a scalar M > 0 such that, for each x ∈ A and each i ∈ {1, ..., k} satisfying f i (x) < f i (x), there exists j ∈ {1, ..., k}
and
One may notice that the hypotheses concerning g i and h i , i ∈ I m , are the same as those of the D.C. optimization problem considered by Martinez-Legaz and Volle in [3] . They have shown that the feasible set of the problem (P ) can be written in the following way (cf. Lemma 2.1 in [3] )
3. Duality for the extended real-valued scalar optimization problem
In this section we deal with the duality for the following scalar optimization
with F : X → R and G i : X → R, i ∈ I m = {1, ..., m}, being extended real-valued convex functions. Moreover we assume that F is proper.
It is noted that problem (P s ) can be reformulated as a problem with an extended real-valued convex objective function, but without constraint. However the study of (P s ) will help us to establish the optimality conditions for a D.C.
optimization problem in this paper. Using the conjugacy approach we construct a dual problem to (P s ) and give a constraint qualification which guarantees the strong duality, namely, that the optimal objective values of the primal and dual problem are equal and the dual has an optimal solution.
In order to do this, let us consider the perturbation function Φ :
+∞, otherwise, with p ∈ X and q = (q 1 , ..., q m ) T ∈ R m being the perturbation variables.
A dual problem to (P s ) is given by the following formula (cf.
where p * ∈ X * , q * ∈ R m are the dual variables and Φ * is the conjugate function of Φ.
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Using the properties of conjugate functions, it can be shown (see [1] ) that inf(P s ) ≥ sup(D s ), meaning that the optimal objective value of the primal problem is greater than or equal to the optimal objective value of the dual. This implies that the weak duality always holds. In order to obtain the strong duality (inf(P s ) = max(D s )) we consider the following constraint qualification.
(CQ s ) There exists x ∈ dom(F ) such that F is continuous at x and G i (x ) < 0, for i ∈ I m . Below, under the constraint qualification (CQ s ), we obtain a sufficient condition for the strong duality between (P s ) and (D s ), which is a special case of Proposition 2.1 in [1] . THEOREM 3.1 Let the constraint qualification (CQ s ) be fulfilled. Then the dual problem (D s ) has an optimal solution and the strong duality holds, i.e.
inf(P
Proof. The constraint qualification (CQ s ) being fulfilled, it follows that inf(P s ) ≤ F (x ) < +∞.
We distinguish now between the cases inf(P s ) = −∞ and inf(P s ) ∈ R.
If inf(P s ) = −∞, by the weak duality, it follows that sup(D s ) = −∞. This implies that, for p * ∈ X * and q
In this case, each pair (p * , q * ) ∈ X * × R m is an optimal solution of the dual and inf(P s ) = max(D s ) = −∞.
Let us assume now that inf(P s ) ∈ R. One can notice that the function Φ is 7 convex.
Let ε > 0. By the continuity of F at x , there exists an open neighborhood
On the other hand, (CQ s ) being fulfilled, there exists an δ > 0 such that
m is an open neighborhood of (0, 0) in X × R m and, for each p ∈ V and q ∈ (−δ, +δ) m , it holds (by (4))
This implies that the function (p, The final form of the dual (D s ) can now be found by calculating the conjugate function of Φ. In [12] and [13] we proved that this leads to the following formulation for the dual problem of (P s )
where
Here, the conventions (1), (2) and the related 8 calculus rules are crucial.
REMARK 3.1 Let us notice that if for an
this q does not contribute to the supremum.
REMARK 3.2 One may notice that the duality scheme for scalar optimization problems presented above is different from that one used by Martinez-Legaz and Volle in [3] .
Using the strong duality result between (P s ) and (D s ) we can derive now the following optimality conditions.
THEOREM 3.2
(a) Let us assume that the constraint qualification (CQ s ) is fulfilled and letx be an optimal solution to (P s ). Then there exists (p,q) ∈ X * × R m ,q 0, an optimal solution to (D s ), such that the following optimality conditions are satisfied
(b) Letx be admissible to (P s ) and (p,q) be admissible to (D s ), satisfying (i),
(ii) and (iii). Thenx is an optimal solution to (P s ), (p,q) is an optimal solution to (D s ) and the strong duality holds
Proof.
(a) The function F being proper, we have that inf(P s ) is finite. Then, by Theorem 3.1, follows that there exists an optimal solution to (D s ) (p,q) ∈
This implies that
On the other hand, we have
Finally, from (5), (6) and taking Young's inequality
into consideration we have
(b) The conclusion follows by doing all the calculations and transformations from (a) in the reverse direction.
Let us denote by
Returning to the vectorial case, for every
let us associate to the multiobjective problem (P x * ) the following scalar problem
Moreover, we assume the following constraint qualification.
Following the same scheme as in the first part of this section, a dual problem
One may notice that even the case of extendedvalued constrained functionsg i , i ∈ I m in (P sx * ) is covered by the duality theory developed in the first part of the section. This situation has been taken into consideration when we assumed that G i , i ∈ I m in (P s ) were also extended realvalued functions.
By Remark 3.3 in [3] we have that
and, using the properties of the conjugate functions, we obtain for the dual of (P sx * ) the following formulation
Theorem 3.1 implies the following strong duality theorem for (P sx * ). THEOREM 3.3 If the constraint qualification (CQ sx * ) is fulfilled, then the dual problem (D sx * ) has an optimal solution and the strong duality holds, i.e.
inf(P sx * ) = max(D sx * ).
Next, we give the optimality conditions for the problems (P sx * ) and (D sx * ).
THEOREM 3.4
(a) Let the constraint qualification (CQ sx * ) be fulfilled and letx be an optimal solution to (P sx * ). Then there exists an optimal solution to (
.., k,q 0 such that the following optimality conditions are satisfied
(b) Letx be admissible to (P sx * ) and (p,q) be admissible to (D sx * ), satisfying (i), (ii) and (iii). Thenx is an optimal solution to (P sx * ), (p,q) is an optimal solution to (D sx * ) and the strong duality holds
4. Duality for the multiobjective problem with D.C. constraints
For the functions f j , j = 1, ..., k, let us impose the additional hypothesis of continuity over the set k j=1 dom(f j ), which is assumed to be non-empty. We denote
In section 2 we have introduced for each
with the property that h *
We associate to each (P x * ) a multiobjective optimization problem (D x * ) and, by means of this family of multiobjective problems, we will formulate two theorems concerning the duality for the problem (P ). The dual problem is
for j = 1, . . . , k, the dual variables
and the set of constraints
The following constraint qualification has been introduced by Martinez-Legaz and Volle in [3] .
The constraint qualification (CQ) will be used later for the characterization of the properly efficient solutions of the problem (P ). First, we prove a weak duality-type theorem.
THEOREM 4.1 There is no
with the property that x ∈ A x * , and no (p, q, λ, t) ∈ B x * such that f j (x) ≤ h x * j (p, q, λ, t), for j = 1, ..., k, and f i (x) < h x * i (p, q, λ, t), for at least one i ∈ {1, ..., k}.
Proof. Let x ∈ A and x
x ∈ A x * . By (3) we have that an element x * with these properties always exists.
For a (p, q, λ, t) ∈ B x * let us assume that f j (x) ≤ h x * j (p, q, λ, t), for j = 1, ..., k, and f i (x) < h x * i (p, q, λ, t), for at least one i ∈ {1, ..., k}. This implies that
is the i-th component of the vector
Because of x ∈ A x * and (p, q, λ, t) ∈ B x * we haveg j (x) ≤ 0, for j ∈ I m , and 
This last inequality contradicts relation (8) and then the assertion of the theorem must be true.
The following theorem gives a characterization of the properly efficient solutions of (P ) by means of the Pareto-efficient elements of (D x * ), for an
Let the constraint qualification (CQ) be fulfilled and letx be a properly efficient solution to (P ). Then there exists an
Proof. Assumex to be properly efficient to (P ). This implies thatx ∈ A. By Proposition 2.2 there exists an
is properly efficient to (P x * ).
The feasible set of (P x * ), A x * , is a convex set and the objective function of (P x * ) is a convex function. Then follows thatx to be properly efficient to (P x * ) can be expressed via scalarization (see [2] ). Therefore exists a vectorλ = (λ 1 , . . . ,λ k ) T ∈ int(R k + ) such thatx solves the scalar problem
The constraint qualification (CQ) is fulfilled and this implies that for x * = ( These are defined in the following way, for j = 1, . . . , k,
For the new element (p,q,λ,t) holds
Therefore, (p,q,λ,t) is feasible to (D x * ). In order to finish the proof, it remains to show that the values of the objective functions on these elements are equal,
i.e. f (x) = h x * (p,q,λ,t).
What we actually prove is that f j (x) = h x * j (p,q,λ,t), for each j = 1, . . . , k.
By using relation (i) from Theorem 3.4 and the equalities in (9), for j = 1, ..., k,
The fact that (p,q,λ,t) is Pareto-efficient to (D x * ) is given by Theorem 4.1.
Duality for the multiobjective problem with strict inequalities D.C. constraints
The next problem which we treat in this paper is the multiobjective optimization problem with a convex objective function and strict inequalities D.C.
where f j : X → R, j = 1, ..., k, are proper convex functions, continuous on the set k j=1 dom(f j ), which is assumed to be non-empty, and g i , h i : X → R, i = 1, ..., m, are extended real-valued convex functions. We assume, as in the previous sections, that the functions h i , i ∈ I m , are subdifferentiable on the feasible set of (P si ).
Martinez-Legaz and Volle have also shown that the feasible set of the problem (P si ) can be written in the following way (cf. Lemma 5.1 in [3] )
Starting from this result, we introduce for every
The next two results, similar to Propositions 2.1 and 2.2, are also true.
si is Pareto-efficient to (P si ), then there exists
properly efficient to (P si x * ).
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For an
we associate to the multiobjective problem (P si x * ) the following scalar problem
If the constraint qualification (CQ sx * ) is fulfilled, then by Lemma 5.2 in [3] follows inf(P si sx * ) = inf(P sx * ).
Therefore we can consider as a dual problem to (P si sx * ) the same optimization problem as for (P sx * ) (D sx * ) sup
Let us present for (P si sx * ) the strong duality theorem and the optimality conditions. 
(b) Letx be admissible to (P si sx * ) and (p,q) be admissible to (D sx * ), satisfying (i),(ii) and (iii). Thenx is an optimal solution to (P si sx * ), (p,q) is an optimal solution to (D sx * ) and the strong duality holds
(a) Ifx is an optimal solution to (P si sx * ), thenx is also an optimal solution to (P sx * ). By Theorem 3.4 follows that there exists an optimal solution to
But, forx being feasible to the problem (P si sx * ), follows that eitherg i (x) = −∞ org i (x) < 0, for every i ∈ I m . The relations (1) and (2) give us that q must be 0.
Therefore, by the third equality, we have
which is possible just if Inspired by the optimality conditions presented above, let us introduce the following multiobjective optimization problem
We show now that for the problems (P si ) and (D si ) the weak and strong duality theorems in their classical formulations hold.
THEOREM 5.3 There is no x ∈ A si and no (p, λ, t) ∈ B si such that f j (x) ≤ h si j (p, λ, t), for j = 1, ..., k, and f i (x) < h si i (p, λ, t), for at least one i ∈ {1, ..., k}.
Proof. Let be x ∈ A and (p, λ, t) ∈ B si such that
The last inequality contradicts relation (11) and this implies that the assertion of the theorem must be true.
THEOREM 5.4 Letx be a properly efficient solution to (P si ). Then there
Proof. Assumex to be properly efficient to (P si ). This implies thatx ∈ A si .
By Proposition 5.2 follows that there exists an
such thatx is properly efficient to (P In the last section of the paper we consider in the formulation of both multiobjective optimization problems (P ) and (P si ) that h i = 0, for i ∈ I m . We assume, in fact, that both problems have convex inequality constraints. Obviously, the assumption of subdifferentiability for h i = 0, i ∈ I m , is fulfilled. Then, the primal multiobjective optimization problems become
