Misclassification in genetic variants and its impact on genetic association studies by Lamina, Claudia
  
From 
the Institute of Medical Information Processing, Biometry, and Epidemiology  
of the University of Munich, Germany 
Chair of Epidemiology: Prof. Dr. med. Dr. rer. nat. H.-Erich Wichmann 
and 
the Institute of Epidemiology, 
Helmholtz Zentrum München, German Research Center for Environmental Health (GmbH) 
Director: Prof. Dr. med. Dr. rer. nat. H.-Erich Wichmann 
 
 
 
Misclassification in genetic variants and its impact on genetic association studies 
 
 
 
 
Thesis Submitted for a Doctoral degree in Human Biology  
at the Faculty of Medicine Ludwig-Maximilians-University, 
Munich, Germany 
 
 
 
 
by 
Claudia Lamina 
from 
Augsburg, Germany 
2009 
  
 
 
 
With approval of the Medical Faculty 
of the University of Munich 
 
 
 
 
 
 
 
 
First reviewer:   Prof. Dr. med. Dr. rer. nat. H.-Erich Wichmann 
Second reviewer:   Priv. Doz. Dr. Roland Kappler 
    Priv. Doz. Dr. Rudolf A. Jörres 
Co-supervision:  Dr. rer. biol. hum. Iris Heid 
Dean:     Prof. Dr. med. Dr. h.c. M. Reiser, FACR, FRCR  
Date of the oral examination: 28.04.2009  
3 
 
Acknowledgment 
 
First of all, I would like to thank Prof. Dr. Dr. H.-Erich Wichmann, for the opportunity to 
work on this interesting and varied topic and for the constant support. I am grateful for the 
inspiring working environment at the Institute of Epidemiology and the manifold chances to 
present this work at national and international conferences.  
I would like to thank Dr. Iris Heid, who closely supervised this work and enriched it with 
many fruitful ideas, competent advices and discussions. Many thanks for the support at all 
times.  
Many thanks to all the people who contributed either with data or ideas, above all PD Dr. 
Thomas Illig, head of the working group ‘Molecular Epidemiology’ and co-interim head of 
the working group ‘Genetic Epidemiology’ at the Institute of Epidemiology, and Prof. Dr. 
Florian Kronenberg, Head of the Division of Genetic Epidemiology, Department of Medical 
Genetics, Molecular and Clinical Pharmacology, Innsbruck Medical University.  
I also would like to thank Friedhelm Bongardt for his preliminary work and good cooperation. 
Furthermore, I thank all my colleagues at the Institute of Epidemiology for their 
contributions on the excellent working conditions. Many thanks particularly to Martina 
Müller for her invaluable help on statistical and programming problems and many productive 
discussions.  
 
4 
 
Table of Contents 
ACKNOWLEDGMENT.......................................................................................................... 3 
TABLE OF CONTENTS......................................................................................................... 4 
1.  INTRODUCTION............................................................................................................ 7 
1.1.  GENETIC VARIANTS ..................................................................................................... 8 
1.1.1.  Single-Nucleotide Polymorphisms (SNPs) ............................................................ 8 
1.1.2.  Linkage Disequilibrium........................................................................................ 10 
1.1.3.  Haplotypes............................................................................................................ 11 
1.2.  GENETIC ASSOCIATION STUDIES ................................................................................ 13 
1.2.1.  The aim of genetic association studies................................................................. 13 
1.2.2.  Approaches to identify genes ............................................................................... 14 
1.2.3.  The problem of non-replication in genetic association studies ............................ 15 
1.2.4.  Generalized linear models .................................................................................... 16 
1.2.5.  Modeling genetic effects ...................................................................................... 17 
1.2.6.  Example: The APM1 gene and its association with adiponectin plasma levels... 18 
1.3.  MISCLASSIFICATION AS A STATISTICAL CHALLENGE ................................................. 19 
1.3.1.  Estimating misclassification of independent variables ........................................ 19 
1.3.2.  The effect of misclassified independent variables on association estimates........ 21 
1.3.3.  Methods to account for misclassification............................................................. 22 
1.4.  MISCLASSIFICATION IN GENETIC VARIANTS............................................................... 23 
1.4.1.  Misclassification due to genotype error ............................................................... 24 
1.4.2.  Misclassification due to haplotype reconstruction ............................................... 25 
1.5.  OBJECTIVE OF THIS INVESTIGATION .......................................................................... 27 
2.  QUANTIFICATION OF GENOTYPING ERROR AND ITS IMPACT ON 
GENETIC ASSOCIATION STUDIES ................................................................................ 30 
2.1.  METHODS AND MATERIAL ......................................................................................... 30 
2.1.1.  The method of genotyping ................................................................................... 30 
2.1.2.  Collection of duplicate genotype data.................................................................. 31 
2.1.3.  Notation and definitions of genotypes ................................................................. 32 
2.1.4.  Discordance matrix .............................................................................................. 32 
2.1.5.  Misclassification matrix and the problem of identifiability ................................. 33 
2.1.6.  Genotype error models ......................................................................................... 34 
5 
 
2.1.7.  Estimating the genotype misclassification via maximum-likelihood .................. 36 
2.1.8.  Correction of association from APM1 SNPs on Adiponectin .............................. 37 
2.2.  RESULTS.................................................................................................................... 38 
2.2.1.  Description of duplicate genotype data................................................................ 38 
2.2.2.  Discordance between duplicate genotypes........................................................... 40 
2.2.3.  Estimated genotype misclassification matrices.................................................... 43 
2.2.4.  APM1 data example: Corrected genotype association estimates ......................... 46 
3.  QUANTIFICATION OF HAPLOTYPE RECONSTRUCTION ERROR............... 48 
3.1.  METHODS AND MATERIAL ........................................................................................ 48 
3.1.1.  Notation and Definitions of Haplotypes............................................................... 48 
3.1.2.  Haplotype reconstruction methods....................................................................... 49 
3.1.3.  Haplotype error measures..................................................................................... 50 
3.1.4.  Genotype frequencies from observed data ........................................................... 54 
3.1.5.  Simulation approach to quantify haplotype reconstruction error......................... 54 
3.1.6.  Analytical approach to quantify haplotype reconstruction error.......................... 55 
3.2.  RESULTS.................................................................................................................... 59 
3.2.1.  Discrepancy.......................................................................................................... 59 
3.2.2.  Error rate .............................................................................................................. 62 
3.2.3.  Haplotype specific error measures ....................................................................... 64 
4.  IMPACT OF HAPLOTYPE MISCLASSIFICATION FROM GENOTYPE 
ERROR AND RECONSTRUCTION ON ASSOCIATION ANALYSIS ......................... 67 
4.1.  METHODS AND MATERIAL ......................................................................................... 67 
4.1.1.  Misclassification from genotype and haplotype error combined ......................... 67 
4.1.2.  Approximating the haplotype misclassification matrix via resampling............... 68 
4.1.3.  Simulations to evaluate bias in haplotype association estimates and MC-SIMEX 
performance...................................................................................................................... 69 
4.1.4.  Correction of association from APM1 haplotypes on adiponectin....................... 70 
4.2.  RESULTS.................................................................................................................... 71 
4.2.1.  Quantification of the Haplotype misclassification problem................................. 71 
4.2.2.  Bias in estimates and performance of MC-SIMEX ............................................. 75 
4.2.3.  APM1 data example: MC-SIMEX-corrected haplotype association estimates.... 78 
5.  DISCUSSION ................................................................................................................. 80 
6 
 
5.1.  SUMMARY OF MAIN RESULTS .................................................................................... 80 
5.2.  QUANTIFICATION OF MISCLASSIFICATION ................................................................. 81 
5.2.1.  Misclassification of SNP genotypes..................................................................... 81 
5.2.2.  Misclassification due to haplotype reconstruction error ...................................... 82 
5.2.3.  Misclassification due to genotyping error and haplotype reconstruction error 
combined .......................................................................................................................... 85 
5.3.  IMPACT OF MISCLASSIFICATION ON GENETIC ASSOCIATION ....................................... 87 
5.3.1.  Impact of genotype misclassification on association estimates ........................... 87 
5.3.2.  Impact of haplotype misclassification on association estimates .......................... 87 
5.4.  STRENGTHS AND LIMITATIONS OF THIS INVESTIGATION ............................................ 88 
5.4.1.  Issues regarding genotype misclassification ........................................................ 88 
5.4.2.  Issues regarding haplotype misclassification ....................................................... 89 
5.5.  CONCLUSIONS AND OUTLOOK................................................................................... 91 
6.  SUMMARY..................................................................................................................... 93 
7.  ZUSAMMENFASSUNG ............................................................................................... 95 
APPENDIX ............................................................................................................................. 97 
A1 R-FUNCTION SENSITIVITY ............................................................................................... 97 
A2 R-FUNCTION STARPLOT .................................................................................................. 99 
A3 FREQUENCY, SENSITIVITY, AND SPECIFICITY FOR APM1 HAPLOTYPES .......................... 101 
A4 MISCLASSIFICATION MATRICES FOR APM1 HAPLOTYPES .............................................. 102 
A5 RELATED PUBLICATIONS AND DESCRIPTION OF OWN CONTRIBUTION............................. 106 
A6 LIST OF PUBLICATIONS AND PRESENTATIONS................................................................ 108 
A7 REFERENCES.................................................................................................................. 112 
A8 CURRICULUM VITAE...................................................................................................... 121 
1. Introduction 
7 
 
1. Introduction 
The 20th century has seen a burst of knowledge and technologies in genetics and genetic 
epidemiology. Starting from the Mendelian laws, that where discovered in the beginning of 
the 20th century, the basis for modern molecular genetics was set in the 1950s, when Watson 
and Crick found the double helix structure of the DNA. What followed was gaining insights 
in the synthesis of proteins from genes and thus the key concept of genetics. With the first 
step of completing  the DNA sequence description in 2001 [Lander et al., 2001;Venter et al., 
2001], a map of bases on chromosome strands of the human genome has been presented, still 
leaving open the identification of genes determining or enhancing disease development. Thus, 
“this is just halftime for genetics”, as Eric Lander, one of the fathers of the Human Genome 
Project, stated in 2001.  
Diseases, that are caused by alterations in one single gene, are called monogenic diseases. 
Generally, those diseases are with some exceptions very rare and their inheritance mode 
follows Mendelian laws. Therefore, the genetic basis was first discovered for these 
monogenic disorders.  
However, in the most cases where diseases are caused or altered by genes, the relation is more 
complex and based on many genes, which can also influence each other. The detection of the 
causes and the pathway of these complex human diseases is one of the next big goals in 
human genetic research. Genetic complex diseases do not follow a clear inheritance mode. 
They are characterized by being caused jointly by an unknown number of genetic variants, 
many environmental factors and their interactions and thus are also called multifactorial 
diseases. Examples for such diseases are diabetes mellitus, myocardial infarction, asthma or 
cancer. Due to their high prevalence in the population their relevance for the public health 
system is enormous. Unraveling the genetic mechanisms of such complex diseases is a 
difficult task, requiring methods from many different scientific fields, including genetics, 
biology, medicine, epidemiology and statistics. 
It is common for most complex phenotypes, that they have been the objective of classical 
epidemiological research before genetics came into play. In the 1980s the field of genetic 
epidemiology was established as a conglomeration of classical epidemiology, molecular 
genetics, population genetics, statistics and bioinformatics. One of the first definitions of 
Genetic Epidemiology was given by Newton E. Morton [Morton, 1982], defining it as “a 
science which deals with the etiology, distribution and control of diseases in groups of 
relatives and with inherited causes of diseases in populations”.  
1. Introduction 
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At the beginning, genetic epidemiological research was based primarily on family studies 
applying segregation and linkage analysis. With the emerging focus on complex diseases, 
more and more studies were then planned and conducted on unrelated subjects due to high 
prevalence in the population. Once it is clear, that there is a heritable component to a disease, 
classical epidemiological methods can be used together with methods that are essential to 
incorporate genetic factors.  These specific components to genetic epidemiology involve 
different kinds of variants, like SNPs (Single Nucleotide Polymorphisms, section 1.1.1) or 
haplotypes (section 1.1.3), with the aim of establishing a genetic association of these with a 
specific disease.  
In the following introductory sections, these kinds of genetic variants and their 
statistical modeling in genetic association studies are explained. Furthermore, a special focus 
is set on the problem of misclassification in general and in the genetic epidemiological setting 
in particular, which lays the ground for the methods described in the main part of this work on 
“Misclassification in genetic variants and its impact on genetic association studies”. 
 
1.1. Genetic variants 
The genetic code in the human genome is specified by four DNA bases, the nucleotides 
Adenine (A), Cytosine (C), Guanine (G) and Thymin (T). More than 99% of the nucleotides 
in the DNA are the same from person to person and thus monomorph. DNA can vary in single 
bases, and therefore be polymorph at these special sites, or in the number of DNA sequences, 
which are repeated (e.g. microsatellites) (for details see [Thomas, 2004] or [Bickeböller and 
Fischer, 2007]). In the following, the most common variants used in genetic association 
analyses, single nucleotide polymorphisms (SNPs) and haplotypes, are described. 
 
1.1.1.  Single-Nucleotide Polymorphisms (SNPs) 
Single Nucleotide Polymorphisms (SNPs) are DNA loci that vary from person to person in 
one base-pair, as shown in Figure 1. The possible nucleotides that are present in one 
population at a specific locus are called alleles, and the combinations of alleles from both 
chromosomes in one person are called genotypes. That is, genotypes are the realizations of 
one SNP for each single person. For person 1 (Figure 1), for example, the alleles A and T can 
be found on the first SNP with genotype A/T. This SNP exhibits the possible genotypes A/A, 
A/T and T/T in the population. For person 1, there are two different alleles (A and T) at the  
1. Introduction 
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Figure 1: One strand of each of the homologous chromosomes with SNPs on position 3 and 6 
with genotypes A/T and G/G for person 1 (A) and A/T and C/G for person 2 (B) 
 
two chromosomes, which is called heterozygous at this locus. For two copies of the same 
alleles (in this case A/A or T/T), the person is called homozygous at this locus, as it is the case 
for the second SNP for person 1.  Markers with exactly two possible alleles, as it is the case 
for almost all SNPs, are called biallelic. 
SNPs are DNA variation in which each possible variant is present in at least 1 percent of 
people in a population by definition. Less common variations are called mutations.  
SNPs occur with an average distance of about 300 base pairs. Therefore about 10,000,000 
SNPs can be expected in the human genome.  
SNPs are found all throughout the genome. They can have functional consequences by 
leading to changes in amino acid sequences in a gene or by alterating regulatory mechanisms 
of a gene in regulatory or intronic regions of a gene. Most SNPs, however, are found outside 
of the genes, in intergenic regions. Their functional consequences are not clear, yet, and have 
to be evaluated. However, SNPs, that have been found to be associated with a disease, don’t 
have to be causal by themselves. They can also serve as markers for unmeasured, but 
correlated SNPs.    
In association analysis, SNPs are the most popular variant due to their availability in high 
throughput technologies. Nowadays, microarray-based technologies are available which 
determine up to 1,000,000 SNPs efficiently and in an appropriate timeframe. Information of 
sequences and frequencies in different populations are collected in open databases (e.g. 
Position          1     2    3     4    5     6      7 
 
Person 1:   … G    C    A    A    T    G     C    …   maternal chromosome strand    
 
                  … G    C    T    A    T    G     C    …    paternal chromosome strand 
    Person 2:    … G    C    A    A    T    C     C   …    maternal chromosome strand   
 
                       … G    C    T    A    T    G     C   …    paternal chromosome strand    
 
A) 
B) 
                                     SNP 1              SNP 2  
Genotype Person 1:       A/T                 G/G 
Genotype Person 2:       A/T                 C/G 
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dbSNP (http://www.ncbi.nlm.nih.gov/projects/SNP/) and HapMap (http://www.hapmap.org)), 
which makes them easily accessible.  
For many statistical methods, assumptions have to be made on their distribution within each 
population. Assuming a large homogeneous randomly mating population, the genotype 
distributions of alleles A and a with respective allele frequencies pAP =)(  and qaP =)( , 
reach a balance after several generations, the so called Hardy-Weinberg Equilibrium (HWE): 
2)/( pAAP = , pqaAP 2)/( = , 2)/( qaaP = . Deviation of HWE can be tested by comparing 
observed genotype frequencies with the expected under the above stated assumption via a χ²-
test. Such a deviation might be due to measurement error or the existence of unknown 
subpopulations. 
 
1.1.2.  Linkage Disequilibrium 
Correlation between SNPs is expressed by the concept of Linkage Disequilibrium. If two loci 
are far apart, chances are high that there has been one or several crossover of homologous 
chromosomes (recombination) and thus inheritance of the allele on one locus is rather 
independent from the allele on the second locus. If there is high linkage between two loci, the 
alleles on both loci are mostly inherited jointly, and thus are called to be in linkage 
disequilibrium (LD). In this case, the observed frequency of the joint presence of two alleles 
differs from the expected frequency assuming independence between these SNPs. If loci are 
in high LD, one SNP that is genotyped in the laboratory may serve as a marker for another 
SNP that is not genotyped, but may be the causal variant. Common LD measurements are e.g. 
Lewontins D’ [Lewontin, 1964] or the correlation coefficient r2 [Devlin and Risch, 1995] If 
D’ between two loci equals 1, there is no indication for recombination between them. 
However, that doesn’t imply that these two loci carry the same information. This situation is 
illustrated in Figure 2a): The G-allele in locus 2 can be predicted by the C-allele in locus 1, 
while the T-allele in locus 1 can be predicted by the A-allele in locus 2, but not the other way 
round. Thus, the information is not redundant. Figure 2b) shows an example for r2=1. The two 
loci provide the same information. This is exactly the case, if D’ is 1 and the allele 
frequencies of both SNPs equal each other [Cordell and Clayton, 2005].  
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a) D’=1  b) r2 =1 
Locus 1  Locus 2  Locus 1  Locus 3 
C  G  C  G 
C  G  C  G 
T  A  T A 
T  G  T  A 
T  G  T  A 
C  G  C  G 
Figure 2: Example for LD between SNPs: a) D’=1 between Locus 1 and Locus 2 and b) r2 =1 
between Locus 1 and Locus 3, with arrows showing the direction in which an allele can be 
predicted from the other one. 
 
Recombination does not take place equally distributed within the genome, but there are 
blocks, that are preserved over many generations and spots in-between where a lot of 
recombination occurs (recombination hot spots) [Daly et al., 2001;Gabriel et al., 2002]. 
Within these blocks, SNPs are highly correlated. That is, some SNPs within those LD-blocks 
may be redundant and can be omitted in the modeling process without loss of information. 
Thus, the dimension of problems involving these SNPs can be reduced, e.g. by estimating 
haplotypes.  
 
1.1.3. Haplotypes 
Haplotypes have been the subject of considerable attention as they complement the 
information from the SNP genotypes.  The nucleotides of the two DNA strands of one person 
can be stringed together as two long rows of code as in Figure 1. Genotypes summarize the 
vertical information on a single locus across the two strands while haplotypes summarize the 
horizontal multi-locus information per strand. That is, haplotypes are sequences of alleles 
inherited from one parent. Since monomorph loci do not give additional information, 
haplotypes are only based on polymorphic loci (SNPs).  
Figure 3 shows the haplotypes based on two SNPs for two different persons. The haplotypes 
based on SNP 1 and SNP 2 as shown in Figure 1, are thus AG and TG for person 1 and AC 
and TG for person 2.   
Genotypes can be deduced uniquely from haplotypes, if they are known. Haplotypes hold 
additional phase information compared to genotypes, namely the information, which alleles 
are inherited jointly on one chromosome strand. Therefore, haplotypes can be deduced 
uniquely from genotypes only for those persons, where all SNPs that are included in the 
haplotype are homozygous, except at most one SNP. 
1. Introduction 
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Figure 3: Haplotypes based on SNP 1 and SNP 2 for persons 1 (observed haplotypes: AG 
and TG) and person 2 (observed haplotypes: AC and TG)  
 
Due to their phase information, there are several advantages of haplotypes:  
1. In regions of high linkage disequilibrium, haplotype diversity is limited due to high 
correlation between the SNPs resulting in only few existing haplotypes in the 
population [Daly et al., 2001;Gabriel et al., 2002]. Thus, haplotypes, which hold 
information on more than one locus, may capture the LD information in a gene better 
than methods based on single loci [Akey et al., 2001a]. This results in a gain of power 
compared to an analysis which incorporates all existing single SNPs [Akey et al., 
2001a;Morris and Kaplan, 2002].  
2. Generally, the diversity of haplotypes is captured by a few common haplotypes and 
some rarer ones. The majority of the diversity within a region can be picked up by 
typing those SNPs which explain a high percentage of variance (e.g. more then 80 or 
90 percent) in haplotypes [Stram et al., 2003a], called tagging or tag SNPs. Figure 4 
shows, how redundant information can be removed, reducing the overall costs of 
genetic association studies: The tagging SNPs 1, 3 and 4 sufficiently represent the 
haplotype diversity in this region of seven SNPs. 
3. The information on the causal variant that may not be genotyped directly can be 
captured by haplotypes due to the correlation structure within one LD-block [Clark, 
2004;Schaid, 2004]. In Figure 4, for example, the information of SNPs 2, 5, 6 and 7 is 
captured from the haplotypes, even though they might not be genotyped.  
 
Person 1:…              A                  G        …      
 
                …             T                   G       …    
 
Haplotype 1: AG
Haplotype 2:  TG
Person 2: …             A                  C        …      
 
                …             T                   G       …    
Haplotype 1: AC
Haplotype 2:  TG
  SNP1               SNP2
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                   SNPs 1 2 3 4 5 6 7 
Haplotype 1 T T G G A A C
Haplotype 2 T T A G T A A
Haplotype 3 T T A T T A C
Haplotype 4 C C G G A G C
       Step 1 
                   SNPs 1 3 4 7 
Haplotype 1 T G G C
Haplotype 2 T A G A
Haplotype 3 T A T C
Haplotype 4 C G G C
       Step 2 
                   SNPs 1 3 4 
Haplotype 1 T G G 
Haplotype 2 T A G 
Haplotype 3 T A T 
Haplotype 4 C G G 
 
Figure 4:  In a region of seven SNPs four haplotypes are present in the study. SNPs 1, 2 
and 6 provide exactly the same information for the haplotypes, as well as SNPs 3 and 5. 
Thus, three SNPs can be removed in step 1. In step 2, SNP 7 can be removed, since it 
doesn’t give additional information to the combination of alleles from SNP 1,3 and 4, 
leaving SNPs 1,3 and 4 as tagging SNPs for all haplotypes in this region. 
 
4. Finally, the haplotype may represent the biologically functional genetic unit better 
than the genotypes [Clark, 2004]. Haplotypes can thus provide additional information 
with respect to association analysis and localization of complex disease genes [Martin 
et al., 2000], especially in the presence of more than one susceptibility allele [Morris 
and Kaplan, 2002].  
Therefore, haplotype association analyses can add substantially to association analyses based 
on SNP genotypes.  
 
1.2. Genetic association studies 
1.2.1.  The aim of genetic association studies 
The hypothesis that specific genetic variants, like SNPs or haplotypes, are associated with a 
phenotype of interest is tested in genetic association studies. Regardless of the definition of 
this outcome as a disease, a disease-related marker or even a non-disease related trait, the 
1. Introduction 
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outcome variable to be explained by genetic and environmental variables is called phenotype 
in the following. As shown in Figure 5, genetic complex diseases are caused by a complex 
mechanism of many genetic and non-genetic factors and their interactions. They can modify 
either other risk factors, also called intermediate phenotypes, or the disease itself. Since 
association analyses are based on frequencies of genetic variants in the study population, the 
detected association does not have to be causal but can be due to correlation of the specific 
variant with a truly near-by located causal factor that is not measured.  
Genetic association studies are essential tools in finding the pathway between a genetic 
variant and a phenotype.  To establish reproducible results, large datasets, independent 
replication of results and appropriate usage of genetic epidemiological methods are necessary. 
 
Figure 5: Schematic model of etiology mechanisms in complex genetic diseases 
 
1.2.2. Approaches to identify genes 
Genetic association studies have been conducted successfully to analyze regions in the 
genome that were a priori assumed to be associated with the disease of interest. Those 
candidate gene regions can be identified by hypothesis-driven as well as hypothesis-free 
approaches: 
1. The candidate gene may have an already known biological function that can plausibly 
be related to the disease. All genes and variants, that play a role in the assumed 
pathophysiology of the disease, can be seen as candidate genes. For example, for 
coronary artery disease, enzymes involved in cholesterol metabolism might be 
promising candidate genes. 
Phenotype: 
Disease or 
condition of 
interest 
Genetic components: 
Genetic factor 1 
Genetic factor k 
. 
. 
.
Environmental components:
Environmental factor 1 
Environmental factor m 
. 
. 
.
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2. Results of linkage studies, a family-based study design [Thomas, 2004], may give 
hints on several gene regions. 
3. Variants associated with the disease can be identified by Genome Wide Association 
studies (GWA) on so far up to 1,000,000 SNPs distributed over the whole genome 
[McCarthy et al., 2008]. Genome wide association studies do not differ from candidate 
gene approaches with respect to study design or analysis methods. However, it is a 
hypothesis-free shotgun method leading to many false positive results, while a 
candidate gene association study looks at preselected gene regions and variants.  
Therefore, results of GWAs have to be accompanied by replication studies in other 
populations followed by functional studies and/or, animal models.  
After gene regions have been selected as candidate genes, it is then the purpose of candidate 
gene association studies to validate the association of the candidate gene with the disease, to 
narrow down this region and to pinpoint the responsible variant by fine-mapping techniques. 
 
1.2.3. The problem of non-replication in genetic association studies 
Genetic association studies have proven to be successful tools by providing reliable and 
replicable association results of genetic variants with e.g. diabetes mellitus [Altshuler et al., 
2000;Helgason et al., 2007;Zeggini et al., 2007], Crohns disease [Economou et al., 2004], 
breast cancer [Stacey et al., 2008] or coronary disease [Helgadottir et al., 2007;McPherson et 
al., 2007;Schunkert et al., 2008;Ye et al., 2008]. However, replication of consistent results is 
often difficult [Chanock et al., 2007;Hirschhorn et al., 2002;Redden and Allison, 2003].  
There are several reasons for non-replication in genetic association studies. Most effects of 
single genetic variants are expected to be very low. Many studies are too small and therefore 
underpowerd to find these small effects. Meta-analyses may overcome this situation. 
However, there might be an additional problem with heterogeneity between studies [Ioannidis 
et al., 2007] and/or insufficient phenotyping or differing phenotype definitions between 
studies.  
In the era of genomewide association studies, there is an inflating number of genetic 
association tests conducted, lifting the multiple testing problem on a very high scale. The 
more statistical tests are conducted, the higher are chances for significant findings by chance 
alone. Therefore, many replication studies with „negative“ findings are expected and even 
necessary to seperate the wheat from the chaff [Ioannidis, 2007]. Thus, accounting for 
1. Introduction 
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multiple testing is essential, especially for genome-wide association studies, but also for 
candidate gene studies, where more than one genetic variants are involved.  
Non-replication might also be due to population stratification, i.e. the occurrence of 
undetected subpopulations [Lamina et al., 2005;Steffens et al., 2006], measurement errors in 
phenotypes or misclassification in explaining variables as in genotypes or haplotypes. 
 
1.2.4. Generalized linear models 
Genetic association studies are most commonly designed as case-control or cross-sectional 
studies, which are standard approaches in epidemiology [Kreienbrock and Schach, 2005].  
The phenotype of interest may thus be a dichotomous or a quantitative variable. Standard 
methods to analyze case-control or cross-sectional studies can also be applied for genetic 
association studies.  
The most popular approach to analyze genetic association is to array the data of the case-
control status versus the genetic variant in an ordinary contingency table. If the frequency of a 
specific genetic variant in the cases is higher or lower than would have been expected by 
chance alone, an association is detected. The statistical significance of the differences 
between allele frequencies (2x2 table) or genotype frequencies (2x3 table) can then be 
assessed by a 2χ -Test. If an ordering of the genotypes can be assumed (see section 1.2.5), an 
Armitages trend test can be conducted. The analog in the quantitative case would be a t-Test 
on differences of the mean between genotype, allele or haplotype values.  
In the framework of Generalized Linear Models (GLM) [McCullagh and Nelder, 
2008], additional covariates and complex genetic models or interaction can be taken into 
account.  
For a quantitative outcome variable Y, a multiple linear regression model describes the 
association of k observed covariates X1, ... Xk  in the linear term 
ε+++++= kk XbXbXbaY ˆ...ˆˆˆ 2211 , 
with ε  being a normally distributed error term (ε~ ),0( 2σN ) and ),ˆ,...ˆ,ˆ,ˆ( 221 σkbbba  being 
unknown parameters, that have to be estimated from the data. The covariates explain some 
proportion of the outcome variable and are thus also called explanatory or independent 
variables.  
For a dichotomous phenotype (e.g. Y=1: Person is affected, Y=0: Person is not affected), the 
logistic regression model can be formulated as: 
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logit ε+++++=⎟⎟⎠
⎞
⎜⎜⎝
⎛
=
== kk XbXbXbaYP
YPY ˆ...ˆˆˆ
)0(
)1(ln)( 2211 ,    ε~ ),0( 2σN . 
P(Y=1) and P(Y=0) define the probabilities, that a person is affected or unaffected. For both, 
linear and logistic regression, the β-parameters can be interpreted as the slopes of the linear 
line from X to Y or logit(Y), respectively. For zero slopes, there is no association between this 
covariate and the outcome. Therefore, tests of significance (e.g. Wald Test) test the following 
hypothesis: Nullhypotesis 0:0 =βH  versus the alternative 0:1 ≠βH  
In the case of a simple linear or logistic regression model with just one covariate, this test 
equals the t-Test or 2χ -Test.   
Commonly, variables like gender or age are taken as covariates in epidemiological studies to 
reduce the phenotypic variance. Other covariates may be chosen as they may act as 
confounders in the association analysis. In genetic association studies, the genetic variants of 
interest are also included into the model as covariates. They have to be coded based on the 
assumed genetic model between the genetic variant and the outcome variable.  
 
1.2.5. Modeling genetic effects 
For one SNP with two alleles, there are three possible genotype values: AA, aA and aa, with a 
being the minor, that is the less frequent allele, and A being the major allele. The distribution 
of a quantitative phenotypic trait Y or the probability of exhibiting one particular trait Y=1 
given a specific genotype value is expressed by )|( AAYP , )|( aAYP  and )|( aaYP  and can 
be modeled in four different ways:  
1. Dominant: )|()|( aaYPaAYP =  
Subjects with one copy of the minor allele have the same „risk“ exhibiting the 
phenotypic trait than subjects with two copies.  
Covariate X is coded as follows:  X=1, if genotype = aa or aA 
     X=0, if genotype = AA 
2. Recessive: )|()|( AAYPaAYP =  
Only subjects with two copies of the minor allele exhibit the phenotypic trait. 
Covariate X is coded as follows:  X=1, if genotype = aa 
     X=0, if genotype = aA or AA  
3. Additive: )|( aAYP  lies exactly between )|( aaYP  and )|( AAYP . The risk is 
increasing linearly for each copy of the minor allele. 
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Covariate X is coded as follows:  X=2, if genotype = aa 
     X=1, if genotype = aA 
     X=0, if genotype = AA 
4. Codominant / Model-free: )|()|()|( AAYPaAYPaaYP ≠≠  
There is no restriction on the size or direction of the genetic effect on the phenotype. 
Covariate X is coded as follows:  X1=1, if genotype = aa 
     X1=0, if genotype = aA or AA 
     X2=1, if genotype = aA 
     X2=0, if genotype = aa or AA 
Therefore, given the codominant model, two parameters are estimated for one SNP. The 
distribution of a normally distributed quantitative trait given hypothetic genetic variants for 
dominant, recessive and additive effect models is given in Figure 6. 
 
   
Figure 6: The distribution of a normally distributed quantitative trait given genetic variants 
for dominant, recessive and additive effects 
 
This distribution or the probability of a trait given haplotypes can be expressed in the same 
way by modeling 0, 1 or 2 copies of a particular haplotype in a dominant, recessive, additive 
or codominant way as for the number of minor alleles for a SNP-variable as defined above.   
 
1.2.6. Example: The APM1 gene and its association with adiponectin 
plasma levels  
SNP genotypes and haplotype data in the SAPHIR Study (Salzburg Atherosclerosis 
Prevention Program in Subjects at High Individual Risk, [Heid et al., 2006]) are shown as a 
representative example of successful association studies. This is an observational study 
conducted in 1999–2002 involving 1,770 healthy unrelated subjects of Caucasian origin 
between 40 and 70 years of age. Originally, 53 SNPs of the APM1 gene, encoding for 
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adiponectin, were selected and genotyped in a subsample of 81 persons. To reduce 
genotyping costs, haplotype tagging SNPs were selected out of these  (using the program 
tagSNP [Stram et al., 2003a]). These tagging SNPs were then genotyped in the whole smple 
of 1770 persons. This strategy resulted in 15 haplotype tagging SNPs with minor allele 
frequencies of >1%. 
The primary aim of this study was to detect association with plasma adiponectin levels. A 
linear regression model was applied with the transformation log(adiponectin+1) as the 
quantitative outcome variable. Association was tested for each SNP separately, applying an 
additive as well as codominant model.  
Haplotypes were reconstructed based on the 15 selected haplotype tagging SNPs via the EM 
algorithm (SAS proc haplotype). For haplotype association analysis, all observed haplotypes 
with frequency of >1% were included in one regression model, except the most common 
haplotype, which served as a reference group.  
All SNP- and haplotype association analyses were adjusted for age, sex and BMI.   
Strong associations with adiponectin plasma concentrations were found for 11 of the 15 SNPs 
and for 9 of the 18 observed haplotypes, indicating a clear modulation of adiponectin 
concentrations by APM1 variants.  
However, most observed haplotypes in the APM1 gene are rather rare, primarily the 
haplotypes with the strongest associations with a frequency of 5.3% (haplotype H2) and 2.3% 
(haplotype H12). It might be discussed, that rarer haplotypes are more likely to be erroneous 
than more common haplotypes. Therefore, knowledge of the size and structure of 
misclassification in genotypes and haplotypes and its impact on association estimates would 
be helpful for a thorough interpretation of association results in this study.  
 
1.3. Misclassification as a statistical challenge  
1.3.1. Estimating misclassification of independent variables 
In each situation, where a variable is measured or sampled, errors may arise. For quantitative 
values, this error is called measurement error [Carroll et al., 2006]. Misclassification occurs, 
if a measured or observed category of a discrete variable differs from the true category 
[Gustafson, 2003]. These situations can arise through erroneous measurements, like 
categorizing a patient into being hypertonic, while being normotonic in reality after a blood 
pressure measurement or through a wrong answer in a questionnaire.  
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This magnitude of misclassification is expressed through classification probabilities, 
answering the question, “How likely is the correct classification given the true 
classification?”. For the dichotomous explanatory variable X (i.e. the truth), which is 
substituted through the imperfect surrogate X* (i.e. the observed), the misclassification is 
described by the concept of sensitivity and specificity. The sensitivity defines the probability 
that a true positive is correctly classified ( )1|1*( == XXP ) while the specificity expresses 
the probability that a true negative is correctly classified ( )0|0*( == XXP ).  
For discrete explanatory variables with more than two categories, sensitivity and specificity 
are not sufficient to explain the misclassification scheme. In this case, misclassification 
probabilities can be expressed via a misclassification matrix with  jiij jXiXP ,)|*( ===π  
being the probability that the category i is observed, while j is the true category. 
Since the true values are not known, misclassification probabilities cannot be calculated 
directly, but can be estimated by several different approaches, either internally or externally. 
For internal validation methods, the extent of error is evaluated within the study data at hand, 
while external validation is based on data of other but comparable studies. For both methods, 
the extent of misclassification can be estimated by: 
1. Comparison to a gold standard: In the best of cases, there is a gold standard available 
for a subset of the data (internal method) or for another, possibly smaller study 
(external method). A gold standard is a sampling or measurement method which can 
be assumed to be without errors, but that is too costly or complicated to be applied on 
the full sample. By comparing the measurements from the gold standard to the 
measurement technique used in the study, misclassification probabilities can be 
estimated.  
2. Calculation from replicate measurements: Another method to estimate these 
probabilities are based on replicated measurements. Since all measurements are 
possibly error-prone, misclassification cannot be calculated from multiple 
measurements directly, but the number of discordances within the replicated 
measurements can be counted. Maximum likelihood methods can then be used to 
estimate misclassification probabilities. 
3. Approximation by simulation: If methods 1 and 2 cannot be applied, error measures 
and misclassification probabilities can be approximated via simulations: Data are 
simulated, which serve as the true values, and measured or observed in the same way 
as the variable of interest. In the simulated data, the true and the observed values are 
known, so that misclassification probabilities can be calculated directly. These 
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probabilities can then be taken as approximations for the misclassification in the study 
data.       
Besides the quantification of the size of misclassification, its structure has to be characterized. 
For most methods, nondifferential misclassification is assumed. That is, the probability of 
misclassification does not depend on the outcome variable. In the case of case-control studies, 
the misclassification scheme does not differ between cases and controls.  Other 
misclassification patterns that depend on the values of the outcome variable are called 
differential. 
 
1.3.2. The effect of misclassified independent variables on association 
estimates 
Misclassification in independent variables of association analyses models are known to yield 
biased estimates and decrease power to detect an association  [Carroll et al., 2006;Thomas et 
al., 1993]. Generally, the bias depends on the magnitude of the error: The smaller sensitivity 
and specificity, the higher the bias of regression coefficients. 
Let’s define β as the true but unknown parameter in the linear or logistic regression and β* the 
estimated naive coefficient to the observed variable X*. 
For dichotomous nondifferentially misclassified variables, misclassification always leads to 
underestimation of regression coefficients, i.e. they are biased toward the null ( ββ <* ) 
[Bross, 1954]. This can be interpreted as a flattened regression line due to misclassification in 
a simple linear regression. This attenuation of coefficients worsens with the severity of 
misclassification. For polychotomous variables, however, even in the case of nondifferential 
error, the impact of misclassification is not always predictable [Dosemeci et al., 1990]. 
Nevertheless, situations where plausible measurement error leads to bias of effects away from 
the null are rather unusual [Gustafson, 2003]. 
In the case of differential misclassification, the direction of bias is not predictable.  
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1.3.3. Methods to account for misclassification 
1.3.3.1. Overview of methods correcting for misclassification 
The correction of measurement error models have been treated extensively in the literature 
[Carroll et al., 2006]. General methods accounting for misclassification, however, are rather 
sparse. 
In the simplest case of a binary explanatory and binary outcome variable, the data can be 
expressed via a misclassified contingency table. If the misclassification probabilities, in this 
case the sensitivity and specificity are known, direct correction of corresponding Odds Ratios 
for misclassification bias by the matrix method can be applied [Morrissey and Spiegelman, 
1999]. In principle, if the misclassification probabilities are known, misclassified contingency 
tables can also be handled by the maximum likelihood or quasi-likelihood methods (Carrol 
2005) or within a Bayesian approach for binary explanatory variables [Gustafson, 2003] or for 
ordinal regression [Mwalili et al., 2005].  
In all of these methods addressed so far, nondifferential misclassification and prior 
information about the quantity and pattern of misclassification is needed.  
Furthermore, these approaches cannot be generalized to more complex cases that can be 
modeled within Generalized Linear Models, like modeling a quantitative outcome variable or 
accounting for covariates. 
1.3.3.2. The MC-SIMEX method 
In the presence of measurement error of quantitative variables, the Simulation Extrapolation 
method (SIMEX, [Cook and Stefanski, 1994]) has become a powerful tool for correcting 
effect estimates in the framework of Generalized Linear Models. The idea is that additional 
measurement error is simulated and added to the observed values of the independent variable 
(SIMulation step). For these data, effect estimates are calculated and then this trend in 
estimates over the increasing measurement error levels is EXtrapolated back to the case of no 
measurement error to provide an unbiased estimate.  
This approach was modified to suit the general misclassification problem for categorical data, 
called the Misclassification-SIMEX (MC-SIMEX) [Kuchenhoff et al., 2006]. To correct for 
misclassification using this method the misclassification matrix Π has to be known. Briefly, 
this approach, which is pictured in Figure 7, consists of two steps, the SIMulation step and the 
EXtrapolation step. In the simulation step, data are simulated with increasing 
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misclassification λ−Π1  with λ >0. Association estimates *ˆλβ  are computed for each 
λ starting from the observed data set (λ =0) and the observed association estimate 0ˆ*ˆ ββ = . 
A function (linear, quadratic, or log-linear) is fitted to the β estimates and extrapolated back to 
the case of no misclassification I=Π −λ1  for 1−=λ  in the extrapolation step. The estimate 
1
ˆ−β  yielded from this extrapolation is the SIMEX-corrected estimate, which was shown to be 
consistent. It can be applied for all Generalized Linear Models for any given misclassification 
matrix Π , for which  λ−Π1 exists for all 1−≥λ . This should be the case for most useful 
misclassification matrices. For 2x2 matrices, existence is ensured, if det(Π )>0. Sparse 
misclassification matrices, however, especially matrices containing the null, might not fulfill 
the criterion of being valid misclassification matrices for the MC-SIMEX method. In this 
case, a matrix is chosen, which is as similar as possible to the original matrix.  
To apply the MC-SIMEX, nondifferential misclassification has to be assumed and prior 
information about the quantity and pattern of misclassification is required.  
 
 
Figure 7: Mechanism of the MC-SIMEX approach: The naive estimator for λ=0 and 
estimators with additional artificial association with λ>0 are plotted. The fitted line through 
these points is extrapolated back to λ=-1, resulting in the MC-SIMEX estimator.  
 
1.4. Misclassification in genetic variants 
In genetic epidemiology, there is a high awareness of error sources and the necessity to 
account for it. However, only specific aspects of the misclassification problem on genotypes 
and haplotypes have been treated, so far.  In the following, it is explained, why genotypes and 
haplotypes might be affected by misclassification. Previous works on these aspects are 
depicted with focus on arising problems and work that still lies ahead.   
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1.4.1. Misclassification due to genotype error 
1.4.1.1. Genotype error sources 
The process of data collection in genetic epidemiological studies usually involves the study 
center for phenotyping and blood withdrawal, genotyping lab for DNA processing and 
genotyping, as well as data management.  In the study center, subjects are interviewed and the 
medical exam is taken including blood withdrawal.  Blood is processed and put on mother 
plates.  In the genotyping lab, DNA is processed, pipetted into plates, and SNPs are 
genotyped.  The SNP data is entered into the data management system and merged with 
phenotypic information.   
In each of these data collection steps, errors may occur by interactions between DNA 
molecules, sample quality issues, biochemical artifacts, equipment reliability or by the human 
factor [Pompanon et al., 2005]. For example, blood samples may be mismatched in the study 
center, in the genotyping lab, or by data management. Man-made or natural DNA 
deterioration may also lead to low quality DNA and thus faint error-prone genotyping signals.   
1.4.1.2. Previous work on genotype error 
Deriving the pattern and size of genotype error for unrelated subjects requires assumptions or 
validation and replication steps. Generally, genotype misclassification probabilities can be 
estimated either by obtaining measures of a gold standard in a subgroup as well as by 
obtaining repeated measurements (see section 1.3.1). Validation data implying the availability 
of a gold standard genotype would be ideal [Carroll et al., 2006] and was already proposed 
[Gordon et al., 2004], but may not be advisable as the perfect gold standard for measuring 
genotypes is not available yet. This approach might lead to over-correction when such a non-
perfect standard is used [Wacholder et al., 1993].  
Using replication from multiple genotype assessments (>2) was illustrated  in small-scale 
experimental  [Pompanon et al., 2005] or simulation data  [Lai et al., 2007]. 
Instead of a gold standard method or multiple genotyping, double genotyping of 5-10% of a 
sample is often available from routine quality control. The discordance that can be calculated 
from these duplicate measurements as the number of discordant genotype pairs relative to the 
total number of pairs is often misnamed as the “genotyping error”. This is not correct as the 
discordance relates repeatedly observed values with each other, but not the observed with the 
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truth. The true genotyping error can be estimated from the discordance, but previous attempts 
on estimating the genotyping error involved only a limited number of discordants such as two 
[Tintle et al., 2007] or 30 [Wong et al., 2004] and implied restrictions on the error model. 
Furthermore, realistic genotype error estimates from epidemiological samples as encountered 
in routine association analysis, are lacking. One reason might be methodological issues 
regarding identifiability of probability estimates. Another aspect might be that many 
researchers expect the error size to be too small to be of interest. 
In contrast to that expectation of a small error, methodological investigations on the impact of 
genotyping errors often assume large errors (1-10%). Therefore, most simulations are not 
based on realistic assumptions. 
There is numerous work on the effect of genotype error on linkage studies [Lincoln and 
Lander, 1992;Sobel et al., 2002], linkage disequilibrium [Akey et al., 2001b], the selection of 
tagging SNPs [Liu et al., 2006], Multiple Dimension Reduction Methods [Ritchie et al., 
2003], genotype and haplotype distribution [Govindarajulu et al., 2006;Moskvina and 
Schmidt, 2006;Quade et al., 2005;Zhu et al., 2007], and on family-based association [Gordon 
and Ott, 2001;Mitchell et al., 2003;Morris and Kaplan, 2004;Seaman and Holmans, 2005].  
The current work on the impact of genotype error on association studies on unrelated subjects, 
however, is mostly restricted to case-control studies using a χ²-test or the Armitages trend test 
not allowing for covariate adjustment [Gordon et al., 2002;Gordon et al., 2004;Gordon et al., 
2007;Gordon and Ott, 2001;Kang et al., 2004b;Rice and Holmans, 2003;Tintle et al., 2007]. 
There is few work for logistic [Lai et al., 2007] or linear [Wong et al., 2004] regression 
models incorporating only restricted error models.   
1.4.2. Misclassification due to haplotype reconstruction 
1.4.2.1. Haplotype error sources 
The direct determination of haplotypes in the laboratory is time-consuming and still too 
expensive for a large number of individuals in epidemiological studies. High throughput 
technologies produce genotype data, from which haplotypes have to be inferred statistically. 
Haplotype reconstruction is unambiguous only for those persons which are homozygous at all 
SNPs that are involved in the haplotype or with at most one heterozygous SNP. For example, 
for person 1 (Figure 3) with genotypes A/T and G/G, there is only one possible haplotype 
combination. For person 2 however, with genotypes A/T and C/G, it is not clear only from the 
genotype data, if the A allele is on the same strand as the C or G allele. Therefore, there are 
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two possible combinations. AC and TG, as it is the truth in this example or AG and CT, 
which would be wrong. For these ambiguous cases, statistical reconstruction methods are 
needed to decide for one of the possible combinations.  
The most frequently used methods for haplotype reconstruction are based either on the 
maximum likelihood-based expectation-maximization (EM) algorithm [Excoffier and Slatkin, 
1995] or on a Bayesian framework incorporating the coalescent model [Stephens et al., 
2001;Stephens and Donnelly, 2003] (see section 3.1.2). Whichever method is used, they all 
involve a certain amount of error in the reconstructed haplotypes. 
Reconstructed haplotypes are based on measured genotypes. Thus, the possible error 
introduced through the genotypes (see section 1.4.1) is carried forward into the respective 
haplotypes estimated from these error-afflicted SNP genotypes. They are typically based on 
more than two and often more than 10 or even 20 SNPs. Therefore, the genotyping error 
accumulates over the number of SNPs involved. That is, the overall misclassification on 
haplotypes is always a combination of genotype error and the uncertainty due to statistical 
haplotype reconstruction, which is depicted in Figure 8.  
 
 
Figure 8: Schematic overview of the haplotype error sources 
 
1.4.2.2. Previous work on Haplotype Error 
Due to their statistical reconstruction, there is a certain amount of uncertainty involved in 
inferred haplotypes. Fallin and Schork [Fallin and Schork, 2000] investigated the haplotype 
error using the mean squared error (MSE), which was found to increase with increasing minor 
allele frequency (MAF), decreasing LD and increasing number of loci. However, the MSE 
summarizes the error in the estimated haplotype frequencies rather than the error in the 
individuals’ haplotypes, which is of interest in haplotype association analyses. One commonly 
used error measure for the error in the individuals’ haplotypes is the error rate of which some 
authors have described selected aspects [Adkins, 2004;Niu et al., 2002;Stephens et al., 
2001;Xu et al., 2004] . However, a systematic investigation of the error rate is still lacking. 
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Furthermore, researchers are often interested in subjects carrying a specific haplotype and 
thus rather in the error in assigning this haplotype than in an error measure averaging across 
all haplotypes.  
Besides work on haplotype error measures and the estimation of it, there is also some 
literature on the effect of haplotype errors: 
The bias induced by pure reconstruction error on estimates from haplotype association studies 
has been shown to be non-negligible in simulation studies [Kraft et al., 2005]. There are 
retrospective as well as prospective likelihood methods, [Epstein and Satten, 2003;Lake et al., 
2003;Schaid et al., 2002;Spinka et al., 2005], which account for this haplotype uncertainty by 
using estimates of the distribution of haplotypes given the observed genotypes to estimate 
haplotype risk parameters. These methods, though, are in most cases restricted to case-control 
studies or there are other limitations like not allowing for environmental covariates or 
restriction to additive effect models. In all cases, there is no possibility to account for 
genotyping error, yet.  The error induced by the genotyping may accumulate across multiple 
loci, thus affecting haplotype association analysis. The impact of genotyping error on 
haplotype frequency was reported to be very small [Kang et al., 2004a;Zou and Zhao, 2003].  
However, the uncertainties in the individually assigned haplotypes are of more immediate 
interest in many cases. For example, persons with certain haplotypes may be depicted for 
further in-depth studies to investigate metabolic changes by exposure to certain conditions. 
Those studies are expensive and thus, unambiguous or very certain haplotypes are preferred.  
A more common problem is the impact of haplotype uncertainty on association 
analysis. The impact of genotyping error on haplotype association analysis in simulated case-
control studies was reported to be non-negligible in situations of high haplotype complexity, 
high relative risks and high allele error rates [Govindarajulu et al., 2006]. However, 
unambiguous haplotype reconstruction has been expected. Therefore, the error induced by the 
uncertainty in the statistical reconstruction has not been accounted for.  
A clear picture of the haplotype error resulting from a combination of reconstruction and 
genotype error and its impact on association particularly in real data situations is still lacking. 
 
1.5. Objective of this investigation 
The initial problem, which motivated this work, was the problem of non-replication in genetic 
association studies. The focus was set on misclassification in genetic variants, which might be 
one of the possible reasons.  
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Therefore, it is the objective of this work to quantify and characterize genotype and haplotype 
misclassification as possible sources for bias in genetic association studies.  
To evaluate the dimension of this problem with respect to error sizes and impact on estimated 
effect parameters, three different aspects have to be considered:  
1. The amount and structure of genotyping error,  
2. The amount and structure of pure haplotype reconstruction error and  
3. The combined influence of genotype error and haplotype reconstruction error on the overall 
haplotype error. 
This work treats these aspects in three separate parts, building on each other consecutively 
and leading to a combined conclusion: 
Characterization and quantification of genotyping error and its impact on genetic association 
studies:  
So far, genotyping error models where either motivated by biological reasoning or 
mathematical simplicity. In most cases, a certain size of genotype error has just been 
assumed, often too high to be in a realistic range. Therefore, this investigation aims to close 
this gap. A representative sample of large epidemiological studies with duplicate genotypes 
has been collected to provide an approach to estimate misclassification probabilities in this 
routine data, and to characterize the model and the size of the genotyping error as it can be 
expected in genetic epidemiological practice. It was a further aim to elucidate the impact of 
such realistic genotype misclassification on genetic association data by applying the MC-
SIMEX method.  
Characterization and quantification of pure haplotype reconstruction error: A general 
understanding of the magnitude of the haplotype reconstruction error was to be achieved 
using a systematic approach by simulations and analytical derivations. Various simulation 
scenarios were applied including scenarios based on realistic haplotype distributions from 
epidemiological study data at hand. As researchers are usually interested in the associated risk 
of a specific haplotype, the error in this “risk haplotype” is of interest when interpreting the 
results. Therefore, this work focused on haplotype-specific error measures posing a classical 
misclassification problem. The sensitivity and specificity are presented as two intuitive 
measures for haplotype error, already known from classical misclassification problems. A 
systematic overview of haplotype error measures is given.  Analytical and simulation 
approaches to quantify these error measures and to describe their size and dependencies are 
applied.  
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Haplotype misclassification from genotype error and haplotype reconstruction combined and 
its impact on association estimates: The final purpose of this work was to quantify the 
haplotype misclassification resulting from a combination of genotype error and haplotype 
reconstruction in individually assigned haplotypes and its impact on  haplotype association 
estimates. Although several methods have been developed to incorporate haplotype 
uncertainty (see section 1.4.2.2), they lack flexibility in modeling and do not account for 
genotype error. Therefore, a simulation approach was set up to estimate haplotype 
misclassification matrices.  
These misclassification matrices are necessary to calculate error-corrected association 
estimates using the MC-SIMEX method, which was applied here for the first time on genetic 
variables. The impact of haplotype misclassification as derived by the MC-SIMEX correction 
was exemplified on 15 SNPs of the APM1 gene from 1770 subjects of the SAPHIR study 
[Heid et al., 2006]  and on their association on plasma adiponectin concentrations. 
Researchers that interpret the relevance of haplotype association estimates or use haplotype 
assignments to put up phylogenetic trees or to select certain persons for further studies, rely 
on sufficient haplotype certainty. Therefore, a thorough investigation of haplotype 
uncertainty, resulting from genotype error and reconstruction error, with special emphasis on 
misclassification probabilities of individually inferred haplotypes, is essential. 
2. Genotyping Error 
30 
 
2. Quantification of genotyping error and its impact on 
genetic association studies 
The error in SNP genotypes from an established method in an experienced lab is expected to 
be very small. This assumption has to be verified using data from routine genotyping as they 
would be used for association analysis. To estimate such small error, a representative set of 
large epidemiological studies with double SNP genotypes was collected. Misclassification 
probabilities for different error models were estimated in this data from routine genotyping 
using a Maximum Likelihood approach. Furthermore, the impact of such misclassification 
was elucidated on a real genetic association example.  
 
2.1. Methods and material 
2.1.1. The method of genotyping 
 
Genotyping with the automated high-throughput MALDITOF-MS (Sequenom, San Diego) is 
processed by multiplying DNA-sections of a subject in a way that exactly the alleles at the 
locus of interest are duplicated manifold.  The mass of these products is then measured via 
mass spectrometry.  Figure 9 shows the mass spectrometry genotyping profile of alleles of 
one SNP for a heterozygous subject.  The x-axis displays the mass of this product, the y-axis 
the frequency with which products of the respective mass are found. Each of the two alleles 
refers to a product with the specific mass.  Therefore, a signal is detected either only at the 
first of the two positions at the x-axis (homozygous genotype of the first allele), only at the 
second of the two positions (homozygous genotype of the second allele), or at both 
(heterozygous genotype).  The other signals in the picture are plain white noise.  A software 
tests whether the amplitude of a signal exceeds a certain machine-determined level 
(“maximum detection level”).  A “conservative” signal is detected, if the genotype was called 
unambiguously. If a genotype signal was detected only marginally or is even questionable, the 
output of the genotype detection software is said to be “moderate” or “aggressive”.   
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Figure 9: Genotyping signal from MALDI-TOF MS: The x-axis displays the mass of the 
extension primer product and the y-axis the intensity of the product. Each of the two alleles 
refers to a product with specific mass. Therefore, a signal is detected at either of these two 
positions at the x-axis (homozygous genotype of either of the alleles) or at both (heterozygous 
as shown in the picture). The other signals are white noise. 
 
 
The algorithm’s outcome can be verified by visual inspection, if a moderate or an aggressive 
call is detected, and changed, if necessary (“user call”). 
The white noise in the signal is unavoidable and one main reason of genotype error:  If the 
true signal is not strong enough, it might vanish beneath the white noise. Then, this signal is 
not detected and the genotype is misclassified. For example, larger variability in the white 
noise in Figure 9 might cause an undetection of allele a and thus a misclassification of the 
heterozygous genotype aA in the homozygous genotype AA. 
 
2.1.2. Collection of duplicate genotype data 
In order to estimate the error in SNP genotypes from MALDI-TOF MS, information on 
genotypes were collected on a representative set of genetic epidemiological studies with two 
genotypes by person and SNP (double genotypes). The source of double genotypes was either 
routine quality control, that is, DNA of one subject was put on two positions of the same well 
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plate (routine doubles), or a well plate was run a second time due to insufficient call rate in 
the first run (trouble-shooting doubles).  
All studies that were genotyped by the laboratory personnel of the GSF-Institute of 
Epidemiology in the years 2004-2005 by MALDI-TOF MS with about or more than 1000 
subjects and 5% double genotypes were included. The final data set included eight studies 
with five distinct samples from the KORA studies [Wichmann et al., 2005], a study sample 
from Utah [Schoenborn et al., 2006], the SAPHIR study [Heid et al., 2006], and the German 
part of the AIRGENE study [Ruckerl et al., 2007]. 
Using these duplicate genotype data, the focus is set on the errors induced by genotyping 
process itself disregarding sample mismatch. Genotype error due to diluted or degraded DNA 
can only be covered partially.  
 
2.1.3.  Notation and definitions of genotypes 
The total number of subjects is denoted with N and the total number of SNPs with L. The true 
genotype for SNP l of a subject i shall be denoted by ilG , the observed genotype by *ilG , and 
– if repeated measurements are available – by )1(*ilG  and 
)2(*ilG  for the first and second 
observed genotype. Observed genotype frequencies )*( jGP l = , l=1,…,L, j=0,1,2,  are 
denoted as )*,*,*(* )(2
)(
1
)(
0
)( llll pppp = , l=1,…,L with )(1)(2)(0 **1* lll ppp −−= . True genotype 
probabilities shall be denoted by )( )()( jXP llj ==π , j=0,1,2, ),,( )(2)(1)(0)( llll ππππ =  with 
)(
1
)(
2
)(
0 1
lll πππ −−= . Potentially error-prone observed genotype probabilities are denoted as 
)*,*,*(* )(2
)(
1
)(
0
)( llll ππππ =  with )(2)(1)(0 **1* lll πππ −−= , for which )(* lp  is a consistent 
estimate. 
 
2.1.4.  Discordance matrix 
For each SNP l, l=1,...L, the number of concordant and discordant observed genotype pairs 
are derived by 2,1,0,
)()( )( == jilijl rR  with )(lijr  being the number of subjects with iGl =)1(*  and 
jGl =)2(*  (discordance matrix). Summing the )(lijr  over i and j yields the total number of 
observed genotype pairs, for each l=1,...L giving rise to the restriction Nr
ji
l
ij =∑ , )( . Without 
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order of the measurements, it is irrelevant which measurement is denoted as )1(*lG or 
)2(*lG , 
and thus the matrix is triangular as in Table 1. The overall discordance was computed as the 
number of discordant pairs across all SNPs relative to the total number of double genotype 
pairs. The SNP-wise discordance was computed as the number of discordants divided by the 
number of double genotype pairs per SNP.  
 
Table 1: Triangular discordance matrix for the lth SNP 
  )2(*lG  
  0 1 2 
0 )(00
lr    
1 )(01
lr  )(11
lr   )1(*lG  
2 )(02
lr  )(12
lr  )(22
lr  
 
 
2.1.5.  Misclassification matrix and the problem of identifiability 
Based on the discordance matrix, the misclassification probabilities were estimated, i.e. the 
probabilities that a true genotype G=j was misclassified as G*=i, i,j=0,1,2, constituting the 
misclassification matrix, )( 2,1,0,
)(
2,1,0,
)( ))|*(()( l ji
l
jiij
l jGiGP == ====Π π , with 
)(
2
)(
1
)(
0 1
l
j
l
j
l
j πππ −−= . 
Therefore, the misclassification problem in the SNP genotype is represented by a 3x3 
misclassification probability matrix for each SNP with each cell describing the probability 
that a true genotype 0,1, or 2 is measured as 0,1, or 2 (using the number of minor alleles as 
genotype coding). Thus, there are nine misclassification probabilities to estimate. Since each 
column sums up to unity due to the restriction )(2
)(
1
)(
0 1
l
j
l
j
l
j πππ −−= , there are only six 
unknown parameters in each general misclassification matrix. 
Such a misclassification matrix is the heart of any misclassification problem defining the 
model as well as the size of the error, and it is the prerequisite for statistical methods 
accounting for the misclassification in association analysis. The methodology to solve this 
misclassification problem in general requires more than two measurements for validation 
data, but repeated genotyping for routine quality control is not usually performed more than 
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twice. Thus, statistical procedures requiring more than two measurements cannot be applied 
[Lai et al., 2007;Pompanon et al., 2005]. This leaves the problem of making this 3x3 
misclassification problem identifiable with double measurements. “Not identifiable” means 
that there are more parameters to estimate than there is information to rely upon: In case of L 
SNPs and 6 unknown parameters for each SNP’s misclassification matrix, there are 6L 
parameters to estimate from 5L independent observations, which are the number of subjects 
with genotype i in the first and genotype j in the second measurement for the lth SNP, )(lijr , 
with ∑ =ji lij Nr, )(  for all l=1,…,L, i,j=0,1,2, and N being the number of subjects. 
Identifiability was achieved by assuming equal misclassification matrices for all SNPs. 
The general 3x3 misclassification matrix 2,1,0,2,1,0, ))|*(()( == ====Π jijiij jGiGPπ  on the 
three-level genotype (i.e. SNPs with non-missing minor allele homozygote category) is 
illustrated in Table 2.  The three constraints ∑ == 2,1,01 j ijπ , for i=0,1,2 leave 6 unknown 
parameters ),,,,,( 212012100201 ππππππ . 
 
Table 2: Notation of a general genotype misclassification matrix (unrestricted error model) 
  True genotype G 
  0 1 2 
0 00π  01π  02π  
1 10π  11π  12π  
Observed 
genotype 
*G  2 20π  21π  22π  
with 201000 1 πππ −−= , 211101 1 πππ −−= , 221202 1 πππ −−=  
 
2.1.6. Genotype error models 
To estimate misclassification matrices, error models have to be assumed. Based on the 
genotyping mechanism explained in section 1.4.1 and due to the underlying white noise 
measured (see section 1.4.1, Figure 9), several error models are discussed, which involve 
restrictions on parameters:  
(A) Allelic drop out model: A true signal falls short of the detection level resulting in 
allelic drop-out, which implies that (i) a heterozygous subject is more likely 
misclassified as homozygous (one of the two signals vanished) than the other way 
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round, (ii) a subject homozygous for the one allele is unlikely misclassified as 
homozygous for the other allele, and (iii) a homozygous subject is more likely coded 
as missing than a heterozygous subject  [Mitchell et al., 2003]. This model 
corresponds to the following restrictions: 1001 ππ >  and 1221 ππ > , involving 6 
parameters 
(B)  The zero-corner model [Morris and Kaplan, 2004], which reflects an extreme case of 
(A)(ii) assuming a zero probability of a homozygous genotype being misclassified as 
the other homozygous genotype, leading to the restrictions 020 =π  and 002 =π  
reducing to 4 parameters 
(C)  The symmetrical model assuming no systematic ordering of the major and minor 
allele on the assay, which implies that misclassifying a true homozygous genotype or 
for falsely classifying as a homozygous genotype does not depend upon whether this 
is the minor or major allele. The following restrictions apply: 1210 ππ = , 2101 ππ =  
and 0220 ππ =  reducing to 3 parameters 
(D) The allele-independent model, which assumes that the probability of misclassifying 
one allele into the other is the same as the other way round [Akey et al., 2001b] , 
corresponding to P(Allele A is misclassified into Allele a) = P(Allele a is 
misclassified into Allele A) =: ε , reducing to 1 parameter. The misclassification 
matrix for this most parsimonious model is illustrated in Table 3. 
 
Table 3: Misclassification matrix for allele-independent model 
  True genotype G 
  0 1 2 
0 2)1(21 εεε −−−  )1( εε −  2ε  
1 )1(2 εε −  )1(21 εε −− )1(2 εε −  
Observed 
genotype 
*G  2 2ε  )1( εε −  2)1(21 εεε −−−
 
The other genotyping error models described in the literature are closely related to the four 
already stated above with an exception being the “uniform error model” [Lincoln and Lander, 
1992], which assumes equal misclassification probabilities. This model is mathematically 
appealing but rather unrealistic for this genotype setting.  
 
2. Genotyping Error 
36 
 
2.1.7. Estimating the genotype misclassification via maximum-likelihood 
The observed discordances )(lijr  (Table 1) are estimates for the discordance probabilities, i.e. 
the probabilities of observing genotype i at the first measurement and genotype j at the second 
with arbitrary ordering of the measurements, )**(Pr )2()1()( jGiGoblij =∧==δ  for l=1,…L, 
i,j=0,1,2, i<j. These relate to the misclassification probabilities 2,1,0,)( =jiijπ  and the true 
genotype probabilities Ll
l
,...,1
)( )( =π  via 
2010
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    (1) 
When the true genotype frequencies )(lπ  are known, the likelihood for )(lR  given Π , 
))*,(|(:)( ,...,1
)()(
*, Ll
ll
pR pRLL =Π=Π , is given as  
)(12)(
12
)(01)(
01
)(02)(
02
)(22)(
22
)(11)(
11
)(00)(
00 )()()()()()(
lrllrllrllrllrl
l
lrl δδδδδδ∏   (2).  
This likelihood can be interpreted as the probability that a certain misclassification matrix Π 
is true given the observed discordance matrices and genotype frequencies. The 
misclassification matrix with the highest probability fits best to the observed data. Therefore, 
misclassification probabilities are estimated by maximizing this likelihood (Maximum 
Likelihood approach, ML). 
When the true genotype probabilities )(lπ  are unknown, they either need to be estimated 
together with the misclassification probabilities (“extended likelihood”) or assumptions need 
to be made. Applying the latter approach, the following assumptions were made: (a) the 
observed genotype probabilities reasonably approximate the truth ( )()( * ll ππ ≈ ) and (b)  
)(* lπ  is estimated by )(* lp  with negligible sampling error. Note that )(* lp  is the maximum 
likelihood (ML) estimate of )(* lπ  for the likelihood∏l nplnplnpl lll )(0)(1)(2 *)(0*)(1*)(2 *** πππ . 
These two assumptions result together in )()( * ll p≈π  (small misclassification / large sample 
assumption). 
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 Therefore, misclassification probabilities, Π ,  were estimated by maximizing )(*, ΠpRL  as 
given in equation (2) with )()( * ll p≈π . Again assuming small misclassification, exact p-
values were computed to test for Hardy-Weinberg equilibrium (HWE) using )(* lπ . 
 In sensitivity analyses, the robustness of the estimation was evaluated upon 
violation of the assumption )()( * ll p≈π , upon exclusion of SNPs with HWE violation, or 
upon exclusion of SNPs with only few subjects homozygous of the minor allele. Finally, it 
was explored what the results would have looked like, if the small misclassification 
assumption had not been chosen, but if the true genotype probabilities had been estimated 
simultaneously with the misclassification probabilities (2K+6 parameter to estimate). Thus, 
the assumption )()( * ll p≈π  was abandoned for this sensitivity analysis and the extended 
likelihood given by the product of equation (2) and ∏l nplnplnpl kkk )(0)(1)(2 *)(0*)(1*)(2 *** πππ  was 
maximized utilizing the relationships )(2
)(
1
)(
0 **1*
lll πππ −−= , 
10
)(
011
)(
112
)(
2
)(
1* πππππππ ⋅+⋅+⋅= llll , and 20)(021)(122)(2)(2* πππππππ llll +⋅+⋅= . 
All maximum likelihood (ML) estimates were computed by applying the Nelder-Mead 
simplex algorithm implemented in Mathematica (version 5.0, Wolfram Research, Champaign, 
IL). The variance of the ML estimator was derived by the Fisher matrix, which is the value of 
the second derivation of the likelihood at the ML estimator value. The misclassification was 
estimated based on the general as well as on the restricted models (see A-D, section 2.1.6). 
Furthermore, likelihood ratio tests were conducted to compare model-fit. 
 
2.1.8. Correction of association from APM1 SNPs on Adiponectin  
The association of the APM1 gene SNPs with adiponectin plasma levels, which is described 
in section 1.2.6, was re-analyzed to elucidate the impact of the SNP genotype 
misclassification on association analysis. Since homozygote rare genotypes were missing in 2 
of the 15 SNPs, the analysis was restricted to 13 SNPs with all possible genotype values 
present. For each of these SNPs, a linear regression model on log(adiponectin+1) adjusted for 
BMI, sex and age was applied. The estimated regression coefficients without correcting for 
misclassification (naive estimates) were contrasted with the corrected MC-SIMEX estimates 
applying the loglinear extrapolation function assuming two different dimensions of 
misclassifications: a realistic scenario based on the general misclassification matrix estimated 
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from the double genotypes, and an extreme scenario yielded by multiplying the non-diagonal 
elements of the realistic scenario matrix by 10.  
 
2.2. Results 
2.2.1. Description of duplicate genotype data 
The data set contained 646558 genotypes with 160454 doubles involving 283 SNPs from over 
10000 subjects in 8 projects. Among these were 70539 routine doubles. For 62318 routine 
doubles, both genotype measurements were non-missing; 57805 of these corresponded to 225 
“three-level” SNPs, which are SNPs where the number of subjects homozygous of the minor 
allele was non-zero and thus all three genotype categories existed. Table 4 summarizes the 
sample sizes and number of duplicates for each project. 
  
Table 4: Summary of collected data from eight included projects 
Project number 1 2 3 4 5 6 7 8 ∑ 
# of subjects 1080 930 1830 2489 1628 1776 2907 1400 14040 
# of SNPs per subject 98-115 37-46 15-19 13-17 15 9-18 34-44 1-9 283 
# of genotypes 258517 79646 36480 41999 36483 41216 130383 21834 646558 
# of measured Person-SNPs* 114464 37695 33590 40085 24426 25794 112003 10917 398974 
# of all doubles (% of Person-SNPs)  
90162 
(78.77) 
17732 
(47.04) 
2787 
(8.30) 
1914 
(4.77) 
5696 
(23.32) 
14260 
(55.28) 
16986 
(15.17) 
10917 
(100) 
160454 
(40.22) 
# of SNPs with routine doubles§ 111 37 19 17 14 18 37 9 262 
# of routine doubles (% of Person-SNPs) 
33262 
(29.06) 
4347 
(11.53) 
2787 
(8.30) 
1914 
(4.77) 
2960 
(12.12) 
590 
(2.29) 
13762 
(12.29) 
10917 
(100) 
70539 
(17.68) 
# of routine doubles (% on Person-SNPs) without 
missings and 3 genotype values present 
26832 
(23.44) 
3199 
(8.49) 
2664 
(7.93) 
1188 
(2.96) 
1980 
(8.11) 
241 
(0.93) 
11957 
(10.68) 
9744 
(89.26) 
57805 
(14.49) 
* “Person-SNPs” = the product of number of persons times number of SNPs. § “doubles” = double genotypes, i.e. pairs of two genotype 
measurements on the same subject and same SNP. 
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2.2.2. Discordance between duplicate genotypes 
The discordance matrix including all doubles - i.e. routine as well as trouble-shooting doubles 
- summarizing over all 283 SNPs is shown in Table 5a. This matrix depicts the missing values 
as one genotype category. This table highlights that the proportion of missings among the first 
measurements is 15.65% versus 8.15% among the second (shaded grey in the table) indicating 
an undesirable informative ordering of the measurements. Restricting to the routine doubles, 
now including 262 SNPs, leads to symmetric proportions of missing genotypes (7.56% versus 
7.60%, respectively, Table 5b) indicating that missingness is now independent of the 
measurement order. The main analysis was based on the 225 three-level SNPs with 57805 
routine double genotypes, both non-missing, which yielded 210 discordant pairs and thus an 
overall discordance of 0.36%. Table 6 depicts the discordance across all SNPs as a triangular 
matrix. 
 
Table 5: Observed duplicate genotypes from measurement 1 ( )1(*G ) and 2 ( )2(*G ) including 
missing values as category. 
(a) routine and trouble-shooting genotype doubles.  
)2(*G    Freq 
Percent 
Row Perc.  
Col Perc.  
0 1 2 Miss ∑ 
0 
76181 
47.48 
94.88 
87.12 
156 
0.10 
0.19 
0.32 
18 
0.01 
0.02 
0.15 
3934 
2.45 
4.90 
30.06 
80289 
50.04 
 
 
1 
80 
0.05 
0.18 
0.09 
41774 
26.03 
95.19 
86.63 
43 
0.03 
0.10 
0.37 
1989 
1.24 
4.53 
15.20 
43886 
27.35 
 
 
2 
19 
0.01 
0.17 
0.02 
160 
0.10 
1.43 
0.33 
10421 
6.49 
93.34 
89.03 
564 
0.35 
5.05 
4.31 
11164 
6.96 
 
 
)1(*G  
Miss 
11162 
6.96 
44.44 
12.77 
6132 
3.82 
24.42 
12.72 
1223 
0.76 
4.87 
10.45 
6598 
4.11 
26.27 
50.42 
25115 
15.65 
 
 
 ∑ 87442 54.50 
48222 
30.05 
11705 
7.29 
13085 
8.15 
160454 
100.00 
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(b): routine genotype doubles only 
)2(*G    Freq 
Percent 
Row Perc.  
Col Perc.  
0 1 2 Miss ∑ 
0 
36202 
51.32 
95.53 
95.53 
70 
0.10 
0.18 
0.32 
10 
0.01 
0.03 
0.18 
1613 
2.29 
4.26 
30.09 
37895 
53.72 
 
 
1 
55 
0.08 
0.25 
0.15 
20746 
29.41 
95.24 
95.19 
30 
0.04 
0.14 
0.55 
952 
1.35 
4.37 
17.76 
21783 
30.88 
 
 
2 
10 
0.01 
0.18 
0.03 
37 
0.05 
0.67 
0.17 
5158 
7.31 
93.36 
93.97 
320 
0.45 
5.79 
5.97 
5525 
7.83 
 
 
)1(*G  
Miss 
1628 
2.31 
30.51 
4.30 
941 
1.33 
17.63 
4.32 
291 
0.41 
5.45 
5.30 
2476 
3.51 
46.40 
46.19 
5336 
7.56 
 
 
 ∑ 37895 53.72 
21794 
30.90 
5489 
7.78 
5361 
7.60 
70539 
100.00 
 
 
Table 6: Observed triangular discordance matrix: restricted to routine doubles (measurement 
1 ( )1(*G ) and 2 ( )2(*G )) with both measurements non-missing and three-level SNPs (225 
SNPs, 57805 double genotypes). 
 
)2(*G  Frequency 
Percent 0 1 2 
0 32498 56.2201   
1 123 0.2128 
19944 
34.5022  
)1(*G  
2 20 0.0346 
67 
0.1159 
5153 
8.9145 
 
 
To illustrate potential dependencies of the discordance on HWE violation or minor allele 
frequency (MAF), scatter plots were drawn of the SNP-wise discordance versus p-value from 
testing for HWE violation (Figure 10a) or versus MAF (Figure 10b). It can be seen that some 
of the larger discordances occurred together with smaller HWE p-values, but not all HWE 
violations implicated large discordance (Spearman correlation coefficient r=-0.1362, 
p=0.0313). There was no dependency of the discordance on the MAF (r= 0.0826, p=0.1927). 
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Figure 10: Scatter plot of the SNP-wise discordance observed in the 57805 double genotypes 
with both measurements non-missing on 225 three-level SNPs versus (a) the p-value from 
testing for violation of Hardy-Weinberg-Equilibrium (HWE) and (b) the minor allele 
frequency. 
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2.2.3. Estimated genotype misclassification matrices 
Quantification of misclassification matrix 
Table 7 summarizes the misclassification matrices from maximizing the likelihood )(*, ΠpRL  
for the various misclassification models.  
 
Table 7: Estimated misclassification matrix under various misclassification models, showing 
the estimate and 95% confidence intervals. 
(a) general misclassification model (6 parameter, unrestricted) 
  true genotype G 
  0 1 2 
0 0.999505 0.0024277 [0.0016900, 0.0031655] 
0.0013803 
[0.0004305, 0.0023300]* 
1 0.000391 [0.000014, 0.000768] 0.996023 
0.000229 
[-0.000450, 0.000907] 
observed 
genotype 
G* 
2 0.000104 [-0.000050, 0.000258] 
0.001549 
[ 0.001034, 0.002065] 0.9983911 
(b) assuming zero corner model (4 parameter) 
  true genotype G 
  0 1 2 
0 0.999880 0.003465 [0.002720, 0.004210] 0** 
1 0.000120 [-0.000179,0.000419] 0.995136 
0.002979 
[0.001207,0.004751]** 
observed 
genotype 
G* 
2 0 0.001399 [0.000880, 0.001917] 0.997021 
(c) assuming symmetric model (3 parameter) 
  true genotype G 
  0 1 2 
0 0.998740 0.001436 [0.000911, 0.001961] 
0.000264 
[0.000148,0.000380]** 
1 0.000997 [0.000257,0.001736] 0.997127 
0.000996 
[0.000257,0.001736] 
observed 
genotype 
G* 
2 0.000264 [0.000147, 0.000380] 
0.001436 
[0.000912, 0.001961] 0.998740 
(d) assuming allele-independent model (1 parameter) 
  true genotype G 
  0 1 2 
0 0.998008 0.000996 [0.000867,0.001124]** 
0.0000009 
[0.0000007,0.0000013]** 
1 0.001991 [0.001734,0.002249]** 
0.998009 0.001991 
[0.001734,0.002249]** 
Observed 
genotype 
G* 
2 0.0000009 [0.0000007,0.0000013]** 
0.000996 
[0.000867,0.001124]** 
0.998008 
* does not include zero; thus zero-corner model is not supported.  
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** no overlap with 95% CI of general model  
For the general error model, the estimated misclassification probabilities ranged between 
0.000104 to 0.0024277 (Table 7a). The zero corner model and the symmetrical model yielded 
slightly different result, but very close regarding the dimension of the error (Table 7b,c). 
Assuming the allele-independent error model, an ε-parameter of 0.000997 was estimated 
resulting in misclassification probabilities between 0.0000009 and 0.001991 (see Table 7d). 
 
Characterization of misclassification model 
To evaluate the misclassification model most supported by the duplicate data, 95% 
confidence intervals of parameters and likelihood ratio tests were conducted. The estimated 
parameters and 95% confidence intervals indicate that the allelic-drop out characteristic holds 
( 0110 ππ <  and 2112 ππ < ), but that the restricted models (zero-corner, symmetrical, allele-
independent) did not completely fit the data. The symmetric model deviated the least from the 
general model as the 95% confidence interval from only one misclassification probability was 
disjoint with the corresponding general error model interval. This is illustrated in  
Figure 11.  
 
Figure 11: Difference between observed and expected number of discordant pairs under the 
various error models as a measure of model-fit.  The ijr  denotes the number of subjects with 
one measurement yielding genotype i and the other genotype j, for i,j=0,1,2, i<j.  The general 
model (unrestricted) provided the best fit.  
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The observed number of discordants with one major allele homozygous and the other minor 
allele homozygous, 02r , was higher than expected, when 20π  and 02π  were assumed to be 
zero (zero-corner model) or close to zero (allele-independent model). The observed number of 
discordants with one heterozygous and one major allele homozygous, 01r , was higher than 
expected when assuming symmetry (symmetric or the allele-independent model).  
The likelihood ratio test on model fit (Table 8) comparing to the unrestricted model, 
yielded no formal rejection of the symmetrical model (though a “borderline” p-value of 0.07), 
but for the zero corner and the allele-independent model (p< 10-3). 
 
Table 8: Likelihood ratio test results for Goodness-of-Model-Fit: Comparing the restricted 
models A-D with the general error model, also stating the number of observed genotype pairs 
and the number of discordant genotype pairs as expected under the various error models  
Model 
# of discordant 
genotype pairs 
r02, r01, r12 
# of 
parameter 
Log-
likelihood
λ comparing 
with general 
model (df) 
p-value 
observed 20, 123, 67     
General model (A) 21.5, 122.5, 64.4 6 -46768.5 - - 
Zero corner model (B) 0.2, 146.3, 87.4 4 -46834.1 131.2 (2) <10-3 
Symmetric model (C) 19.9, 122.1, 68.1 3 -46772.1 7.2 (3) 0.07 
Allele-independent 
model (D) 
0.1, 168.7,61.0 1 -46861 185 (5) <10-3 
with λ = -2*(ln Lrestricted - ln Lgeneral) ~χdf2 ; df= 6  - # parameters of restricted model; the r02, 
r01, r12 referring to the notation in Table 1.  
 
Robustness of estimation 
In the sensitivity analysis, the impact of violation of the small misclassification assumption 
was explored, i.e. deviation of )(lπ  from )(* lp , l=1,…, 225.  The deviation was chosen such 
that 225,...,1
)( )*( lp  would have been observed given an allele-independent error with 001.0=ε . 
The new )(lπ  were thus derived from )(2)(1)(0 **1* lll πππ −−= , 
2)(
1
2)(
2
)(
2 )2()21(* επεεπεπ +−+−= lll , and 2)(12)(1 22)441(* εεπεεπ −++−= ll . The 
misclassification probabilities were again estimated maximizing )(ΠRL  given the new )(lπ . 
For the general error model, the estimated parameters ),,,,,( 212012100201 ππππππ  were similar 
with (0.0024, 0.0016, 0.0004, 0.0002, 0.0000, 0.0016) instead of (0.0024, 0.0014, 0.0004, 
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0.0002, 0.0001, 0.0015). The ε-parameter for the allele-independent model remained basically 
unchanged with 0.0010.  
When excluding the 29 SNP with p-values < 0.05 for the test of HWE violation, the results 
did not change markedly.  
When excluding the SNPs with less than 30 subjects in the homozygous of the minor allele 
genotype category (leaving 152 SNPs), the estimated general model misclassification 
probabilities were (0.0018, 0.0013, 0.0009, 0.0002, 0.0002, 0.0018) and the ε-estimate was 
0.0012.  
Finally, when estimating the true genotype probabilities together with the misclassification 
probabilities, the analysis had to be restricted to the 152 SNPs with enough observations in 
the third genotype category, resulting in the estimates (0.0020, 0.0011, 0.0008, 0.0061, 
0.0002, 0.0000). The ε-estimate remained unchanged when compared to the previous analysis 
with 152 SNPs at 0.0012.  
In summary, sensitivity analyses yielded negligable deviations for estimation of the ε-
parameter for the allele-independent model, and slightly different results for the general error 
model. Altogether, misclassification probabilities remained very small throughout.  
 
2.2.4. APM1 data example: Corrected genotype association estimates 
Figure 12 summarizes the uncorrected (naive) and the MC-SIMEX corrected β-estimates in 
the example of the 13 three-level APM1 SNPs and their association with plasma adiponectin 
concentrations. A clear change of the β-estimates of up to 15% when correcting for the 
misclassification was only seen for two SNPs under the extreme scenario with already high 
naive estimates (SNP4 and SNP13).  
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Figure 12: Impact of Genotyping Error on SNP Association: The β coefficient estimates and 
95% confidence intervals of the association of 13 APM1 SNPs with plasma adiponectin levels 
computed by linear regression adjusted for age, sex, and BMI are shown without accounting 
for misclassification (square), with correcting for a realistic (circle), and for extreme 
misclassification (triangle). The assumed realistic misclassification was the general error 
model as in Table 7a; the extreme scenario was using ten-fold as large misclassification 
probabilities (for non-diagonal elements). The β coefficient describes the unit increase in 
log(adiponectin+1) comparing the heterozygous (β1) or the homozygous of the minor allele 
(β2) with the homozygous of the major allele. SNP numbering refers to original publication 
[Heid et al., 2006].  
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3. Quantification of haplotype reconstruction error 
In the following chapter, the size and structure of haplotype reconstruction error is 
approximated.  To focus on the error induced by the haplotype reconstruction alone, no 
genotype error is assumed. An overview of haplotype error measures is given, proposing 
sensitivity and specificity as error measures.  Analytical and simulation approaches with 
various simulation scenarios are applied to quantify these error measures and to describe their 
size and dependencies. 
  
3.1. Methods and Material 
3.1.1. Notation and Definitions of Haplotypes 
Notation of true haplotypes 
Let L be the number of loci and N the number of individuals. For each individual i=1, …,N, 
the vector Gi = (Gi1,…,GiL) denotes the subject’s genotypes at the L loci, l=1, …L, with Gil 
indicating the number of minor alleles at locus l for individual i and Gil }2,1,0{∈ .  
Consequently, there are 3L possible values γ=(γ1,…, γL) for Gi.  There are M=2L possible 
different haplotypes h1, …, hM in the population. The haplotypes of subject i can be written as 
a vector Hi = (Hi1,…,HiM), with each Him indicating the true number of copies of the haplotype 
hm of subject i, m=1, …, M, and Him }2,1,0{∈ . Due to the restriction 2
,...,1
=∑
= Mm
imH , there are 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +
2
1M
 possible values η=(η1,…, ηM) for Hi.  Hi thus denotes the individual’s haplotype pair 
(diplotype) and the various η reflect all possible pairs. The number of different pairs actually 
appearing in a sample is further restricted by the correlation between the alleles at the loci. 
The effective number of loci, Leff, can be computed according to Nyholt [Nyholt, 2004] taking 
this correlation into account.   
Notation of reconstructed haplotypes 
When statistically reconstructing haplotypes from genotypes, the reconstructed number of 
copies of each haplotype in subject i is denoted as Hi*=(Hi1*,…,HiM*) being the vector of the 
expected values given the observed genotypes Gi as estimated by a reconstruction program: 
Hi*=E(Hi|Gi). As an unambiguous decision for a haplotype pair is not always possible, the 
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Him* move in a continuous space, Him* ∈ [0,2]. The most probable or most likely number of 
haplotypes Cim* is derived by categorizing Him* into the most likely haplotype pair for each 
individual with Cim* indicating the observed number of copies of the haplotype hm, thus 
returning to the discrete space, Cim* }2,1,0{∈ . They are also often denoted as individually 
inferred haplotypes.  
Haplotypes can be inferred unambiguously (i.e. without error) for subjects being 
heterozygous in less than two loci.  The ambiguity fraction is the number of subjects being 
heterozygous for at least two loci, Namb, divided by N, which thus describes the proportion of 
the sample where haplotype reconstruction error might occur. 
The frequencies of the haplotypes h1,…, hM in the sample are denoted as f=(f1,…, fM) with 
NHf
Ni
imm 2/
,...,1
∑
=
= , m=1, …, M, ∑
=
=
Mm
mf
,...,1
1 . The sampling error for estimating the frequency 
is considered to be ignorable in large enough data sets. Analogously, the frequencies of the 
reconstructed haplotypes Hi* are denoted as f*=( **,...,1 Mff ). 
 
3.1.2.  Haplotype reconstruction methods 
The methods commonly used for reconstructing haplotypes are based primarily on the EM-
algorithm (e.g. implemented in PROC HAPLOTYPE from SAS/GENETICS [Czika et al. 
2002] or haplo.em in the R library haplo.stats) or on a Bayesian approach, like the PHASE 
algorithm [Stephens and Donnelly, 2003]. The latter method approximates the posterior 
distribution of haplotype probabilities using prior information based on the coalescent theory 
[Kingman, 1982]. This population genetic theory predicts the distribution of haplotypes in 
natural populations assuming one ancestor haplotype incorporating recombination and 
mutation. Unresolved haplotypes are therefore assumed to be similar to known or already 
resolved haplotypes und chosen to follow a certain probability distribution. Advantages of 
this method are only expected, if real observed data follow this theoretical concept.  
Due to its relative ease of computation, methods based on the EM algorithm are often 
preferred. In general, the EM is an iterative process, which first calculates the expected 
likelihood of unknown parameters based on suitably chosen starting values given the 
observed data (Expectation-Step). In the Maximization Step, the parameters are re-estimated 
by maximization of the expected likelihood. This process is repeated, till convergence is 
reached. Relating to haplotypes, haplotype probabilities are chosen, which maximize the 
probability of the observed data. This method is briefly described here: 
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The probability of genotype Gi of the ith individual is given by ∑=
γη
η
~
1 *)...,,( fffGP Mi
)
, 
where η~γ denotes the set of η’s being consistent with the genotype γ and *ηf
)
 being the 
estimated probability of a subject having haplotype pair η . *ηf
)
 is given as **2 kj ff
))
 for 
kj ≠  or *)²( jf
)
 otherwise, when η  depicts the haplotype pair jh / kh , j,k=1,…,M. Assuming 
that the genotypes are independently distributed, the log-likelihood of the sample is 
∑
=
=
N
i
Mi ffGPL
1
1 ),...,(loglog . 
The EM-algorithm is an iterative procedure beginning with the random assignment of initial 
values )0()0(1 *ˆ,...,*ˆ Mff  for the population haplotype frequencies f1,…,fM. In the E-step of the 
procedure, the above probability )...,,( 1 Mi ffGP  is calculated, where the probabilities f1, …, 
fM are substituted with )()(1 *ˆ,...,*ˆ
t
M
t ff  in the tth iteration, beginning with the initial 
values )0()0(1 *ˆ,...,*ˆ Mff . In the M-step, the haplotype frequencies, 
)1(*ˆ +tmf , are derived as 
∑
∑∑
=
+ =
γη
η
γη
ηη
~
)(
~
)(
1
)1(
*
*
2
1*ˆ t
t
mN
i
t
m f
f
N
f
)
 , for m=1, …, M. 
The algorithm continues until a previously determined convergence criterion is fulfilled and 
the resulting approximate maximum likelihood estimator is denoted as *ˆ*,...,1ˆ Mff . [Czika et 
al., 2002]. 
Based on the estimated haplotype frequencies, each subject is assigned the expected number 
of copies of a haplotype for m=1, …,M as: 
( )( ) ∑
∑
==
=====
γη
η
γη
ηη
γ
γηγ
~
~
1
1
*
*
*ˆ*,...,ˆ
*ˆ*,...,ˆ,
]|[*
f
f
ffGP
ffGHP
GHEH
m
Mi
Mimim
iimim
)
  (*). 
3.1.3. Haplotype error measures 
The accuracy of haplotype reconstruction can be measured in different ways for different 
purposes.  A classification based on three characteristics is proposed:  (1) The uncertainty 
across all haplotypes (1a, overall error measure) versus the error in a specific haplotype (1b, 
haplotype-specific error measure).  (2) The uncertainty in a sample statistics (2a, i.e.: 
haplotype frequencies, f→f*) versus the uncertainty in individuals’ haplotypes (2b).  (3) To 
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further differentiate 2b: The error made by using the expected number of haplotype copies, 
H→H* (3a), versus the error made by using the most probable haplotype, H→C* (3b). The 
measures are summarized in Table 9 and defined and related to the above stated classes in the 
following. 
 
Table 9: Classification of measures for the haplotype reconstruction error. 
 Error in haplotype frequency Error in subject-specific haplotype Hi§ 
Overall 
measure 
Discrepancy (D) - Error rate among all subjects (ERall) 
- Error rate among ambiguous subjects (ERamb ) 
Haplotype
-specific 
measure 
Discrepancy per haplotype 
(Dm) 
- Correlation between true and reconstructed 
   haplotypes (Rm2) 
- Sensitivity (Snm) and Specificity (Spm) 
- Misclassification probabilities 
§ Hi denotes the vector of length M coding the number of copies of true haplotypes of subject i, i=1, …, N for the 
m=1, …, M possible haplotypes. 
 
3.1.3.1. Discrepancy 
The discrepancy D is the average of the differences between true and reconstructed haplotype 
frequencies, providing an overall measure of the error f→f* based on the summary statistics f 
instead of the subjects’ haplotypes (class 1a, 2a):   
∑
=
−==
M
m
mmMM ffffffDD
1
11 *2
1*)*,...,,,...,( . 
The discrepancy is close to the mean squared error MSE [Adkins, 2004;Fallin and Schork, 
2000], which is another way of averaging. A haplotype-specific discrepancy is given 
by *
2
1*),( mmmmm ffffD −=  for m=1,…, M (class 1b, 2a).  
3.1.3.2. Error rate 
The error rate among all individuals, 
( )∑
=
−=
n
i
iall NcER
1
/1 , where 
⎩⎨
⎧
=
≠=
*,1
*,0
ii
ii
i CH
CH
c , 
is the proportion of subjects with falsely classified haplotypes. Another definition is the error 
rate restricted to the subjects with ambiguous reconstruction, ambER , where ambN  replaces the 
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N in the denominator [Stephens et al., 2001].  ERall and ERamb are overall measures of the 
error H→C* (class 1a, 2b, 3b). 
3.1.3.3. Proportion of explained variance R²m  
Rm2, defined as the squared correlation between Him and Him* [Stram et al., 2003b], m=1, …, 
M, is a haplotype-specific measure for the error H→H* (class 1b, 2b, 3a).  It is computed as 
the ratio of the haplotype variance explained by the genotypes, ( )*Var imH , to the variance of  
the Bin(2, mf )-distributed (true haplotype frequency), ( )*ˆ1*ˆ2 mm ff − , assuming no error in 
the haplotype frequency from reconstruction ( mf = *mf ).  
3.1.3.4. Sensitivity and specificity 
In the context of haplotypes, sensitivity and specificity are defined as “the probability that a 
true carrier of a certain haplotype is classified as such” (sensitivity) and “the probability that a 
true non-carrier is classified as such” (specificity), respectively, for m=1, .., M, 
)0|0*( >>= imimm HCPSn  and )0|0*( === imimm HCPSp . Thus, mSn−1  and mSp−1  
measure the “haplotype-specific error” H→C* (1b,2b,3b).  
3.1.3.5. Misclassification probabilities 
The error resulting from the transition H→C* is a pure misclassification problem for a 
trichotomous variable, which is described by a 3x3 misclassification matrix consisting of the 
misclassification probabilities )|*(Pr lHkCob imimkl ===π , k,l = 0,1,2 (Table 10a). 
Assuming no genotyping error, the subjects truly having two copies of a haplotype (true 
homozygous) as well as subjects with two copies of a haplotype in the reconstruction 
(observed homozygous) have always homozygous genotypes for all loci. These haplotypes 
can be reconstructed unambiguously and the misclassification probabilities π20, π21, π02, and 
π12 equal zero. The misclassification matrix is then completely determined by sensitivity, 
specificity and the true haplotype probabilities or the observed haplotype probabilities, which 
is illustrated in Table 10b and c.  
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Table 10: The misclassification matrix (a) in general form with 
)|*(Pr)( lHKCob imim
m
kl ===π , k,l=0,1,2, m=1,…, M, for subject i, being the misclassification 
probabilities, (b) for the misclassification specific in haplotype reconstruction, expressed via 
sensitivity )0|0*( >>= imimm HCPSn , specificity )0|0*( === imimm HCPSp  and true 
haplotypes’ probabilities (i.e. probabilities that a subjects has k number of copies of 
haplotype mh ), )(Pr
)( kHob im
m
k ==π , k=0,1,2,and (c) as in (b) but for the reconstructed 
haplotypes’ probabilities )*(Pr*)( kCob im
m
k ==π . imH  and *imC  denote true and 
reconstructed number of copies of mh , respectively.  
(a) 
Reconstructed *imC  
 
0 1 2 
 
 
0 )(
00
mπ )(10 mπ  )(20 mπ  1  
1 )(
01
mπ  )(11 mπ  )(21 mπ  1 
True 
imH  
 2 )(
02
mπ  )(12 mπ  )(22 mπ  1 
(b) 
Reconstructed *imC  
 
0 1 2 
 
 
0 Sp 1-Sp 0 1 
1 
)(
1
)(
2
)(
1
)(
2
)(
1
01
)(
m
mmmm Sn
π
πππππ +−+=  )(
1
)(
2
)(
2
)(
1
11
)(
m
mmmSn
π
ππππ −+=  0 1 
True 
imH  
 
2 0 0 1 1 
(c) 
Reconstructed *imC  
 
0 1 2 
 
 
0 Sp 1-Sp 0 1 
1 **)*(**
**)**(*
20102
02100
01 πππππ
ππππππ
SnSp
SnSp
−++−
−−−−−=
 
**)*(**
*)*(**
20102
2022
11 πππππ
πππππ
SnSp
SnSp
−++−
+−−=
 
0 1 
True 
imH  
 
2 0 0 1 1 
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3.1.4. Genotype frequencies from observed data 
SNP data on numerous genes in a subsample of the population-based KORA study were 
available as examples. This sample of 704 individuals aged 55 to 74 years was a subset of the 
fourth survey (S4) of the KORA (Cooperative Research in the Region of Augsburg) study 
from 1999-2001 [Wichmann et al., 2005].  Genotypes were obtained via mass spectrometry 
(MALDI-TOF MS). The 8 genes in this investigation had been discussed as possible risk 
factors for diabetes, but had shown no or only a small association [Illig et al., 2003;Illig et al., 
2004] : IL-18, IL-13, MIP1A , INS, IL-6, MCP1, TNFA, and CAPN10. Haplotypes were 
constructed and haplotypes frequencies derived by the EM algorithm (SAS proc haplotype) 
and also by PHASE. Depending on the gene, 2-7 loci were involved. 
 
3.1.5. Simulation approach to quantify haplotype reconstruction error 
In the simulations, true haplotype frequencies were taken as input parameters.  For each 
simulation run, 1000 haplotypes were randomly drawn given the haplotype frequency 
distribution thus creating two copies of the haplotypes for 500 subjects assuming Hardy-
Weinberg equilibrium (true haplotypes). Genotypes were deduced and haplotypes were 
reconstructed from these genotypes using the EM as well as the PHASE algorithm 
(reconstructed haplotypes).  The reconstructed haplotypes were compared with the true 
haplotypes using the various error measures: For 100 simulations, the mean and the standard 
deviation of the error measures were computed. These mean error measures from the 
simulations were compared with analytical computations, which were also derived (see 
section 3.1.6). 
To derive the true haplotype frequencies as input parameters, different scenarios were 
implemented for the simulations and the analytical computations:  
 
Abstract scenarios including three types:  
(a) A two-locus scenario varying the frequency f1 of haplotype h1=00, while two 
other frequencies f3 and f4 are set at 0.1 and 0.05. 
(b) Another two-locus scenario varying the MAFs of locus 1 and locus 2, MAF1 
and MAF2, and the correlation r. With 
)1()1( 2211 MAFMAFMAFMAFrDLD −⋅⋅−⋅=   [Devlin and Risch, 1995], the 
haplotype frequencies were derived as 211 MAFMAFDf LD ⋅−= , 
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212 )1( MAFMAFDf LD ⋅−+−= , )1( 213 MAFMAFDf LD −⋅+−= , and 
)1()1( 214 MAFMAFDf LD −⋅−−= . 
(c) Various multi-locus scenarios assuming equal MAFs for 3-6 loci under the 
assumption of r=0.    
 
Real data scenarios using the sets of haplotype frequencies as they were observed in the 
KORA data described above (section 3.1.4). 
 
3.1.6. Analytical approach to quantify haplotype reconstruction error 
Several haplotype error measures were also computed analytically. 
3.1.6.1. Error rate 
The probability that the haplotype pair of individual i is correctly inferred, *)( ii CHP = , can 
be written as 
∑∑ ======
ηη
ηηηηη )|*()(),*( iiiii HCPHPHCP     (1) 
with )|*( ηη == ii HCP  rewritten as )|(),|*( ηγηη ===== iiiii HyGPGHCP . Since 
*iC  depends only on Gi, the first factor reduces to )|*( γη == ii GCP and the second factor 
equals unity since Gi is uniquely defined by the haplotype pair Hi. Thus, with ∑
γηη ~:
 being the 
sum over all possible haplotype pairs η, which are consistent with  γ, γη ~ , (1) can be 
restated as 
∑ ∑ ===
γ γηη
γηη
~:
)|*()( iii GCPHP       (2). 
The η  among all γη ~  that maximize )|( γη == ii GHP  will be denoted by 
)|(maxarg:)( γηγη
γηη
=== iibest GHP
  ~ :
, which is assigned as the most likely haplotype pair to 
*iC  given the genotype. Thus, 1)|)(*( === γγη ibesti GCP  and 0)|*( === γη ii GCP  for 
other γηη ~: , and (2) reduces to  
∑ =
γ
γη ))(( bestiHP                      (3). 
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or written alternatively as ∑ ==
γ γηη
γη )|(max
~: ii
GHP . With ηf denoting the probability of a 
subject having haplotype pair η , this becomes ∑
γ
ηγηη f~:max . ηf is given by ηf = kj ff2  for kj ≠  
or ηf = )²( jf  otherwise, when η  depicts the haplotype pair hj/hk.  If the reconstructed 
haplotype frequencies, *ηˆf , can be assumed to approximate the true haplotype frequencies 
(i.e. the haplotype-specific discrepancy is small), an approximation of the error rate is thus 
given by .*ˆmax1
~:∑− γ ηγηη f   
 
3.1.6.2. Sensitivity and specificity 
For each haplotype hm, m=1,…,M, the sensitivity and the specificity are defined as 
)0|0*( >>= imimm HCPSn  and )0|0*( === imimm HCPSp , respectively. The sensitivity 
can be rewritten as 
)0(
)0,0*(
>
>>=
im
imim
m HP
HCPSn    (5). 
The numerator of (5) can be computed as ∑
>>
==
0,0:,
),*(
mm
ii HCP
ξηξη
ξη , which can be separated 
into two sums ∑∑
>>≠>>=
==+==
0,0:0,0:
),*(),*(
mmmm
iiii HCPHCP
ξηξηξηξη
ξηξη , and due to 
∑
>>≠
==
0,0:
),*(
mm
ii HCP
ξηξη
ξη  being zero, one gets 
∑
>
==
0:
),*(
m
ii HCP
ηη
ηη      (6). 
With Bayes’ Formula, (6) can be restated as ∑
>
===
0:
)|*()(
m
iii HCPHP
ηη
ηηη . Applying the 
same deduction as from (1) to (3), but restricting the sum ∑
γ
to a sum of γ, which yield 
)(γηbest  such that the mth component of )(γηbest  is > 0,  (6) can be restated as  
∑
>
=
0)(:
))((
mbest
bestiHP
γηγ
γη        (7), 
and the sensitivity can be derived as  
∑
∑
∑
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and the specificity, analogously, as 
∑
∑
∑
∑
=
=
=
= ==
=
0:
0)(:
0:
0)(
)(
))((
m
mbest
best
m
mbest
f
f
HP
HP
Sp
i
besti
m
ηη
η
γηη
η
ηη
γη
η
γη
. 
These terms were implemented in the R program in the function “Sensitivity” (see Appendix 
A.1.). 
 
3.1.6.3. Computing the error rate from sensitivity and specificity 
In order to describe the error rate *)(1 ii CHP =− ∑ ==−=
η
ηη ),*(1 ii HCP  by mSn  and 
mSp , the sum ∑
η
is partitioned into ∑
>0: mηη
 and ∑
=0: mηη
. With (5) and (6), one obtains 
∑∑
>>
====
0:0:
)(),*(
mm
imii HPSnHCP
ηηηη
ηηη  and ∑∑
==
====
0:0:
)(),*(
mm
imii HPSpHCP
ηηηη
ηηη , 
and thus ∑∑∑∑
>=>=
+==+===
0:0:0:0:
)()(*)(
mmmm
fSnfSpHPSnHPSpCHP mmimimii
ηη
η
ηη
η
ηηηη
ηη . 
 
3.1.6.4. Example for two loci: Analytical computation of sensitivity and specificity 
The four possible haplotypes are h1=00, h2=01, h3=10 and h4=11, with 0 or 1 denoting the 
major or the minor allele, respectively. A subject i with the genotypes 0/0 and 1/1 at the two 
loci is coded as Gi=(0,2); such a subject has definitely two copies of the haplotype h2, Hi is 
then (0,2,0,0), and Hi* and Ci* equal Hi (no reconstruction error). A subject with the 
genotypes 0/1 and 0/1 is coded as Gi =(1,1) and has either the haplotype pair h1/h4 or h2/h3.  Hi 
is thus (1,0,0,1) or (0,1,1,0). For this genotype and a given set of *ˆ*,ˆ*,ˆ*,.ˆ 4321 ffff , e.g. the 
first component of Hi*, Hi1*, is computed according to (*) in section 3.1.2 as  
*ˆ*ˆ
*ˆ*ˆ
1
1
*ˆ*ˆ*ˆ*ˆ
*ˆ*ˆ
*ˆ*ˆ2*ˆ*ˆ2
*ˆ*ˆ20*ˆ*ˆ21
41
323241
41
3241
3241
ff
ffffff
ff
ffff
ffff
⋅
⋅+
=⋅+⋅
⋅=⋅⋅+⋅⋅
⋅⋅⋅+⋅⋅⋅
  
For the haplotype frequencies )15.0,25.0,3.0,3.0(*)ˆ*,ˆ*,ˆ*,.ˆ( 4321 =ffff   Hi* turns out to be 
(0.375,0.625,0.625,0.375) with the categorization yielding Ci* =(0,1,1,0) (thus no 
reconstruction error when viewing Hi→ Ci*). In another sample with other sample haplotype 
frequencies )15.0,25.0,2.0,4.0(*)ˆ*,ˆ*,ˆ*,.ˆ( 4321 =ffff  such a subject is assigned 
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Hi*=(0.545,0.455,0.455,0.545) and thus Ci* =(1,0,0,1) (hence a misclassification when 
viewing Hi→ Ci*).  Thus, the haplotype C*=(1,0,0,1) would be inferred for all subjects with 
this genotype in the sample, if *ˆ*ˆ*ˆ*ˆ 3241 ffff ⋅>⋅  , or C*=(0,1,1,0) otherwise. In the two 
locus case, the ambiguity fraction can be calculated as P(h1/h4) + P(h2/h3) = 
*ˆ*ˆ2*ˆ*ˆ2 3241 ffff ⋅⋅+⋅⋅ , yielding an ambiguity fraction of 0.24 for the first example of 
haplotype frequencies and 0.22 for the second. 
Table 11 can be used to calculate the sensitivity and specificity, e.g. for haplotype h1, 
41312111
41)(312111
1 222
)2(22
3241
ffffffff
ffIffffff
Sn ffff ⋅⋅+⋅⋅+⋅⋅+⋅
⋅⋅⋅+⋅⋅+⋅⋅+⋅= ⋅>⋅  and 
 
444333423222
4443334232)(22
1 222
22)2(
4132
ffffffffffff
ffffffffffIff
Sp ffff ⋅+⋅⋅+⋅+⋅⋅+⋅⋅+⋅
⋅+⋅⋅+⋅+⋅⋅+⋅⋅⋅+⋅= ⋅>⋅  with I  being the 
indicator function yielding the value 1 when the condition holds. 
 
Table 11: Two-locus example: Haplotype pairs, their probabilities, the resulting genotypes, 
and the genotype probability for the two-locus case. The frequencies of the haplotypes h1, h2, 
h3 and h4 are denoted with f1, f2, f3, and f4.  For the ambiguous genotype G=(1,1) (shaded in 
gray), the haplotype pair with the higher probability (i.e. (1,0,0,1) if f1f4 > f2f3, or (0,1,1,0) 
else) is chosen for all subjects in the sample. 
 
 h1=00 h2=01 h3=10 h4=11 
h1= 
00 
P(H=(2,0,0,0))=f1f1 
P(G=(0,0))=f1f1 
P(H=(1,1,0,0))=2f1f2 
P(G=(0,1))=2f1f2 
P(H=(1,0,1,0))=2f1f3 
P(G=(1,0))=2f1f3 
P(H=(1,0,0,1))=2f1f4 
P(G=(1,1))=2(f1f4+f2f3) 
h2= 
01 
 P(H=(0,2,0,0))=f2f2 
P(G=(0,2))=f2f2 
P(H=(0,1,1,0))=2f2f3 
P(G=(1,1))=2(f1f4+f2f3) 
P(H=(0,1,0,1))=2f2f4 
P(G=(1,2))=2f2f4 
h3= 
10 
  P(H=(0,0,2,0))=f3f3 
P(G=(2,0))=f3f3 
P(H=(0,0,1,1))=2f3f4 
P(G=(2,1))=2f3f4 
h4= 
11 
   P(H=(0,0,0,2))=f4f4 
P(G=(2,2))=f4f4 
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3.2. Results 
3.2.1. Discrepancy 
Figure 13a illustrates that the discrepancy increases steadily with increasing frequency of one 
haplotype (other frequencies fixed, abstract scenarios type a) until it reaches a maximum of 
0.00917 for f1=0.46, and then, for f1>0.61, it decreases monotonically. The discrepancies in 
real data scenarios (Table 12) show values below 0.005 indicating an average difference 
between true and reconstructed haplotype frequencies below 0.5%, except for MCP1 and 
CAPN10. There is a small difference when comparing EM or PHASE derived haplotypes 
yielding a smaller discrepancy using the EM for INS and MCP1, and a smaller discrepancy 
using PHASE for IL-6.  
 
Table 12: Real data scenarios: Discrepancy D ± standard deviation using the EM- or 
PHASE-reconstruction, stating the number of effective loci, leff, and the number of loci, l.  
 
leff l Gene EM PHASE 
1.02 2 IL-18 0.0000 ± 0.0000 0.0000 ± 0.0000 
1.06 3 IL-13 0.0001 ± 0.0003 0.0001 ± 0.0003 
1.15 2 MIP1A 0.0002 ± 0.0004 0.0002 ± 0.0004 
1.69 4 INS 0.0003 ± 0.0007 0.0005 ± 0.0006 
2.31 3 IL-6 0.0008 ± 0.0011 0.0006 ± 0.0007 
2.96 3 MCP1 0.0130 ± 0.0070 0.0150 ± 0.0080 
3.00 3 TNFA 0.0040 ± 0.0030 0.0040 ± 0.0030 
6.38 7 CAPN10 0.0320 ± 0.0090 0.0320 ± 0.0100 
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Figure 13: Discrepancy and error rate depending on haplotype frequency: (a) Discrepancy 
(from simulations) and error rate (analytically derived), (b) ambiguity fraction and 
correlation coefficient r (Abstract type a scenarios: two loci varying frequency f1 of haplotype 
h1=00 with f3 =0.1 and f4 =0.05 for h3=01 and h4=11). 
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Figure 14: Error rate for varying MAF and correlations for two loci: Analytically derived 
error rate for (a) r = 0, (b) r = 0.25, (c) r = 0.5, (d) r = 0.75 (Abstract type b scenarios) 
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3.2.2. Error rate 
For the two-locus scenario varying one haplotype frequency (abstract scenarios type a), the 
error rate (see Figure 13a) reaches a maximum of 0.056 for f1=0.57 and is minimal for small f1 
or for large f1.  To understand the location of this maximum, the ambiguity and the correlation 
coefficient r are displayed in Figure 13(b): At the maximum, the alleles show zero correlation. 
It also becomes apparent that the correlation has a stronger influence on the error rate than the 
ambiguity in this 2-locus case.  
Figure 14 depicts the dependency of the error rate on the MAFs and r (abstract scenario type 
b): the smaller the MAF, the smaller the error. The error is minimal, when both MAFs are 
small. This is due to the fact that the ambiguity is smaller for lower MAF as there are fewer 
genotypes deviating from the wildtype and thus fewer heterozygotes.  Furthermore, the error 
decreases for increasing r. Note that high correlation imposes strong restrictions on the 
possible MAF combinations, as the MAF of the second locus can only slightly deviate from 
the MAF of the first locus, and thus the parameter space is reduced (Figure 14d).  When r=0, 
ERamb is 0.5, which is like flipping a coin (Figure 14a) for assigning haplotypes to ambiguous 
subjects.  
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Figure 15:  Error rate for varying number of loci and MAF under no correlation: (a) ERall 
and (b) ERamb and (c) ambiguity analytically derived for abstract type c scenarios (2-6 loci, 
r=0, equal MAF at each locus).  
 
In Figure 15a, depicting the multi-locus scenarios under no LD (abstract scenarios type c), it 
can be seen that the error rate increases with the number of loci. This is due to the fact that the 
probability of a subject being heterozygous in at least two loci increases with the number of 
loci involved, which is depicted by the increasing ambiguity fraction (Figure 15c).  But this is 
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not the sole reason as it can be seen that also the ERamb increases with the number of loci 
(Figure 15b): The number of haplotypes also increases with the number of loci and thus the 
pool for misclassification enlarges. It can be further seen, that, for MAF=0.5 when all alleles 
and consequently all haplotypes are equally frequent, the ERamb is as large as when a die was 
rolled for haplotype assignment of ambiguous subjects. This is due to the fact that then the 
haplotype inference is guided by neither the correlation nor the haplotype frequency. When 
MAF<0.5 and haplotypes occur with different frequencies, the reconstruction can improve by 
preferring haplotype pairs containing more frequent haplotypes. Note that Figure 15 shows a 
worst-case scenario indicating the maximum possible error due to the no-LD assumption.  As 
it is unreasonable to infer haplotypes in such a situation in the first place, these error rates 
remain unmatched in real data scenarios.   
Table 13 shows that the error rates for real data scenarios varies substantially between genes.  
 
Table 13: Real data scenarios: Error rate (ERall) and the error rate among ambiguous 
subjects (ERamb) ± standard deviation derived from simulations with EM-reconstruction, 
PHASE-reconstruction, as well as the error rate computed by the analytical approach given 
in the Appendix. 
 
leff l gene Simulations using 
EM 
_________________ 
Simulations using 
PHASE 
_________________ 
Analytical Approach 
 
_________________ 
   ERamb ERall ERamb ERall ERamb ERall 
1.023 2 IL-18 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
1.064 3 IL-13 0.0001 
  ± 0.0008 
0.0000 
  ± 0.0003 
0.0001 
  ± 0.0008 
0.0000 
  ± 0.0003 
0.0001 0.0000 
1.149 2 MIP1A 0.0002 
  ± 0.001 
0.0001 
  ± 0.0004 
0.0000 
  ± 0.0010 
0.0001 
  ± 0.0004 
0.0002 0.0001 
1.687 4 INS 0.0007 
  ± 0.0019 
0.0003 
  ± 0.0008 
0.0006 
  ± 0.0017 
0.0003 
  ± 0.0007 
0.0002 0.0001 
2.313 3 IL-6 0.0020 
  ± 0.003 
0.0008 
  ± 0.0015 
0.0005 
 ± 0.0014 
0.0003 
  ± 0.0007 
0.0003 0.0001 
2.959 3 MCP1 0.2560 
  ± 0.046 
0.048 
  ± 0.01 
0.2580 
  ± 0.051 
0.48 
 ± 0.10 
0.2460 0.0460 
2.999 3 TNFA 0.456 
  ± 0.166 
0.01 
  ± 0.0040 
0.428 
  ± 0.1670 
0.10 
  ± 0.004 
0.3900 0.0090 
6.384 7 CAPN10 0.199 
  ± 0.024 
0.125 
  ± 0.015 
0.197 
  ± 0.0240 
0.123 
  ± 0.015 
0.1870 0.1170 
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The error rate is large for genes with low LD between loci, which are the genes showing a 
small difference between the number of loci and the effective number of loci (e.g. for MCP1, 
TNFα, CAPN10).  For most genes, the error rate is well below 1%, which indicates that for 
99% of the subjects the haplotypes are perfectly reconstructed.  In these real data scenarios, 
the error rate of PHASE-reconstructed haplotypes is very similar to EM-based haplotypes; the 
analytical approach yields similar results as the simulation approach, but slightly lower. 
 
3.2.3. Haplotype specific error measures 
A starplot was developed and implemented in the R function “starplot” (see Appendix A.2.) 
to summarize the haplotype-specific errors: Figure 16 and Figure 17 show star plots for three 
selected genes with < 5 loci and for the CAPN10 gene involving 7 loci (real data scenarios). 
The measures were derived analytically (see section 3.1.6), but were very similar in the 
simulations. Comparing Figure 16 with Table 13 shows that high R² appears together with 
high sensitivity, and that low error rate occurs with high R² and high sensitivity.   
Furthermore, it can be seen that the specificity is reduced rather for common haplotypes (e.g. 
98% for haplotype 000 for TNFα, 97% for 0000000 of CAPN10). On the other side, the 
sensitivity is reduced rather for rare haplotypes (e.g. 101 of MCP1). However, there are also 
rare haplotypes which show almost perfect sensitivity (e.g. 0010101 for CAPN10). 
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Figure 16: Haplotype-specific error measures:  Star plots for various genes displaying R², 
sensitivity and specificity (analytically derived) as the length of the line for each common 
haplotype (frequency ≥1%). A line reaching the circle indicates a value of 100% (no error).  
Haplotypes are labeled using 0/1 coding for major/minor allele and stating the haplotype 
frequency. Lines are sorted clockwise by haplotype frequency beginning at the top with the 
most frequent haplotype. The angle between lines is given by the number of possible 
haplotypes, i.e. 360°/2L, where L is the number of loci. The proportion without lines thus 
indicates the proportion of rare or non-existing haplotypes (<1% frequency).  
 
  
 
 
 
Figure 17: Haplotype-specific error measures: Star plots for the CAPN10 displaying the R², the sensitivity, or the specificity as in Figure 16.  The 
angle between lines is given by 360° divided by the number of frequent haplotypes (frequency ≥1%) to accommodate for the large number of loci 
(L=7).  
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4. Impact of haplotype misclassification from genotype 
error and reconstruction on association analysis 
After looking at misclassification in genotypes and haplotype reconstruction separately, both 
error sources are now combined to evaluate the overall misclassification in haplotypes, if 
genotype error can be assumed and haplotypes have to be reconstructed out of these error-
prone genotypes. A resampling method was used to estimate haplotype misclassification 
matrices. Then, the impact of this haplotype misclassification on association estimates is 
evaluated in the example of the APM1 gene using the MC-SIMEX approach. 
In the following, the genotype error is not restricted to errors induced by the genotyping 
process, which can be estimated from repeated genotyping of the same samples as in section 
2, but may result also from other sources such as diluted DNA.  
 
4.1. Methods and material 
4.1.1.  Misclassification from genotype and haplotype error combined 
As in chapter 2 and 3, true genotypes are denoted as Gi = (Gi1,…,GiL) for the ith subject, 
i=1,…, n, for L SNPs with Gil indicating the number of minor alleles at locus l for individual i 
( }2,1,0{∈ilG ) and the genotype probabilities ),,( )( 2,)( 1,)( 0,)( lGlGlGlG ππππ = . The observed 
genotypes derived in the laboratory and potentially subject to genotype error, are denoted as 
G*i = (G*i1,…,G*iL) at L loci with *)*,*,(* )( 2,
)(
1,
)(
0,
)( l
G
l
G
l
G
l
G ππππ = , which can be estimated by 
observed genotype frequencies.  
An allele-independent error model for the genotype misclassification is applied here, since it 
is the most parsimonious model without loosing too much information. The probability of 
misclassifying the major allele A as the minor allele a equals the probability of misclassifying 
the minor allele as the major, ε=→=→ )()( AaPaAP . Values of 0.005 and 0.01 are 
applied for ε. Note, that ε was chosen slightly higher than the parameter estimated in the 
second chapter of this work (ε = 0.000997, section 2.2.3). This estimated misclassification 
parameter can only approximate the error induced by the genotyping process itself but cannot 
account for errors from other sources. Therefore, ε-values of 0.005 and 0.01 should be in the 
ballpark of error rates expected if nowadays state-of-the-art genotyping methods are used. 
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As in 3.1, the transition Him → Cim * from the true to the most likely haplotype forms a  
classical 3x3 misclassification problem which can be described by the misclassification 
matrix 2,1,0,
)()( )( ==Π lkmklm π , that is the matrix of the misclassification probabilities 
)|*()( lHkCP imim
m
kl ===π , 2,1,0, =lk . Since 1)(2)(1)(0 =++ mlmlml πππ  for 2,1,0=l , the 
misclassification matrix involves 6 unknown parameters. 
In the case of no genotype error, the subjects truly having two copies of a haplotype (true 
homozygous) can always be reconstructed correctly from the genotypes, as the genotypes are 
then homozygous at all loci, and thus )(02
mπ  and )(12mπ  equal zero.  Also, when the reconstructed 
haplotype pair for a subject involves two copies of the same haplotype (observed 
homozygous), this implies homozygous genotypes at all loci und thus unambiguous 
reconstruction. Hence, )(20
mπ  and )(21mπ  equal zero. In this case, the misclassification problem 
reduces to two unknown parameters )(00
mπ  and )(01mπ  with )(01)(00)(11 1 mmm πππ −−= . This can be 
reparameterized for the sensitivity and the specificity as in Table 10.  
The misclassification problem H→C* also involves the genotype error G→G* (see Figure 8). 
Haplotypes, that would have been unambiguous through statistical reconstruction alone are 
now also subject to error due to the genotype error and )(02
mπ , )(12mπ , )(20mπ  and )(21mπ  may 
deviate from zero leaving 6 parameters for misclassification estimation. The sensitivity and 
specificity can then be determined from the misclassification probabilities as 
)(
2
)(
1
)(
2
)(
22
)(
1
)(
21
)(
2
)(
12
)(
1
)(
11
mm
mmmmmmmm
mSn ππ
ππππππππ
+
+++=  and )(00mmSp π= . 
If a dominant genetic effect model is assumed, the 3x3-misclassification matrix is reduced to 
a 2x2 problem and thus, again, completely determined by sensitivity and specificity, even if 
genotype error is involved.  
 
4.1.2. Approximating the haplotype misclassification matrix via 
resampling 
The estimated probabilities of the haplotypes, ),...,( 1 Mfff = , are assumed to be the true 
haplotype probabilities and set as input parameters.  This approach is suitable, since  
haplotype specific discrepancies have been shown to be very small (section 3.2.1). For each 
simulation run, 1000 haplotypes were randomly drawn given the haplotype probability 
distribution. Two haplotypes are randomly assigned to each of 500 subjects assuming random 
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mating (Hardy-Weinberg equilibrium). From these true haplotypes of each subject, genotypes 
were deduced. The genotypes were then subject to genotype error with error size ε =0%, 0.5% 
and 1% for each allele, which implies that a subject with a true homozygous genotype at one 
SNP is assigned a heterozygous genotype with probability )1(2 εε −  and a homozygous 
genotype of the other allele with probability 2ε .  From these observed error-prone genotypes, 
haplotypes were then reconstructed using the EM algorithm as implemented in SAS proc 
haplotype.  The reconstructed haplotypes were compared with the true haplotypes using the 
error measures sensitivity, specificity, misclassification probabilities and discrepancies. For 
100 simulations, the mean and the standard deviation of the error measures were computed.  
Note, that error measures derived by this approach can only approximate the expected error, 
since there are no repeated measurements as well as gold standard methods available to 
estimate haplotype misclassification from combined genotype error and haplotype 
reconstruction (for error estimation methods see 1.3.1).   
 
4.1.3. Simulations to evaluate bias in haplotype association estimates 
and MC-SIMEX performance  
To evaluate the applicability of a method, which corrects for errors on a specific situation, 
simulations have to be conducted. Only in this case, true as well as observed parameters are 
known and can be compared. To assess the performance of the MC-SIMEX in haplotype 
association analysis, normally distributed outcome data for linear regression analysis were 
simulated.  A specific haplotype hR was assumed to be the risk haplotype of interest and all 
other haplotypes were not distinguished and denoted here as h. The true probability of the risk 
haplotype was denoted by 
Rh
f .   
For the dominant model, subjects were randomly assigned the wildtype haplotype-pair (“h/h”) 
with probability 2)1(
Rh
f− and an outcome variable from ),0( 2σN . For subjects with at least 
one copy of the risk haplotype (“hR/h” or “hR/hR”) the outcome variable was randomly drawn 
from ),( 2σβ domN . For the additive model, subjects were assigned the “h/h” haplotype with 
probability 2)1(
Rh
f− , the “hR/h”  with probability )1(2 RR hh ff −  and “hR/hR” with probability 
2
Rh
f  and the corresponding outcome variables were drawn from ),0( 2σN , ),( 2σβ addN , or 
),2( 2σβ addN , respectively. Thus, the measure of effect was the difference in the mean value 
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of the outcome for each additional copy of hR  compared to subjects with no copy of hR ( addβ ) 
or the difference between subjects having at least one hR compared to no hR ( domβ ). The 
variance of the outcome, 2σ , was assumed to be equal for all subjects and set to 0.4 to mimic 
the variance of adiponectin plasma level in the real data example. Different scenarios were 
applied: addβ  and domβ  were set to 0.5 or 0.05; Rhf of 0.15 and 0.3 was used. Based on the 
assigned true haplotypes for each subject, Him, and the given misclassification probabilities, 
observed haplotypes, Him, were derived. Two different misclassification schemes were used, 
depicting a rather low (Πlow) as well as a high misclassification (Πhigh): 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=Π
89.000
1.09.0025.0
01.01.0975.0
low  and ⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=Π
6.001.0001.0
3.069.01.0
1.03.0899.0
high  
The dimension of both misclassification matrices was based on ranges of misclassification 
matrices estimated in a real data example (Table 14). 
The most probable number of haplotypes Cim* were coded as Dummy-variables and thus, for 
each haplotype, estimates are obtained for the heterozygous (Cim*=1: 1β ) as well as 
homozygous rare haplotype pair (Cim*=2: 2β ) comparing “hR/h” with “h/h” or “hR/hR” with 
“h/h”. Assuming the dominant model, only one parameter is estimated, so that 1ˆ >== ββ dom . 
For each of the 200 performed simulations with 1000 subjects each, the effect estimate was 
computed ignoring the error in the haplotypes (naive estimate) as well as the SIMEX 
corrected effect estimates applying a linear, quadratic and log-linear function for 
extrapolation. Mean and standard deviation (for simulation precision) of estimates were 
derived as well as the 95% coverage, which describes the proportion of 95% confidence 
intervals that contain the true effect. 
 
4.1.4. Correction of association from APM1 haplotypes on adiponectin 
As in the part on genotyping error (chapter 2), genotype data from APM1 gene (section 1.2.6) 
are used for a realistic data example. Haplotypes were reconstructed based on the 15 selected 
haplotype tagging SNPs [Heid et al., 2006] via the EM algorithm (SAS proc haplotype). The 
corresponding estimated haplotype frequencies were then used to approximate different error 
measures and misclassification matrices for each haplotype as described above (4.1.2). Linear 
regression estimates were first computed ignoring the error in the haplotypes (naive estimates) 
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as well as MC-SIMEX corrected estimates with the log-linear extrapolation function using the 
approximated misclassification matrices. For haplotype association, the linear model was 
computed on log(adiponectin+1) and adjusted for age, sex, body-mass index (BMI) and all 
other haplotypes with the most frequent one as reference (H22, frequency=0.124). Since 
APM1-haplotypes are rather rare, subjects homozygous for one haplotype were coded in the 
same group as subjects having one copy of this very haplotype, which corresponds to a 
dominant model, yielding one coefficient β. Only for haplotypes with more than 10 
homozygous subjects, additional estimates were obtained separately for one copy ( 1β ) as well 
as two copies ( 2β ) of this haplotype. Effects based on the expected values of haplotypes H* 
( *Hβ ) were also derived for these haplotypes, implying the assumption of additivity, which is 
known as haplotype trend regression [Zaykin et al., 2002]. The misclassification probabilities 
for this problem were derived by the simulations described above assuming a genotype error 
of 0% (pure reconstruction error), 0.5% and 1%. 
  
4.2. Results 
4.2.1. Quantification of the Haplotype misclassification problem  
4.2.1.1. Estimated misclassification matrix for haplotype misclassification 
In order to describe the error in the haplotypes from genotyping error and haplotype 
reconstruction combined, haplotype misclassification probabilities were derived for a specific 
SNP data set. Haplotype frequencies and the genotype error were given via the simulations 
exemplified on the APM1 data. Table 14 (and Appendix A.3.) depicts the haplotype 
misclassification matrices without and with genotype error, for a selection of three APM1 
haplotypes. It can be seen that 02π , 12π , 20π  and 21π  are zero in the case of no genotype 
error, as already stated in the methods section. When adding a genotype error with ε= 0.5% or 
1%, all misclassification probabilities (for i ≠ j) increase and most of the probabilities 02π , 
12π , 20π  and 21π  deviate from zero. Note, that the influence of the genotype error of 0.5% or 
1% on the overall misclassification on top of the haplotype reconstruction error is partially 
larger than the pure reconstruction error itself (genotype error=0%). 
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Table 14: Misclassification matrices for selected APM1 haplotypes assuming 0, 0.5 and 1% 
genotype error per allele 
 
Genotype Error 
0% 0.5% 1% 
Haplotype H22, Frequency 0.124 
 
  H 
  0 1 2 
0 0.9644 0.0275 0 
1 0.0356 0.9725 0 C* 
2 0 0 1 
 
 
 
  H 
  0 1 2 
0 0.9560 0.0890 0.0025 
1 0.0440 0.9105 0.1275 C* 
2 0 0.0004 0.8700  
 
  H 
  0 1 2 
0 0.9497 0.1394 0.0036 
1 0.0503 0.8599 0.2266 C* 
2 0 0.0007 0.7698  
Haplotype H2, Frequency 0.053 
 
  H 
  0 1 2 
0 0.9947 0.0070 0 
1 0.0053 0.9930 0 C* 
2 0 0 1  
 
  H 
  0 1 2 
0 0.9944 0.0852 0 
1 0.0056 0.9148 0.0934 C* 
2 0 0 0.9066 
 
 
 
  H 
  0 1 2 
0 0.9941 0.1672 0 
1 0.0059 0.8328 0.1833 C* 
2 0 0 0.8167  
Haplotype H12, Frequency 0.023 
 
  H 
  0 1 2 
0 0.9947 0.1030 0 
1 0.0053 0.8970 0 C* 
2 0 0 1 
 
 
 
  H 
  0 1 2 
0 0.9936 0.2096 0 
1 0.0064 0.79 0.2586 C* 
2 0 0.0004 0.7414  
 
  H 
  0 1 2 
0 0.9929 0.2902 0.0345 
1 0.0071 0.7091 0.3276 C* 
2 0 0.0007 0.6379  
 
4.2.1.2. Estimated sensitivity and specificity for haplotype misclassification 
A summary using the sensitivity and specificity is provided by depicting these in Figure 18 
for all APM1 haplotypes illustrating the dependence on haplotype frequencies. The sensitivity 
is high for the common haplotypes and for many rare haplotypes, but is substantially 
decreased down to 50% for some rare haplotypes (Figure 18 a). It can further be seen that the 
genotype error adds to a decrease of the sensitivity in a rather “parallel” fashion, that is rather 
independent from the haplotype frequency. The sensitivity is down to 40% for some 
haplotypes with a genotype error of 1%. The specificity is reduced for the common 
haplotypes, but is 100% for most of the rare haplotypes (Figure 18 b). It also decreases with 
added genotype error but never below 95%. 
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 (a) 
 
(b) 
 
Figure 18: Dependency of sensitivity (panel a) and specificity (panel b) on haplotype 
frequency from APM1 gene haplotypes for 0, 0.5 and 1% genotype error.  
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The overall error rate of reconstructed haplotypes increases from 0.0667 in the case of no 
genotype error to 0.2015 and 0.3136 in the case of 0.5 or 1% genotype error, respectively, 
again illustrating the substantial influence from genotype error as compared to pure haplotype 
reconstruction error. The overall discrepancy, however, is rather small, but also increases for 
increasing genotype error: 0.0199 for 0%, 0.0738 for 0.5% and 0.1253 for 1% genotype error.  
Figure 19 depicts the haplotype-specific discrepancy again sorted for the haplotype 
frequencies. It can be seen that the discrepancy per SNP is small throughout: it does not 
exceed 0.001 in the case of no genotype error and reaches its maximum at 0.006 for 1% 
genotype error. 
It should be noted that haplotype reconstruction error and genotype error not only evoke 
wrongly assigned haplotypes, which is grasped by the misclassification matrix, but they also 
“create” new haplotypes. Primarily in the case of genotype error, haplotypes are obtained 
from reconstruction, that are not present in reality. The percentage of wrongly created 
haplotypes increased from 0.395% for no genotype error, to 6.30% and 11.50% for 0.5% and 
1% genotype error, respectively. The frequencies of these wrongly created haplotypes, 
however, did not exceed 0.25%.  
 
Figure 19: Dependency of discrepancy Dm on haplotype frequency from APM1 gene 
haplotypes for 0, 0.5 and 1% genotype error.  
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4.2.2. Bias in estimates and performance of MC-SIMEX 
Simulation results of haplotype association analysis showing the bias in the estimate from the 
misclassification as well as the performance of the MC-SIMEX to correct this bias are 
summarized in Table 15. While the estimates of the naive model, which is the usual analysis 
ignoring the misclassification, clearly underestimates the true haplotype effect for all 
dominant models (Table 15 (a)), the MC-SIMEX estimates approximate the true estimate 
very well. For low misclassification (Πlow), all three extrapolation functions show good 
results, having estimates closest to the true model for the quadratic and loglinear function. In 
the case of high misclassification (Πhigh), there is still clear underestimation when using the 
linear extrapolation function for the MC-SIMEX estimator, showing the best results for the 
loglinear extrapolation function. The coverage rate, a measure of how well the type I error is 
preserved, reaches the 95%-threshold, that has been expected, for all true dominant models. In 
almost all cases based on misclassification matrix Πlow, the MC-SIMEX estimators resulting 
from the quadratic or loglinear extrapolation function also reach this threshold; for matrix 
Πhigh, the coverage is highest for the loglinear function. In this case, the naive model clearly 
deviates from the true model, also with respect to the coverage. Almost the same results could 
be observed for β1 and β2 of the additive model (Table 15 (b)). Due to the smaller number of 
homozygote rare haplotype pairs, the standard deviation of the β2 estimates are higher and 
thus the corresponding coverage. None of the results, if based on a dominant or additive 
genetic effect, depend on haplotype frequency.  
The relative bias, defined as %100*
ˆ
β
ββ −naive , ranges between -9.9 and -12.4 % for Πlow and 
-33.8 and -39.4 % for Πhigh for the dominant model. In the case of an additive model, the 
relative bias for β1 ranges between -8.5 and -10.1 % (Πlow) and -31.0 and -33.1 % (Πhigh). For 
β2 it ranges between -1.2 and -4.7 % (Πlow) and -11.5 and -17.0 % (Πhigh).  
In summary, the absolute deviation from the true estimate is higher for higher effect sizes 
compared to the smaller effect sizes (0.5 vs. 0.05). The relative deviation, however, remains 
about the same with respect to the effect size, but is substantially higher for higher 
misclassification as expected. The MC-SIMEX corrected estimate removes most of the bias 
from haplotype misclassification, especially for the quadratic and loglinear extrapolation 
function. For some cases, though, the mean of the loglinear MC-SIMEX estimate slightly 
overestimates the true estimate, while the quadratic function shows more conservative results.  
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Table 15: Performance of MC-SIMEX in a linear regression analysis for haplotype 
association for a specific risk haplotype hR with given haplotype probabilities and 
misclassification schemes A and B. Linear regression analyses were performed ignoring the 
haplotype error (“naive model”), and accounting for the error fitting a linear, quadratic, or 
loglinear function to the SIMEX-simulated estimates assuming a dominant (Table (a)) and 
additive (Table (b)) genetic model.  
 (a) 
 
Misclassification Matrix Πlow  Misclassification Matrix Πhigh 
Estimator  
Mean( βˆ ) Coverage rate  Mean( βˆ ) Coverage rate 
5.0=domβ ,  4.02 =σ ,  15.0=Rhf  
True model 0.500291 0.950  0.500291 0.950 
Naive Model 0.448636 0.600  0.311041 0.000 
Simex (linear) 0.491278 0.925  0.394515 0.215 
Simex (quad) 0.498974 0.940  0.469148 0.860 
Simex (loglin) 0.500178 0.955  0.499947 0.900 
5.0=domβ ,  4.02 =σ ,  3.0=Rhf  
True model 0.501029 0.965  0.501029 0.965 
Naive Model 0.444911 0.465  0.324843 0.000 
Simex (linear) 0.486050 0.920  0.405588 0.225 
Simex (quad) 0.496692 0.955  0.467759 0.820 
Simex (loglin) 0.494501 0.950  0.488627 0.915 
05.0=domβ ,  4.02 =σ ,  15.0=Rhf  
True model 0.050291 0.950  0.050291 0.950 
Naive Model 0.045312 0.930  0.030478 0.855 
Simex (linear) 0.049565 0.935  0.038807 0.880 
Simex (quad) 0.050526 0.940  0.045819 0.925 
Simex (loglin) 0.050524 0.940  0.050617 0.910 
05.0=domβ ,  4.02 =σ ,  3.0=Rhf  
True model 0.051029 0.965  0.051029 0.965 
Naive Model 0.044715 0.950  0.033794 0.900 
Simex (linear) 0.048905 0.950  0.042219 0.900 
Simex (quad) 0.049712 0.960  0.048225 0.910 
Simex (loglin) 0.049982 0.950  0.051700 0.935 
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(b)  
 
 Misclassification Matrix Πlow  Misclassification Matrix Πhigh 
Estimator 
 Mean( βˆ ) Coverage rate  Mean( βˆ ) Coverage rate 
5.0=addβ ,  4.02 =σ ,  15.0=Rhf  
β1 0.500050 0.940  0.499852 0.930 True model 
β2 1.005247 0.935  0.995633 0.955 
β1 0.449460 0.655  0.334322 0.005 Naive Model 
β2 0.993179 0.945  0.840234 0.510 
β1 0.490812 0.910  0.417977 0.400 Simex (linear) 
β2 1.006970 0.940  0.984643 0.960 
β1 0.497946 0.930  0.480312 0.890 Simex (quad) 
β2 1.010417 0.940  0.992940 0.900 
β1 0.499131 0.925  0.504503 0.900 Simex (loglin) 
β2 1.007353 0.940  1.049798 0.920 
5.0=addβ ,  4.02 =σ ,  3.0=Rhf  
β1 0.499882 0.925  0.498705 0.960 True model 
β2 0.994083 0.980  0.999623 0.965 
β1 0.452785 0.620  0.342696 0.000 Naive Model 
β2 0.951016 0.855  0.829435 0.000 
β1 0.488278 0.910  0.421349 0.000 Simex (linear) 
β2 0.980813 0.960  0.942516 0.260 
β1 0.496652 0.945  0.472260 0.465 Simex (quad) 
β2 0.991524 0.975  0.966305 0.585 
β1 0.494283 0.940  0.487507 0.860 Simex (loglin) 
β2 0.982675 0.965  0.980507 0.900 
05.0=addβ ,  4.02 =σ ,  15.0=Rhf  
β1 0.050050 0.940  0.049852 0.930 True model 
β2 0.105247 0.935  0.095632 0.955 
β1 0.044999 0.930  0.034027 0.880 Naive Model 
β2 0.109134 0.935  0.084642 0.945 
β1 0.049073 0.930  0.042545 0.905 Simex (linear) 
β2 0.110251 0.940  0.098878 0.940 
β1 0.049693 0.925  0.048512 0.925 Simex (quad) 
β2 0.110567 0.940  0.100803 0.925 
β1 0.050071 0.940  0.054005 0.935 Simex (loglin) 
β2 0.110512 0.940  0.108009 0.935 
05.0=addβ ,  4.02 =σ ,  3.0=Rhf  
β1 0.049882 0.925  0.049882 0.925 True model 
β2 0.094083 0.980  0.094083 0.980 
β1 0.045636 0.940  0.034407 0.910 Naive Model 
β2 0.089645 0.970  0.079686 0.965 
β1 0.049268 0.940  0.042218 0.915 Simex (linear) 
β2 0.092564 0.970  0.090419 0.955 
β1 0.050070 0.950  0.046998 0.940 Simex (quad) 
β2 0.094382 0.980  0.094288 0.935 
β1 0.050100 0.945  0.050959 0.960 Simex (loglin) 
β2 0.093045 0.975  0.095271 0.965 
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4.2.3. APM1 data example: MC-SIMEX-corrected haplotype association 
estimates 
Applying the MC-SIMEX to correct the association of the APM1 haplotypes with plasma 
adiponectin concentrations in the SAPHIR study for pure haplotype misclassification from 
reconstruction yielded higher estimates for almost all haplotypes. Also, correcting for the 
genotype error additional to the reconstruction error further increased the resulting estimates. 
Figure 20 summarizes these results. Generally, the absolute correction of estimates, computed 
as the difference between βsimex and βnaive, was larger for higher effect sizes, as already seen in 
the simulations, while the relative bias depended neither on effect size nor on haplotype 
frequency. Correcting only for reconstruction error, the relative bias of the naive estimate with 
respect to the MC-SIMEX corrected estimate was as high as -21%, while it was up to -39% 
and -48% for 0.5 and 1% genotype error, respectively.  
For haplotype H1, for example, with rather high association with plasma adiponectin, βnaive 
was 0.2196 and βsimex,1%= 0.2813 (see Figure 20). As Plasma-Adiponectin entered the linear 
regression model as log(adiponectin+1) to yield a normal distribution, this corresponded to a 
difference of 13.75 μg/dL for women with at least one copy of the H1 haplotype compared to 
women with the reference (no copies of H1) without accounting for the misclassification, 
while the difference was 14.64 for women when accounting for the misclassification 
(assuming 1% genotype error). For men, the difference was 8.76 without and 9.31 with 
accounting for misclassification. This corresponds to an underestimation by 0.89 μg/dL for 
women and 0.55 μg/dL for men, respectively, when misclassification is not accounted for. 
The relative bias was -22%. For a haplotype with rather small association effect, e.g. 
haplotype H11, the absolute underestimation when ignoring the misclassification was 0.019 
for women and 0.012 for men, with a  relative bias of -4.3%. 
Results for a 2df-model depicting the effect for subjects heterozygous (β1) and for subjects 
homozygous (β2) of the respective haplotype compared to the reference are also shown in 
Figure 20. This model was only calculated for haplotypes H16, H26 and H15, where more 
than 10 subjects were homozygous for this haplotype. For comparison, the estimate based on 
the expected value of haplotypes (βH*), was also plotted. If the additivity assumption truly 
held, β2 would be two times β1 and βH* would be a possibility to account only for the error 
from reconstruction. In this data, the additivity assumption doesn’t necessarily hold for 
haplotypes H16 and H15, but could be assumed for haplotype H26. In this case βH* =0.0385 
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underestimates the MC-SIMEX corrected estimate for pure reconstruction error (β1,SIMEX 0% = 
0.0417) only slightly, whereas it deviates slightly more for haplotypes H16 and H15. It is 
obvious for all three haplotypes, that misclassification through genotype error cannot be 
corrected for by simply using the haplotype trend regression estimates βH*. 
 
 
Figure 20: Results for 18 haplotypes from the APM1 gene with frequency>1%: β-Estimators 
for a linear regression model on log(adiponectin +1) adjusted for age, sex and all other 
haplotypes with the most frequent one as reference, assuming no error at all (naive 
estimator), only reconstruction error, and reconstruction with 0.5% and 1% genotype error. 
For the three most frequent haplotypes H16, H26 and H15, estimates are given for one ( 1β ) 
and two copies of each haplotype ( 2β ),  as well as based on the expected number of 
haplotypes ( *Hβ ). For all other haplotypes, 1β  is the effect for having at least one copy of the 
haplotype. 
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5. Discussion 
5.1. Summary of main results 
It was the objective of this work to quantify and characterize the misclassification of genetic 
variants and its impact on genetic association studies. The first part addressed the 
misclassification in genotypes that results from the genotyping process as it can be expected 
for genetic association analysis in the most general form. Biologically reasonable error 
models were considered to find the most parsimonious model describing the misclassification 
problem without loosing information. To address this objective, a representative set of 
routinely duplicate genotyped SNPs has been selected. Evaluation of genotyping 
misclassification probabilities resulted in estimates of 0.001 and below.  
The data suggested the allelic drop out model to fit best among the considered 
misclassification models. The symmetric model was found to fit reasonably well while being 
at the same time more parsimonious. Furthermore, evidence was provided against further 
restrictions.  
The bias of such a genotype misclassification, as shown in a re-analysis of the association of 
SNPs of the APM1 gene on plasma adiponectin concentrations by applying the MC-SIMEX 
method to correct for misclassification, was up to 15% under an extreme genotype error 
setting, but almost non-existing for the estimated und thus more realistic size of genotyping 
error. 
The second objective concerned the amount and structure of uncertainties in haplotypes 
induced by statistical reconstruction.  A classification of the various error measures was 
provided.  Sensitivity and specificity, well-known measures from other areas of biomedical 
research, were introduced to the context of haplotypes and an analytical computational 
approach was presented.  The quantity of the various error measures and their dependencies 
upon haplotype frequencies were illustrated in a systematic way, including minor allele 
frequency, correlation, number of loci, and ambiguity fraction. The results emphasize the 
dependence of the haplotype reconstruction error on the specific situation and the importance 
of haplotype-specific error measures. 
Finally, the combined impact of genotyping error and haplotype reconstruction error on 
haplotype association estimates was of interest. The simulations to quantify haplotype 
misclassification including potential genotype error showed substantial misclassification for 
some haplotypes by pure reconstruction error and aggravation by a genotype error of 0.5% to 
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1%, that might be in a realistic degree.  For haplotype association analysis, simulations were 
performed showing a bias of up to 40% for high misclassification, and still 12% for small 
misclassification in the naïve model ignoring this misclassification. The MC-SIMEX 
corrected estimates were shown to be very close to the true effects with coverage rates 
reaching the 95%-threshold. Within the real data example on APM1, MC-SIMEX corrected 
estimates yielded higher estimates for almost all haplotypes and slightly extended confidence 
intervals. In this work, the MC-SIMEX approach was introduced to genotype and haplotype 
association analysis for the first time to correct for misclassification. 
 
5.2. Quantification of misclassification 
5.2.1. Misclassification of SNP genotypes 
So far, the genotyping error was never before estimated in a set of representative 
epidemiological samples as it is encountered in routine association analyses. To obtain an 
estimate of the genotyping error in the epidemiological praxis, a sufficiently large data set 
with routinely performed repeated genotypes had to be collected, which presented a great 
challenge. Assumptions or restrictions to the error model had to be made to obtain an 
identifiable 3x3 genotype misclassification problem with double genotypes. Methods 
requiring more than two genotype repetitions could not be applied due to adaption on routine 
epidemiological data. Furthermore, it was one of the main objectives to estimate an 
unrestricted error model that is as general as possible. Restrictions to the error model would 
also have omitted the possibility to explore the misclassification model fit. Therefore, the 
same misclassification for all SNPs was assumed. This assumption was supported by the data 
as the discordance did not depend upon the MAF (see Figure 10b). This assumption is also 
practical when the interest lies in the overall error in the genotypes across a full set of SNPs 
rather than in the error of a specific SNP. It also enabled the estimation of the genotyping 
error under the most general error model without any restrictions, while the literature covers 
rather restricted error models. The error models that were discussed so far in the literature and 
that were primarily used for simulations, are summarized in Table 16.  
The results of this investigation suggested the allelic drop-out model as appropriate. The 
symmetrical model was also shown to fit reasonably well while being at the same time more 
parsimonious involving three instead of six parameters, and provided evidence against further 
restrictions. It should be noted that estimation of all 6 parameters was not as robust as 
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desirable when excluding observations, which is most likely due to the very small size of the 
error giving rise to only 210 discordant genotype pairs despite the large sample size. 
Nevertheless, the fact that there were discordant pairs with both opposite homozygous 
genotypes suggests that the “zero corner model” is not appropriate. The allele-independent 
model, which is most widely applied in the literature so far, can be considered as most 
appealing for all practical purposes due to its simplicity, its allowing for “non-zero corners”, 
and the robustness of estimates. Although this model was not supported in this investigation, 
in cases of very small genotype error as it was detected in this data, the particular choice of a 
specific error model is not a concern. 
Overall, very small misclassification probabilities were found. This investigation thus 
underscores the validity of SNP genotypes under situations comparable to this study and may 
in fact explain – to some extent – the success of SNP association studies. It should be noted, 
however, that such a small error cannot be expected when relaxing quality control procedures 
or when using a less established new genotyping technology such as genome-wide SNP chips. 
 
5.2.2. Misclassification due to haplotype reconstruction error 
The simulations on haplotype uncertainty due to haplotype reconstruction alone resulted in 
the following: The discrepancies between the observed and true haplotype frequencies were 
observed to be less than 0.005, which supports the observation of Fallin and Schork [Fallin 
and Schork, 2000], who also described a small discrepancy. However, the observation of 
small discrepancies can not be transferred to individuals’ haplotype error, for example the 
error rate.  
The overall error rate is the most reported error measure [Adkins, 2004;Niu et al., 
2002;Stephens et al., 2001;Stephens and Donnelly, 2003;Xu et al., 2004] . It depends heavily 
upon the specific setting: The error rate was generally increasing with increasing number of 
loci, increasing minor allele frequency, decreasing correlation between the alleles, and 
increasing ambiguity fraction.  While the error rate was small in some real data examples (e.g. 
IL-18, INS with error rate <1%), it was substantial in others (CAPN10, TNFA with error rate 
up to 12%).  The error rate is useful to provide a general picture of haplotype error for a gene. 
However, an investigator is usually interested in a specific risk haplotype and in how to 
interpret this haplotype’s association estimate. Then the question arises whether this specific 
haplotype is reconstructed with great error, and the error rate averaging across all haplotypes 
is not of much help.  
  
Table 16: Overview of genotype misclassification models and estimated error size in the literature 
Error model Description Parameterization Literature Reference Estimated error size  
“General” No Restrictions 
ijπ  = P(observed genotype = 
i | true genotype = j ), 
i,j=0,1,2 
[Hao and Wang, 2004;Kang et al., 2004b;Moskvina 
and Schmidt, 2006] 
- 
“Allelic drop 
out” 
One allele signal vanishes beneath 
white noise and thus 
P(hom→het)>P(het→hom); 
1001 ππ >  and 1221 ππ >  [Mitchell et al., 2003;Morris and Kaplan, 2004] - 
“Zero corner” Hom major* never misclassified as 
hom minor and vice versa 
020 =π , 002 =π  [Morris and Kaplan, 2004] 
 
- 
“Symmetrical” Misclassification does not differ for 
hom major or hom minor 1210
ππ = , 2101 ππ =  and 
0220 ππ =  
-  - 
“Hom-het” Zero corner and symmetry as 
described above 
P(hom→het)=:ν,  
P(het→hom)=:μ   
$ 
[Gordon et al., 2002;Leal, 2005;Seaman and Holmans, 
2005] 
- 
“Directed 
error” 
Error described per allele P(A→a)= :μ,  
P(a→A)=:ν 
& 
[Akey et al., 2001b;Gordon et al., 2002;Gordon and 
Ott, 2001;Leal, 2005;Moskvina and Schmidt, 
2006;Ritchie et al., 2003;Zou et al., 2003] 
- 
“Allele-
independent” 
(also 
“Stochastic 
error”) 
Error described per allele, assumed 
as independent from allele 
Special case of symmetrical model; 
related to zero corner model, if e is 
small as then e² is close to zero.  
P(A→a)=P(a→A):=ε  
(see also Table 1c) 
[Akey et al., 2001b;Becker et al., 2006;Govindarajulu 
et al., 2006;Hao and Wang, 2004;Kirk and Cardon, 
2002;Moskvina and Schmidt, 2006;Wong et al., 2004] 
ε = 0.0074 [Wong et al., 
2004] one study with 
1027 subjects genotyped 
twice to estimate error 
“Uniform 
error” 
Uniform  misclassification 
probabilities ij
π  = e for i ≠ j, i,j=0,1,2 [Cox and Kraft, 2006;Kang et al., 2004b;Lincoln and 
Lander, 1992;Liu et al., 2006;Mitchell et al., 2003;Rice 
and Holmans, 2003;Sobel et al., 2002] 
e = 0.014 from repeated 
typing [Lincoln and 
Lander, 1992] 
* Hom minor and hom major: short cut for homozygous of the minor or major allele, respectively. 
$ P(hom→het): the transition probability for true homozygous genotype (no matter if minor or major) misclassified as heterozygous, P(het→hom) vice versa.  
& P(A→a): the transition probability for true major allele A misclassified as the minor allele a, P(a→A) vice versa 
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A known haplotype-specific measure for haplotype reconstruction error is Rm2, which 
indicates the proportion of haplotype variance explained by the genotypes.  It captures the 
haplotype-specific error Hm→Hm*, which is the error from using the individual’s expected 
instead of the true number of copies of a haplotype. This is a very complex error model, as it 
moves from the discrete space }2,1,0{  to the continuous space [0,2] with the distribution of 
Hm* being three-modal at 0,1, and 2. This error measure can only be applied when using the 
expected number of haplotypes Hm* as explaining variables in the haplotype association 
analysis.  
An alternative is a haplotype-specific measure for the error Hm→Cm*, that is the error from 
using the individual’s most likely number of copies of the haplotype instead of the true 
number of copies.  This is an error model from the discrete space }2,1,0{  into the discrete 
space }2,1,0{  and thus a classical misclassification problem, which is represented by the 3x3 
misclassification matrix. This is very appealing as the full concept of misclassification is then 
available. When the misclassification matrix is known, methods are available to account for 
the error, e.g. by means of the matrix method [Morrissey and Spiegelman, 1999] or the MC-
SIMEX [Kuchenhoff et al., 2006]. 
As new notions of haplotype-specific error measures, the sensitivity and the specificity were 
introduced into the context of haplotypes. Both measures complement the R² parameter and 
differentiate between two reasons for haplotype reconstruction error:  
Firstly, the specificity is an issue for common haplotypes: If the specificity is reduced, it is 
reduced rather for a common haplotype (Figure 16 and Figure 17). This is plausible due to the 
fact that if any haplotype is misclassified, it is rather misclassified as a common haplotype by 
pure chance. Therefore, a common haplotype is more likely falsely assigned than a rare 
haplotype.  
Secondly, the sensitivity is an issue for rare haplotypes: If the sensitivity is reduced, it is 
reduced more likely for a rare haplotype. For example, the rather low sensitivity of the 
haplotype 101 of MCP1 (Figure 16) was due to the fact, that this haplotype most likely paired 
with the most common haplotype 000 given Hardy-Weinberg equilibrium (haplotype pair 
101/000) and that the alternative haplotype pair 001/100 contained two rather frequent 
haplotypes (001 and 100 with frequencies 5.4% and 17.5%). Thus, the haplotype pair 101/000 
would often be falsely reconstructed as 001/100.  Generally speaking, the haplotype pair 
containing a rare haplotype - and thus the rare haplotype itself - is more likely falsely 
classified. On the other side, there are also rare haplotypes that are perfectly reconstructed, 
which occurs when there is no likely alternative haplotype pair. For example, the haplotype 
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0010101 of CAPN10 (Figure 17) showed almost 100% sensitivity: Besides the haplotype pair 
consisting of this rare haplotype and the most common haplotype, 0010101/0000000, an 
alternative would have been 0010001/0000100 or 0010000/0000101. However, for both 
alternatives, either of the two haplotypes did not exist with frequency >1%. Thus the 
probability of such a pair was negligible, the pair 0010101/0000000 was assigned with great 
certainty, and the rare haplotype 0010101 was therefore very well reconstructed.   
Sensitivity and specificity were also shown to completely describe the misclassification 
matrix (Table 10) and thus provide the prerequisite for methods accounting for 
misclassification. 
The quantity of reconstruction error is hard to predict intuitively as the reconstruction depends 
on the full constellation of the other haplotypes. To better judge whether the haplotype 
association estimate is biased due to substantial reconstruction error, looking at the haplotype-
specific error measures would greatly enhance the knowledge about the reliability of 
haplotypes and respective association estimates.  Therefore, a graphical tool was developed to 
comprehensively display the haplotype-specific error measures Rm2, sensitivity or specificity 
(see Appendix).   
The analytical derivations of error rate, sensitivity and specificity complement the 
computational formula of Rm2 [Stram et al., 2003b]. The simulations validated the analytical 
approach also comparing EM- versus PHASE-reconstruction. It should be noted that the error 
measures in the simulations included the sampling error and were thus slightly higher than the 
analytically derived measures, but the difference was not substantial due to sufficient sample 
size. Comparing EM- with the PHASE-reconstruction, both methods were found to work 
equally well when applying real data scenarios. The abstract scenarios, while being useful to 
make extreme examples and to understand mechanisms, included situations such as the no-
LD scenario under which no haplotypes should be reconstructed in the first place. 
 
5.2.3. Misclassification due to genotyping error and haplotype 
reconstruction error combined 
To enable the application of misclassification correction methods such as the MC-SIMEX on 
haplotype association, the matrix of misclassification probabilities has to be known or 
estimated, for example with the resampling approach presented in this work. With sensitivity 
and specificity, the full misclassification matrix is determined for dichotomous variables, e.g. 
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when assuming a dominant or recessive effect on haplotypes. Sensitivity and specificity are 
also sufficient to describe the misclassification matrix, if only pure reconstruction error (i.e. 
no genotype error) applies. It is easily seen, that genotype error adds to these corners of the 
misclassification matrix. Thus, the misclassification matrix was extended to a full 3x3-matrix 
for model-free inheritance and/or genotype error. A simulation approach was proposed to 
estimate misclassification probabilities, sensitivity and specificity. This approach was 
exemplified for a real data set of the APM1 gene with complex haplotype structure. Double 
sampling or molecular haplotyping might be an alternative to assess haplotype 
misclassification probabilities. Levenstien et al. [Levenstien et al., 2006] presented a method 
which uses molecular haplotypes on a subset of individuals to estimate haplotype 
misclassification and account the Likelihood Ratio test for it in the setting of case-control 
studies. However, due to the absence of high throughput procedures for molecular 
haplotyping, this method is too time- and money-consuming to be a practical approach. 
Furthermore, even laboratorily assessed haplotypes are subject to error.  Thus, due to the lack 
of a gold-standard procedure, an estimation of expected haplotype misclassification was 
provided based on the frequencies of observed haplotypes and assumed genotype error rate. 
Since haplotype specific discrepancies were found to be very small throughout, this approach 
seemed to be suitable. The exact calculation of haplotype misclassification matrices isn’t 
possible anyway, since it always involves genotyping error, which has to be assumed or 
derived from other studies. Here, genotype error was assumed to be allele-independent, since 
it has been shown to be the most robust while being the most parsimonious model.  
Genotype error added to the misclassification from statistical haplotype reconstruction rather 
independently from haplotype frequency. In contrast, haplotype reconstruction error alone 
was previously shown to depend upon haplotype frequency. The observed dimension of 
misclassification can be a problem, when specific individuals are to be picked based on their 
haplotypes for further follow-up, for example for further investigations or in-depth studies. 
Thus, deriving the potential of the respective haplotype to imply misclassification can be an 
intriguing tool to ascertain that the correct subjects are picked for these expensive studies.  
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5.3. Impact of misclassification on genetic association 
5.3.1. Impact of genotype misclassification on association estimates 
To investigate the impact of SNP genotype misclassification on association estimates, the 
association of 13 APM1 gene SNPs on plasma adiponectin levels was reanalyzed applying the 
MC-SIMEX correction method. The results pinpointed only marginal bias on association 
estimates induced by an error as estimated by the repeated genotype data. However, it was 
illustrated that increased genotype error would decrease association estimates. The extreme 
genotyping error scenario showed a change of estimates after correction of up to 15% 
indicating that relaxed quality control or less established genotyping methods would imply 
substantial impact. The change in the estimate was away from the null, thus correcting for the 
bias towards the null in the uncorrected estimate, which is according to the statistical theory 
[Carroll et al., 2006]. In such cases of high genotyping errors, the MC-SIMEX approach can 
effectively remove this bias induced by this misclassification. As the MC-SIMEX can handle 
a wide range of error and association models also for this trichotomous variable situation and 
allows adjustment for other covariates, it can be recommended for utilization in future genetic 
association studies. It should be noted, though, that in cases with extremely low error rate, as 
observed in the duplicate genotype data presented in this study, methods such as the MC-
SIMEX are probably not needed.    
 
5.3.2. Impact of haplotype misclassification on association estimates 
Since haplotype reconstruction always involves SNP genotypes that are potentially error-
prone, the evaluation of haplotype misclassification impact on association estimates should 
always include potential genotype error.  
The performance of the MC-SIMEX method on haplotype association analyses was estimated 
using full 3x3 misclassification matrices.  Error-afflicted haplotypes with one risk haplotype 
were simulated given a certain parameter β on a normally distributed outcome variable. A 
bias of up to 40% for high misclassification and still 12% for small misclassification in the 
naïve model ignoring misclassification indicate that haplotype misclassification shouldn’t be 
ignored in haplotype association analysis. This amount of bias is slightly higher than the 
maximum bias of -5.8%-32.3% for different haplotype blocks that have been found in 
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Govindarajulu et al. [Govindarajulu et al., 2006], accounting for 1% genotyping error. 
However, there was no reconstruction error assumed in their findings. 
MC-SIMEX corrected estimates, especially using the loglinear extrapolation, were very close 
to the true effect with coverage rates reaching the 95%-threshold Thus, the MC-SIMEX has 
been shown to correct the bias that is involved with haplotype error very well.  
To further show the impact of haplotype misclassification on realistic association estimates,  
the MC-SIMEX correction has been used on an association example on APM1 gene with 
adiponectin plasma levels. The influence of the genotype error, accumulating across the 
number of SNPs, on the overall misclassification on APM1 haplotypes was larger than the 
pure haplotype reconstruction error. Thus, haplotype reconstruction error alone affected 
association estimates only slightly. It has to be noted, that association analysis was only 
conducted for haplotypes with a frequency higher than 1%. Large declines in sensitivity by 
reconstruction error alone could only be observed for very rare haplotypes (Figure 18). Due to 
their rare occurrence, however, these badly reconstructed haplotypes shouldn’t play a major 
role in haplotype association analysis.  
Altogether, MC-SIMEX corrected estimates were higher for almost all haplotypes and 
confidence intervals were slightly extended. Slightly corrected estimates towards the null 
occurred only in the case of very small haplotype effects (e.g. H24 and H17) and might thus 
be due to adjustment by all other haplotypes. For all other haplotypes, comparing the SIMEX-
corrected estimates to the naive estimates, there was a bias towards the null of up to almost     
-50%. For adiponectin, an underestimation by 0.89, as it was observed for haplotype H1, is 
already clinically relevant. However, if staying in the range of genotype error that might be 
expected for good genotyping laboratories, say 0.5% or even lower, the impact seems to be 
rather low and of minor relevance to the data presented here. This finding stresses the 
importance for high genotyping quality.  
 
5.4. Strengths and limitations of this investigation 
5.4.1. Issues regarding genotype misclassification  
This investigation was based on the collection of a large representative set of epidemiological 
studies with double genotype data as it is encountered in the genetic epidemiological practice. 
This sample was not an experimental data set and laboratory personnel were not aware of this 
project at the time of genotyping. That is, misclassification probabilities estimated from this 
5. Discussion 
 
89 
 
routine epidemiological data are expected to be the same as encountered in data sets used for 
analysis with sufficient quality control, which revealed as a great strength of this 
investigation.    
Furthermore, the approach can be applied in routine association analyses: After estimating 
genotyping from routinely performed double genotypes, the MC-SIMEX can be applied for 
most analyses models such as linear and logistic regression allowing for all kind of 
adjustment, all genetic effect models and most misclassification models. It was a further 
strength of this approach that an unrestricted error model could be applied, which was not 
reported previously.  
It must be considered a limitation of this study, that double genotyping by the same 
genotyping method using the same DNA and aliquots does not enable to grasp all error 
sources. Furthermore, mismatch of DNA to subjects will be undetected. Thus, conclusions 
can only be made about some aspects of the genotyping error. Furthermore, the genotype 
model and association analyses was based on categorized genotypes instead of genotype 
probability scores, which is more sophisticated from a statistical methodological perspective. 
However, routine genetic association analyses in a candidate gene approach currently use the 
genotype categories and the epidemiological practice was the focus here. Finally, the impact 
of differential error has not been evaluated  [Moskvina et al., 2006]. Thus, the conclusions 
about the high validity of SNP genotype association results can neither be transferred to 
differential error in case-control studies nor to more complex genetic variants such as 
microsatellite markers implying a higher dimensional misclassification problem and a more 
error-prone technology.  
 
5.4.2. Issues regarding haplotype misclassification  
The classification and systematic investigation of error measures is a useful guidance for 
researchers interested in haplotypes and haplotype association estimates. This was 
strengthened by applying both analytical and simulation approaches for numerous scenarios, 
by exemplifying the measures to real data, and by utilizing the two basic and commonly used 
reconstruction methods, the EM algorithm and PHASE. Finally, this is the first work 
investigating the sensitivity and specificity of haplotype reconstruction and illustrating their 
impact on haplotype association analyses.  
It might be considered a limitation that reconstructed haplotype frequencies from real 
data were used as “true” haplotype frequencies for the real data scenarios.  However, this is 
5. Discussion 
 
90 
 
an excellent procedure to yield near-realistic haplotype distributions. The discrepancy was 
rather small. Therefore, reconstructed haplotype frequencies could be assumed to approximate 
the true frequencies fairly well. Due to the lack of a gold-standard, the expected haplotype 
misclassification can only be estimated based on the frequencies of observed haplotypes. 
Levenstien at al. [Levenstien et al., 2006] presented a method which uses molecular 
haplotypes on a subset of individuals to estimate haplotype misclassification and account the 
Likelihood Ratio test for it in the setting of case-control studies. However, due to the absence 
of high throughput procedures for molecular haplotyping, this method is too time- and 
money-consuming in most cases. Furthermore, even laboratorily assessed haplotypes are 
subject to error and can thus also not be taken as a gold-standard procedure.  
Simulations were restricted to haplotypes across 2 to 7 loci, while in practice there are up to 
20 loci.  The restriction was made for the sake of limiting the complexity hypothesizing that 
the general findings can be transferred to longer haplotypes. Finally,  Hardy-Weinberg 
equilibrium (HWE) was assumed for the haplotype pairs and this investigation did not 
evaluate the impact of violation of this assumption as other work has already focused on this 
issue (e.g. [Niu et al., 2002]).  
Errors in individually assigned haplotypes can be presented by two different concepts: Firstly 
comparing the true number of copies of individuals’ haplotypes (H) with the expected number 
of copies (E(H|G*)), which is an error model from the discrete trichotomous space }2,1,0{  to 
the continuous space [0,2] and secondly, comparing the most likely haplotypes (“best guess 
haplotypes”, C*) with the true haplotypes, which is a classical 3x3 misclassification problem 
H→C*. The former one has the advantage to implicitly correct for haplotype reconstruction 
error [Mensah et al., 2007]. Since numerous methods have been developed to simultaneously 
estimate haplotype probabilities together with association estimates, this argument seems to 
have a big relevance. These methods do not infer individual haplotypes but use the expected 
values of haplotypes given the observed genotypes in association analysis within a likelihood 
framework [Epstein and Satten, 2003;Lake et al., 2003;Spinka et al., 2005;Zaykin et al., 2002] 
or with estimating equations [Zhao et al., 2003].  
While the uncertainty in haplotype reconstruction error is accounted for in these analyses, 
they do not incorporate genotype error. They are often limited to case-control studies, can not 
incorporate environmental variables or assume additive effects, which is often not the case 
[Heid et al., 2006]. Individually inferred haplotypes, on the contrary, can easily be 
incorporated into generalized linear models (GLM), which provides wide flexibility in the 
modeling of underlying inheritance assumptions, the study type, the type of outcome variable 
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and gene-environment interactions. Due to the ease of computation in each standard statistical 
software, this method is quite popular in practice. Furthermore, if some haplotypes can be 
expected to be inferred correctly or with only small error with respect to sensitivity and 
specificity as in the example of the CAPN10 haplotype mentioned, analyses based on inferred 
haplotypes is unbiased and is more powerful than the analysis based on expected haplotype 
probabilities [Little R.J.A and Rubin D.B., 2002]. 
However, association estimates can be biased substantially, if high haplotype 
misclassification is involved [Kraft et al., 2005;Schaid, 2004]. In these cases, information of 
the misclassification probabilities can be used to correct association estimates (e.g. using the 
MC-SIMEX method [Kuchenhoff et al., 2006]), and still stay in the flexible GLM framework. 
 
5.5. Conclusions and Outlook 
Genotyping error per SNP in a high quality laboratory with experienced personnel and an 
established genotyping method such as MALDI-TOF MS has been found to be small and 
negligible for SNP association studies. The approach to estimate genotyping error based on 
routine duplicate data has been shown to be applicable on general error models without 
parameter restrictions. It can be concluded that the MC-SIMEX method to account for 
genotype misclassification is suitable to SNP association analysis and can be utilized in cases, 
when the error in genotypes is more substantial e.g. for new genotyping technologies.  
Furthermore, a classification and systematic quantification of haplotype reconstruction error 
measures has been provided. In certain situations, error measures like the error rate or 
discrepancy that sum over all haplotypes, are not sufficient to describe the error in certain 
haplotypes. These results underscore the importance of haplotype-specific error measures. 
The concept of sensitivity and specificity that was introduced to the context of haplotypes is 
particularly useful as it is well-known to life sciences researchers and thus easily 
communicated. An analytical computational approach was provided as well as a graphical 
tool for a summary presentation. Sensitivity and specificity can be quantified next to 
haplotype frequencies and haplotype association estimates to provide a sense of certainty into 
the haplotype reconstruction, especially if interest lies in one specific risk haplotype. Then, 
the misclassification matrix is known providing the necessary prerequisite for utilizing 
methods to account for misclassification.  
An extension to a full 3x3 misclassification matrix was provided allowing for the inclusion of 
genotyping error, which can add substantially to the pure reconstruction error.   
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For haplotype association analyses, the MC-SIMEX was presented as an efficient method to 
calculate corrected association estimates, especially in the case of high genotype error.  If a 
small genotype error rate can be assumed, however, the impact on haplotype association 
estimates is rather moderate, which underscores the validity of haplotype association analysis.  
Furthermore, the knowledge of haplotype misclassification size and pattern can also be 
useful to researchers, which are interested in specific haplotype assignments beyond 
association analysis: e.g. haplotype assignments might be used to put up phylogenetic trees or 
to select certain persons for further studies. For these kinds of application, it has been shown, 
that specific haplotype assignments might generally be a concern for rare haplotypes if high 
genotype error can be expected. Therefore, a high quality genotyping, sufficient quality 
control and calculation of misclassification probabilities are necessary steps to minimize 
waste of resources on wrongly assigned haplotypes.  
Since technological developments in genetics evolve rapidly, new kinds of genetic variants 
are currently fostered or will be available for epidemiological research in near future. For 
example, repeated sequences of base pairs can be counted, lining up successively in the 
genome. These variations are called Copy Number Variations (CNV) and are promising 
candidates for epidemiological studies. For such new measurement technologies, the 
quantification of measurement error is an important issue, which has to be taken into account 
in future studies. The perspective to use whole genome sequencing in epidemiological studies, 
which has been performed so far only on very limited samples worldwide, puts the 
measurement error topic on a very large scale.  
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6. Summary 
This work focused on misclassification of genetic variants and its impact on genetic 
association studies. The initial question was, if and in which amount non-replication and 
inconsistency in these studies can be explained by errors in genotypes and reconstruction of 
haplotypes. 
The amount and structure of genotyping errors were estimated via maximum-likelihood 
method based on double genotype measurements. These measurements were derived within 
routine quality control from genetic epidemiological association studies. Thereby it was 
possible to yield realistic error size estimates, as they can be expected in association analyses. 
Genotyping error per SNP in a high quality laboratory using an established genotyping 
method has been found to be small (<0.1%). The data suggested the allelic drop out model to 
be appropriate and to some extent also the symmetric model. The bias due to genotype 
misclassification, as shown in a re-analysis of the association of SNPs of the APM1 gene on 
plasma adiponectin concentrations, was found to be negligible. In other settings, e.g. relaxed 
quality control, genotype error might be higher. Then, a higher bias is expected, which was 
shown to be efficiently corrected with the MC-SIMEX method, a statistical method to correct 
for misclassification within a generalized linear model. 
Regarding the uncertainties in haplotypes induced by statistical reconstruction from 
genotypes, a classification of the various haplotype error measures was provided, introducing 
sensitivity and specificity into the context of haplotypes. Results from simulations and 
analytical derivations emphasized the dependence of the haplotype reconstruction error on the 
specific situation, particularly on minor allele frequency, correlation between SNPs, number 
of loci and ambiguity fraction. Generally, the sensitivity was greatly reduced for some rare 
haplotypes, posing a potential problem of rare haplotypes in association studies.  
Extension to a full 3x3 misclassification matrix, which has not been performed before in other 
methodological studies, allowed the inclusion of genotype errors. It could be shown that 
errors in genotypes add substantially to the pure reconstruction error.   
The impact of haplotype misclassification, induced by a combination of genotype error and 
haplotype reconstruction error, on haplotype association analyses was evaluated in 
simulations as well as in a re-analysis of haplotypes on the APM1 gene. In the case of a high 
genotype error per allele (1% or more), a rather high bias on haplotype association estimates 
was observed, which could be corrected using the MC-SIMEX method. The MC-SIMEX was 
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presented as an efficient method to calculate error-corrected association estimates in 
haplotype association studies.   
Altogether, assuming good quality standards in the laboratory and thus a small genotype error 
rate (<0.5%) as it was estimated in this investigation, the impact on haplotype association 
estimates was rather moderate to negligable. Moreover, calculation of misclassification 
matrices for specific haplotypes additionally assures the correctness of haplotype assignments 
and simplifies the interpretation of association estimates. 
These findings argue that non-replication of genetic association studies are only to a minor 
extent due to errors in genetic variants, if the genotyping process is performed in experienced 
laboratories using established methods with sufficient quality control.  
The multiple testing problem is likely to play the biggest role in the non-replication problem 
of genetic epidemiological studies. 
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7. Zusammenfassung 
Diese Arbeit befasst sich mit Fehlklassifikationen in genetischen Varianten und deren 
Einfluss auf genetische Assoziationsstudien. Ausgangspunkt war die Frage, in welchem 
Umfang nicht replizierbare und inkonstistente Ergebnisse in diesen Studien durch Fehler bei 
der Genotypisierung und der Berechnung von Haplotypen erklärt werden können.  
Aus Doppeltmessungen wurde mit Hilfe eines Maximum-Likelihood-Verfahrens die Größe 
und Struktur des Genotypfehlers geschätzt. Diese Messungen standen aus 
Qualitätskontrollmaßnahmen laufender genetisch epidemiologischer Studien zur Verfügung. 
Dadurch konnte eine realistische Fehlerschätzung erreicht werden, wie sie in 
Assoziationsanalysen zu erwarten ist.  
Der Genotypisierungsfehler pro SNP wurde bei einer etablierten Genotypisierungsmethode 
mit hohen Qualitätsstandards als sehr klein (<0.1%) geschätzt. Das geschätzte Fehlermodell 
entsprach dem allelischen Ausfallsmodell und wurde auch sehr gut durch das symmetrische 
Fehlermodell abgebildet. Bei einer Reanalyse der Assoziation von SNPs des APM1-Gens auf 
Adiponektin-Plasmawerte, zeigte sich nur eine minimale Verzerrung aufgrund der 
geschätzten Genotypfehlklassifikation, die als vernachlässigbar angesehen werden kann. 
Unter gelockerten Qualitätsstandards könnte der Genotypisierungsfehler allerdings höher 
ausfallen. In solchen Situationen wird eine stärkere Verzerrung erwartet. Es konnte allerdings 
gezeigt werden, das diese unter Verwendung der MC-SIMEX Methode, einer statistischen 
Methode zur Korrektur von Fehlklassifikationen, in effizienter Weise korrigiert werden kann. 
Bezüglich der Unsicherheiten in Haplotypen durch die statistische Rekonstruktion 
wurden verschiedene  Fehlermasse untersucht und klassifiziert, u.a. Sensitivität und 
Spezifität, die in diesem Kontext  erstmalig verwendet wurden. Basierend auf Simulationen 
und analytischen Herleitungen wurden Abhängigkeiten des Haplotypfehlers von der 
Allelfrequenz und Anzahl und Korrelation der SNPs gefunden. Im Allgemeinen hat sich 
gezeigt, dass die Sensitivität und damit die Rekonstruktionsgenauigkeit v.a. für seltene 
Haplotypen eher klein war.  
In bisherigen methodischen Analysen wurde die Möglichkeit der Genotypisierungsfehler bei 
der Haplotyprekonstruktion nicht miteinbezogen. In dieser Arbeit wurde die 
Fehlklassifikationsmatrix der Haplotypen dahingehend ausgeweitet. Es konnte gezeigt 
werden, dass Fehler in Genotypen substantiell zum Haplotypfehler beitragen.  
Der Einfluß dieser Haplotypfehlklassifikation aus der Kombination von Genotypfehler und 
Rekonstruktionsfehler auf Assoziationsanalysen wurde in Simulationen und in einer 
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Reanalyse der APM1-Haplotypen untersucht. Im Falle eines hohen Genotypisierungsfehlers 
pro Allel (1% und größer) wurde eine substantielle Verzerrung der Schätzer für Haplotypen 
beobachtet. Mit der MC-SIMEX Methode kann allerdings für diese 
Haplotypfehlklassifikation, wie auch schon bei Genotypen allein, korrigiert werden. Diese 
Methode wurde in dieser Arbeit in den Kontext der genetischen Assoziationsanalyse v.a. 
bezüglich Haplotypen eingeführt und dafür evaluiert. Insgesamt ergibt sich, dass bei guten 
Qualitätsstandards des Labors und damit einem geringen Genotypisierungsfehler (<0.5%) 
eher moderate bis vernachlässigbare Verzerrungen in Haplotypassoziationsanalysen zu 
erwarten sind. Die Berechnung von Haplotypfehlklassifikationsmatrizen kann darüber hinaus 
zur Aussagekraft und Interpretation von Haplotypen und deren Assoziationssschätzer 
beitragen. 
Diese Ergebnisse sprechen dafür, dass die vielen nicht-reproduzierbaren Ergebnisse genetisch 
epidemiologischer Studien eher auf andere Ursachen als auf Fehler in den genetischen 
Varianten zurückzuführen sind.  
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Appendix 
A1 R-Function Sensitivity 
 
##################   Sensitivity   ############################################################################# 
#  
# Function "Sensitivity" calculates Sensitivity, Specificity and Efficiency for each haplotype 
# 
# 
# Input parameter: 
# 
#  haplos: Vector of haplotypes in 1/2-Coding, if code="1/2" (default):  
#    e.g. 2-locus haplotype: haplos=c("11","12","21","22") 
#   or, alternatively: 
#   Matrix of haplotypes in 0/1-Coding, if code="0/1":   
#    column 1: allele of locus 1, column 2: allele of locus 2 etc 
#    row 1: haplotype 1, row 2: haploptype 2 etc. 
#    e.g. 2- locus haplotype: haplos=matrix(c(0,0,1,1,0,1,0,1),ncol=2) 
#      
#  freqs: vector of haplotype frequencies 
#  code: "1/2"(default), if input of haplotypes is a vector in "1/2"-Coding (see haplos) 
#   "0/1", if input of haplotypes is a matrix in "0/1"-Coding (see haplos) 
# 
# Output: 
# 
#  List of length=2 
#   1. component: 
#    Dataframe containing haplotypes (col 1), haplotype frequencies (col 2), sensitivity (col 3),  
#    specificity (col 4) and efficiancy (col 5) 
# 
#   2. component: 
#    Dataframe containing haplotypes (col 1) and probabilities of the misclassificatin matrix: 
#    p11: Prob. that haplotype is truely present and assigned after estimation 
#    p12: Prob. that haplotype is truely present but not assigned after estimation 
#    p21: Prob. that haplotype is truely not present but after estimation 
#    p22: Prob. that haplotype is truely not present and not assigned after estimation 
#    p.1: Prob. that haplotype is assigned after estimation 
#    p.2: Prob. that haplotype is not assigned after estimation 
#    p1.: Prob. that haplotype is truely present 
#    p2.: Prob. that haplotype is truely not present 
# 
# Examples: 
# 
#  Example 1 (code="0/1"): 
# 
#  haplotypes <- matrix(c(0,0,1,1,0,1,0,1),ncol=2) 
#  frequencies <- c(0.4,0.3,0.2,0.1)   
#  Sensitivity(haplotypes,frequencies,"0/1") 
# 
#  Example 2 (code="1/2"): 
# 
#  haplotypes <- c("11","12","21","22") 
#  frequencies <- c(0.4,0.3,0.2,0.1)   
#  Sensitivity(haplotypes,frequencies) 
# 
################################################################################################################# 
 
 
Sensitivity <- function(haplos,freqs,code="1/2") 
{ 
 freqs <- freqs / sum(freqs) #Standardization of sum of haplotype frequencies to 1 
 Leng <- length(freqs) 
 
 if(code=="1/2") 
 { 
  haplo2 <- haplos 
  Loci <- nchar(haplos[1]) 
  haplotypes <- matrix(rep(NA,Leng*Loci),ncol=Loci) 
  for(i in 1:Loci) 
  { 
   haplotypes[,i] <- substring(haplos,i,i) 
  } 
  haplos <- matrix(as.integer(haplotypes),ncol=Loci) - 1 
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 } 
 else 
  haplo2 <- apply(haplos,1,paste,collapse="") 
 
 Loci <- length(haplos[1,]) 
 er.h <- rep(NA,Leng) 
  
 haplos <- t(haplos) 
 genos <- matrix(rep(NA,Leng^2),ncol=Leng) 
 mono.freqs <- matrix(rep(NA,Leng^2),ncol=Leng) 
 
 for(i in 1:Leng) 
 { 
   #genos: matrix with genotypes for each diplotype 
   #e.g. "02" for diplotype 01/01 (0 minor alleles at locus 1, 2 minor alleles at locus 2) 
  genos[i,] <- apply(haplos[,i] + haplos, 2, paste, collapse="") 
 
   #mono.freqs: frequencies of (sorted) diplotypes assuming HWE 
  mono.freqs[i,] <- freqs[i] * freqs 
 } 
  
 genotypes <- sort(unique(genos)) #all present genotypes 
 gen.freqs <- rep(NA,length(genotypes)) 
  
  #gen.freqs: sum of all diplotype-frequencies with the same genotype 
 for(i in 1:length(genotypes)) 
  gen.freqs[i] <- sum((genos==genotypes[i]) * mono.freqs) 
  #genos: matrix, holding genotype frequencies 
 
 genos2 <- as.factor(genos) 
 genos <- as.factor(genos) 
 Levels <- matrix(as.integer(genos),ncol=Leng) 
 levels(genos) <- gen.freqs 
 genos <- matrix(as.numeric(as.character(genos)),ncol=Leng) 
  
  #mono.freqs: frequencies of sorted diplotypes (e.g.: P(h1/h2)=p and P(h2/h1)=p) 
  #diplo.freqs: frequencies of diplotypes without consideration of order (e.g.: P(h1 and h2)=2*p) 
 
 right <- matrix(rep(0,Leng^2),ncol=Leng) 
 
 for(i in levels(genos2)) 
  right <- right + matrix(((genos2 == i) * mono.freqs) == max((genos2 == i) * mono.freqs),ncol=Leng) 
 
 diplo.freqs <- mono.freqs + (1 - diag(rep(1,Leng))) * mono.freqs 
 
  #Calculation of misclassification and marginal probabilities 
  
 p1. <- apply(diplo.freqs, 1, sum) 
 p11 <- apply(diplo.freqs * (right), 1, sum) 
 p12 <- p1. - p11 
  
 p.1 <- rep(0,Leng) 
  
 for(j in 1:Leng) 
 { 
  for(i in 1:Leng) 
  { 
   p.1[j] <- p.1[j] + (right[i,j]) * sum(((Levels == Levels[i,j]) * mono.freqs)) 
  } 
 } 
  
 p.2 <- 1 - p.1 
 p21 <- p.1 - p11 
 p22 <- p.2 - p12 
 p2. <- 1 - p1. 
 
  #Calculation of Sensitivity, Specificity, Efficiency 
    
 sensitivity <- p11 / p1. 
 specificity <- p22 / p2. 
 efficiency <- p11 + p22 
 
 list(data.frame(Haplotype=haplo2,Frequency=freqs,Sensitivity=sensitivity,Specificity=specificity,Efficiency=efficiency), 
 data.frame(Haplotype=haplo2,p11=p11,p12=p12,p21=p21,p22=p22,p.1=p.1,p.2=p.2,p1.=p1.,p2.=p2.)) 
} 
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# END 
################################################################################################################# 
 
 
A2 R-Function Starplot 
 
####### Starplot ###################################################################################################  
# 
# Function "Starplot" draws Sensitivity, Specificity or R-Square-values for each haplotype 
# 
# 
# required arguments:  
#  values:  vector of parameter values to be plotted for each haplotype represented by the length of the line  
#    in the circle 
#    (e.g. the sensitivity or specificity given by the function "sensitivity", or  
#    the R-square that can be calculated by the program tagSNPs by Dan Stram) 
# 
# optional arguments: 
#  labels:  vector of labels to be printed for each haplotype 
#  freqs:  vector of frequencies of each haplotype;  
#    if frequencies are specified, they will be printed in the plot 
#    if frequencies are not specified, haplotypes are plotted in the given order 
#  orderplot: if orderplot=T (default), haplotypes are plotted in the order of their frequencies 
#    if orderplot=F, haplotypes are plotted in the given order 
#  circles: vector of radii of circles to be added to the plot. By default, one circle with  
#    radius=1 is printed. 
#  circ.labels: if circ.labels=T: the circle radii are specified 
#    if circ.labels=F (default): the circle radii are not specified 
#  label.dist: Distance of the labels to the center of the plot. By default, this is 1.15 
#  label.size: Size of the labels (default=1) 
# 
#  Graphical parameters may also be supplied to this function (see S-Plus-help for 'par'), e.g. main="" as main title 
# 
# 
# Examples: 
# 
#  Example 1: 
# 
#  starplot(c(0.9,0.8,0.6,0.5), c("AA","AB","BA","BB"), freqs=c(0.5,0.3,0.15,0.05)) 
#   
#  Example 2: 
# 
#  haplotypes <- c("000", "001", "010", "011", "100", "101", "110", "111") 
#  frequencies <- c(0.48000,0.05408,0.24805,0.00000,0.17480,0.01403,0.02448,0.00000) 
#  sens <- c(0.9440987,0.8767955,0.9381565,NA,0.9069180,0.5810413,0.5647062,NA) 
#  starplot(sens, haplotypes, frequencies) 
#   
#  Example 3 (using the output of the function "sensitivity" to plot the sensitivity and specificity): 
# 
#  haplotypes <- matrix(c(0,0,1,1,0,1,0,1),ncol=2) 
#  frequencies <- c(0.4,0.3,0.2,0.1)   
#  example.plot <- Sensitivity(haplotypes,frequencies,"0/1") 
#  par(mfrow=c(1,2)) 
#  starplot(example.plot[[1]]$Sensitivity, example.plot[[1]]$Haplotype, example.plot[[1]]$Frequency, 
#  main="Sensitivity", label.dist=1.17, label.size=0.7) 
#  starplot(example.plot[[1]]$Specificity, example.plot[[1]]$Haplotype, example.plot[[1]]$Frequency,  
#   main="Specificity", label.dist=1.17, label.size=0.7) 
# 
################################################################################################################# 
 
 
starplot <- function(values,labels=0,freqs=0,orderplot=T,circles=1,circ.labels=F,label.dist=1.15,label.size=1,...) 
{ 
 plotfreqs <- T 
 if(length(labels)==1) labels <- rep("",length(values)) 
 if(length(freqs)==1)  
  { 
  freqs <- rep("",length(values)) 
  orderplot <- F  
  plotfreqs <- F 
  } 
 
 if(orderplot==T) 
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  {  
  variable <- list(values,as.character(labels),freqs) 
  orderlist <- order(-variable[[3]])  
  } 
 else 
  { 
  variable <- list(values,as.character(labels),freqs) 
  orderlist <- 1:4 
  } 
   
 circles <- rev(sort(circles)) 
 par(pty="s") 
 plot(complex(modulus=1.2,argument=seq(-pi, pi, length=1000)),type="n",axes=F,xlab="",ylab="",...) 
 lines(complex(modulus=circles[1],argument=seq(-pi, pi, length=1000))) 
 if(circ.labels) text(circles[1]+0.03*circles[1],0.04*circles[1],circles[1]) 
  
 if(length(circles) > 1) 
 { 
 for(i in 2:length(circles)) 
  { 
  lines(complex(modulus=circles[i],argument=seq(-pi, pi, length=1000))) 
  if(circ.labels) text(circles[i]+0.03*circles[i],0.04*circles[i],circles[i]) 
  } 
 } 
    
 numvariables <- length(values) 
 argum <- (0:(numvariables-1)) / numvariables * 2 * pi 
  
 sine <- sin(argum) 
 cosine <- cos(argum) 
  
 sine.lab <- sine * label.dist 
 cosine.lab <- cosine * label.dist 
 sine <- sine*variable[[1]][orderlist] 
 cosine <- cosine*variable[[1]][orderlist] 
  
 if (plotfreqs==T) 
 { 
 for(i in 1:length(labels)) 
  { 
  lines(c(0,sine[i]),c(0,cosine[i])) 
  text(sine.lab[i],cosine.lab[i],paste(variable[[2]][orderlist][i],"\n  
",round(100*variable[[3]][orderlist][i],1),"%",sep=""),cex=label.size) 
  } 
 } 
 else 
 { 
 for(i in 1:length(labels)) 
  { 
  lines(c(0,sine[i]),c(0,cosine[i])) 
  text(sine.lab[i],cosine.lab[i],variable[[2]][orderlist][i],cex=label.size) 
  }  
 } 
} 
 
# END 
################################################################################################################# 
  
 
 
 
 
  
 
A3 Frequency, sensitivity, and specificity for APM1 haplotypes 
All haplotypes with frequency >1% assuming 0, 0.25, 0.5 and 1% genotype error per allele 
  Genotyping Error 
  0% 0.25% 0.5% 1% 
Haplotype freq Sens Spec Sens Spec Sens Spec Sens Spec 
H22 0.124 0.9743 0.9644 0.9065 0.9593 0.8385 0.956 0.7271 0.9497 
H16 0.100 0.9585 0.9726 0.8899 0.9673 0.8225 0.9642 0.7084 0.9589 
H26 0.096 0.9957 0.9989 0.9235 0.9986 0.8533 0.9983 0.7408 0.998 
H15 0.093 0.8565 0.9952 0.7926 0.9909 0.7339 0.9872 0.6333 0.9811 
H11 0.066 0.9337 0.986 0.8592 0.9854 0.7955 0.9841 0.6824 0.9832 
H9 0.066 0.9965 0.9888 0.9203 0.9885 0.8549 0.9877 0.7337 0.9872 
H8 0.054 0.9956 0.997 0.9275 0.996 0.8553 0.995 0.7364 0.9934 
H2 0.053 0.9932 0.9947 0.9252 0.9947 0.8587 0.9944 0.7294 0.9941 
H24 0.044 0.983 0.9945 0.9117 0.9947 0.8441 0.9945 0.7279 0.9945 
H23 0.039 0.7855 0.9929 0.7152 0.9929 0.6548 0.9928 0.5574 0.9929 
H19 0.031 0.8483 0.9894 0.7898 0.9884 0.726 0.9874 0.629 0.9862 
H21 0.025 0.9874 1 0.918 0.9987 0.8514 0.9973 0.7352 0.9947 
H12 0.023 0.8986 0.9947 0.8288 0.9941 0.7575 0.9936 0.6544 0.9929 
H20 0.019 0.8628 0.9952 0.7927 0.9954 0.7315 0.9951 0.6267 0.9951 
H4 0.019 0.9816 1 0.9086 0.9987 0.8441 0.9976 0.7299 0.9955 
H1 0.016 0.8915 0.9993 0.839 0.999 0.7546 0.9992 0.6476 0.9989 
H17 0.011 0.9847 1 0.9105 0.9995 0.8504 0.9991 0.7209 0.9983 
H6 0.010 0.9811 0.9998 0.9155 0.9994 0.8398 0.9992 0.6946 0.9988 
 
 
 
 
  
 
A4 Misclassification matrices for APM1 haplotypes 
 All haplotypes with frequency >1% assuming 0, 0.25, 0.5 and 1% genotype error per allele 
 
  Genotyping Error 
Haplotype freq 0% 0.25% 0.5% 1% 
H22 0.124   True Haplo H 
  0 1 2 
0 0.9644 0.0275 0 
1 0.0356 0.9725 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9593 0.0565 0 
1 0.0407 0.943 0.0613 C 
2 0 0.0004 0.9387 
 
  True Haplo H 
  0 1 2 
0 0.956 0.089 0.0025 
1 0.044 0.9105 0.1275 C 
2 0 0.0004 0.87 
 
  True Haplo H 
  0 1 2 
0 0.9497 0.1394 0.0036 
1 0.0503 0.8599 0.2266 C 
2 0 0.0007 0.7698 
 
H16 0.100   True Haplo H 
  0 1 2 
0 0.9726 0.0436 0 
1 0.0274 0.9564 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9673 0.0773 0 
1 0.0327 0.9225 0.0838 C 
2 0 0.0002 0.9162 
 
  True Haplo H 
  0 1 2 
0 0.9642 0.1141 0 
1 0.0358 0.8857 0.1438 C 
2 0 0.0002 0.8562 
 
  True Haplo H 
  0 1 2 
0 0.9589 0.1754 0.0058 
1 0.0411 0.824 0.2406 C 
2 0 0.0006 0.7535 
 
H26 0.096   True Haplo H 
  0 1 2 
0 0.9989 0.0045 0 
1 0.0011 0.9955 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9986 0.0299 0 
1 0.0014 0.9701 0.0656 C 
2 0 0 0.9344 
 
  True Haplo H 
  0 1 2 
0 0.9983 0.0597 0 
1 0.0017 0.9403 0.147 C 
2 0 0 0.853 
 
  True Haplo H 
  0 1 2 
0 0.998 0.1165 0 
1 0.002 0.8834 0.2714 C 
2 0 0.0001 0.7286 
 
H15 0.093   True Haplo H 
  0 1 2 
0 0.9989 0.1508 0 
1 0.0048 0.8492 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9909 0.1826 0 
1 0.0091 0.817 0.0874 C 
2 0 0.0005 0.9126 
 
  True Haplo H 
  0 1 2 
0 0.9872 0.2148 0 
1 0.0128 0.7846 0.1536 C 
2 0 0.0006 0.8464 
 
  True Haplo H 
  0 1 2 
0 0.9811 0.2696 0.0015 
1 0.0189 0.7297 0.3 C 
2 0 0.0007 0.6985 
 
  
 
H11 0.066   True Haplo H 
  0 1 2 
0 0.986 0.0688 0 
1 0.014 0.9312 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9854 0.1213 0 
1 0.0146 0.8779 0.0353 C 
2 0 0.0008 0.9647 
 
  True Haplo H 
  0 1 2 
0 0.9841 0.1606 0 
1 0.0159 0.8382 0.0958 C 
2 0 0.0012 0.9042 
 
  True Haplo H 
  0 1 2 
0 0.9832 0.2268 0.0113 
1 0.0168 0.7716 0.1961 C 
2 0 0.0016 0.7926 
 
H9 0.066   True Haplo H 
  0 1 2 
0 0.9888 0.0036 0 
1 0.0112 0.9964 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9885 0.0469 0 
1 0.0115 0.9531 0.0682 C 
2 0 0 0.9318 
 
  True Haplo H 
  0 1 2 
0 0.9877 0.0801 0 
1 0.0123 0.9199 0.1218 C 
2 0 0 0.8782 
 
  True Haplo H 
  0 1 2 
0 0.9872 0.1445 0 
1 0.0128 0.8553 0.2744 C 
2 0 0.0001 0.7256 
 
H8 0.054   True Haplo H 
  0 1 2 
0 0.997 0.0045 0 
1 0.003 0.9955 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.996 0.0512 0 
1 0.004 0.9488 0.0649 C 
2 0 0 0.9351 
 
  True Haplo H 
  0 1 2 
0 0.995 0.0969 0.0072 
1 0.005 0.9029 0.1025 C 
2 0 0.0002 0.8902 
 
  True Haplo H 
  0 1 2 
0 0.9934 0.1644 0.0072 
1 0.0066 0.8354 0.2301 C 
2 0 0.0002 0.7627 
 
H2 0.053   True Haplo H 
  0 1 2 
0 0.9947 0.007 0 
1 0.0053 0.993 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9947 0.0535 0 
1 0.0053 0.9465 0.0278 C 
2 0 0 0.9722 
 
  True Haplo H 
  0 1 2 
0 0.9944 0.0852 0 
1 0.0056 0.9148 0.0934 C 
2 0 0 0.9066 
 
  True Haplo H 
  0 1 2 
0 0.9941 0.1672 0 
1 0.0059 0.8328 0.1833 C 
2 0 0 0.8167 
 
H24 0.044   True Haplo H 
  0 1 2 
0 0.9945 0.0176 0 
1 0.0055 0.9824 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9947 0.0656 0 
1 0.0053 0.9344 0.0505 C 
2 0 0 0.9495 
 
  True Haplo H 
  0 1 2 
0 0.9945 0.1057 0 
1 0.0055 0.8943 0.1124 C 
2 0 0 0.8876 
 
  True Haplo H 
  0 1 2 
0 0.9945 0.175 0 
1 0.0055 0.825 0.2223 C 
2 0 0 0.7777 
 
  
 
 
H23 
 
0.039
  
 
True Haplo H 
  0 1 2 
0 0.9929 0.2183 0 
1 0.0071 0.7817 0 C 
2 0 0 1 
 
  
 
True Haplo H 
  0 1 2 
0 0.9929 0.2704 0 
1 0.0071 0.7296 0.1343 C 
2 0 0 0.8657 
 
  
 
True Haplo H 
  0 1 2 
0 0.9928 0.3136 0 
1 0.0072 0.6864 0.2292 C 
2 0 0 0.7708 
 
  
 
True Haplo H 
  0 1 2 
0 0.9929 0.3786 0 
1 0.0071 0.6214 0.3704 C 
2 0 0 0.6296 
 
H19 0.031   True Haplo H 
  0 1 2 
0 0.9894 0.1545 0 
1 0.0106 0.8455 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9884 0.2008 0 
1 0.0116 0.7992 0.0794 C 
2 0 0 0.9206 
 
  True Haplo H 
  0 1 2 
0 0.9874 0.248 0 
1 0.0126 0.7513 0.2093 C 
2 0 0.0007 0.7907 
 
  True Haplo H 
  0 1 2 
0 0.9862 0.3216 0.0098 
1 0.0138 0.6762 0.3672 C 
2 0 0.0022 0.623 
 
H21 0.025   True Haplo H 
  0 1 2 
0 1 0.0128 0 
1 0 0.9872 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9987 0.0715 0 
1 0.0013 0.9282 0.0962 C 
2 0 0.0004 0.9038 
 
  True Haplo H 
  0 1 2 
0 0.9973 0.1238 0 
1 0.0027 0.8759 0.1346 C 
2 0 0.0004 0.8654 
 
  True Haplo H 
  0 1 2 
0 0.9947 0.2158 0 
1 0.0053 0.783 0.2115 C 
2 0 0.001 0.7885 
 
H12 0.023  
  True Haplo H 
  0 1 2 
0 0.9947 0.103 0 
1 0.0053 0.897 0 C 
2 0 0 1 
 
 
  True Haplo H 
  0 1 2 
0 0.9941 0.1571 0 
1 0.0059 0.8425 0.1034 C 
2 0 0.0004 0.8966 
 
 
  True Haplo H 
  0 1 2 
0 0.9936 0.2096 0 
1 0.0064 0.79 0.2586 C 
2 0 0.0004 0.7414 
 
 
  True Haplo H 
  0 1 2 
0 0.9929 0.2902 0.0345 
1 0.0071 0.7091 0.3276 C 
2 0 0.0007 0.6379 
 
H20 0.019  
 
 
 
 
 
 
 
  
 
  True Haplo H 
  0 1 2 
0 0.9952 0.1381 0 
1 0.0048 0.8619 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9954 0.1983 0 
1 0.0046 0.8017 0.1026 C 
2 0 0 0.8974 
 
  True Haplo H 
  0 1 2 
0 0.9951 0.2399 0 
1 0.0049 0.7601 0.1026 C 
2 0 0 0.8974 
 
  True Haplo H 
  0 1 2 
0 0.9951 0.3132 0 
1 0.0049 0.6868 0.4872 C 
2 0  0.5128 
 
H4 0.019   True Haplo H 
  0 1 2 
0 1 0.0185 0 
1 0 0.9815 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9987 0.0804 0 
1 0.0013 0.9196 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9976 0.1363 0 
1 0.0024 0.8637 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9955 0.2265 0 
1 0.0045 0.7735 0 C 
2 0 0 1 
 
H1 0.016   True Haplo H 
  0 1 2 
0 0.9993 0.1097 0 
1 0.0007 0.8903 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.999 0.1525 0 
1 0.001 0.8475 0.0294 C 
2 0 0 0.9706 
 
  True Haplo H 
  0 1 2 
0 0.9992 0.2162 0 
1 0.0008 0.7838 0.0882 C 
2 0 0 0.9118 
 
  True Haplo H 
  0 1 2 
0 0.9989 0.2948 0 
1 0.0011 0.7052 0.2941 C 
2 0 0 0.7059 
 
H17 0.011   True Haplo H 
  0 1 2 
0 1 0.0153 0 
1 0 0.9847 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9995 0.0782 0 
1 0.0005 0.9218 0.5 C 
2 0 0 0.5 
 
  True Haplo H 
  0 1 2 
0 0.9991 0.1309 0 
1 0.0009 0.8691 0.5 C 
2 0 0 0.5 
 
  True Haplo H 
  0 1 2 
0 0.9983 0.2347 0 
1 0.0017 0.7653 0.5 C 
2 0 0 0.5 
 
H6 0.010   True Haplo H 
  0 1 2 
0 0.9998 0.019 0 
1 0.0002 0.981 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9994 0.073 0 
1 0.0006 0.927 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9992 0.1365 0 
1 0.0008 0.8635 0 C 
2 0 0 1 
 
  True Haplo H 
  0 1 2 
0 0.9988 0.2553 0 
1 0.0012 0.7447 0.25 C 
2 0 0 0.75 
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A5 Related publications and description of own contribution 
The content of this thesis has already given rise to three publication manuscripts: 
• Lamina C, Bongardt F, Küchenhoff H, Heid IM. Haplotype Reconstruction Error as  
a Classical Misclassification Problem: Introducing Sensitivity and Specificity as Error 
Measures. PLoS ONE. 2008 Mar 26;3(3):e1853 
• Heid IM, Lamina C, Küchenhoff H, Fischer G, Klopp N, Kolz M, Grallert H, 
Vollmert C, Wagner S, Huth C, Müller J, Hunt SC, Peters A, Paulweber B, Wichmann 
HE, Kronenberg F, Illig T. Estimating the SNP Genotype Misclassification from 
Routine Double Measurements in a large Epidemiological Sample. American Journal 
of Epidemiology, Accepted. 
•  Lamina C, Küchenhoff H, Chang-Claude J, Paulweber B, Wichmann HE, Illig T, 
Hoehe MR, Kronenberg F, Heid IM. Haplotype Misclassification from Genotype Error 
and Statistical Reconstruction and its impact on association estimates. Submitted 
Several authors contributed to these manuscripts with Dr. Iris Heid being the first author of 
one manuscript. Therefore, the own and original contribution of the author of these 
manuscripts are explained in the following:  
Claudia Lamina contributed to great extent to the scientific concept and manuscript writing to 
all three manuscripts. She planned and conducted most of the statistical analysis and drew 
conclusions. 
The project on genotype and haplotype uncertainties was initiated by Prof. Dr. Dr. 
Wichmann, Dr. Iris Heid, Prof. Dr. Florian Kronenberg and Dr. Thomas Illig as a subproject 
within the SFB 386 (Sonderforschungsbereich 386: Statistical analysis of discrete structures) 
of the LMU Munich in cooperation with the Institute of Statistics, and the National Genome 
Network (NGFN).  
Regarding the first manuscript, Friedhelm Bongardt provided a first version of the R-
programs “Sensitivity” and “Starplot”, which were adapted and finalized by the author of this 
thesis. Further analytical solutions, literature search, figures and manuscript writing were 
performed by the author of this thesis. 
Claudia Lamina contributed to the scientific concept for the second manuscript, supervised by 
Dr. Iris Heid. The formulas for maximum-likelihood estimation were designed by Dr. Iris 
Heid, PD Dr. Helmut Küchenhoff and Claudia Lamina in close cooperation. The author of 
this thesis implemented this estimation process in Mathematica in sole responsibility. All 
analysis on the genotyping error manuscript, descriptive statistics and reanalysis of the 
APM1-gene, was conducted by Claudia Lamina. Manuscript writing was carried together with 
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Dr. Iris Heid. The other authors of this manuscript, Guido Fischer, Norman Klopp , Melanie 
Kolz, Harald Grallert, Caren Vollmert, Stefanie Wagner, Cornelia Huth, Steve Hunt, Anette 
Peters and Bernhard Paulweber contributed to this investigation by providing the duplicate 
genotype data from the genotyping facility, from the data management side or as principal 
investigators of the corresponding studies. 
Regarding the third manuscript, the extension of haplotype misclassification to include 
genotype error, Claudia Lamina performed all simulations and data analysis with main 
responsibility on literature search, figures and manuscript writing.  
All coauthors of the publication manuscripts revised the manuscript drafts and some gave 
advice on language, comprehensibility and statistical analysis.  
Although main parts of this thesis were based on the manuscripts mentioned, it is not a  copy 
of these manuscripts.  The majority of the introduction and many parts of the main sections 
and discussion are original to this thesis and has not been part of any of the publication 
manuscripts.  
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