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Abstract: We present a new formulation of the dynamical matrix method for computing the magnetic
normal modes of a large system, resulting in a highly scalable approach. The motion equation, which
takes into account external field, dipolar and ferromagnetic exchange interactions, is rewritten in the
form of a generalized eigenvalue problem without any additional approximation. For its numerical
implementation several solvers have been explored, along with preconditioning methods. This
reformulation was conceived to extend the study of magnetization dynamics to a broader class of
finer-mesh systems, such as three-dimensional, irregular or defective structures, which in recent times
raised the interest among researchers. To test its effectiveness, we applied the method to investigate
the magnetization dynamics of a hexagonal artificial spin-ice as a function of a geometric distortion
parameter following the Fibonacci sequence. We found several important features characterizing the
low frequency spin modes as the geometric distortion is gradually increased.
Keywords: artificial spin ice; magnonic crystal; spin waves; dynamical matrix
1. Introduction
In the last decade, the field of Magnonics has been extensively investigated either in its
static or dynamic aspects: In this context, periodic networks of magnetic nanoelements (e.g.,
magnonic crystals, MC) have been intensively studied [1]. Periodicity is a key property
for manipulating the information carriers in these systems, namely spin waves through
Bragg diffraction, both from the experimental point of view (the geometric arrangement
of the array elements, as well as the action of any external field, modifies the spin wave
dispersions) and the theoretical one (by exploiting the translational symmetry to reduce the
problem size for calculations, and in general by using the powerful formalism developed
for Bragg diffraction). In the same years, the field of artificial spin ice (ASI), which was
developed to simulate at the nanoscale the behavior of frustrated atomic spin ices [2], has
gradually merged into the broader theme of Magnonics due to their common inherent
periodic properties [3].
Defect structures have attracted recent interest [4–6], with the perspective of identi-
fying effects analogous to those found in semiconductors, or for manipulating magnetic
frustration in ASI. In particular, quasicrystals, i.e., aperiodic structures with only rotational
symmetry, exhibit diverse behaviors such as random monopole drift, and have potential
applications in cypher encryption [7–9]. Clearly, in these systems, translational symmetry
is absent, and residual rotational symmetries are modified by non-uniform magnetization
textures generated, for example, by the application of an external magnetic field. Hence, in
these cases, the reduction of the degrees of freedom of the problem to a single primitive cell
Magnetochemistry 2021, 7, 34. https://doi.org/10.3390/magnetochemistry7030034 https://www.mdpi.com/journal/magnetochemistry
Magnetochemistry 2021, 7, 34 2 of 15
is impossible, and it is necessary to consider a modified approach to systems that become
larger as the required accuracy becomes greater. For such large systems the computation
times are likely to diverge, and furthermore, the addressability itself of the machine might
not be adequate to manage the problem. Hence, it is necessary to look for more efficient,
smart calculation tools.
Among the different methods for calculating the normal modes of a magnetic medium,
those based on micromagnetics are particularly widespread. Micromagnetics considers
the overall static and dynamic properties of a medium as consequences of interactions
among discretized elements of the magnetization vector field [10]. The discretization can,
in turn, be constructed within either a finite-element [11] or finite-difference [12] approach.
While the former is particularly appropriate for systems of curved shape, the latter is easier
to deal with when implementing differential equations, although they are limited by the
serrated shape demanded by the prism-cell representation.
The fact that the average magnetic properties are represented as interactions among
the magnetic moments of the discretized elements allows to fully take into account both
dipolar and ferromagnetic exchange interactions among particles of any shape, making
such micromagnetic methods general-purpose. Still these approaches may follow different
paths. As far as micromagnetic programs are concerned, it is possible to exploit the
magnetization evolvers for the calculation of the dynamic magnetic response to a small
external excitation in the time domain, then extracting the mode properties (e.g., frequency
and profile) through Fourier analysis. The modes found with this method have significant
amplitude (Fourier coefficients) only if they are consistent with the symmetry of the spatial
profile of the excitation, so that modes with incompatible symmetry must be calculated in
different runs, with a different excitation profile; moreover, the resolution of the modes
depends on how fine the frequency sampling interval is set, so that, for resolving quasi-
degenerate modes, extremely fine intervals would be needed with diverging computation
times [13–15].
The direct calculation of the magnetic response to an external excitation (polarizability)
has also been used to find the frequency of the magnetic modes as resonances (peaks) in
the susceptibility spectra [16]. Generally speaking, these approach gives rise to a system of
algebraic equations of the form:
Dδm = h (1)
(non-homogeneous linear system), where the effective fields of the Landau-Lifshitz equa-
tion enter the matrix of the system D together with the fixed frequency of the external
excitation, the magnetization of each cell (either the cartesian components or polar angles)
forms the variable vector δm, and the exciting field gives rise to the non-homogeneous
term h.
Finally, methods based on the reduction of the linearized motion equations to an
eigenvalue/eigenvector problem have been proposed [17–20] and used to study several
significant problems, such as spin waves excited by spin current pulses, calculation of per-
mittivity and ferromagnetic resonance absorption spectra, mode softening and asymmetric
bandwidth variations, spin waves in antidot lattices, angle resolved band diagrams and
also issues in artificial spin ice systems [21–25].





(generalized eigenvalue problem); here C is a sparse matrix whose form depends on
the choice of the magnetization coordinates, H contains the effective fields and ω is the
(unknown) frequency of the spin modes.
The number of equations in the systems (1) and (2) is very large, being two-times
the number of micromagnetic cells in the magnetic particle (or in the unit-cell of the
magnonic crystal). Therefore, the use of highly scalable numerical techniques for solving
these problems is required, i.e., techniques with the ability to handle a growing amount
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of cells without an overwhelming amount of computational work, thanks to the use
of calculation methods with the same efficiency in speed and precision at even greatly
different system sizes. As shown below, thanks to the mathematical properties of the
magnetic interactions and without further approximations, the matrix of the system (D or
H) can be exactly split as a sum of a sparse matrix, containing local interactions (exchange,
Zeeman, anisotropy), plus a dense one for the demagnetizing term, which is long range
but has the form of a convolution product (Toeplitz structure). These two properties can
be exploited for improving the scalability of numerical solution of the linear equation
system, Equation (1). This is the case with all the micromagnetic packages currently in
use for the calculation of the static magnetization or its time evolution (e.g., [11,12]); in
contrast, the direct solving methods employed so far for solving the generalized eigenvalue
problem (2) of magnetization dynamics, require direct access to the unsplit matrix H,
making useless the above-mentioned properties: the full matrix H is neither sparse nor
Toeplitz. An iterative method for solving the generalized eigenvalue problem is proposed
in [20], but used only for treating the sparse part (since in the applications presented therein
the demagnetizing term is always omitted).
In this paper, we show that an iterative method can be used for finding the magnetic
eigenmodes of any magnetic system or network, either periodic or not. The dynamical
matrix method developed by some of us [17] is here reformulated in an original way and a
proper iterative, highly scalable method is identified for the solution of the eigenproblem
when both exchange and demagnetizing interactions are taken into account. Moreover,
a good preconditioning matrix is found for this specific problem, which improves the
computational efficiency by improving the convergence, and also opens the way to the
use of an additional important class of eigensystem solvers, as will be discussed below. In
this way we show that the aforementioned symmetry properties can be transposed to the
dynamical matrix method, obtaining an approach that combines the ability to deal with
big systems, as in standard micromagnetic packages, with that of naturally obtaining the
eigenmodes of the structure, degenerate or not, and without the need of any (specially
shaped) external excitation.
Then, we apply the method to a system which is hardly manageable with the ordinary
dynamical matrix method, namely an artificial spin ice (ASI) system to which a progressive
distortion is applied. Clearly, the distortion makes it impossible to reduce the system size
to a sole primitive cell with periodic boundary conditions, and instead the full, big network
(more than 106 micromagnetic elemental cells) has to be processed. In particular, we focus
on the low frequency modes, formerly found to rule the switching of the macrospins, and to
be dual to the domain wall formation and annihilation [7]. The recent interest on aperiodic
systems derives from the need to simulate the (controlled) spin disorder in atomic spin
ice due to thermal energy [26]; to provide persistent and extended frustration even in
lattices with no intrinsic frustration [6]; to replicate the role of defects in semiconductors
for electrons, which, in magnonics, is played by spin waves [4,27,28]. A system of this type
has also been recently studied with a different method [29].
2. Theoretical Approach
The dynamical matrix method is based on the linearization of the Hamilton equations
of motion, allowing to study the self-oscillations (spin modes) of a magnetic system of
arbitrary shape, symmetry and non-uniform ground state, taking into account dipolar
and ferromagnetic exchange interaction, external field and magnetic anisotropies [17].
Assuming that the magnetic particle is divided into N identical interacting cells, and that
the uniform normalized magnetization in each cell Mi can be represented with its two






δm = 0, (3)
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;
the energy function contains all the relevant contributions (Zeeman, exchange, anisotropy,
demagnetization): E = EZeeman + Eexchange + Eanisotropy + Edemag; Ms is the saturation
magnetization, γ the gyromagnetic ratio,
A =

0 −i sin φ1 0 0 · · ·
i sin φ1 0 0 0 · · ·
0 0 0 −i sin φ2 · · ·
0 0 i sin φ2 0 · · ·
· · · · · · · · · · · · · · ·
,














Equation (3) is derived within an Hamiltonian formalism (appendix A of Ref. [17])
and is based on the choice of polar and azimuthal angles as independent variables, so that
the magnetization and its fluctuation in each cell can be written, respectively:
Mi = Ms(sin φi cos θi, sin φi sin θi, cos φi),
δMi = Ms(− sin φi sin θidθi + cos φi cos θidφi, sin φi cos θidθi + cos φi sin θidφi,− sin φidφi).





The matrix C is sparse and Hermitian; the matrix H is complex and Hermitian pos-
itive definite (being the Hessian of the system calculated at equilibrium). Therefore, the
eigenvalues are real and occur in pairs of opposite sign. Some eigensolvers (see below) are
able to exploit this symmetry, that is, they compute a solution for Hermitian problems with
less storage, computational cost and more accuracy than other methods that ignore this
property. The Krylov-Schur and generalized Davidson eigensolvers are among them. Here
we distinguish the sparse part of the matrix H, namely Hs, from the dense one Hd:
H = Hs + Hd. (5)
As shown in the Appendix A, the Hs matrix contains diagonal or quasi-diagonal inter-
actions (exchange, Zeeman, anisotropy, and part of demagnetization), while Hd contains
the remaining part of the demagnetizing interaction (that can be written as convolution
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product). There are two broad classes of methods for solving generalized eigenvalue prob-
lems: direct solvers and iterative ones. Direct solvers manipulate the matrix, keeping track
of the transformations, until the matrix is reduced in diagonal form. These methods are
reliable and very efficient when all the eigenvalues/eigenvectors are needed, but require
explicit access to the matrix and a large memory size; both storage and computation time
go as O(N2) with N the number of micromagnetic cells. Iterative solvers try instead to
produce sequences that converge to eigenvalues one by one; they are intrinsically less
efficient than direct solvers, but have a better scalability and may prove useful when only a
small fraction of eigenvalues is required. In addition, in this case the system matrix is only
accessed through its action (multiplication) on a given vector; therefore (1) these methods
do not require explicit storage of the matrix and (2) the splitting shown in Equation (5) can
be usefully exploited. Most eigensolvers focused on the partial solution of problems in
which the matrices are large and sparse perform a Rayleigh-Ritz projection for extracting
the spectral approximations, that is, they project the problem onto a lower-dimensional
subspace that is built appropriately. The subspace is changed and the process iterated
until the solution is found within the user-defined precision; the eigenpairs of the original
problem are then obtained by backtransformation. Eigensolvers differ from each other
in which subspace is used, how it is built and other technicalities aimed at improving
convergence, reducing storage requirements, etc. An iterative procedure requires starting
from a point of the spectrum; a natural choice is that of starting from the largest or smallest
of the eigenvalues (in value or in absolute value) passing gradually to the next ones.
For the modes of a magnetic system the basic operation required by an iterative solver
can be written as:
w = Hv = Hsv + Hdv, (6)
with v an arbitrary vector. Being Hs sparse, its storage size is O(N) and the product Hsv
requires O(N) operations. The other term contains a dense matrix, whose matrix-vector
product would require, in general, O(N2) operations; however in the case considered here
we have managed to cast it in the form of a convolution product, thus reducing the number
of operations required. To see this, consider the j component of the vector resulting from
















where Msi is the saturation magnetization in the i-th cell, N̂(rj − rk) the demagnetizing ten-
sor between cells j and k and the derivatives are calculated at equilibrium. The introduction
of the variables X(rk) = Msk
∂mk
∂vk
vk and E(rj) = Msj
∂mj
∂vj
makes the (discrete) convolution
product apparent:





The storage required for the tensor N̂, arrays E and X is O(N), while the number of
operations for calculating the convolution product, exploiting the convolution theorem
and the fast fourier transform algorithm, is O(N log N) [30]. When N is large, this is a
significant improvement with respect to direct solvers. Direct solvers proved to be able to
reliably determine the eigenmodes of magnetic particles parted in some tens of thousands
of cells; the present improvement allows to consider a number of cells two orders of
magnitude greater (millions of cells).
There are many numerical methods available for the iterative solution of an eigenvalue
problem, in principle all equally valid but with different degrees of success, depending on
the numerical characteristics of the specific problem. In fact, iterative eigensolvers do not
mathematically guarantee the convergence of all eigenvalues. Typically the selection of
a method is based on an empirical choice. A range of different iterative eigensolvers are
available from standard numerical libraries; we tested the following methods: power itera-
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tion with deflation, subspace iteration with Rayleigh-Ritz projection, Arnoldi with explicit
restart and deflation, Lanczos with explicit restart and deflation, Krylov-Schur, generalized
Davidson, Jacobi-Davidson, RQCG (conjugate gradient method for the minimization of the
Rayleigh quotient), CISS (contour-integral solver). We found that the Krylov-Schur [31] ap-
proach usually gives the best result in finding the spin modes of a magnetic system; also the
Lanczos method with explicit restart [32] proved useful to resolve degenerate modes in rare
cases. Krylov subspace methods are a widely-used class of algorithms for approximating a
small subset of the eigenvalues (and corresponding eigenvectors) of large, sparse matrices.
In particular, the Krylov-Schur method uses as projection subspace the so-called Krylov
subspace associated with the given matrices and a given initial vector; it also incorporates
an effective and robust restarting technique. Restarting consists in stopping the algorithm
after a defined number of iterations and rerun it with a new starting vector computed from
the recently obtained spectral approximations. This allows to improve the convergence to
the wanted eigenvectors. A common property of iterative eigensolver working without
direct access to the matrix, i.e., based on Equation (6), and without preconditioning is that
they are well suited for finding the extremal (largest or smallest) eigenvalues. However,
they have major difficulties when dealing with interior eigenvalues (i.e., not extremal). In
our experience, the use of harmonic projection alone (without preconditioning) [33] does
not relieve the mentioned difficulties in most cases of interest in spin dynamics.
The rate of convergence is strongly dependent on the spectrum and preconditioning is
typically used to alter it and hence accelerate the convergence rate of iterative techniques. A
preconditioner is a matrix used to modify an (ill-conditioned) eigenproblem, such that the
product of its inverse with that of the eigenproblem gives a new matrix closer to diagonal
form. Thus, the ideal preconditioner would be the given matrix itself; however, this is not a
practical choice, as applying this preconditioner would require the calculation of the inverse,
which requires an effort equivalent to that of the original problem. The best effective
preconditioner is therefore cheap to invert and results in a significant improvement of the
preconditioned matrix. For the calculation of spin modes the matrix Hs of Equation (A2) is
an excellent preconditioner. It is rather close to the full H matrix of the eigenproblem, but
its sparsity allows its efficient use as a preconditioner.
In addition to improving the convergence of the Krylov-Schur eigensolver, the avail-
ability of a good preconditioner also allows the use of a different subclass of iterative
eigensolvers based on preconditioning. This is particularly important for calculation of
interior eigenvalues, because preconditioned eigensolvers are usually better able to man-
age this problem. We have used a preconditioned, generalized Davidson eigensolver [34],
joined with harmonic projection, to attack problems of interest in the spin dynamics of a
magnetic particle, and determine both the lowest and interior eigenfrequencies.
3. Application to a Fibonacci Lattice
3.1. System Structure
The subject of our investigation is a Kagome artificial spin ice to which we apply
a Fibonacci distortion (twist) [35,36] whose strength is gauged by parameter r (r = 1
stands for no distortion at all). The Kagome artificial spin ice is derived from a honeycomb
network whose underlying Bravais lattice is hexagonal, with two primitive vectors a1 and
a2 of the same length, with an angle of 60◦ between their directions in a 2D plane, and a
two-point basis (A and B), Figure 1a.
The hexagonal lattice is distorted by applying an aperiodic Fibonacci sequence, such
that along each primitive vector direction the honeycomb lattice points are separated
by either distance L or distance S, with L/S = r and (L + S)/2 = |a1| is fixed. The
sequence is applied along both primitive vector directions. Finite translations that make
up the distorted array are obtained by iterative substitutions according to the following
rules: L→ LS and S→ L, so that the corresponding sequences of translations are: L, LS,
LSL, LSLLS, LSLLSLSL, ... [36] (see Figure 1b). The A positions in the basis are placed in
the calculated distorted network points, while the B positions can be chosen in various
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ways: we have chosen to place it in the center of the triangle formed by the distorted
hexagonal lattice.
Figure 1. (a) Unperturbed Kagome artificial spin ice (ASI), limited to the 3rd generation (i.e., having
37 hexagons in total). Black regions denote ferromagnetic material. The primitive vectors of the
underlying Bravais lattice a1 and a2 are also shown; A and B denote the basis positions; (b) Distorted
network with r = L/S = 1.50, which illustrates the modified lengths along the primitive directions,
L (blue) and S (red). The Fibonacci word for this example is: LSLLS.
The distorted Kagome system is particularly significant for our purposes, since for
any r > 1, the system is non-periodic from any point of view, the size of the problem is
formidable (the number of film cells exceeds 106), and only highly scalable methods (i.e.,
those exploiting the Toeplitz structure of part of the matrix of the motion equations) can
solve it in reasonable time. The advantage of our approach with respect to conventional
micromagnetic methods is that it allows us to find all the spin modes, regardless of the
relationship of their profile with that of an external excitation (which does not even exist in
our case) and to accurately resolve also the degenerate ones. We focus our investigation
on the low frequency modes, known to be localized in different areas within the system
(especially in film segments or vertex nodes) and consequently responding differently to the
twist. In fact, the specific Fibonacci distortion affects the segment size, and consequently
the angles among them, with definite impact on the internal field magnitude, mode
localization and frequency. However, as apparent from inspection of Figure 2, the specific
method of distortion leaves unchanged a few segments, while heavily modifies others. The
magnetization distribution is twisted as a consequence, and so is the internal magnetic
field, which the spin wave mode frequencies depend on. The progressive distortion of the
magnetization distribution, as r is increased, lifts the degeneracy of otherwise geometrically
equivalent points, as discussed below.
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Figure 2. Progressive geometric distortion of the Kagome ASI, with indication of the distortion
parameter r.
3.2. Calculation Methods
The calculation of spin modes has been performed using the following standard
values of the magnetic constants of permalloy: uniform magnetization Ms = 860 G,
γ = 1.854× 107 rad/(s Oe), ferromagnetic exchange constant A = 1.3× 10−6 erg/cm and
no anisotropy. An external field of 1 kOe is assumed along the x-axis (horizontally), so that
the calculated ground state assumes a quasi Ising-saturated magnetization configuration, i.e.,
in each segment the magnetization is almost parallel to the local segment axis (Figure 3).
The ground states have been calculated with a magnetization evolver [12] starting from
different initial states (uniform magnetization, several random magnetization) in order to
insure consistent results. A single fundamental state has been found for each case and used
for the following dynamic calculation.
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Figure 3. Ground magnetic state calculated for the case r = 1. Local magnetization direction is
represented by arrows (subsampled with respect to the actual, very large number of cells) and
background color, which depends on vector orientation with respect to the horizontal direction. An
expanded view of the central hexagon is shown in the inset.
The investigated systems (Figure 2) are finite, non-periodic structures. We use right
square prism cells, with base 10 nm × 10 nm (the height, 15 nm, coincides with that of
the sample), so that the array is formed by a single layer of 1,048,576 cells. Despite the
exchange length corresponding to our magnetic parameters is 5.3 nm, we safely choose
a slightly larger cell size (hence, a slight overestimate of the exchange interaction) as a
good compromise between faster calculations and reliable results. The only case extremely
sensitive to the detailed balance between exchange and dipolar energies is the magnetic
vortex formation, which is excluded in our system due to the specific aspect ratio of the
segments. The segment width is 40 nm and (L + S)/2 = 432 nm, so that each hexagon side
is composed of about 4× 30 cells. The lowest frequency modes are calculated for arrays
with r ranging from 1.00 to 1.60, by steps of 0.05.
3.3. Unperturbed System: Mode Profiles
The calculation performed in this system required about 70 h in the most powerful
facility we have access to (DLX cluster at University of Kentucky), using a single node
with 32 processors Intel Xeon X7560 and 512 GB memory. For comparison, the largest
ever eigenvalue analysis with a direct algorithm to date (as far as we know) was the
solution of a 106 problem, half the number of our independent variables, carried out in
2014 by the Japanese K computer in Riken. To be able to obtain this result, the K computer
includes 88,000 processors that draw a peak power of 12.6 MW, while its operation costs
annually US$10 million [37]. Many different modes are found in the lowest frequency
spectrum of the system (0–20 GHz); some of the typical ones are plotted in Figure 4. Note
that, due to the degeneracy and the presence of other resonances which we consider less
interesting and do not study in detail as discussed below, the modes investigated in this
work cannot be strictly considered extremal eigenvalues but are rather internal eigenvalues
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in mathematical sense, since the selected modes are interspersed within the first 1000,
starting from the lowest frequency.
Figure 4. Profiles of several modes of the Fibonacci array calculated at r = 1. Only the portion
of the array where the mode is located is shown. The color scale represents the real part of the
perpendicular magnetization (arbitrary units); generally, the imaginary part is out-of-phase and
has the same localization. (a) mode localized at the vertex of the hexagon base (antisymmetric, in
this case, 8.621 GHz); (b) mode with one node located on a lateral edge (13.393 GHz); (c) uniform
mode (zero nodes) located on a lateral edge (13.825 GHz); (d) mode with one node located on a base
(17.210 GHz). The 1 KOe external field is applied in the horizontal direction.
As seen in the figure, there are modes located along the hexagon base or lateral edges,
and modes localized at the vertices, with possibly several nodes. As shown in [29,38] for a
regular (r = 1) lattice, the modes of Figure 4 can be experimentally detected.
The numerical approach used in [38] to obtain a first interpretation of the experimental
data (micromagnetic calculation of the response to a small external excitation in the time
domain) led to images of the modulus of the mode amplitudes (shown in the supplemental
material of the cited paper). However, due to the low-resolution, that analysis did not allow
to discriminate between modes located in the same segment but with different oscillations
(nodes), nor could resolve the quasi-degeneracies of modes localized in different hexagons
(discussed below). These observations highlight the advantages of the extended dynamical
matrix approach over the full micromagnetic one.
An approximate correspondence can be drawn between the modes of Figure 4a–d with
the modes labeled B, C, D in [38], respectively. Due to the periodicity of the system, each
mode occurs in different hexagons at almost the same frequency (apart from border effects
due to the finiteness of the sample, which are visible only for the most peripheral modes).
Therefore, each mode listed in Figure 4 actually corresponds to a family of eigensolutions,
with (almost-)degenerate frequencies. In this specific case, since any linear combination of
degenerate eigenvectors is still an eigenvector, the modes in each family can be represented
in different ways: for example each mode of a family can be chosen to occupy a single
vertex or side; or each mode can extend to the whole array, with different phase relations
between the occupied sites. We give our preference to the first representation, which links
better with the case r 6= 1. There are also modes with different number of nodes along
the segments, modes extending over several adjacent hexagons, and hybrid modes are
observed when the frequencies of two different modes are close enough to allow their
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mixing. Although the calculation allows to find and resolve all the modes, we have chosen
to limit ourselves to the strongest and most relevant ones, shown in Figure 4.
In order to get a deeper understanding of the behavior of spin modes in the hexagonal
structure, we have calculated the spin wave dispersion of a single, infinite permalloy
strip 40 nm wide, with the same thickess of the Kagome ASI (15 nm) and infinite length
using the standard dynamical matrix method with periodic boundary conditions [39],
taking into account dipolar, ferromagnetic exchange and Zeeman contributions. This
structure mimics on a larger scale the behavior of the thin-film segments forming the
hexagons, the magnetization of which is approximately uniform (Figure 3). Given that we
are looking for the behavior of spin waves propagating along the strip axis, we considered
two configurations: one, in which the applied field occurs parallel to the strip axis, and so
is the strip magnetization; the other, in which the applied field is tilted 60◦ with respect to
the strip axis, but the magnetization is displaced 15◦ from the strip axis (hence, it forms an
actual angle of 45◦ with the field). This happens because the equilibrium magnetization is
affected by the competition between the external field and the shape anisotropy with easy
axis directed along the strip, which in the last case have different orientations. These two
configurations correspond to the two configuration of the actual ASI segments (apart from
a 180◦ mirror symmetry of some segments), and are studied to find a general behavior of
the frequency dispersion of the spin wave confined to the ASI segments (hexagon sides).
In Figure 5 we show the results, apparently confirming the almost flat frequency curve as a
function of the wavevector.
Figure 5. Dispersion curves of permalloy stripes 40 nm wide, 15 nm thick and infinite length. The
frequency is plotted versus the wavevector, taken parallel to the stripe (the maximum wavevector
hence corresponds to a (minimum) wavelength of 25 nm). Solid red line: the stripe is horizontal, i.e.,
aligned with the external field; the magnetization is assumed parallel to the stripe. Dashed green line:
the stripe is tilted 60◦ with respect to the external field; the magnetization is uniform and rotated
by 15◦ from the stripe axis, towards the external field. In both cases the dispersion is negative, as
expected for propagation exactly, or even barely, parallel to the average magnetization. The inset
shows the geometry of field and magnetization in the two cases.
The wavevector (k = 2π/λ) range in Figure 5 corresponds to wavelengths λ > 160 nm
so as to include the typical wavelengths of the resonances considered in Figure 4, located
on the sides of the hexagons that are about 300 nm long. For example, the frequency
of the stripe mode with aligned magnetization at k = 21 rad µm−1 is 17.02 GHz, to be
compared with the frequency of the mode of Figure 4d. Within this range the curves
appear well-separated and rather flat. Therefore, only a weak frequency dependence on
the wavelength should be expected in the the Kagome ASI.
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3.4. Perturbed System: Mode Frequency Dispersion and Bands
The behavior of the selected modes is followed as a function of the parameter r.
Despite the progressive deformation of the structure, the modes can still be recognized and
their frequency is plotted in Figure 6.
Figure 6. Frequency vs. r for some significant modes. calculated at r = 1. The modes are labeled
as in Figure 4: (a) red: mode localized at the vertex of the hexagon base; (b) blue: mode with one
node located on a lateral edge; (c) green: uniform mode (zero nodes); (d) cyan: mode with one node
located on a base.
Since the elements (edges, vertices) of different hexagons are no longer equivalent
when r 6= 1, each mode forms a band, whose width tends to increase with increasing r.
This may lead to the superposition of bands; for example, for the modes with one node
located on a lateral edge and the uniform mode located on a lateral edge, for r > 1.25.
Two mechanisms contribute to the behavior of the frequency dispersion vs. r. The
hexagon sides of a given type, all equal when r = 0, now become different both in (1) length
and in (2) orientation. As a consequence, the band of each spin mode widens depending on
how much this mode is affected by these variations. The large increase in bandwidth of the
mode of Figure 4a which is visible in Figure 6 (about 5 GHz at r = 1.60), shows that this
mode is very sensitive to small changes in the geometry of its support. This is typical of
localized modes [40], and is due to the strong dependence of the potential well in which the
mode is localized on small variations in shape of the structure. In this case the dependence
is obviously due to the second mechanism only, since the intrinsically localized nature of
the mode makes it insensitive to the length of the sides. The other modes (Figure 4b–d)
that widen along whole hexagon sides, also undergo a bandwidth widening, but to a lesser
extent (less than 2 GHz at r = 1.60). In this case both mechanisms contribute, but the
flatness of the dispersion curves in Figure 5 allows us to see that the effects of moderate
wavelength variation are not very influential and therefore the second mechanism prevails
over the first.
4. Conclusions
In this paper, we illustrated a new method for studying the dynamics of large single
magnetic particles and arrays, overcoming size limitations related to the computation time
and the memory space needed for such systems by direct solvers. The relevance of casting
a dynamical micromagnetic problem in the form of generalized eigenvalue problem for
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improving its scalability has been shown through simulations of a Kagome artificial spin ice
with an applied Fibonacci distortion. This study allowed to identify the main spin modes
of this structure, follow their changes as a function of the deformation, and understand
their behavior in physical terms.
Several different eigensolvers have been tested; we have found that best results in
finding the lowest spin modes of a magnetic particle can be achieved with the Krylov-Schur
approach. We have also been able to highlight an excellent preconditioner for this type of
problem. This opens the way to the treatment of large and/or fine meshed micro-magnetic
dynamical problems, with fine details and possibly three-dimensional structures, including
systems with aperiodicity or various defects.
Author Contributions: All authors contributed equally to this work. All authors have read and
agreed to the published version of the manuscript.
Funding: Research at the University of Kentucky was supported by the U.S. National Science
Foundation Grant DMR-1506979.
Data Availability Statement: The data presented in this study are available in this article.
Conflicts of Interest: The authors declare no conflict of interest.
Appendix A. Reformulated Dynamical Matrix Formalism
Following the dynamical matrix approach [17], a generalized eigenvalue problem
can be built up from the linearized motion equation of the magnetization. Assuming that
the magnetic particle is parted into N identical interacting cells, and that the uniform
normalized magnetization in each cell mj can be represented by its polar and azimuthal
angles θj and φj (angle of the in-plane component of the magnetization with respect to
the horizontal direction and angle of the magnetization with respect to the perpendicular
direction, respectively), the fluctuations of the magnetization can be used for building the
vector of unknowns, Equation (4). The C matrix appearing in Equation (2) is given by:
C =





−i sin φ1 Ms1γ1 0 0 0 ...




0 0 −i sin φ2 Ms2γ2 0 ...
... ... ... ... ...
... ... ... ... ...

where Msi and γi are the saturation magnetization and gyromagnetic ratio in the i-th
cell, respectively.
Finally, the Hessian of the system contains the following magnetic interactions: exchange,
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The first term contributes to the sparse part Hs, since it vanishes when j 6= k due to the
second order partial derivatives; the second enters Hd and can be written as a convolution


























































j and k N. N.
0 otherwise.
(A2)
Here A is the exchange constant, s the cell size, K(1) and v the uniaxial anisotropy
constant and the versor of its axis, N̂(rj − rk) the demagnetizing tensor between cells j and
k and all the derivatives are calculated at equilibrium; N. N. stands for nearest neighbor















1. Krawczyk, M.; Grundler, D. Review and prospects of magnonic crystals and devices with reprogrammable band structure. J.
Phys. Condens. Matter 2014, 26, 123202. [CrossRef]
2. Wang, R.F.; Nisoli, C.; Freitas, R.S.; Li, J.; McConville, W.; Cooley, B.J.; Lund, M.S.; Samarth, N.; Leighton, C.; Crespi, V.H.; et al.
Artificial ‘spin ice’ in a geometrically frustrated lattice of nanoscale ferromagnetic islands. Nat. Lett. 2006, 439, 303. [CrossRef]
3. Dion, T.; Arroo, D.M.; Yamanoi, K.; Kimura, T.; Gartside, J.C.; Cohen, L.F.; Kurebayashi, H.; Branford, W.R. Tunable magnetization
dynamics in artificial spin ice via shape anisotropy modification. Phys. Rev. B 2019, 100, 054433. [CrossRef]
4. Di, K.; Zhang, V.L.; Kuok, M.H.; Lim, H.S.; Ng, S.C.; Narayanapillai, K.; Yang, H. Band structure of magnonic crystals with
defects: Brillouin spectroscopy and micromagnetic simulations. Phys. Rev. B 2014, 90, 060405(R). [CrossRef]
5. Manzin, A.; Barrera, G.; Celegato, F.; Coïsson, M.; Tiberto, P. Influence of lattice defects on the ferromagnetic resonance behaviour
of 2D magnonic crystals. Sci. Rep. 2016, 6, 22004. doi:10.1038/srep22004. [CrossRef] [PubMed]
6. Drisko, J.; Marsh, T.; Cumings, J. Topological frustration of artificial spin ice. Nat. Commun. 2017, 8, 14009. [CrossRef]
7. Montoncello, F.; Giovannini, L.; Farmer, B.; De Long, L.E. Dynamic origin of segment magnetization reversal in thin-film Penrose
tilings. J. Magn. Magn. Mater. 2017, 423, 158–163. [CrossRef]
8. Farmer, B.; Bhat, V.S.; Sklenar, J.; Teipel, E.; Ketterson, J.W.J.B.; Hastings, J.T.; De Long, L.E. Magnetic response of aperiodic wire
networks based on Fibonacci distortions of square antidot lattices. J. Appl. Phys. 2015, 117, 17B714. [CrossRef]
9. Bhat, V.S.; Sklenar, J.; Farmer, B.; Woods, J.; Hastings, J.T.; Lee, S.J.; Ketterson, J.B.; De Long, L.E. Controlled Magnetic Reversal in
Permalloy Films Patterned into Artificial Quasicrystals. Phys. Rev. Lett. 2013, 111, 077201. [CrossRef]
10. Brown, W.F.J. Interscience tracts on Physics and Astronomy. In 18. Micromagnetics; Marshack, R.E., Ed.; John Wiley & Sons: New
York, NY, USA, 1963; Volume 18, pp. 1–143.
11. Fangohr, H.; Fischbacher, T.; Franchin, M.; Bordignon, G.; Generowicz, J.; Knittel, A.; Walter, M.; Albert, M. NMAG User Manual
Documentation Release 0.2.1; 2012. Available online: http://nmag.soton.ac.uk/nmag/current/manual/singlehtml/manual.html
(accessed on 5 March 2021).
12. Donahue, M.J.; Porter, D.G. OOMMF User’s Guide, Version 1.0, Interagency Report NISTIR 6376; National Institute of Standards and
Technology: Gaithersburg, MD, USA, 1999.
13. De Wiele, B.V.; Montoncello, F. A continuous excitation approach to determine time-dependent dispersion diagrams in 2D
magnonic crystals. J. Phys. D Appl. Phys. 2014, 47, 315002. [CrossRef]
14. Xiong, L.L.; Adeyeye, A.O. Dynamic behavior of Ni80Fe20 nanowires with controlled periodic width modulation. Appl. Phys.
Lett. 2016, 108, 262401. [CrossRef]
15. Liu, C.; Chen, J.; Liu, T.; Heimbach, F.; Yu, H.; Xiao, Y.; Hu, J.; Liu, M.; Chang, H.; Stueckler, T.; et al. Long-distance propagation
of short-wavelength spin waves. Nat. Commun. 2018, 9, 738. [CrossRef]
Magnetochemistry 2021, 7, 34 15 of 15
16. Labbé, S.; Bertin, P.Y. Microwave polarizability of ferrite particles with non-uniform magnetization. J. Magn. Magn. Mater. 1999,
206, 93. [CrossRef]
17. Grimsditch, M.; Giovannini, L.; Montoncello, F.; Nizzoli, F.; Leaf, G.K.; Kaper, H.G. Magnetic normal modes in ferromagnetic
nanoparticles: A dynamical matrix approach. Phys. Rev. B 2004, 70, 054409. [CrossRef]
18. Rivkin, K.; Ketterson, J.B. Micromagnetic simulations of absoption spectra. J. Magn. Magn. Mater. 2006, 306, 204. [CrossRef]
19. Fiedler, G.; Fidler, J.; Lee, J.; Schrefl, T.; Stamps, R.; Braun, H.B.; Suess, D. Direct calculation of the attempt frequency of magnetic
structures using the finite element method. J. Appl. Phys. 2010, 111. [CrossRef]
20. Buijnsters, F.J.; Fasolino, A.; Katsnelson, M.I. Zero modes in magnetic systems: General theory and an efficient computational
scheme. Phys. Rev. B 2014, 89, 174433. [CrossRef]
21. Montoncello, F.; Giovannini, L.; Nizzoli, F.; Zivieri, R.; Consolo, G.; Gubbiotti, G. Spin-wave activation by spin-polarized current
pulse in magnetic nanopillars. J. Magn. Magn. Mater. 2010, 322, 2330. [CrossRef]
22. Dmytriiev, O.; Dvornik, M.; Mikhaylovskiy, R.V.; Franchin, M.; Fangohr, H.; Giovannini, L.; Montoncello, F.; Berkov, D.V.;
Semenova, E.K.; Gorn, N.L.; et al. Dynamic magnetic response of infinite arrays of ferromagnetic particles. Phys. Rev. B 2012,
86, 104405. [CrossRef]
23. Montoncello, F.; Giovannini, L. Bandwidth broadening and asymmetric softening of collective spin waves in magnonic crystals.
Appl. Phys. Lett. 2014, 104, 242407. [CrossRef]
24. Rivkin, K.; Saslow, W.; Chandrasehkhar, V.; De Long, L.E.; Ketterson, J.B. Dynamic magnetic response of infinite arrays of
ferromagnetic particles. Phys. Rev. B 2007, 75, 174408. [CrossRef]
25. Bhat, V.; Woods, J.; De Long, L.E.; Hastings, J.T.; Metlushko, V.V.; Rivkin, K.; Heinonen, O.; Sklenar, J.; Ketterson, J.B. Broad-band
FMR study of ferromagnetic thin films patterned with antidot lattices. Physica C 2012, 479, 83. [CrossRef]
26. Greenberg, N.; Kunza, A. Disordered kagomé spin ice. AIP Adv. 2018, 8, 055711. [CrossRef]
27. Ding, J.; Kostylev, M.; Adeyeye, A.O. Magnonic Crystal as a Medium with Tunable Disorder on a Periodical Lattice. Phys. Rev.
Lett. 2011, 107, 047205. [CrossRef]
28. Kruglyak, V.V.; Sokolovskii, M.L.; Tkachenko, V.S.; Kuchko, A.N. Spin-wave spectrum of a magnonic crystal with an isolated
defect. J. Appl. Phys. 2006, 99, 08C906. [CrossRef]
29. Frotanpour, A.; Woods, J.; Farmer, B.; Kaphle, A.P.; De Long, L.E.; Giovannini, L.; Montoncello, F. Magnetization dynamics of a
Fibonacci-distorted kagome artificial spin ice. Phys. Rev. B 2020, 102, 224435. [CrossRef]
30. Smith, J.O. Mathematics of the Discrete Fourier Transform (DFT). W3K Publishing. 2007. Available online: http://www.w3k.
org/books/ (accessed on 5 March 2021).
31. Stewart, G.W. A Krylov–Schur Algorithm for Large Eigenproblems. SIAM J. Matrix Anal. Appl. 2002, 23, 601–614. [CrossRef]
32. Hernandez, V.; Roman, J.E.; Tomas, A. Evaluation of Several Variants of Explicitly Restarted Lanczos Eigensolvers and Their
Parallel Implementations. In Proceedings of the High Performance Computing for Computational Science—VECPAR 2006: 7th
International Conference, Rio de Janeiro, Brazil, 10–13 June 2006; Daydé, M., Palma, J.M.L.M., Coutinho, Á.L.G.A., Pacitti, E.,
Lopes, J.C., Eds.; Revised Selected and Invited Papers; Springer: Berlin/Heidelberg, Germany, 2007; pp. 403–416. [CrossRef]
33. Morgan, R.B.; Zeng, M. A harmonic restarted Arnoldi algorithm for calculating eigenvalues and determining multiplicity. Linear
Algebra Appl. 2006, 415, 96. [CrossRef]
34. Morgan, R.B.; Scott, D.S. Generalizations of Davidson’s Method for Computing Eigenvalues of Sparse Symmetric Matrices. SIAM
J. Sci. Stat. Comput. 1986, 7, 817–825. [CrossRef]
35. Levine, D.; Steinhardt, P.J. Quasicrystals: A New Class of Ordered Structures. Phys. Rev. Lett. 1984, 53, 2477–2480. [CrossRef]
36. Levine, D.; Steinhardt, P.J. Quasicrystals. I. Definition and structure. Phys. Rev. B 1986, 34, 596–616. [CrossRef] [PubMed]
37. Tzounas, G.; Dassios, I.; Liu, M.; Milano, F. Comparison of Numerical Methods and Open-Source Libraries for Eigenvalue
Analysis of Large-Scale Power Systems. Appl. Sci. 2020, 10, 7592. [CrossRef]
38. Bhat, V.S.; Heimbach, F.; Stasinopoulos, I.; Grundler, D. Magnetization dynamics of topological defects and the spin solid in a
kagome artificial spin ice. Phys. Rev. B 2016, 93, 140401. [CrossRef]
39. Montoncello, F.; Giovannini, L. Vortex mode dynamics and bandwidth tunability in a two-dimensional array of interacting
magnetic disks. Appl. Phys. Lett. 2012, 100, 182406. [CrossRef]
40. Gubbiotti, G.; Carlotti, G.; Okuno, T.; Grimsditch, M.; Giovannini, L.; Montoncello, F.; Nizzoli, F. Spin dynamics in thin nanometric
elliptical Permalloy dots: A Brillouin light scattering investigation as a function of dot eccentricity. Phys. Rev. B 2005, 72, 184419.
[CrossRef]
