Abstract-We propose a novel lossless and lossy compression scheme for color filter array (CFA) sampled images based on the wavelet transform of them. Our analysis suggests that the wavelet coefficients of HL and LH subbands are highly correlated. Hence, we decorrelate Mallat wavelet packet decomposition to further sparsify the coefficients. In addition, we develop a camera processing pipeline for compressing CFA sampled images aimed at maximizing the quality of the color images constructed from the compressed CFA sampled images. We validated our theoretical analysis and the performance of the proposed compression scheme using images of natural scenes captured in a raw format. The experimental results verify that our proposed method improves coding efficiency relative to the standard and the state-of-the-art compression schemes CFA sampled images.
I. INTRODUCTION
C OLOR filter array (CFA) refers to a spatial multiplexing of red, green, and blue filters over the image sensor surface. The popular Bayer CFA pattern is shown in Fig. 1 . The raw sensor data captured by this configuration is therefore a subsampled version of a full-color image, where each pixel sensor measures the intensity of only a red, green, or blue value. Demosaicking process interpolates the raw image and recovers the full-color image representation. Besides demosaicking, the captured data undergo defective sensor pixel removal, color correction, gamma correction, noise suppression, etc. Once the camera processing pipeline renders the color image, an image compression algorithm transforms the processed image to a storage format that requires fewer bits.
When compressing the image data, a digital data representation of the best quality is highly desirable in many applications, such as digital cinema, broadcast, medical imaging, image archives, etc. In such applications, lossless compression is preferable so that the original data can be reconstructed perfectly. However, lossless compression often requires large storage space. Hence, lossy compression, which could significantly reduce data size for storing, processing, and transmitting, is more common in consumer applications.
On the other hand, photographers often work directly with raw sensor data to maximize control over the post-processing. However, storing raw sensor data is difficult. With no standard method for compressing this type of data, the storage size Y. Lee and T. Q. Nguyen are with the Department of Electrical and Computer Engineering, University of California, San Diego, CA, 92093 USA (e-mail: yel031@eng.ucsd.edu, tqn001@eng.ucsd.edu).
K. Hirakawa is with the Department of Electrical and Computer Engineering, University of Dayton, OH, 45469 USA (e-mail: khirakawa1@udayton.edu). of the raw sensor data is typically very large. At the same time, compressing the raw sensor data also has the potential to improve compression performance relative to working with a full-color image. Despite the fact that the color images requires more bits to encode all color components, compression of CFA sampled images has received very limited attention in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
To this end, we propose a novel compression scheme for raw sensor data. Our work is inspired by the CFA compression method of [9] , the wavelet sampling theory of [12] , and the demosaicking work of [13] , [14] . Specifically, the CFA sampled image compression scheme in [9] leveraged a heuristic observation made about the behavior of the Mallat wavelet packet transform coefficients corresponding to the CFA sampled image. A more rigorous analysis of wavelet sampling in [12] revealed that Mallat wavelet coefficients are highly redundant. We previously used this fact to develop demosaicking [13] , [14] and denoising methods [14] .
The remainder of this article is organized as follows. In Section II, we provide theoretical analysis and review of wavelet transform for CFA sampled images. In Section III, we develop a scheme to further decorrelate the Mallat coefficients. We then propose a lossless and lossy compression of CFA sampled images leveraging this decorrelated Mallat wavelet structure. In addition, we design a camera processing pipeline aimed at maximizing the quality of the color images constructed from the compressed CFA sampled images. In Section IV, we verify the proposed scheme developed in Section III using real raw image sensor data. The preliminary results of this work appeared in [15] .
II. BACKGROUND AND REVIEW
A. CFA Sampling
T be a color image at the pixel location n = [n 0 n 1 ], where r(n), g(n), and b(n) are the corresponding color tristimulus values of the color. Then the CFA sampled image y(n) : where
indicator (e.g. c(n) = [1 0 0] denotes a red sample at a pixel location n).
Consider the Bayer pattern shown in Fig. 1 . The CFA sampled image of (1) is rewritten as
Here, the luminance image (n) and the color difference images α(n) and β(n) are defined as
where we interpret α(n), and β(n) as proxies for two chrominance color components. This is convenient way to represent the CFA sampled image because r(n), g(n), and b(n) share high spatial frequency components, yielding lowpass chrominance images α(n) and β(n) [17] , [18] . The modified CFA mask d(n) is defined as
Hence, the CFA sampled data is rewritten as [13] , [19] , [20] 
In (5), the CFA sampled image is interpreted as a linear combination of a complete luminance component and highpassmodulated chrominance components.
B. Wavelet Transform of CFA Sampled Images
As observed in Fig. 2(c) , it is empirically shown that the one-level wavelet transformation of a CFA sampled image is dominated by lowpass signals that are not sparse [9] . This observation is contradictory to the wavelet coefficients of ordinary color images in Fig. 2(b) , where LH, HL, and HH subbands contain edges and details only. Consequently, the Mallat wavelet packet transform [21] , [22] was proposed to further sparsify the detail coefficients of the CFA sampled images in HL, LH, and HH subbands.
A more rigorous analysis of the observation in [9] was provided in [12] , which we briefly review below. Denote by w y the first level wavelet decomposition of (5)
where the index (i, j) ∈ {L, H} 2 denotes the lowpass (L) and highpass (H) subbands in the vertical and horizontal directions, and w corresponds to wavelet coefficients of the luminance image , etc [12] , [18] . The wavelet transform of (6) is expanded as the combination of color difference image subbands, as follows:
where L * and H * denote the subbands of conjugated wavelet transform coefficients computed using conjugated wavelet filters [12] . Owing to the lowpass nature of α and β, the wavelet coefficients of w α and w β approximates to zero (w
Then, the wavelet analysis in [12] yields the following simplification of (7): (8) are interpreted as sum of fine-scale luminance wavelet coefficients and chrominance conjugate scaling coefficients [13] , [14] . Indeed, the wavelet coefficients of LH, HL, and HH subbands in Fig. 2 
C. Digital Camera Processing Pipeline
Digital camera processing pipeline refers to a sequence of image processing steps that are designed to recover a displayable image from the raw sensor data. We briefly review the basic steps taken, though there are variations among the camera manufacturers on the exact implementations. The steps we describe below are pertinent to the lossy compression algorithm we develop in Section III-D below.
Let y(n) denote the raw image sensor data. We first subtract the so-called "black offset
T , as follows:
This step is designed to map the digital values from the analogto-digital converter (ADC) to a number that is linear to the light intensity so that a y (n) would map to zero when there is no light coming into the camera. Following the black offset, the step known as "demosaicking" estimates the color image x(n) from the CFA sampled image y (n) [13] , [14] , [17] [18] [19] [20] . In a step known as "color correction", the colors of the recovered image x(n) corresponding to the spectral transmittance of the color filters are converted to a canonical color space by multiplying by a color transformation matrix A ∈ R 3×3 :
The "white balance" step rescales the color to make the color (nearly) invariant to illumination color [23] [24] [25] ,
where [i r , i g , i b ] is the color of the illumination. Lastly, a compander known as gamma correction enhances the lowintensity pixels while compressing the high-intensity pixels by a non-linear mapping [26] . For example, gamma correction used in sRGB standard take the form [27] :
Although other steps (e.g. defective pixel removal and noise suppression) are also common, black offset, demosaicking, color correction, white balance, and gamma correction are considered bare minimum steps. The processed color image x gc,wb,cc (n) is considered the final output of the digital camera-it is either displayed or compressed and stored.
III. PROPOSED COMPRESSION SCHEME OF CFA SAMPLED IMAGE The wavelet analysis in Section II-A and Section II-B suggests that the wavelet coefficients of a CFA sampled image are combinations of their luminance wavelet component and modulated frequency chrominance component. This implies that the LH, HL, and HH subbands directly yield poor coding efficiency, because ω α LL * and ω α L * L would never achieve the coding efficiency of ω g LH and ω g HL even if further wavelet transform is applied. Hence, we instead propose to decorrelate LH and HL subbands based on the wavelet analysis in Section II.
In Section III-A, we develop a lossless compression method based on the decorrelated Mallat wavelet structure. We extend this idea to lossy compression in Section III-B, where we achieve superior PSNR on the reconstruction of the CFA sampled image. In Section III-C, we detail implementational optimizations. In Section III-D, we further optimize the lossy compression minimizing the error of the reconstructed color image after it has undergone the camera processing pipeline.
A. Lossless Compression of CFA sampled images
Recall that w [28] , [29] .
In lossless compression, the coefficients of w 
where · denotes a f loor operation. Then, w 
for the Daubechies 9/7 wavelet transform. and w α L * L . This is confirmed by Fig. 3(b) , and the Pearson product-moment correlation coefficient decreased to −0.0174. The coding efficiency also increases as demonstrated by the entropy of 6.99 in Fig. 3(f) relative to 11.05 of Fig. 3(e) . To understand why this is the case, consider rewriting the difference w Fig. 4(a) , the difference of lowpass filters forms a bandpass filter, hence suppressing the lowpass signal α. We conclude that the residual w Fig. 4(e) ). Appealing to the fact that v output of the chrominance signal α through a single filter LL * +L * L. As shown by the frequency responses in Fig. 4 (b) and the filtered images in Fig. 4(f) , the sum of lowpass filters LL * + L * L also corresponds to a lowpass filter. Hence, the [9] . We apply a encoding scheme of luminance and chrominance to them, respectively. See Fig. 5 .
In our compression method, we shift each color component of the CFA sampled image by adjusting its offset before taking wavelet transform, as follows:
where
T is the integer offset values of color components (this is commonly performed in camera processing pipelines already). The shift k must be stored as a sideband information in order to uncompress the image later. In the experiment, the values of k are chosen by black offset, which was computed from a calibration experiment using X-Rite ColorChecker 1 . This has the effect of shifting v 
B. Lossy Compression of CFA sampled images
The proposed compression scheme in lossy mode is identical to the lossless scheme in Section III-A as illustrated in 
where M ∈ R 2×2 . Recalling that we quantize v 
Here, the approximation stems from the law of large numbers (as denoted by the expectation operator E{·}) [28] , [29] applied to the quantization errors q s and q d . The simplification by the Frobenius norm ||·|| 2 F stems from the assumption that q s and q d are uniformly distributed and independent. Increasing the value of λ promotes sparsity (and coding efficiency) at the sacrifice of the reconstruction error. In practice, we found Fig. 3(d) and the Pearson product-moment correlation coefficient decreased to 0.014. The entropy of the decorrelated coefficient reduced to 6.91 of Fig. 3(h) relative to 12.05 of Fig. 3(g) .
C. Optimization of Wavelet Transforms
There are two main sources of distortions in lossy compression: round-off error and quantization error. The roundoff error stems from finite precision operators used to carry Fig. 6 . Description of the ad-hoc alternative lossy compression scheme.
out the forward and reverse wavelet transforms. The quantization error (commonly referred to as the "residual error") is caused by reducing the number of bits to represent wavelet coefficients, at the expense of accuracy. Specifically, a larger quantization step yields higher compression ratio and higher loss in quality.
The interactions between the two sources of noise depend on the bitrate. Although the quantization errors dominate at the low bitrates, the round-off error limits the image quality at the higher bitrates. This suggests that better quality would be achieved if the round-off error is reduced at the higher bitrates. By experimentation, we heuristically arrived at an alternative decomposition scheme as illustrated in Fig. 6 that perform better at high bitrates. We propose quantizing the coefficients after the first level Daubechies 9/7 wavelet transform and decorrelation step outlined in Section III-B. We then use the LeGall 5/3 to carry out the Mallat wavelet packet transform on w . This is in contrast to the conventional compression scheme of quantizing the coefficients after multiple-level wavelet transform [6] .
As the quantization step increases, the round-off error become insignificant relative to the quantization error. Hence at the lower bitrates, we empirically found that Daubechies 9/7 would be more effective for the decorrelated Mallat as described in Section III-B and in Fig. 5 . The trade-offs between bitrates and the choice of wavelet transforms are confirmed by our experiments in Section IV-C.
D. Camera Processing Pipeline-Aware Lossy Compression
The decorrelated decomposition schemes in Sections III-A and III-B improve coding efficiency relative to the existing CFA compression schemes. Recalling that the color image is constructed using a decompressed CFA sampled image, there may be additional penalties in image quality when the distortion of the lossy compression is propagated through the camera processing pipeline. Specifically, CFA sampled images are not invariant to the color of illumination, raising the possibility that one color component is potentially compressed more than other components. Similarly, color correction would boost errors in a certain color channel relative to others. The human eyes are more sensitive to the dark regions of the image, which is further exaggerated by gamma correction. Clearly, uniformly quantizing the decorrelated Mallat wavelet packet transform coefficients of the CFA sampled image is suboptimal for minimizing the distortion of the color image we recover from the (decompressed) raw sensor data.
Hence, in this section, we develop a pipeline for compressing CFA sampled images that maximizes the quality of the subsequently reconstructed color images, based on cameraaware multi-resolution analysis (CAMRA). The schematic representation of the proposed pipeline is shown in Fig. 7 . Recalling (3), the color components x(n) are reconstructable from , α, and β by the relation:
Suppose we interpret the w (18) we have the relation We propose to apply color correction, white balance, and gamma correction to the quarter resolution color image w x LL . See Fig. 7 . These steps match the processing that takes place in the digital camera processing pipeline (as described in Section II-C), rendering a quarter resolution version of the final color image x gc,wb,cc that the digital camera would yield (i.e. the image that we are after). See Fig. 8 . Hence, we posit that a compression method designed to minimize the distortion of the color corrected, white balanced, gamma corrected lowresolution color image would also maximize the quality of the high-resolution color image subsequently reconstructed from the decompressed CFA sampled image. For instance, Fig. 7 illustrates a subsequent JPEG2000 compression, where we convert the gamma corrected color image to luma/chroma components, perform N -level wavelet transform and quantize before encoding the bits.
Finally, when recovering the quarter resolution color image in (19), a few coefficients can take on negative values. Thresholding them to zero would introduce additional distortion, which is unattractive. Instead, we keep the absolute value of w x LL , encoding the sign bits separately. The binary image of sign bits is encoded by the standard encoder, which added about 0.004 bits per pixel on average in our tests. The advantages to the compression scheme in Fig. 7 is confirmed by the experiments in Section IV-D. 
IV. EXPERIMENTAL RESULTS

A. Setup
We verified our proposed method using 64 raw sensor images of Nikon D810 and Sony Alpha a7R II as shown in Fig. 9 . These cameras are especially challenging to work with because they lack the optical lowpass filters. (We did not consider the low-resolution Kodak and IMAX images typically used in demosaicking and compression studies, as the resolution of typical modern digital cameras far exceeds them. They also poorly approximate the sensor data, prior to the camera pipeline.) In the proposed method, the transformed images were coded using the standard JPEG2000 codec, openJPEG. The level of wavelet transformation was set to 5, which is the default setting of openJPEG. The size of a code block was set to 64 × 64 as a default value. The raw sensor data was cropped to the size 4436 × 6642 (Nikon) and 4788 × 7200 (Sony) because of the size limitation of openJPEG engine.
For comparison, we decomposed the color images and the raw sensor images using LeGall 5/3 wavelet transform for lossless coding and Daubechies 9/7 wavelet transform for lossy coding of JPEG2000 in different configurations. They are: the wavelet transform on the color images reconstructed in a typical camera processing pipeline (denoted as "RGB" in Table I ), the wavelet transform on the CFA sampled images treated as gray images ("CFA"), the wavelet transform on the demultiplexed color images at low resolution ("Demux"), the macropixel spectral-spatial transformation ("MSST") on the CFA sampled images [6] , and the Mallat wavelet packet transformation on the CFA sampled images ("Mallat") [9] . see Fig. 10 .
B. Lossless Compression of CFA sampled images
The compression results are tabulated in Table I in terms of bits per pixel (bpp). Our proposed method improves coding efficiency by about 7% (Nikon) and 15% (Sony) relative to the standard JPEG2000 coding. Since the total number of pixel components being coded is three times than that of a CFA sampled image in the standard JPEG2000 coding, the RGB encoding is obviously the least efficient. The large coding gain of Sony camera stems from the fact that the dynamic range of raw data was close to 2 13 while the processed color image exceeded 2 13 requiring an extra bit of representation. Typically, the dynamic range of the color images are increased through the camera processing pipeline if raw data are dark, and so this is not entirely unexpected. Relative to directly applying JPEG2000 lossless compression to CFA sampled images, we gained 9.08% (Nikon) and 5.86% (Sony). This can be explained by Fig. 2(b) , which shows that the HL, LH, and HH subbands are dominated by non-sparse chrominance components. Relative to the demultiplexing method, the MSST and the Mallat wavelet transform compression schemes improved by about 5% (Nikon) and 0.7% (Sony). The proposed scheme improved further by 0.71% (Nikon) and 0.40% (Sony) relative to the MSST; and 0.36% (Nikon) and 0.41% (Sony) relative to the Mallat wavelet scheme. The bpps in Table I validate our theoretical analysis in Section III that the decorrelated Mallat wavelet packet transform on CFA sampled images reduces bit requirement.
C. Lossy Compression of CFA sampled images
The performance of the proposed decorrelated Mallat packet wavelet scheme in Section III-B and the further optimization scheme in Section III-C were evaluated on the rate-distortion curves in Fig. 11 . In the curves, we measured the average peak signal-to-noise ratio (PSNR) of the reconstructed test CFA sampled images, relative to the original CFA sampled images. We applied the standard JPEG2000 lossy coding scheme to the comparing methods (including the method in [9] , which was proposed for lossless coding only). In this experiment, bitrates were controlled by quantization step. We disabled the ratecontroller in openJPEG because it confounds the distortion analysis.
The alternative lossy coding scheme in Section III-C outperformed at higher bitrates as predicted in the analysis of Section III. At lower bitrates, the decorrelated Mallat packet wavelet scheme slightly improved the coding efficiency. This demonstrates that round-off error is predominated at higher bitrates, and quantization error increases as bitrates decrease.
D. Lossy Compression with Camera Processing Pipeline
Next, we investigate the effects of distortions introduced by the lossy compression on the camera processing pipeline. For this study, we considered two versions of the camera processing pipeline-one using least square luma-chroma demultiplexing (LSLCD) demosaicking [30] and the other using posterior sparsity-directed demosaicking (PSDD) [13] .
In Fig. 12 , the quality of the color images reconstructed from the decompressed CFA images using digital camera processing pipeline are evaluated in terms of PSNR. For the reference images for PSNR, we applied the same camera processing pipeline to the original CFA image, since it is the best possible image we can obtain without compression.
We report the rate-distortion curves in Fig. 12 . The performance of compressing the full RGB image rendered by the camera processing pipeline was better than the existing CFA image compression technique. It suggests that the distortions introduced by lossy compression scheme indeed do propagate through the camera processing pipeline. By contrast, at modest to high bitrate, the proposed camera processing pipeline-aware compression algorithm clearly outperforms the full RGB and the existing CFA image compression schemes. 
E. Computational Complexity
The total processing time is dominated by the wavelet transformation and the variable length coding. We only require wavelet transform of a CFA sampled image at the first level, which is one-third the complexity of the JPEG2000 for color images. The decorrelation requires only an addition and a subtraction, which is a negligible overhead. The subsequent N -dimensional wavelet transform is applied three times, comparable to JPEG2000 for color images (after the first level wavelet decomposition); and requires 3/4 complexity relative to other decomposition schemes in Fig. 10 . The number of wavelet coefficients that are encoded by the variable length encoder is one-third of the JPEG2000. Hence, we conclude that the proposed method is substantially less complex than the conventional JPEG2000 and slightly less than other compression schemes.
V. CONCLUSIONS
We proposed a novel lossless and lossy compression schemes for CFA sampled images based on the wavelet analysis of CFA sampling. The analysis proved both theoretically and experimentally that the wavelet coefficients of CFA sampled images are highly correlated. Consequently, we developed the lossless and lossy compression schemes to further sparsify the correlated coefficients. The experimental results verified that the proposed scheme improve coding efficiency relative to the compression of color images. Furthermore, we designed the camera processing pipeline (CAMRA) that minimizes the error of the color images reconstructed from the uncompressed CFA sampled data by the subsequent camera processing pipeline. The experimental results using actual sensor data verified that the proposed decomposition schemes improves coding efficiency relative to the standard color image compression schemes as well as the state-of-theart compression schemes for CFA sampled images.
