Motivation: Diverse studies have shown that correlated mutation (CM) is an important molecular evolutionary process alongside conservation. However, attempts to find the residue pairs that co-evolve under the structural and/or functional constraints are complicated by the fact that a large portion of covariance signals found in multiple sequence alignments arise from correlations due to common ancestry and stochastic noise. Results: Assuming that the background noise can be estimated from the coevolutionary relationships among residues, we propose a new measure for background noise called the normalized coevolutionary pattern similarity (NCPS) score. By subtracting NCPS scores from raw CM scores and combining the results with an entropy factor, we show that these new scores effectively reduce the background noise. To test the effectiveness of this method in detecting residue pairs coevolving under the structural constraints, two independent test sets were performed, showing that this new method performs better than the most accurate method currently available. In addition, we also applied our method to double mutant cycle experiments and protein-protein interactions. Although more rigorous tests are required, we obtained promising results that our method tended to explain those data better than other methods. These results suggest that the new noise-reduced CM scores developed in this study can be a valuable tool for the study of correlated mutations under the structural and/or functional constraints in proteins. Contact: kds@kaist.ac.kr Availability: http:/
INTRODUCTION
The evolution of homologous protein sequences has proceeded according to the fitness of each residue position (Graur and Li, 2000) . Since mutations at sites critically affecting the fitness of proteins are eliminated by purifying selection, these sites usually tend to be conserved. However, mutations at variable sites can also destroy the fitness of proteins in some cases (Dunn et al., 2008) . For such mutations to survive purifying selection, the fitness of the protein must be rescued through compensatory mutations, resulting in correlated mutations. Since correlated mutations are frequently observed among spatially close residues (Altschuh et al., 1987 ; * To whom correspondence should be addressed. Fitch and Markowitz, 1970) , correlated mutation (CM) analysis (CMA) has been used to predict intra-or inter-residue contacts from multiple sequence alignments (Fariselli et al., 2001a, b; Göbel et al., 1994; Neher 1994; Shindyalov et al., 1994; Skerker et al., 2008) . More recently, it has been suggested that CMA can be useful in verifying energetically linked residues residing in proteins (Lockless and Ranganathan, 1999; Suel et al., 2003) and could even help to design new proteins (Lee et al., 2008b; Russ et al., 2005; Socolich et al., 2005) .
A number of CMA algorithms have been developed (Codoner and Fares, 2008) , with Pearson correlation coefficient-based methods (Göbel et al., 1994; Neher 1994; Pollock and Taylor, 1997) , mutual information (MI)-based methods Tillier and Lui, 2003) and perturbation-based methods (Dekker et al., 2004; Lockless and Ranganathan, 1999) being the most commonly used due to their simplicity and efficiency. However, it is well known that due to the differences of each method, their coverage and sensitivity are affected by the sequence under analysis (Fodor and Aldrich, 2004) . Moreover, phylogenetic and stochastic noise broadly occurs among aligned positions of multiple sequence alignments because of common ancestry and random drift (Codoner and Fares, 2008; Wollenberg and Atchley, 2000) . Thus, almost all pairs of residues appear to have some degree of covariance signal. Although bootstrapping and other randomisation methods (Noivirt et al., 2005; Wollenberg and Atchley, 2000) have been devised to reduce phylogenetic noise, they are computationally intensive and are sensitive to the evolution model used (Dunn et al., 2008) .
Recently, a powerful method called MIp has been developed by Dunn et al. (2008) , who showed that their average product correction (APC) successfully eliminated the phylogenetic noise and entropic effects of MI. APC is able to eliminate background noise because most pairs only share background signals (Dunn et al., 2008; Tillier and Lui, 2003) . The pairs that co-evolve under structural and functional constraints are comparatively so rare that they have little effect on average MI values.
This study proposes a new phylogenetic noise reduction method. We assume that the similarity of coevolutionary patterns reliably estimates the phylogenetic noise from coevolution. Since structural and functional constraints can be tested by means of structural proximity and double mutant experiments, respectively, the method was tested by performing residue contact prediction and G of double mutant experiments. The results show that our method successfully predicts the residue contacts and is highly correlated with the G of double mutant cycles.
METHODS

Normalized coevolutionary pattern similarity
While a majority of residue pairs show correlated mutational patterns due to phylogenetic and stochastic noise, a limited number of MSA pair positions co-evolve under structural and functional constraints (Codoner and Fares, 2008; Dunn et al., 2008; Tillier and Lui, 2003) . The former ones tend to have undergone correlated mutations in groups, while the latter ones are present in isolated pairs. Based on this observation, we assumed that the phylogenetic noise could be estimated by examining the coevolutionary relationship among residues. If the two aligned positions i and j have a high-CM score and they also share similar coevolutionary patterns with the other positions, then their high-CM score is likely due to phylogenetic reasons. Thus, we defined the coevolutionary pattern similarity (CPS) scores between the i and j positions as follows:
where CM(i, k) is the CM score of the residue pair i and k, and n is the number of columns in MSA. It is easy to see that CPS(i, j) is essentially the dot product of two vectors and measures the degree of similarity between the two CM score patterns. For example, the CPS has its maximum value when CM(i, k) and CM(j, k) are identical for all k. Since the CPS is the product of two CM scores, a normalizing factor is required. The square root of the mean of all CPS scores was used for normalization. As a result, the normalized coevolutionary pattern similarity (NCPS) scores are defined as a measure of background noise as follows:
We anticipated that the relevant structural and/or functional constraints could be approximated by subtracting the NCPS scores from the raw CM scores. We call these corrected CM scores, or CMc scores:
Tillier and Lui have suggested that the entropy factor can reduce noise for sites with extreme entropy (Tillier and Lui, 2003) . The entropy (H) for the i-th column in the MSA is defined as H(i) =− a p(a)log 20 p(a) where p(a) (a= 1, …, 20) is the amino acid probability distribution of the column. Adopting the same idea, we defined eCMc scores, as follows:
It is easy to see that the entropic factor E(i, j) reduces the CMc scores of the columns with extreme (either too small or too large) entropy values if E(i, j) is multiplied by the CMc scores. The best performance is achieved when the base CMA is MI and the average of MIc and eMIc is used ( Supplementary  Fig. 1 ). Explicitly, aMIc scores are defined as
Multiple sequence alignments and structural information
To develop and test our method, two sets of MSAs of different quality were compiled. The first was an automatically generated set of low quality MSAs. The query sequences were retrieved from the PDB files used in our previous research (Lee et al., 2008a) . PSI-BLAST was run with the options −h 0.001 −e 0.001−j3 against the protein database NR65, which was prepared from the 'nr' database by cd-hit (Li et al., 2001 (Li et al., , 2002 . Using the PSI-BLAST hits, MSAs were built by CLUSTALW (Thompson et al., 1994) . Of 44 families, only the 34 families with >100 sequences with at least 65% coverage of the query sequence were selected. For the second set, 83 high-quality family sequences were downloaded from the CDD database (Marchler-Bauer et al., 2005) along with representative structures used in the previous study by Dunn et al. (2008) . As in the previous work, only ungapped aligned positions were used in our analysis. Residue contact is defined as any pair of residues with the shortest non-hydrogen atomic distance <= 6 Å, following the study by Dunn et al.
RESULTS
Detecting the structural constraints
Conventionally, CMA has been used for intra-or inter-residue contact predictions since compensating mutations should occur to maintain the structural stability of proteins (Altschuh et al., 1987; Fitch and Markowitz, 1970) . If one mutation alone can destroy the protein structure, then another position must be mutated to compensate for the loss of stability. Therefore, if subtracting NCPS scores from the base CMA scores could successfully eliminate phylogenetic noise and isolate the coevolution signals originating from the structural and functional constraints on paired mutations, our method should improve the accuracy of contact pair prediction in proteins compared with use of the base CMA scores. Because NCPS scores can be calculated from any type of CMA score, we applied our method to several popular CMA methods: McBASC, OMES and MI. As shown in Figure 1 , subtracting the NCPS scores from the base CMA scores results in an improvement in contact ratio prediction for all CMA methods. Surprisingly, the effect of noise reduction is greatest for MI ( Fig. 1) , the performance of which is worst without NCPS score subtraction. The reason that NCPS can represent the background signal for all CMA algorithms is explained in Supplementary Figure 2 . Briefly, for a particular case where all columns are mutated following the phylogenetic tree in exactly the same way, it can be easily shown that as long as all CM scores are equal, all NCPS scores are equal to the CM scores, which are the background phylogenetic signals. This analysis suggests that one reason that the lowest improvement is observed for the McBASC algorithm is that for McBASC, the assumption that all CM scores are equal does not hold for this particular case. This justification and the above results suggest that our method is generally applicable to all types of CMA methods in removing the phylogenetic and random noise from CMA scores.
Comparison with other methods in detecting structural constraints
We compared our method with other CMA algorithms for predicting the residue pairs that are in contact in protein structures. The recently developed MIp method is similar to our method, but it corrects for the phylogenetic and entropic effects by subtracting the APC (Dunn et al., 2008) . APC is the product of the average MI values of two positions (MI(i,x) and MI(j,x)) divided by the average of all positions (MI) in the alignment. MIp, which is MI-APC, dramatically improves residue contact predictions. In addition, the MIa method has also been suggested ( (Ashkenazy et al., 2009) , we compiled two kinds of datasets (Section 2) to examine how the method results depend on the quality of MSAs. Figure 2 shows the results for the set of 34 low-quality MSAs. The upper panel depicts the contact ratio for various methods. The contact ratio is defined as the fractions of the residue pairs in contact among the top n residue pairs. The bottom panel shows the average distances of those residue pairs. Since adjacent pairs in sequence have been reported to show high CMA scores (Halperin et al., 2006) , only pairs with a sequence distance of at least four were used. The results show that our methods MIc and aMIc performed better than the other algorithms, including MIp and MIa, in terms of predicting the residue pairs in contact and their average distances. However, the result that aMIc shows better performance than MIc indicates that the effect of entropy still persists in the MIc scores.
The same results were observed for the set of 83 high-quality MSAs (Fig. 3) , except that the performance difference between aMIc and MIp was smaller than for the set of low-quality MSAs. A paired t-test was performed to assess the statistical significance of the improvement shown by our methods (Supplementary Table 1 ), demonstrating that their improvement is significant at the 95% level. The test of our methods on the two test sets suggests that aMIc is the best CMA method available when predicting the residue-residue contacts in protein structures using CMA methods, regardless of the MSA quality.
Functional constraints
Protein function also holds an important role as an evolutionary constraint. CMA results have been used to predict allosteric pathways, functionally important sites, and in the design of new proteins (Lee et al., 2008a, b; Lockless and Ranganathan, 1999) . Double mutant cycle experiments have been used to decipher the energetically coupled residues in a protein. We collected a set of recent double mutant experiments on the PDZ domain (Chi et al., 2008) , the SNase protein (Chen and Stites, 2001) , barnase, the serine proteinase inhibitor and T4 lysozyme (Istomin et al., 2008) and applied several CMA methods including our own. Strong correlations were only observed for the PDZ domain, while moderate correlations were observed for SNase and barnase. No correlations were observed for the serine proteinase inhibitor or for T4 lysozyme (Supplementary Tables 2 and 3 ; Supplementary Fig. 3 ).
In their work on the PDZ domain, Chi et al. argued that energetic coupling is not a special property of the coevolved network of residues in the domain. They showed that proximal residues are more likely to be coupled than distal residues and suggested that energetic couplings can be better explained by the residue distance relationship than by CMA (in their work, SCA was used for CMA). We applied several CMA methods to those data. The G values, extracted from Table 2 ). In particular, the results of aMIc, SCA and MI are shown in Fig. 4 , which also plots | G| versus residue distance. As pointed out in Chi et al.'s paper, | G| for a specific residue pair can have different values depending on the choice of mutations. Note also that there is no inherent reason that | G| values should have a linear correlation with CMA scores or distances. Despite all these complications, simply looking at the plots makes it clear that aMIc scores in fact remove the phylogenetic and random noises from MI scores and, along with MIp, show the best correlation with the experimental data. Moreover, correlating those results with the | G| versus distance plot demonstrates that aMIc scores explain the double mutant cycle data better than the distances can, especially for the residue pairs in close contact (black dots). The second example is the double mutant cycle data of Chen and Stites from the SNase protein (Chen and Stites, 2001) . In their experiment, the authors suggested that if | G| is <0.3 kcal/mol, the two residue positions can be considered to be energetically coupled. The results are shown in Figure 5 (the SCA program failed on this MSA for unknown reasons, so we plot McBASC instead for comparison). In general, weaker correlations were observed than for the PDZ domain data. Part of the reason for these weaker correlations is that the CMA scores of the residue pairs in the plot are in general very small: nearly all Z-scores <3. However, the same tendency as in the PDZ domain case was observed, leading to the same conclusion: aMIc scores can explain the double mutant cycle data better than distance, especially for the residue pairs in close contact (black dots).
For barnase, aMIc presented a more suitable explanation of | G| than other algorithms ( Supplementary Fig. 3d ). However, for the remaining examples, serine proteinase inhibitor and T4 lysozyme, all CMA algorithms failed to show a correlation ( Supplementary Fig. 3e and f) . These results can be partially explained by the small | G| values of these proteins, which are both <1.0 kcal/mol, while those of the barnase are 0∼4 kcal/mol. Based on these results, the linear correlation between CMA and double mutant cycles is a special case for the | G| of ligand binding of the PDZ domain. In addition, it is hard to say which algorithm is the best for deciphering energetic couplings among residue pairs. However, the correlation is improved when aMIc scores are used. Although some arguments have been made against CMA methods, such as the claim that Chi et al. (2008) made in their recent work on the PDZ domain, the present study suggests that CMA could be a good method to examine the energetic couplings in proteins, especially when the experimental | G| values are relatively large.
Application to protein-protein interaction
Recently, CMA has been used to rewire the interaction specificity between histidine kinases (HKs) with their cognate response regulators (RRs) (Skerker et al., 2008) . In bacteria, the HK-RR interaction plays an important role in signal transduction. An autophosphorylated HK transfers the phosphoryl group to its RR partner. In Skerker's research, MI was used for the CMA. Because no HK-RR structure exists, the correlated mutational pairs between HK and RR were mapped on the suitable structural proxy Spo0B and Spo0F (PDB: 1F51). The DHp domain of HK corresponds to the 4-helix bundle of Spo0B (chains A and B), and RR corresponds to Spo0F (chain F).
Three CMA scores, aMIc, MIp and MI, were calculated using the downloaded MSA from the work of Skerker et al. We defined the interface residues as the residues with the shortest heavy inter-atomic distance <6 Å. As in Figures 2 and 3 , the fraction of residue pairs in contact among the top n residue pairs having the highest CMA scores is depicted (Fig. 6b) . The tendency is almost the same as in Figures 2 and 3 : aMIc has the best prediction accuracy. In addition, the top 10 residue pairs for each method are depicted in Figure 6a . Our method and MIp both eliminate one of the non-interacting residues of HK near the active HIS230 residue and other distant residue pairs (gray spheres). Moreover, the pair of residues uniquely predicted by aMIc are inter-protein contact residues (non-hydrogen inter-atomic distance <=6 Å), but those uniquely predicted by MIp are not (distance >6 Å) ( Fig. 6c and d) . In addition, the HK residue of the unique MIp pair (ASN) is not listed in the mutation list, whereas that of aMIc (GLN) is one of four mutation sites that alter specific HK-RR pairing in Skerker et al. (see Fig. 5 of Skerker et al.) . However, since these results were obtained using a proxy structure rather than a real structure, more test sets and hotspot data for real hetero-complexes are required.
Application to homo-trimeric protein-protein interactions
Motivated by the promising results from the HK-RR complex, we decided to apply CMA to a large number of protein-protein interaction (PPI) interfaces. However, building MSAs between interacting pairs is not trivial. This task is the major obstacle in PPI analysis (Halperin et al., 2006) because it requires a large number of reliable orthologue pairs that are believed to interact with each other in the same binding mode. To overcome this limitation, we used homo-trimer proteins. Because homo-oligomers form complexes with themselves, MSAs with highly credible pairings can be obtained in exactly the same way as in the single protein case. We chose homo-trimers instead of homo-dimers or homotetramers because in homo-dimers and homo-tetramers, the interface residues in one chain usually interact with the same residues in another chain, making the two MSA columns identical. One more complication of using homo-oligomers is that the CMA signals under the PPI constraints are mixed with those under intra-contact constraints. To remove this complication, we only considered the residue pairs with the shortest inter-atomic distance <=6 Å and their corresponding intra-atomic distances >20 Å. Figure 7 shows the results for 27 homo-trimers. The contact ratio pattern resembles that of intramolecular contact prediction. However, a much faster decay was observed. One of the reasons for this decay could be that the number of PPI interface residues is small (only 0.4% of pairs are PPI pairs, 10 times fewer than the number of intramolecular contacts in this test set). The noise reduction algorithms (MIc, aMIc and MIp) showed significant improvement in PPI pair prediction. Although similar performances were observed, MIc showed the best performance at ranks 1-3. This difference is statistically significant at the 95% level by a paired t-test (Supplementary Table 5 ). In general, three noise reduction algorithms show similar performance for the prediction of protein interface residues. However, considering the very small number of residue contact pairs, it is meaningful that the top-ranking residues of our method are more likely to be part of the protein-protein interface.
DISCUSSION
This work proposes a new method for estimating the phylogenetic and random noise present in CM analysis scores. We call the new method the NCPS scores. Utilizing NCPS and combining it with the entropy factor, we developed new CMA scores called aMIc and MIc. Then, we applied our new methods to (i) predicting the contact residues in protein structures; (ii) interpreting double mutant cycle data; and (iii) identifying the interacting residue pairs in PPI . Dotted lines connecting the residue pairs depicted as gray spheres are the pairs discarded after applying the noise reduction algorithms. Note that the unique pair of residues predicted by aMIc (magenta line) are proximal in the structural proxy and one of the mutation positions, but the unique residues predicted by MIp (green line) are not. This figure was drawn using PyMol.
interfaces. All of these test results suggest that the new CMA scoring method, aMIc, is the most accurate method when compared to many existing CMA algorithms. Many efforts have been made to apply CMA methods to predicting the contact residues in PPI interfaces. One such work concluded that CMA methods of predicting inter-protein contacts are not reliably accurate (Halperin et al., 2006) . However, the CMA algorithms that they tested are not as accurate as our new method. For a homo-trimer dataset, our noise reduction algorithms showed improved results. In addition, we obtained a promising result for one hetero complex (HK-RR, Fig. 6 ). Although more tests are required, these results suggest that using the most accurate CMA method may lead to different, more accurate conclusions regarding accuracy. We plan to apply this new method on a larger-scale set of protein complexes to examine the utility of CMA methods can be for predicting the interaction interfaces and the interacting residues such as hot spots.
Several authors have also pointed out the limitation of CMA methods in interpreting double mutant cycle experiments and have raised some doubts regarding such concepts as energetic coupling in protein structures (Chi et al., 2008) . In this work, however, we demonstrate that the experimental data can be best explained by the noise-reduced CMA methods such as aMIc. Five proteins (six experimental datasets) were examined in this study. PDZ, SNase and barnase were explained well, but the serine proteinase inhibitor and T4 lysozyme are not. The two poor examples are partly explained by their small | G| values. Therefore, it still must be verified whether these findings still hold for a large number of double mutant cycle datasets. If so, our method could be a valuable tool for finding allosteric communication pathways and for designing new proteins with higher thermal stability or new functions. In fact, CMA has recently been used in protein design protocols (Lee et al., 2008b; Russ, et al., 2005; Socolich et al., 2005) . In these studies, CMA was used to suggest functional networks among residues, such as allosteric pathways. Finally, coevolutionary linkage patterns have been reported between contact residues and active site related residues (Gloor et al., 2005) . Moreover, it has been verified that in the residueresidue coevolution network (RRCN), where the nodes are residues and the links are CMA scores, the functional sites are related to network properties such as the degree of connectivity and the information centrality (Lee et al., 2008a) . In addition to RRCN, another structure-based network analysis has shown that residue centrality is closely related to the functional sites (del Sol et al., 2006) . Thus, by combining CMA and network analysis, it may be possible to build an integrated framework that can help to simultaneously identify not only the contact residues, but also the functionally important residues, which eventually may lead to more efficient methods for designing industrially and medically important proteins.
