Abstract. Evolution and trend to equilibrium of a (planar) network of grain boundaries subject to curvature driven growth is established under the assumption that the system is initially close to some equilibrium configuration. Curvature driven growth is the primary mechanism in processing polycrystalline materials to achieve desired texture, ductility, toughness, strength, and other properties. Imposition of the Herring Condition at triple junctions ensures that this system is dissipative and that the Complementing Conditions hold. We introduce a new way to employ the known Solonnikov-type estimates, which are only local in time, to obtain solutions that are global in time with controlled norm. These issues were raised as part of the Mesoscale Interface Mapping Project.
Introduction
Here we undertake the study of the long time evolution and trend to equilibrium of a (planar) network of grain boundaries subject to curvature driven growth. Curvature driven growth is the primary mechanism in processing polycrystalline materials to achieve desired texture, ductility, toughness, strength, and other properties. Although many other interfacial features, especially chemistry, play an important role, a first understanding of evolution and trend to equilibrium begins with the basic process of curvature driven growth.
The basic theory of grain growth may be found in Herring 5 6 and Mullins 8 and its mathematical context is outlined in the next session. For a more recent treatment we refer to the book 4 . Here are the main features. The surface tension, or excess free surface energy, of an intergranular boundary or grain boundary, is a function of the boundary normal and the crystallographic orientation mismatch between the grains. This is the continuum description of surface energy. The finer scale of lattice and molecular origins of intergranular energy are manifold and complex, for example they arise from variations in long range order at interfaces, complicated dislocation arrays, and other defect structures, cf. the reference 10 .
In equilibrium energy is minimized, which implies that a force balance, known 1 as the Herring Condition, holds at triple junctions where three grain boundaries meet. It is simply the natural boundary condition. Typically, junctions of more than three curves are unstable. In evolution, the normal velocity is proportional to a driving force. Unlike equilibrium, there is no natural boundary condition for an evolutionary system and one must be imposed. Asking the system to be dissipative suggests that the equilibrium Herring Condition is a candidate for this missing boundary condition. We show that the equations of curvature driven growth with the Herring Condition at the boundary may be solved for all time provided the initial conditions are sufficiently close to an equilibrium configuration. From this it is easy to check that any sequence of states has a subsequence that tends to equilibrium, not necessarily the one initially close to it. The existence proof rests on two essential facts. The first is that the Herring Condition gives rise to a well posed boundary condition, i.e., it satisfies the Complementing Condition 2 9 , which was observed by Bronsard and Reitich 3 . The second is a new way to employ the known Solonnikov-type estimates, which are only local in time, to obtain solutions that are global in time with controlled norm. We point out that this is a general method that can be applied to many other evolution systems, for instance the system describing a curve evolved by the surface diffusion, that is, the minus Laplacian of the curvature of the curve.
With this result we are able to help justify an important experimental hypothesis of the Mesoscale Interface Mapping Project 1 , where the Herring Condition is assumed to be generally in force even though the grain boundary system may be away from equilibrium. Moreover, an interesting 'snapshot' technique for the determination of mobility functions proposed in the paper 1 requires satisfaction of the Herring Condition during evolution.
Together with Manolache and Ta'asan 7 , we have begun the simulation of grain boundary networks with the eventual goal of predicting essential features of curvature driven growth.
Review of the format
We review the equations we shall need for equilibrium and evolution of two dimensional grain boundary systems. First, consider a curve
where R is the rotation through π 2 . Here s is not necessarily the arc-length parameter, hence n and b need not be the unit tangent and normal. Next, we let α be the lattice misorientation between two neighboring grains. The surface energy density, or surface tension, of Γ is given by a function
and the energy of Γ is given by
Here σ is taken to be positively homogeneous of degree 0 in n. E is the amount of work necessary to generate an (infinitesimal) amount of new surface. The work required to deform the arc Γ from ξ to ξ + η with two ends fixed, that is,
We point out that Γ can be treated as a reference curve.
Hence we may determine a vector T (n, α) such that,
We may identify T with the line stress, which sometimes called the capillary vector, and The grain growth process entails several possible mechanisms which amount to consideration of exchange of matter between the grain and the curve. This results in the creation of new area, and so we may equate the rate of growth of area adjacent to Γ to the work done through deforming the curve. In differential terms, we introduce the normal velocity v n of Γ and a mobility µ > 0, here assumed constant. This balance may then be expressed as
Now we can compute the exact form of T . Assume that s is the arclength parameter of Γ so,
Comparing with (2.4), we get
Alternatively, writingσ(θ, α) = σ(n, α), where n = (cos θ, sin θ), and using the fact that σ is homogeneous of degree 0, we may write
From the Frenet Formulas,
where κ us the curvature of Γ. Thus the equilibrium condition (2.5) becomes
and the evolution equation (2.6) takes the form
From (2.10) above we see that except for certain constitutively degenerate situations, equilibria are straight segments, namely, we must have κ = 0. In the sequel we shall not distinguish between σ andσ.
We now consider three curves Γ (1) , Γ (2) and Γ (3) , separating three grains meeting at a triple junction point. We suppose the bulk grains to be in equilibrium. For equilibrium of this triple junction, the energy of the system is stationary with respect to the energy
, where x (j) , j = 1, 2, 3, are fixed. This gives rise to the system
for j = 1, 2, 3, together with the boundary conditions
at s = 0,
Note that there are six boundary conditions at s = 0 and six additional conditions at s = L (j) . The Herring Condition is (2.13) and is a consequence of equilibrium of the system. We can interpret the equations above to mean
are straight segments that meet at a point x (0) and (2.14)
For a system in evolution, during grain growth, the equation (2.6), or (2.10), holds on each grain boundary. Unlike the stationary system where the Herring Condition is a consequence of equilibrium, we must prescribe conditions at triple junctions during evolution. To explore this, consider the system of three curves
satisfying boundary conditions
and assume that
The energy of this system at time t is
We calculate the rate of dissipation at time t. Assume s represents the arclength parameters at that time t, for a single curve Γ t , since
Hence the total rate of dissipation of the triple junction system (2.
where v(t) is the common value of
∂t (0, t), the velocity of the triple junction. To ensure that the whole system is dissipative, that is,
we shall impose the Herring Condition
at the triple junction point. We want to point out that any alternative condition we might impose of the form
at the triple junction would necessarily satisfy
in order that it be both dissipative for the system and agree with the Herring Condition in equilibrium. The most general low order condition of this nature is
which would allow the velocity of the triple junction to depend on the net force acting on it. It turns out that this condition is also admissible from the viewpoint of satisfying the Complementing Conditions in the general case, but in this paper we shall confine ourself to (2.20).
The main objective of this paper is, stated roughly, to demonstrate that a grain boundary network {Γ} of curves whose vertices are triple junctions or isolated endpoints subject to
with isolated endpoints remaining fixed.
and sufficiently close initially to an equilibrium configuration evolves to an equilibrium configuration as t −→ ∞. The main effort is in showing that a solution of the system above exists for all time. Note that potential equilibrium need not be isolated, viz Figure 1 . We can not identify the particular equilibrium configuration.
Evolution of curves
We look at an evolving curve ξ(x t , t) where x t is an arbitrary parameterization of the curve for fixed time t. Denote
In this section, for the sake of simplicity, we look at the case that the normal velocity of the curve is equal to its curvature κ. Let n be its normal vector and b its tangent, we have dξ dt 
Now let us differentiate the identity ξ x = |ξ x |b, taking into the fact that b = κn, we have
Compare this with (3.2), the following holds
Lemma 3.2 (Transport identity for tangential compatibility) Suppose that µ and µ 1 are functions as be defined in (3.2) and (3.5), we have
In particular, if x t is arclength, it is equivalent to µ x = k 2 . The proof of this lemma follows from the following formula
which can be derived by inner product ξ x with (3.5).
Taking the derivative of the left hand side of (3.7) with respect to x gives
On the other hand, since |ξ x |b = ξ x , we have
combining with (3.2), we get the following which immediately yields the right hand side of (3.6):
The right hand side of (3.6) is the direct derivative of the right hand side of (3.7) with respect to x. Notice that the last equation is also derived in the book 4 .
Finally in this section, we study the following system of differential equations,
The system describes a curve evolve with normal velocity equal to curvature. The tangential motion is included in the term µ 1 . Lemma 3.3 Solving system (3.8) in [0, 1]×R + is equivalent to solving the following problem:
+ . This result follows from the following observation:
is a solution of (3.9), then ξ(x, t) = u(ϕ(x, t), t) solves the equation:
Since ξ x = u x ϕ x , we see that if ξ is a solution of (3.8), then ϕ(x, t) has to satisfy the following second order partial differential equation
with boundary condition ϕ(0, t) = ϕ(1, t) = 1.
Evolution of a single triple junction
We study the case of a single triple junction whose isolated endpoints remain fixed. From the discussion of the previous sections, we can look at the following system: It is easy to see that if {ζ (j) (x)} is a equilibrium solution of (4.1)-(4.6), it satisfies:
where the length of {ζ (j) (x)} is equal to |a (j) |. It is obvious that there is a unique set of {a (j) , a (0) } that solves the system (4.7)-(4.10). Now we introduce (u 1 , u 2 ), (u 3 , u 4 ) and (u 5 , u 6 ) to represent the three curves that form the triple junction. The system (4.1)-(4.6) can be written as:
11)
12)
where A 1 = A 2 , A 3 = A 4 and A 5 = A 6 . The initial conditions is,
(4.13) and boundary conditions:
. . 6 at x = 1 (4.14)
, and (4.15)
together with the Herring Conditions on x = 0:
where
For simplicity of presentation, we will study the isotropic case of the problem, that is, all A's, B's are equal and C's are zero. In this case, it is clear the stationary solution v consists three straight segments with the angles between them equal to 2π 3 at the triple junction.
Define z = u−v where z = (z 1 , z 2 , . . . , z 6 ), u = (u 1 , . . . , u 6 ) and v = (v 1 , . . . , v 6 ). We can show that the system (4.12)-(4.16) can be rewritten as
where f = O(z 2 ), which means f behaves like the second order term in z and its derivatives. We will illustrate this by looking at the first equation under the assumption that the length of the segment is 1, hence v 
and notice that
The fact that v where g is also of second order in z. In fact, it stands for the following contributions on the boundary. In order to prove the theorem, we look at the following system: w(x, t) . The next theorem gives the boundedness of this map. The solvability of the system follows from the direct application of the standard linear parabolic theory (for instance, Solonnikov's theorems 9 ). Theorem 4.2 For a constant δ sufficiently small, and z(x, t) = T w(x, t), there is an = (δ) such that if With this theorem, we can set up the iteration z n+1 = T z n . Using compactness properties of the spaces 1) ), we can see there is a subsequence of z n that will convergence to a function z * . It will then be obvious that z * is a fixed point of T and will solve the original system (4.17)-(4.19) (hence gives the result needed for Theorem 4.1). Moreover, the solution we get here will be a smooth solution of the original system by the regularity theory of 1 dimensional parabolic equations.
In order to prove Theorem 4.2, we separate (4.17)-(4.19) into two parts since it is linear in z:
such that z 1 and z 2 solve the following two systems respectively:
For system (4.28), it is easy to show that
where M is an uniform constant. This can be proven by using Lemma 4.1 or direct integration. Here we want to point out the fact that solving (4.28) can be viewed as solving a semigroup and that the eigenvalues of the infinitesimal operator are nonnegative. (4.27) admits the following estimates:
where C(T ) is a constant depend T . This estimate can be derived directly or by using the Schauder type Solonnikov's estimate on the C 2,α norm for the general parabolic systems.
Combining (4.29) and (4.30) we get the following estimate:
Now choose δ and small enough such that with
We can also require that N > 1 and
Next, we will make the use of the L 2 energy estimate of the system (4.17)-(4.19). After inner product of (4.17) by z xx , and integration by parts (where we have to use the special form of the boundary operator B), we get In this section, we showed that in isotropic case, when the initial data of a triple junction with three curves is near a stationary configuration, the motion given by curvature driven growth and the Herring Condition at the triple junction will behave well globally in time. We notice that due to the linear nature of our argument, the proof can be carried over to the general case with mobility and torque terms.
Evolution of triple junction networks
In this section we describe how the basic analytical template extend to networks of evolving curves. The main point is that Theorem 5.1 In a triple junction network if the initial configuration is close to a stationary configuration, then (2.24)-(2.24) has a global smooth solution.
By an equilibrium network we mean a network of straight segments {Γ 
to the equilibrium
In the next section, we will show that there exists a time sequence t i −→ ∞ such that the network converges to a stationary configuration, but which is not necessarily the original one. In fact, Figure 1 shows that the equilibrium configurations may not even be isolated from each other.
The technical details of the proof are identical to Section 4. One detail is to arrange that a given triple junction is the image of either x = 0 under the three curves or x = 1 under the three curves. A naive assignment of endpoint parameterization may not be possible, cf. Figure 2 . It is necessary to "break" some curves imposing artificial Cauchy conditions at the intermediate breaking points. This had previously been done by von Below 11 . We thank Michel Chipot for this reference. In fact, if we are willing to insert even more artificial breaking points, we can assume that all triple junctions in the system are the image of x = 0.
Of course, there are many variations of this type of result. Some triple junctions or selected defect points on curves may be fixed. Isolated endpoints may be free to move.
Long time asymptotic behavior of the system
In this section, we study the stability of the stationary solution. By solving (4.7)-(4.10), it is clear that for one single triple junction with three isolated endpoints fixed, the equilibrium is unique. In the isotropic case, the static configuration is the one that minimizes the sum of the distance to the three points. The Herring Condition is translated into the constraint that the angles between adjacent curves are t (t i )}, j = 1, . . . , M, converges to a stationary configuration (1.14). Moreover, if the equilibrium is unique, all convergent sequences convergence to the same limit.
We can assume that ds (j) is bounded away from 0, since otherwise they shrink to a point and pose no problem. Thus because of (6.2), there is a sequence {t k },
Hence we have v Substituting this in (2.24) and passing to the limit as t k → ∞, we obtain that the limit configuration is an equilibrium. The last statement of the theorem comes from the uniqueness of the stationary state. 
