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ABSTRACT 
We consider the convex polytope x(x) that consists of those n X n (row) 
stochastic matrices having a common nonnegative (left) fixed vector rt. We examine 
the l-skeleton of d(x) and show how to construct all extreme points adjacent to a 
given one (as vertices of the l-skeleton). Connections with transportation polytopes 
are discussed. Further, we give a formula for the degree of an extreme point in the 
l-skeleton of J,(T), find its maximum and minimum values, and determine when all 
degrees are equal. An explicit description of the l-skeleton is given for n = 3. 
1. INTRODUCTION 
Much attention has been devoted to the study of doubly stochastic 
matrices, that is, those nonnegative matrices whose row sums and column 
sums are all 1 (see [9, p. 1051 f or a recent treatment). It is evident that the 
collection of n X n doubly stochastic matrices is a compact and convex set. 
The Birkhoff-von Neumann theorem asserts that the extreme points are the 
n X n permutation matrices. 
The n X n doubly stochastic matrices can be regarded as those (row) 
stochastic matrices that have J’ = (1, 1,. . , 1) as a (left) fixed vector. This 
viewpoint prompts the general question: given a nonnegative row vector xt, 
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what can be said about the extreme points of the compact and convex set 
9 = x(x) which consists of those n X n stochastic matrices having xt as a 
fixed vector? 
In Section 2, we remark that without loss of generality, x can be taken to 
be a positive vector. When this is the case, Loewy et al. [8] have pointed out 
that the extreme points (also called O-faces, vertices, or extremals) of 9 are 
in one-to-one correspondence with the extreme points of a symmetric 
transportation polytope. Further, the I-skeletons of the two polytopes are 
isomorphic as graphs, and the bipartite graph of a vertex (matrix) of 9 is the 
same as that of the corresponding vertex (matrix) of the associated symmetric 
transportation polytope. Thus the characterization of the bipartite graphs of 
extreme points of a transportation polytope as forests carries over to the 
extreme points of 9. These, along with other preliminary results, are given 
in Section 2. 
The problem of finding the maximum and minimum possible number of 
extreme points of a symmetric transportation polytope has been addressed by 
several authors (see for example [4], [8], and [ll]). This paper focuses (in 
Section 3) on adjacency in the I-skeleton of the polytope 9 (and hence of a 
symmetric transportation polytope), that is, on the graph determined by the 
vertices (O-faces) and edges (l-faces) of 9. Two vertices of a transportation 
polytope are adjacent in the I-skeleton if and only if the union of their 
associated bipartite graphs contains a unique cycle (see [l], for example). We 
use this characterization in order to obtain a method for constructing all the 
neighbors of a given extreme point (as vertices of the I-skeleton). We also 
provide a formula for the degree of a vertex in terms of its associated 
bipartite graph (Corollary 2.1). We show that the n X n identity matrix, 
which is always an extreme point of x(x), has degree 
(Corollary 2.2). The degree of any vertex of the I-skeleton is at least (n - l)“, 
and equality holds if and only if the associated bipartite graph of the vertex 
(matrix) is either a tree or two disjoint replicas of K, n _ , (Theorem 1). On 
the other hand, the identity matrix always has maximum degree in the 
l-skeleton of 9 (Theorem 2). Dubois [4] studied the nature and number of 
vertices of the polytope resulting when x satisfies the conditions xi < x2 = 
x3= ** . = x,. We give a formula for the degree of each of its vertices and 
discuss the relative sizes of these degrees (Example 3.1). Dubois’s work in [4] 
also provides, for each positive x, the number of vertices in the I-skeleton 
when n = 3. We give an explicit description of that I-skeleton, listing the 
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vertices of J,(x) in Example 3.2 and giving the adjacencies in Table 1. 
When n > 3, we show that the polytope of doubly stochastic matrices is the 
only one whose I-skeleton is a regular graph (each vertex has the same 
degree). 
2. NOTATION AND BACKGROUND RESULTS 
The letters J and 0 denote matrices (or column vectors) whose entries 
are all 1 or all 0, respectively. For matrices (or vectors) A and B of the same 
dimensions, we write A < I3 if the inequality holds for each entry. Given an 
m X n matrix A, let &J(A) denote the bipartite graph with vertex set 
lri, ra, . . . , r,JU{cI,c2,..., c,J, where ri is adjacent to cj if and only if 
aij f 0. We refer to the ri’s as the row vertices and the cj’s as the column 
vertices. In particular, when J is p x q, K,,, = .99(J) is a complete bipartite 
graph: each of its p row vertices is adjacent to each of its q column vertices. 
(For terminology and basic results on graphs, see [2].) 
Given a nonnegative n-vector x, let x(x> denote the set of n x n 
matrices A satisfying 
AJ=.l, r'A = x’, and A>O. (2.1) 
Let En(x) denote the extreme points of x(x). We will assume that xi < x2 
... <x since, 
:&P’ 2 9(Px). 
as is remarked in [6], for any permutation matrix P, 
If x is not iositive, we have xt = [0’, u’], where u is a positive (n - k)- 
vector, 1~ k < n. Then A E _4(x) if and only if 
A = _6_;_ti_ , 
[ ’ 1 
where S is any k X n stochastic matrix and U E d_k(~). (A similar observa- 
tion is made in [6].) Thus gn:<x> consists of matrices of the form above, where 
U E &n_k(~) and S . 1s one of the nk stochastic k X n matrices with exactly 
one nonzero entry in each row. 
REMARK 2.1. It can be shown that if xt = [O’, u’] as above, then two 
elements of 8”(x), say 
A = [-6:-G-] and B = [-GTi-1, 
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are adjacent vertices of the I-skeleton of d(x) if and only if one of the 
following holds: 
(a) S and T differ in exactly one row and U = V; 
(b) U and V are adjacent vertices of the I-skeleton of d_,(u) and 
S = T. 
ASSLJMETION. By the comments above, it suffices to assume that x is a 
positive vector, and we will do so in what follows, unless otherwise indicated. 
Given positive vectors x and y in R” and R”” respectively, the trans- 
portation polytope F(x, y) is the set of m x n matrices M satisfying 
MJ=x, JtM = yt, and M>O. (2.2) 
When x = y, ..9- is known as a symmetric transportation polytope, denoted 
.9-(x). 
Following [6], we let D=diag(x,‘,x.,‘,...,x,‘) and A= DM. Then A 
is a stochastic matrix such that x’A = yt. Denoting the polytope consisting of 
all such matrices A by X:(x, y), we see that X(x,x) = d(x). The mapping 
M + DM provides a bijection of Y(x, y) to X(x, y) which is a graph 
isomorphism of their I-skeletons. Further, the bipartite graph associated with 
an extremal of Y(x, y) is the same as that of the corresponding extremal of 
Zx, y). 
In particular, as was remarked in [S], the extremals of Y(x) are in a 
one-to-one correspondence with those of d(x). That correspondence pre- 
serves their bipartite graphs. Consequently, we can adapt a well-known 
result from the operations-research literature to provide us with the following 
useful characterization of the extremals of _4(x). 
PROPOSITION 1. Let A E x(x). Then the following are equivalent: 
(1) A E gn,,<x>. 
(2) @(A) is a fwest with no isolated vertices. 
(3) Each square submatrix N of A has both a row and a column with at 
most one nonzero entry (and exactly one nonzero entry if N = A). 
In the context of transportation polytopes, the equivalence of (1) and (2) 
is shown in [7], while that of (1) and (3) can be derived from Lemma 3.1 in 
151. 
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EXAMPLE 2.1. Let xt = (a, b), 0 < a < b. A straightforward application 
of Proposition 1 establishes that the extremals of 4,(x) are 
and M= 
0 1 
a b-a 
b b I. 
Proposition 1 is a generalization of the Birkhoff-von Neumann theorem, 
as is shown in the next result. 
PROPOSITION 2 (Birkhoff and von Neumann). 8”(J) is the set of n X n 
permutation matrices. 
Proof. By Proposition 1, each permutation matrix is extreme, since each 
has property (3) above. On the other hand, if A E &“:,<I>, then by Proposition 
1, A has a row, i say, with a single nonzero entry, in column j say. Since 
A E d(J), aij must be 1, and hence both row i and column j have exactly 
one positive entry, aij. The matrix B obtained from A by deleting row i and 
column j must be in E,_,(J). H ence the above argument applies to B, and 
we can continue the process. The end result is that each row and column of 
A must have a single positive entry, a one; thus A is a permutation matrix, as 
desired. w 
A similar proof of Proposition 2 is implicit in the work of Jurkat and Ryser 
[5]. Their construction also yields the well-known result that x(x) has at 
least n! extremals (see also [7], [8], [lo], and [ll]). 
In Example 3.1, we will look at the case where the last n - 1 entries of x 
are equal. A result due to Dubois (see [4]) yields the following description of 
the bipartite graphs corresponding to extremals of x(x). 
PROPOSITION 3. Suppose that n > 3 and x = (a, b, b, . . . , bY with a < b. 
If A E E”(x), th en or some 1~ k < n, @(A) consists of a path on 2n -2k +2 f 
vertices and a collectiun of k - 1 independent edges. Further, for each such 
graph G, there is an A E 8(x) such that a(A) is isomorphic to G. 
We say that a graph on 2n vertices is a generalized path if, for some k 
with 1~ k < n, it consists of a path on 2n - 2 k + 2 vertices and a collection 
of k - 1 independent edges. 
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3. ADJACENCY OF EXTREMALS 
Recall that the l-skeleton of a convex polytope is the graph whose 
vertices are its extreme points with two vertices adjacent if they are on the 
same I-face. The degree of a vertex is the number of vertices adjacent (or 
edges incident) to it. Proposition 4 will characterize adjacent vertices in the 
I-skeleton of 4. In the transportation polytope F(x), the construction in 
the proposition corresponds to a (possibly cost-increasing) simplex pivot in 
the transportation problem (see [l]). A self-contained development of the 
adjacency criteria in 9 is given here, but first we require a lemma. 
LEMMA 1. Suppose that V E 4 and U is a matrix such that x’U = 0’ 
and CJJ = 0. If L@(U) L @(VI, then for some E > 0, V + EU and V - EU are 
in 9. 
Proof. Let M(a) = V + CuU for all (Y. Since @(U) L S(V), vii = 0 only 
if uij = 0. Therefore, we can find an E > 0 such that M(E) > 0 and M( - E) > 
0. Since U annihilates x’ and J, both M(E) and M( - E) are in 9. n 
PROPOSITION 4. Suppose A is an extreme matrix of 4. Then a matrix B 
is an extremal of 9 adjacent to A if and only if 
B=A+t,DC, 
where D=diag(x,‘,x,‘,...,x;‘) and: 
(1) (a) C is an n X n (0, 1, - 1) matrix, all of whose line sums are zero, and 
(b) fm each i and j, cij = - 1 only if aij > 0, 
(2) g(C) consists of a 2k-cycle Z and 2(n - k) isolated vertices, for some 
2<k,<n, 
(3) t, = min(xia,j 1 cij = - I}, and 
(4) @(A)U 6@(C) has exactly one cycle, 2. 
Proof. Suppose that A and B are adjacent extremals of 9. Then 
E=(A+s(B-A)IO<s<l) is an edge of 9. Let V=B-A. Since V 
annihilates X’ and J, each of its nonzero lines has at least one positive and 
one negative entry. A straightforward argument shows that .9?(V) contains a 
cycle 2 such that when we define the n X n (O,l, - 1) matrix C by 
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cij = sgn(uij) when ricj is an edge of Z and cij = 0 otherwise, the matrix C 
satisfies (1) and (2). 
Since DC annihilates both rt and J, by Lemma 1 there is an E > 0 such 
that both A + :V + &DC and A + +V - &DC are in 9. Since E is a l-face 
of 9, DC must be a multiple of V. If t, = min{xiaijlc,j = - 11, then 
A + tDC is in the edge E for all 0 < t < t, and has negative entries for all 
other t. Therefore I? = A + t, DC. 
Suppose that Z’ is a cycle in @(A)U g(C). Let C’ be a corresponding 
(O,l, - 1) matrix whose line sums are zero and whose associated bipartite 
graph consists of Z’ and possibly some isolated vertices. Let A’ = A + 
(t, /2) DC; according to Lemma 1, there is an E > 0 such that both A’ + E DC’ 
and A - &DC are in 9. Consequently, DC’ is a scalar multiple of V and 
hence @(Cl) = a(V) 2 Z, so that by (2) Z’ = Z. This establishes (4) and 
completes the proof of necessity. 
Suppose, conversely, that C is an n X n matrix which satisfies (1) (2) 
and (4) and that t, is as in (3) and let I? = A + t,DC. Then A(t)= A + tDC 
is in 9 if 0 < t < t, and has negative entries otherwise. We need to show 
that E’ = (A(t < t < to} is an edge of 9, i.e. that A is adjacent to B. Let 
A” = A( t, /2), and suppose, for some M # 0, that A” + M and A” - M are in 
9. Then M annihilates both x t and J, and hence 9(M) has no vertices of 
degree one, so that .&J(M) must contain a cycle, Z”. It follows from (3) that 
@(A”) = @(A) U g(C), and so B(A”) contains the unique cycle Z in 
a(A)u &J(C) by (4). B ecause A” k M are in 9, we have A” > M and 
A” 2 - M. Therefore L@(M) L &%I”), and so Z” G &?(A”), whence Z” = Z = 
a(C) by (2) and (4). Thus Z c g(M). 
Choose i and j so that cij = 1, let o = ximij, and let N = M - aDC. 
Then Z is not contained in .9?(N), because nij = 0 while cij = 1. Since N 
annihilates rt and J, if N were not the zero matrix, then 9% N) would 
contain a cycle. But .9?(N) 5 8(M) U a(C) c G&4”), which has only one 
cycle, Z. Thus N = 0 and M = aDC, showing that E’ is an edge of 1. H 
Our first corollary appears in [ll, p. 2751. 
COROLLARY 4.1. Two distinct vertices of d(x), A and B, are adjacent if 
and only if @(A)U 93(B) contains exactly one cycle. 
Proof. If A and B are adjacent, then @(A) U a(B) has only one cycle 
by Proposition 4. Suppose that @(A)U @(B) contains one cycle, say Z, of 
length 2k. Since B - A annihilates J and rt, .!@(B - A) contains a cycle, 
namely Z. Fix i and j such that bij - aij > 0, let t = (bij - aij).ri, and let C 
be the (O,l, - 1) matrix with line sums zero and cii = 1 such that a(C) 
consists of Z along with 2(n - k) isolated vertices. Let M = B - A - tDC, 
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where D is as in Proposition 4. Since M annihilates J and xt, but @CM) 
does not contain Z, M must be 0, so that B = A + tDC. Note that C satisfies 
(1) (2) and (4) and that since B is an extremal, it follows that t must equal 
t, [given by (3)]. Thus by Proposition 4, B is adjacent to A. n 
OBSERVATION. Both Proposition 4 and Corollary 4.1 are true for vertices 
of C(x, y). and it can be shown that Corollaries 4.2 and 2.1 and Lemmas 1 
through 6 also hold for extremals of x(x, y), the statements being modified 
to reflect the fact that the matrices are m X n. Thus they can be extended to 
a general transportation polytope, mutatis mutandi. 
Proposition 4 sets up a one-to-one correspondence between extremals 
adjacent to A and certain cycles having edges in common with the forest 
@(A>: namely, those cycles Z which have an associated matrix C such that 
Z and C satisfy properties (1) (2) and (4) given in Proposition 4. We call 
these cycles the ertremal generating cycles for A. To characterize them 
graphically, we require some more terminology. 
Henceforth we will say that a forest F in the complete bipartite graph 
K = I%., is spanning if it has all p + q vertices, none of which is isolated. 
For such an F, we say that a cycle Z in K is an F-filtered cycle if F U Z 
contains only one cycle and if the edges of Z that are not in F are 
monochromatic. (Cycles in K have even length, so we may assume that each 
cycle is properly 2-edge-colored.) 
COROLLARY 4.2. Zf A is an extreme matrix of d(x), then Z is an 
extremul generating cycle for A if and only if Z is a @(A)-filtered cycle. 
Proof. The result follows directly from Proposition 4 and the definition 
of an F-filtered cycle. n 
Let F be a spanning forest in K,,,. We can construct all F-filtered cycles 
(and hence, in particular, all the neighbors of a given extremal of 9) as 
follows. Suppose that F is the disjoint union of trees Ti, 1 < i < k. For each 
m, l<m<k, let y=y(i,,i, ,..., i,) be a circular permutation of m of the 
indices in (1,2, . . . , k}. Given such a y, for each j, 1 <j < m, let rij and ci 
be row and column vertices of Ti,; let ej be the edge of K linking r.. to ci,+,t 
!J 
and Pi, be the path in Tij linking cij to rij for 1~ j < m. Here, z,,,+i = ii, 
and if m = 1, then ri, and ci, are chosen to be nonadjacent vertices of T,,. 
Then all of the ej’s are edges of K that are not in F. Let Z(y; e,, . . . , e,,) be 
the cycle whose edge set is iJ ~JPij U ej). [In particular, if m = 1, then 
Z(y; e,) consists of a path in the tree Ti, whose ends are linked by an edge 
e, that is not in T,,.] It follows that for all y and e,, . .., e, as above, 
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Z=Z(y;e,,..., e,,) is an F-filtered cycle, and that every F-filtered cycle is of 
this form. We denote the total number of F-filtered cycles in K by l(F). We 
now have the following result. 
LEMMA 2. Suppose that F is a spanning forest in K,),,, that T,, T,, . . , Tk 
are the component trees of F, and that, for each 1 Q i < k, Ti has pi row and 
qi column vertices. Then the number of F-filtered cycles is 
l(F)= i (pi-l)(oi-l)+ $ C fi Pi,Yi,, 
i=l ,,,=2 7 j=l 
(3.11 
where the third summation is taken over all circular permutations y = 
(i,,i,,..., i,,,) of m indices in {1,2,. . , k}. 
Proof. This follows directly from the discussion above, noting that for 
each 1~ i < k, there are exactly piql -(pi + qj - 1) edges of K,,,, linking 
nonadjacent pairs of vertices of T,. n 
REMARK 3.1. Lemma 2 provides a formula for the degree of each vertex 
of X(x, y). If A is a vertex, then its degree is ~(@(A>), which can be 
determined by (3.1). 
Yemelichev et al. [ll, pp. 274-2751 give a procedure for constructing 
neighbors of a given vertex in a “nondegenerate” transportation polytope 
(one where each extreme point has a tree for its associated bipartite graph). 
However, our method above for finding the neighbors of a given vertex 
applies to any vertex of 9, including those whose associated bipartite 
graphs are not trees. The method also yields a formula for the degree of a 
vertex of 9. 
COROLLARY 2.1. Suppose that A is an extreme matrix of x(x>, that 
Tl>Tz,...> Tk are the component trees of @(A), and that, for each 1~ i < k, 
Ti has pi row vertices and 9i column vertices. Then the number of extremals 
adjacent to A is 
deg(A)=5(9(A))=k-2n+ iPiyi+ 5 C fipi,qij> (3.2) 
i=l v&=2 Y j=I 
where the third summation is taken over all circular permutations y = 
(i,,i,,..., i,,), of m indices in {1,2,. .., k}. 
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REMARK 3.2. Note that l(F) in Lemma 2 [and so, deg(A) in Corollary 
2.11 depends only on the numbers of row and column vertices in each 
component tree of F, not on how the vertices within each component are 
linked. 
REMARK 3.3. We have been assuming that x has no zero entries. 
Suppose now that rt =[ot,ut] for some positive (n - k)-vector U, 1 <k < n. 
Referring to Remark 2.1, we see that if 
is a vertex of the I-skeleton of x(x), then the degree of A is k(n -l>+ 
deg(U), where deg(U) is the degree of U as a vertex of d_k(~). 
COHOLLARY 2.2. The degree of the n X n identity matrix is given by 
(3.3) 
Proof. This follows from (3.2) with k = n and pi = qi = 1 for 1~ i < n. 
n 
If P is a permutation matrix in <(xl, its degree is given by (3.3), 
according to Remark 3.2. This extends the result of Yemelichev et al. [ll, 
p. 2161 that the degree of any vertex of the polytope of doubly stochastic 
matrices is given by that formula. 
The question arises as to how large or small the degree of an extreme 
matrix in _4<r> can be if we vary over all n-vectors r > o. Theorem 1 will 
settle the minimum-degree problem, while in Theorem 2 we will show that 
an extremal whose associated bipartite graph is a perfect matching has 
maximum degree. However, we require lemmas for each of these facts. 
LEMMA 3. Let F and G be spanning forests in K,,,. Suppose that F has k 
components T,, T,, . . . , Tk while G has k+l components S,,S,,S,,...,Sk, 
where S, in S, has the same vertices as T,, and f&r each 2 < i =g k, Si has the 
same vertices as Ti. Then l(G)> l(F) unless G = K,,,_, 6 K,_,,, or G = 
K,,, in K,,, in T2. (In the last two cases, equality holds.) 
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Proof Let pi be the number of row vertices and qi be the number of 
column vertices in Si, 0 < i < k. If k = 1, then by Lemma 2, 
+PoYoPl9l-(Po+ PI -l)(qo+91-1) 
= (PO41 - l)(P,Yo - 1) 3 0, 
and equality holds if and only if p,q, = 1 or p,q, = 1. Thus when k = 1, 
l(G) > l(F) and equality holds if and only if G = K,,,_, 6 K,_,,,. 
If k > 1, we classify filtered cycles according as their vertices are: 
(i) contained in those of the last k - 1 components (of F or G); 
(ii) contained in the remaining initial component(s) (i.e. ‘I’, for F or 
So 6 S, for G); or 
(iii) from both the set in (i) and the set in (ii). 
Referring to Remark 3.2, we note that the F-filtered and G-filtered cycles 
of type (i) are equal in number. From the case k = 1, the number f(S, 6 S,) 
of type-($ G-filtered cycles is greater than or equal to the number l(T,) of 
type-(ii) F-filtered cycles. 
Finally, fix a sequence (i,, . . . , i,,,) of m - 1 indices contained in 
{2,3,..., k}. Referring to (3.11, we compare the type-(iii) F-filtered cycles 
associated with the circular permutation (1, i,, . . , i,,,) (where the 1 indexes 
T,) and the type-(iii) G-filtered cycles associated with (0, i,,. . . , i,,), 
(1, i,, . . . , i,,,), and the m remaining circular permutations (0, Ii,,. . ., i,,,), 
(O,i,,l,..., i,,,) ,..., (O,i, ,..., i,,,, 1). (Here 0,l index So, S,.) Then (1, i,, . . . , i,,,) 
contributes (pO + p,Xq, + q,)l17=,pi,qi, F-filtered cycles to l(F), while the 
latter circular permutations contribute (pay,, + p,y, + mpoqop,q,)n;12pi,qi, 
G-filtered cycles to l(G). The difference (latter minus former) is 
where equality holds only if m = 2 and p, = y. = pi = yi = 1. 
This exhausts all three types of cycles. Thus, l(G) > l(F) if k > 1. From 
the last difference, equality holds for k > 1 only if G has three components, 
two of which are single edges (copies of K,,,). n 
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COROLLARY 3.1. lf G is a spanning forest in K,,, with three or more 
connected components, then there is a spanning forest F in K,,, such that 
l(G)>l(F). 
Proof. Let the components of G be S,, S,, . . . , Sk for some k 2 2. In the 
case that k = 2 and S, = S, = K,,,, let F = G U{e,, e,), where e, is an edge 
of K, ‘I 
edge ‘of 
joining the row vertex of S, to the column vertex of S,, and e, is an 
K,,, joining the row vertex of S, to a column vertex of S,; by 
Lemma 3, l(G) = l(G U (e,}) > l(F). Otherwise, let F = G U (e,}, where e2 
is an edge of K p,4 joining a row vertex of S, to a column vertex of S,; by 
Lemma 3, l(G) > l(F). W 
A spanning complete bipartite graph with only one row or column vertex 
is called a claw. We refer to both K, s and K,s , as s-claws. 
LEMMA 4. If F is a spanning forest in K,,,, then C(F) > (p - l)(q - 1). 
Equality holds zf and only if F is either a tree or two disjoint claws, 
K 1.9-l CJ K,>-,J 
Proof. Choose G among the spanning forests in K,,, to minimize C. 
Then G has at most two components by Corollary 3.1. If G has two 
components and F is any spanning tree in K,,,, then by Lemma 
3, l(G)> l(F) unless G = K,,,_, 6 K,,_,,,, in which case, l(G)= 
(p - l)(q - 1). If G h as one component, then it is a tree, and again l(G) = 
(p - 1xq - 1). n 
THEOREM 1. If A is an ertremal of _4(x), then deg(A) > (n - l)“, with 
equality holding if and only if @(A) is a tree or two disjoint (n - I)-claws. In 
the latter case, 
A= 
0 0 . . . 0 1 
0 0 . . . 0 1 
0 0 . . . 0 I 
Xl /%I x2/x, .‘. X,-l/X, 0 
n-1 
and x,= C xi. 
i=l 
Proof. Since &?(A) is a forest on n row and n column vertices, Lemma 
4 gives the inequality and the fact that deg(A) = (n - 1)’ if and only if @(Al 
is a tree or a pair of claws. In the latter case, since .@(A) has no isolated 
vertices, A must have a row, i say, which has n - 1 positive entries, and a 
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column, j say, which has tz - 1 positive entries, and all other lines of A have 
one positive entry. Since A is stochastic and fixes xt, it follows that i = j = n, 
which in turn implies that A is the matrix in the statement of the result, and 
hence x,, = XFzirri. n 
LEMMA 5. Let F, G be spanning forests in K,,,, with components Ti, Si, 
respectively, 1~ i < k, where k > 2. Let Ti have pi row and qi column 
vertices, 1~ i < k, and suppose that p, > p,. Suppose now that the vertex sets 
of the components of G are the same as those of F, except that S, has one 
fewer row vertices than T,, and S, has one more row vertex than T,. Then 
5(G) > 5(F) $p, > p, + 1 or if q2 < 9i and p, = p, + 1. 
Proof. Suppose that either p, > p, + 1 or 9s < 9i and p, = p, + 1. We 
classify filtered cycles as in Lemma 3, according as their vertex sets are: (i) in 
the last k -2 components, (ii) in the first two components, or (iii) in both. 
The F-filtered and G-filtered cycles of type (i) are equal in number, since 
they are restricted to components with equal vertex sets. 
The number of type-($ F-filtered cycles is 
whereas the number of type-(ii) G-filtered cycles is 
Thus, c(S, 6 S,)- 5(T, 6 T,) = (91 - 9&+ 9192(P2 - P, - 1) > 0. 
Finally, we fix a sequence (i,, . . . , i,), 3 < m < k, of indices in {3,4,. . . , kl, 
and compare the type-(iii) F-filtered and G-filtered cycles associated with 
the circular permutations (1, i,, . . . , i,), (2, i,, . . , i,), and cl,2 is,. . . , i,,,), 
(1, i,,2,. . . , i,), . . .,(l, i,, . . . , i,, 2). These circular permutations contribute 
F-filtered cycles to c(F), and 
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G-filtered cycles to l(G). Th e i d ff erence (latter minus former) is 
This exhausts all three types of cycles, and the result follows. n 
LEMMA 6. Let p > q > 3. Suppose that F is a spanning forest in K,,, for 
which l(F) is maximum. Then F consists of q - r copies of K,. 1 and r copies 
of K,+l,l, where s = [p/q ] and r is the remainder, p - sq. 
Proof. Choose F among the spanning forests in K,,, to maximize C. We 
claim that the connected components of F must all be claws. If this is not the 
case, let the components of F be T,, . . . , Tk with T, being on p, row vertices 
and or column vertices, p,,y, > 2. Consider the forest G = K,,, 6 S, 6 
Tz ti . . . ti Tk, where S, is any spanning tree in K,),_ l,y,_ 1. According to 
Lemma 3, j(G) > C( F ), with equality holding only if G = K 1, 1 6 K 1, 1 6 Ts. If 
this is the case, let H = K,,, 6 K,,, 6 K,,, 6 S,, where S, is any spanning 
tree in . K,-a,_,, we see from Lemma 3 that l(H) > l(G) = l(F). Thus the 
claim holds and the components of F must all be claws. It follows from 
Lemma 5 that the claws must have qi = 1 for all i, and that pi - pj < 1 for all 
i, j. This implies the result. n 
THEOREM 2. A permutation matrix (in particular, the identity matrix) 
has maximum degree in the l-skeleton of 9. lf n = 3, an extremal of 
maximum degree either is a permutation matrix or has a generalized path with 
two components as its associated bipartite graph. If n > 3, the permutation 
matrices are the only extremals of maximum degree. 
Proof. When n = p = 9 > 3, the forests in Lemma 6 are perfect match- 
ings, giving the result for n > 3. The case rr = 3 follows from Lemmas 3 and 
5, and can also be seen from Table 1 below. n 
EXAMPLE 3.1. A result of Dubois [4] yields the fact, stated in Proposition 
3, that when x, <x2 = x3 = . . . = x,, the bipartite graphs of the extreme 
matrices of x(x> are generalized paths, and that for each generalized path 
G, there is an extremal whose associated bipartite graph is isomorphic to G. 
Dubois’s work also provides the number of vertices of x(x). In this 
example, we will calculate the degree of an extreme point of A(x). SO 
suppose that A E E,(x) and that @(A) has k components (a path P and 
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k - 1 independent edges) for some 1~ k < n. [Note that if &%A) has n 
components, deg(A) is given by (3.3).] We may assume that the first 
component of B(A) is I’, necessarily on n - k + 1 row vertices and n - k + 1 
column vertices. By (3.2), 
deg(A)=k-2n+(n-k+l)“+(k-1) 
k-l 
+ C C 1+ i c (n-k+1)2 
,n=z 1ey m=2 1E-y 
For each 2 < m < k, there are 
( 1 
k - ’ (m - l)! cycles y on m elements of 
{2,3,..., k}, and for each 1~ m < kythere are (k - l)!/(k - m - l)! cycles y 
on m + 1 elements of (1,2,. . . , k) with 1 E y. These observations yield our 
final expression for the degree of A: 
k-1 (k-l)! 
+(n-k+l)” C 
tn=l (k-m-l)!’ 
We note that deleting the next-to-last edge of P from @(A) yields a 
generalized path G with k + 1 components; according to Proposition 3, G is 
isomorphic to a(C) for some extremal C. Applying Lemma 3, we see that 
deg(C) = l(G) > l(L@(A)) = deg(A), with equality holding only if n = 2 or 
k = 2. Thus the degrees of the extremals of x(x) can be placed in 
nondecreasing order according to the number of components in their associ- 
ated bipartite graphs. 
The procedure for constructing the neighbors of a vertex of 9 suggests a 
method for listing the extremals of 9. Starting with the identity matrix, list 
the extremals adjacent to it, then go on to list the new neighbors of these, 
and so on. The extremals in Example 3.2 below were obtained by this 
method. (For a procedure for listing the extreme points of any polytope 
defined by linear inequalities, see [3, p. 2711.) 
EXAMPLE 3.2. Let x = (a, b, c)‘, where 0 < a < b < c. In the context of 
his work on symmetric transportation polytopes, Dubois [4] determined the 
conditions on a, b, and c corresponding to the various possible values of 
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IrF,(x)l. Here, we give the I-skeleton of J,(x) explicitly. Let D = 
diag(a-‘, b-l, c -‘). The matrices below are the extremals of J,(x). Let 
A2=+ ; ib], 
it > 
c-a I 
If a < b, also let 
; b” 
b-a 1 c-b ’ 
ti 
, 
LO b-a c-b+a] 
Further, if a + b > c, let 
0 0 
0 b-c+a caa , 
a-c+b 
B,=D 0 
a c-a 0 1 [ c-b 
c-b 
b > 1 1 B,=D b-c+a 0 
while if a + b < c, let 
B=B,=B,=B,=B,=D ; . 
c-a-b 1 
In some cases, two of the matrices above will be equal: If b = c, then 
a + b > c and B, = A,, B, = A’,, B, = A’,. Also, if a = b = c, then B, = A,. 
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TABLE 1 
THE ~-SKELETON OF 43(r),x =(a, b,cY 
Vertex Adjacent vertices Vertex Adjacent vertices 
(1) a <b <c (2) u = b < c 
A,,A,,A,,A,,A, 
l,A,,A,>As,B, 
1, A’,, A’,, A’,, B, 
LAl>A,,A’zj 
LAt.A5rK, 
1, A,> A,, A,, A’, 
-&>A,,& B, 
A,,A,,A’S, B, 
A,,A,,A’,,A’, 
If a+b>c: 
A,> B,, B,, B, 
A,> B,, B,, B, 
A’,, B,, B,, B, 
A’,, B,, B,, B, 
If a + b Q c: 
A,,&,A’,,A’, 
1 A,>A,A,,A,,A, 
A, 1, A,, A,, A,, B, 
A2 1, A,, A,, A,, B, 
A3 l,A,,A,,A,,B, 
4 l,A,,Ag,A,,B, 
A5 l,A,,A,>A3,Az, 
If 2a > c: 
B, A,, B,> B,, B, 
&? A,> B,, B,, B, 
B3 A,,B,>B,,B, 
B4 A,,B,,B,,B, 
If2u < c: 
B A,>A,,A,,A, 
1 
‘4, 
A2 
A3 
A‘l 
‘45 
x3 
A', 
A', 
B, 
(3) a < b = c 
A,,A,,A,,A,,A, 
l,A,,A,,A,,B, 
I, A',, A',,A',, B, 
LA,,A,,A', 
LA,,A,,A', 
LA,,A3>A4>A; 
A,>A,,A',,A;,B, 
Az>A,,A',,A',,B, 
A,,A,,A'3,A', 
A,,A,,A',,A', 
(4) a= b = c 
1 A,>A,,A,,A,,A, 
A, l,A,,A,,A,,A, 
A2 l,A,,A3rAqrA~ 
A3 l,A,,A,,A,,A, 
“h l,A,,A,,A,,A, 
As l,A,,A,,A,,A, 
Table 1 describes the possible l-skeletons for 9,(x). In particular, if 
a = b = c, then the I-skeleton is the complete graph on I, A,,A,, . ., As. 
Also, the number of vertices is maximum when a < b < c < a + b. 
Recall that a graph is regular if all of its vertices have the same degree. 
By Example 2.1, the l-skeleton of 4,(x) is always regular. 
THEOREM 3. Zf n Z= 3, then the l-skeleton of 9,(x) is a regular graph $ 
and only if the entries of x are all equal. 
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Proof If the entries of x are equal, then the extremals are the permuta- 
tion matrices, and hence x(r) is regular by the Remark 3.2. 
When n = 3, Table 1 shows that the I-skeleton of y&c) is regular only if 
the entries of x are equal. If n > 3, Theorem 2 asserts that the permutation 
matrices are the only extremals of maximum degree. If x(x) is regular, the 
degree is constant, so these can be the only extremals of X(X). As we noted 
after Proposition 2, there are at least n! extremals, so each permutation 
matrix must be an extreme point. Thus the entries of x must all be equal. n 
REMARK 3.4. In Remark 3.3, we saw that if the first k entries of x are 0 
and 
A = ,-y-G- 
[ l I 
is an extremal of x(x), then deg(A) = k(n - l)+ deg(U). If n - k < 2, then 
the I-skeleton of d(x) is a regular graph, while if n - k 2 3, it follows from 
Theorem 3 that the l-skeleton of d(x) is a regular graph if and only if the 
nonzero entries of x are all equal. 
However, in a general transportation polytope, the I-skeleton can be a 
regular graph even when no extremal has a perfect matching for its bipartite 
graph. For example, if the polytope is “nondegenerate,” that is if the 
bipartite graph of each vertex (rn x n matrix) is a spanning tree, the 
I-skeleton is a regular graph (by Remark 3.2) with common vertex degree 
(m - 1Xn - 1). 
The authors would like to thank the referee, who made several useful 
suggestions concerning this work. 
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