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Abstract
This thesis is focused on the application and development of numerical methods for studying quantum many-
body spin systems. Part I sets the stage for research projects. In chapter 1, I go over major milestones
in the field of frustrated magnetism, how it fits into a larger category of condensed matter physics, and
recent developments that provide context for the research projects presented in part II. Chapters 2 3 provide
the reader with necessary concepts in physics of phase transitions and numerical methods that are often
employed when studying ground states of quantum many body systems. Part II focuses on the research
projects carried out during my PhD research. In chapter 4 I present a machine-learning inspired method for
solving quantum many body problems. This method addresses issues of representation of variational wave
functions and their optimization. In chapter 5, I present a numerical study on the embedding of an exactly
solvable point in a phase diagram of an extended Heisenberg model on a kagome lattice. Chapter 6 studies
a quantum Heisenberg model on the stuffed honeycomb lattice.
Phase transitions in quantum many body systems manifest themselves as a reorganization of low energy
spectra of the system. They come in a variety of forms ranging from symmetry breaking transitions, where
a local order parameter is formed and to topological phase transitions where the change of the ground state
can be attributed to non-local changes in the entanglement patterns.
In chapter 2, I review classic models studied in the context of frustrated magnetism and briefly go
over the formulation of Landau symmetry breaking theory and common order parameters. The breakdown
of Landau symmetry-breaking theory for topological phase transition is discussed using the example of
Resonance Valence Bond (RVB) state, which serves as a qualitative exemplification of spin liquid phases.
I discuss means of detecting phase transitions with a focus on methods that are applicable in a numerical
setting.
Chapter 3 presents elements of the numerical machinery that the rest of the thesis employs and builds
upon. I discuss traditional trade-offs and provide rough metrics used for analysis of strengths and drawbacks
of different approaches. Then I focus on Exact Diagonalization (ED) and Variational Monte Carlo (VMC)
methods that are used in later chapters.
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In chapter 4, I describe the application of machine learning techniques to the variational approach to the
quantum many body problem. I introduce Computational Graph States (CGS), a new class of variational
wave functions based on the dataflow programming paradigm. The use of computational graphs makes
composing new wave functions easy due to its modular structure. Automatic differentiation allows us to
obtain efficient derivatives with respect to variational parameters automatically. We also develop a novel
optimization scheme, Supervised Wave-function Optimization. It combines ideas of supervised learning
and imaginary time evolution. Our method resolves a number of technical challenges and allows seamless
optimization of complicated variational models. During the exploration process we constructed a new class
of system size invariant model wave functions that can be trained on one system size and generalized to
other system sizes with high accuracy.
In chapter 5, we study the phase diagram of the kagome antiferromagnet in the J2, Jz plane, which
corresponds to second nearest neighbor interactions and spin anisotropy. We report an exactly solvable
point with macroscopic degeneracy at J2 = 0, Jz = −0.5 and show that many phases emanate from around
this point. In addition, we find a previously unknown transition within the spin-liquid region suggesting a
possibility of two distinct spin liquids.
In chapter 6, we consider a Heisenberg model on the stuffed honeycomb lattice which interpolated between
the triangular and honeycomb lattices. Using exact diagonalization we compute the phase diagram of this
model. We find that for this model, the triangular lattice J1-J2 spin liquid region is extended to a larger
domain that has lower symmetries than that of the triangular lattice. We perform a variational study of
projected BCS wave functions which we directly compare to exact ground states on 36 site cluster as well
as consider variational energies from larger system sizes. We argue that construction of symmetric states
is essential to obtain good variational energies and give evidence that Dirac spin-liquid state is likely to
characterize the spin liquid phase.
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Part I
Introduction
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Chapter 1
Introduction
1.1 Introduction
Physical systems that consist of a large number of interacting spin degrees of freedom, commonly referred
to as spin systems, demonstrate a rich variety of physical phenomena. Such systems exhibit exotic orders,
which in the limit of infinite system sizes can be characterized as different phases of matter. From a formal
viewpoint they can be described in the context of statistical mechanics, where the details of phases and
phase transitions are extracted from the thermodynamic potentials and their singularities with respect to
temperature and coupling constants.
As with many physical systems a complete analytical description is not available and one resorts to models
and approximations that try to capture the essential behavior. A model is established by specification of
the configuration space of the system and the Hamiltonian that describes interactions. Classical models
include the Ising model [1], Potts model [2], and classical Heisenberg model, while quantum-mechanical
models include Heisenberg, [3], XXZ [4], Kitaev [5] etc. The configuration space of a single spin in the
models mentioned above is given by Zn or O(3) for the classical models and SU(2) for quantum systems.
In this thesis I will concentrate on phase transitions in systems that take place at zero temperature. In
this regime thermal fluctuations are absent and phase transitions are driven by competing interactions and
quantum fluctuations. They manifest themselves as a reconfiguration of the low energy eigenstates and are
often referred to as quantum phase transitions.
Spin systems have played an extraordinary role in the physics of 20th century as they have promoted
the understanding of phase transitions and critical phenomena [1, 6, 7]. They are an excellent test ground
for comparison of different methods such as series expansions, field theories and numerical techniques. The
discovery of the Fractional Quantum Hall effect has opened a door to the world of topological orders that
are not captured by Landau symmetry breaking theory. A related state of matter, called Quantum Spin
Liquids (QSL), emerges in frustrated spin systems. Their theoretical description was pioneered by Anderson
in his work on RVB states [8]. Such systems avoid the formation of symmetry breaking order down to very
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low temperatures, which are experimentally observed as the absence of local magnetization and Bragg peaks
in neutron scattering experiments [9].
The most notable compound that features spin liquid like properties is the kagome structured Herbert-
smithite (ZnCu3(OH)6Cl2) [10]. Its discovery has revived interest in the Kagome antiferromagnet from
both experimental and theoretical perspectives. Experimentally no order has been found down to 20 mK
[11]. The absence of ordering is consistent throughout the series of experiments that include µSR, neutron
scattering and AC susceptibility. Based on the macroscopic magnetization analysis of similar compounds
and lattice structure it is known that interactions between the Cu atoms, which form the kagome lattice
are dominantly antiferromagnetic and the layer-layer interactions are weakly ferromagnetic. This evidence
sets the antiferromagnetic Heisenberg model as the simplest candidate model. More detailed models include
DzialoshinskyMoriya interactions. Besides Herbersmithite, compounds such as Kapellasite [12], Pyrochlore
slabs [13] and specific materials from Jarosides family exhibit unconventional behavior. Besides absence of
ordering another way to reconcile theory and experiments is to compare the excitation spectrum [14, 15, 16].
With increasing availability of computational resources and development of numerical methods for solving
strongly correlated systems, numerical approaches became an important tool in the study of frustrated spin
systems. Despite the phenomenal progress over the past years, there are still many challenges that remain
to be resolved.
In this thesis I focus on two aspects of numerical methods: (1) development of novel numerical techniques
for tackling the quantum many body problems; (2) application of numerical methods to explore phases of
matter of Heisenberg models on different lattices. In the next section, I give an overview of recent progress
in related topics and motivate projects described in part II of this thesis.
1.2 Research context
The main obstacle in studying frustrated magnetism using numerical methods resides in the inability of
current techniques to reliably produce accurate information about physical observables in the thermodynamic
limit. This obstacle arises either in the form of approximation errors, large uncertainties or strong finite
size effects. This poses a challenge for finding the best routes to mitigate these adverse effects. I will review
general advances in numerical methods and those specific to the study of exotic spin disordered phases on
triangular and kagome lattices. The former discussion motivates my research project on the application of
artificial intelligence methods to quantum many body problem presented in Chapter 4. Review of advances
in simulations of kagome and triangular lattices give the context and motivation for two other research
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projects presented in Chapters 5 and 6 respectively.
The computational toolset for frustrated magnetism has been a rapidly evolving field. DMRG techniques
[17] have been extended to conserve symmetries [18], effectively work with systems of infinite length [19, 20],
etc. VMC methods have improved on optimization aspect of variational wave functions [21, 22, 23]. Recently,
the state of the art of many fields has been pushed further by application of methods from artificial intelligence
[24, 25, 26]. Such methods have been used in VMC to improve sampling efficiency and representational power
of variational models [27, 28, 29]. In my work I take next steps in exploring the synergy between the two
fields by developing a framework that naturally fits VMC in a standard machine learning setting.
Besides direct improvements to algorithmic techniques, one can tackle the challenges of numerical imper-
fections by considering the given problem in related, simpler regimes. This methodology has been actively
applied to study the notoriously elusive spin liquid state on the nearest neighbor kagome lattice. The idea of
many such methods is to search for more conclusive numerical evidence in the proximity of a the regime of
interest1. In the works [30, 31, 32], the consideration of additional next nearest neighbor terms allowed the
authors to find a chiral spin-liquid state that emerges in the presence of chiral interactions. The variety of
models considered include anisotropy in interactions, inclusion of additional terms, etc. Still the consensus
on the true nature of the spin liquid is yet to be reached. The community has split into two major camps
arguing for either gapless Dirac spin liquid phase or gapped Z2 spin-liquid. In the research project described
in chapter 5 I present my work on the investigation of a kagome lattice, where I argue that many phases of
matter in XXZ model on kagome lattice emerge from an embedded exactly solvable point. In this work I
argue for the scenario in which the nearest neighbor kagome lattice is actually a critical point, which would
naturally explain the dilemma.
Another model that hosts a spin-liquid phase is J1 − J2 Heisenberg model on triangular lattice. The
triangular lattice has been studied in frustrated magnetism since early days. First it was proposed that the
nearest neighbor model might exhibit exotic spin disordered properties [8]. We now know that the nearest
neighbor model remains in 120◦ order, despite a sizable reduction in order parameter. Tuning an additional
second nearest neighbor frustrates this ordering leading to the formation of the initially sought after phase.
The phase diagram of the J1 − J2 model has been probed with techniques such as DMRG [33, 34], Exact
Diagonalization [35], VMC [36]. All these works found a Collinear phase in the limit of large J2, 120
◦ order
for small J2 and a spin disordered phase between the two. Similar to the kagome story, the nature of the spin
liquid remains an unsolved problem with Diract SL and Z2 as two candidates. The DSL scenario is currently
supported by result from VMC studies [33], that show that within a certain family of PSG states the DSL
1This approach simultaneously accomplishes the exploratory objective, often finding novel phases of matter
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state remains energetically favorable. On the other hand in Ref. [34] authors find 4 states that resemble
the symmetry properties of those of a gapped Z2 spin liquid. Further arguments supporting both scenarios
come from considering extended anisotropic systems [37]. It was also found that a chiral spin liquid can be
stabilized with addition of uniform chiral interaction. In Chapter 6 I present a study of a phase diagram of
a model that captures triangular lattice as one of the limits. In this model the spin liquid phase occupies a
larger domain than that of an isotropic triangular lattice. To analyze the spin liquid phase we consider all
distinct PSG states generated by the symmetry group of the lattice as variational wave functions. We find
two states that demonstrate competitive energies and show that symmetrizing the wave function further
lowers the energy and gives good overlap with the exact ground state.
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Chapter 2
Phases and phase transitions
Spin degrees can be arranged in a number of patterns. A qualitative change in the spin arrangement caused
by modification of a system’s constants is a signature of a phase transition. The nature of patterns in spin
systems is very diverse and can be separated into ordered and disordered phases. A common representative
of an ordered phases is an antiferromagnetic state, which has sublattice magnetization. Another example is
the valence bond crystal phase, which has long range dimer-dimer correlations. A distinct feature of such
states is that there is always an explicit local order parameter that can be used to identify the pattern.
Disordered phases, known as spin-liquids do not have long range order, do not break any symmetries, and
have fractional excitations. Spin-liquids feature long range entanglement and have no classical analogs. In
this chapter I first discuss the Heisenberg Hamiltonian and its extensions. Then I provide the necessary
background on the theory of phase transitions and numerical strategies for their detection.
2.1 Heisenberg and XXZ Hamiltonians
The Heisenberg Hamiltonian describes a system of spin degrees of freedom interacting via the exchange
coupling ~ˆSi · ~ˆSj . In lattice models, spins are placed on a regular lattice that defines the interaction. The
general form of the Heisenberg Hamiltonian is
Hˆ =
∑
i,j
Jij ~ˆSi · ~ˆSj (2.1)
where indices i, j run over all lattice sites and Ji,j represents the strength of the Heisenberg coupling between
those sites. By choosing different spin operators ~ˆSi we get variations of Heisenberg model.
In the classical regime, each spin can be though of as a fixed moment1, pointing in some direction. In this
case an arbitrary state of the system is fully described by a set of angles (a single in-plane angle φ per spin in
2D; 2 spherical angles (θ φ) in 3D, etc). This state has global SO(2), SO(3), SO(D) symmetries respectively,
meaning that the energy of the state remains unchanged under global rotation of all spins simultaneously
1In this case ~S is described as a vector in Rd.
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by the same angle.
In the quantum regime, a generic state is typically represented in Sz basis, where every classical config-
uration is assigned a complex-valued amplitude:2
|ψ〉 =
D∑
Sz1 ,...,S
z
N
ψ(Sz1 , S
z
2 , ·, SzN )|Sz1 , Sz2 , ·, SzN 〉 (2.2)
This state has a less apparent global SU(D) symmetry. In this thesis I focus on the spin- 12 case as low
spin maximizes quantum fluctuations needed to melt ordered phases into exotic spin disordered states. For
spin- 12 , the Hamiltonian takes the form
Hˆ =
∑
i,j
Jij(Sˆ
±
i Sˆ
∓
j + Sˆ
z
i Sˆ
z
j ) (2.3)
Sˆz = σˆz Sˆ± = σˆx ± iσˆy (2.4)
Despite the apparent simplicity, finding ground states of a generic Heisenberg model is NP-hard even for
classical system [38]. The particular instances that are considered in physics typically feature additional
structure, such as regularity of interactions and symmetries. The necessity of incorporating such knowledge
motivates the majority of novel approaches to solving such systems[39, 40, 27].
For the case of spin- 12 , we can consider an extension of Heisenberg model to spin anisotropic interactions
termed XXZ model:
Hˆ =
∑
i,j
J⊥ij Sˆ
±
i Sˆ
∓
j + J
z
ijSˆ
z
i Sˆ
z
j (2.5)
In this model the SU(2) symmetry is explicitly broken. Such spin anisotropy can be caused by an underlying
crystal structure [41, 42]. As demonstrated in Chapter 5, considering the embedding of a spin isotropic regime
in a larger phase diagram can provide an alternative line of attack for tackling the Heisenberg limit.
When solving for the ground state of a particular model, one might attempt to minimize energy of every
individual term in the Hamiltonian. When this approach succeeds, the model is said to be frustration free.
The system in which interactions can not be simultaneously satisfied is termed frustrated. Frustration can
arise from competing interactions or the geometry of the lattice. In this regime, strong interactions can melt
classical orders and lead to exotic phases of matter such spin liquids and valence bond crystals, as described
2The actual number of degrees of freedom is reduced by 1 due to normalization
∑
α
|ψα|2 = 1
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later in this chapter. A canonical example of this scenario is the Ising model on the triangular lattice: no
arrangement of 3 spins leads to all pairs being anticorrelated.
2.2 Symmetry breaking theory of phase transitions
In statistical physics, the behavior of an equilibrated system of many degrees of freedom can be described
using the free energy potential. At high temperatures, the entropy term dominates the free energy and leads
to the state where every microscopic configuration occurs with equal probability. This corresponds to the
most symmetric state of the system. At lower temperatures, states with high energy freeze out, typically
leading to a state with lower symmetry than that at high temperature. This forms the basis for the Landau
symmetry breaking theory of phase transitions.
Within this framework, distinct phases of matter are uniquely described by a set of preserved symmetries.
The process of transition from one phase to another can be formalized using the local observable η called
order parameter. This observable should be chosen such that its value is identically zero in a symmetric
state and acquires a non-zero value once the transition occurs. Formally, spontaneous symmetry breaking
happens only in a thermodynamic limit N → ∞, when the free energy becomes non-analytic at the points
of phase transition, but in many cases the onset of the order parameter can be evident from a study of finite
size system as well.
In spin systems the situation can be visualized as follows. At high temperature, every spin degree of
freedom is oriented randomly. This causes all n-point correlation functions to vanish and hence this state
corresponds to the most symmetric phase. At lower temperatures, spins can order to form particular patterns
that correspond to the lowest energy state of the system. This regularity often corresponds to an onset of an
order parameter. Below I present two explicit examples of symmetry broken ground states for the Heisenberg
model on the honeycomb lattice: the Neel phase and the plaquette valence bond crystal.
The Neel phase is an example of an ordered phase. In this phase, spin degrees of the honeycomb
lattice are arranged in the following pattern: every spin points in the opposite direction to its neighbors, 3
Such configuration (see Fig. 2.2 (left)) corresponds to an energy minima of the classical nearest neighbor
Heisenberg model. This is an example of a spin Hamiltonian without frustration: every term in the energy
can be simultaneously minimized. The order parameter for this phase is a staggered moment (per site
magnetization) that is equal to the magnitude of the spin at T = 0.
In the quantum model the answer is not as apparent and has been extensively studied in the literature
3This is possible, because the honeycomb lattice is bipartite
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Figure 2.1: (left) Visualization of classical Neel phase on honeycomb lattice. (right) Spin-spin correlations
of quantum Heisenberg model on honeycomb lattice in Neel phase. The reference spin is marked by black
hexagon. Red and blue color correspond to positive and negative correlations respectively. The correlation
strength is represented by the size of the marker.
Figure 2.2: (From Ref [44]) Dimer-dimer correlations obtained from Exact Diagonalization ground state of
honeycomb lattice with 24 spins.
[43, 44, 45]. Quantum fluctuations lead to a dressed modification of a classical state resulting in the reduction
of the order parameter to about 53% of its original value [43]. A spin-spin correlation function from the
quantum model offers a good visualization connecting classical and quantum observables shown in Fig 2.2
(right).
The plaquette Valence Bond crystal phase is an example of a quantum phase of matter that has no
sublattice magnetization, but yet is still described by Landau symmetry breaking theory. It is stabilized in
the quantum Heisenberg model on the honeycomb lattice upon addition of next nearest neighbor interactions.
This state can be described as tensor product of valence bonds |ij〉 that cover the whole lattice in a regular
pattern P (see Fig. 2.3 (left) for an example of VBC on the Kagome lattice)
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Figure 2.3: (From Ref. [46]) (left) Visualization of a Valence Bond Crystal phase on kagome lattice. (rest)
Visualization of two long range dimer coverings that appear in the RVB state on kagome lattice.
|ψ〉 =
∏
ij∈P
|ij〉 (2.6)
|ij〉 = | ↑i↓j〉 − | ↓i↑j〉 (2.7)
The order parameter of this phase is the dimer-dimer correlations
D(ij),(kl) = 4(〈SiSjSkSl〉 − 〈SiSj〉〈SkSl〉) (2.8)
They capture the regularity of the valence bond arrangement. An example of dimer-dimer correlation plot
is shown in Fig. 2.2.
2.3 Spin liquids
Spin liquids are phases of matter that, similar to fractional quantum Hall effect, fall outside the scope of
Landau symmetry breaking theory. They have long range entanglement, can support topological order and
have fractional excitations. A canonical wave function for spin liquid is the Resonating Valence Bond state
[8], that I describe below.
Similar to the VBC state, the building block of the RVB phase is a product of valence bonds. In contrast
to the VBC state, where the state is represented by a regular pattern of typically nearest neighbor singlets,
the RVB phase contains equal weight superposition of all valid dimer coverings (D). This crucial aspect is
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Figure 2.4: Examples of dimer coverings on a square lattice. Sites with the same index correspond to the
same physical spin and images that arise from periodic boundary conditions are highlighted in color. The
two coverings belong to two distinct topological sectors labeled by X and Y parity of the number of bonds
that cross the corresponding boundary (left: (1, 0); right: (0, 0)).
visualized in Fig. 2.3. The wave function of RVB state is given by
|RV B〉 =
∑
C∈D
|C〉 (2.9)
Such a state does not break any symmetry, as every symmetry broken component comes with a balancing
counterpart. Besides having no broken symmetries, RVB states exhibit topological properties, leading to
ground state degeneracy that is dependent on the topology of the lattice. Ground state degeneracy is best
demonstrated on the square lattice example placed on a torus, as shown in Fig. 2.4. There are two non-trivial
loops wrapping around the x and y periodic boundaries of the system. We define two sectors for each of the
loops based on the parity of the number of valence bonds that cross that periodic boundary. As a result,
we can construct 4 different dimer coverings that can be globally distinguished from each other. It is worth
noting that locally these sectors are indistinguishable, as parity along a non-trivial loop is a topological
property. The number of topological sectors can be increased by placing the model on a manifold of higher
genus. These properties correspond to those of a Z2 spin liquid.
2.4 Detecting phase transitions
There are several way to detect phase transitions numerically. One approach is based on direct calculation
of the order parameters. This method has the advantage of revealing the symmetry of the phase. This
approach can be challenging in cases when the nature (or even the existence) of the phase is not known.
This approach is also not suitable for a description of so called topological phase transitions, for which no
local order parameter exists. An example of such phase is described in the next section.
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Figure 2.5: (left) Ground state fidelity of the Heisenberg model on the honeycomb lattice as a function of
second nearest neighbor interaction. The zoomed-in plot shows the second fidelity minima, that also indicates
a phase transition. (right) Energy spectrum of states in the ground state symmetry sector. The avoided
level crossing around λ = 0.39 produces the large dip in ground state fidelity. We also see a reconfiguration
of low energy states around λ = 0.2.
Quantum fidelity is another approach inspired by information theory. In contrast to a symmetry breaking
approach where we construct an explicit local order parameter, here we work directly with low energy
wave function(s). Since these are explicitly non-local objects, this approach potentially can capture phase
transitions that fall outside of the scope of symmetry breaking theory. In this section I focus on ground
state fidelity, which is most relevant for research projects discussed later.
Given a Hamiltonian Hˆ = Hˆ0 + λHˆI , ground state fidelity is defined as:
f(λ, δλ) = |〈ψ(λ)|ψ(λ+ δλ)〉| (2.10)
here ψ(λ) and ψ(λ + δλ) are normalized ground state wave functions of Hamiltonians with corresponding
values of λ. Phase transitions are associated with a reconfiguration of the low energy spectra of the system
and therefore it is natural to expect a change in the ground state fidelity when ψ(λ) and ψ(λ+δλ) belong to
different phases. In general, there are two possible scenarios that lead to a change in the ground state. The
first scenario is an energy level crossing, which leads to zero fidelity and corresponds to a phase transition
of a first kind. The other possibility is a noticeable change of the ground state over the transition region,
which corresponds to a dip in fidelity.
An example of a phase transition occurring in a honeycomb Heisenberg model is shown in Fig 2.5. On
the left is shown fidelity as a function of coupling parameter, on the right is energy eigenstates in the same
symmetry sector. The avoided level crossing is clearly captured by the fidelity dip around λ = 0.4.
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One of the advantages of using quantum fidelity is that it requires no prior knowledge about the phase
transition. This property makes it very appealing for numerical methods as a way of searching for phase
transitions, leaving their characterization to other methods.
Since wave functions are vectors in Hilbert space, fidelity can be viewed as the geometric angle between
the two vectors. The geometric aspect of quantum fidelity can also be seen from specific examples of exactly
solvable models: the transverse field Ising model, the Lipkin-Meshkov-Glick model, etc [47].
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Chapter 3
Numerical methods
In the computational approach to the quantum many body problem we seek to obtain physical observables of
the ground state. This is accomplished by either explicit or implicit representation of the ground state wave
function. There exist a variety of methods to accomplish this that rely on different assumptions about the
structure of the problem, approaching it from different directions. Due to its inherit exponential complexity,
many methods make tradeoffs in precision, bias, and time and space complexity. In this chapter, I give an
introduction to numerical methods commonly used in numerical research on frustrated magnetism. I first
introduce the relevant metric that comes into the picture when comparing various numerical methods. Then
I discuss in detail two methods: Exact Diagonalization and Variational Monte Carlo that are be used in part
II of this thesis.
Space complexity represents how required computer memory scales with the size of the system being
solved. Poor space complexity is a hard limiting factor, as it puts direct requirement on the hardware
used for simulation. In most cases this results in limited system sizes that the method can access. Within
numerical methods for quantum many body problems, methods with low order polynomial space complexity
are considered to be favorable.
Run-time complexity represents how the required computer run-time to obtain a solution scales with
the system size. Poor run-time complexity also limits simulation of large systems due to limited computa-
tional resources. Similar to space complexity low order polynomial algorithms are deemed favorable, while
exponentially scaling methods are limited to small system sizes and often used for benchmarking of other
methods.
Exactness represent the uncertainty of the results obtained via numerical experiment. While there exist
algorithms that provide solutions up to numerical precision, many methods trade expensive exact evaluations
for accurate stochastic approximations with better space and time complexity. This approach is discussed
in more detail in section 3.2.
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Solution bias represents the tendency of the computational algorithm to obtain results with certain
characteristics. In cases when these characteristics include physical constraints that are naturally satisfied
by the system in question the negative connotation is lifted. If incorporated constraints are not guaranteed
to be satisfied, then other possibilities should be systematically considered.
The next section describes different computational methods that are often used to numerically study
quantum spin systems.
3.1 Exact Diagonalization
Exact Diagonalization (ED) is an unbiased numerical tool that solves the time independent Schrodinger
equation for the quantum many-body problems within a finite dimensional Hilbert space. It does so by
directly solving the corresponding eigenvalue problem:
Hij(ψ
n)j = En(ψ
n)i (3.1)
ED produces exact solutions within numerical precision and is applicable to almost any quantum system.
The major drawback of ED lies in the exponential time and space complexity, which limits its applications to
small system sizes. This is a direct consequence of the exponential growth of the Hilbert space for quantum
many body systems.
Exact diagonalization is a versatile tool for research in the low energy physics of quantum lattice models,
disordered systems and other topics: real-time evolution, finite temperature physics etc. While ED is a
conceptually simple method, a lot of technical nuances have to be taken into consideration to make it
practical. For the rest of this section I describe the setup optimized for the study of low energy physics of
quantum spin- 12 systems. In this setting, the goal is to efficiently obtain numerical representations of low
energy states of a given Hamiltonian.
There are 4 general components that come into the picture when implementing an exact diagonalization
code:
1. Representation of the computational basis {|ci〉, }.
2. Representation of the Hamiltonian matrix Hij = 〈 ci |Hˆ|cj〉.
3. Algorithm for solving the corresponding eigenvalue problem.
4. Numerical procedures that evaluate observables of interest from the obtained eigenstates.
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Below I provide a brief overview of these 4 components and algorithmic improvements necessary to effi-
ciently apply exact diagonalization to Heisenberg systems with 36 spin degrees of freedom. The presentation
in this section focuses on conceptual ideas with details in the Appendix A.
3.1.1 Representation of the computational basis
The role of the computational basis 〈 ci | it twofold. First, it explicitly defines an ordering of basis states,
mapping a general quantum state |ψ〉 onto a vector of complex numbers vi = 〈 ci |ψ 〉 and the Hamiltonian
operator Hˆ onto a matrix Hij . As discussed below in section 3.1.2, Hij is typically virtualized, in which
cases basis elements are also used to dynamically compute matrix elements.
Spin- 12 systems are most naturally represented in the S
z computational basis. A common choice for
coding such basis states is to use bitsets of corresponding length:
| ↑↑↓↑〉 → |1101〉 (3.2)
The basis is then represented as an ordered container of such bitsets. The two properties of the basis that
exact diagonalization code needs to optimize are related to: (1) basis size; (2) index look-up efficiency.
Basis size reduction is achieved by breaking the diagonalization of the initial matrix into diagonalization
of independent blocks of smaller size. This is possible if the original Hamiltonian has Hˆ-invariant subspaces.
Solving smaller eigenvalue problems one at a time reduces the memory footprint and often leads to much
faster convergence of iterative methods as discussed in section 3.1.3.
The block-diagonal structure of the Hamiltonian matrix often originates from symmetries and hence can
be associated with quantum numbers/conserved quantities. This result is best formalized in the framework
of representation theory as presented in AppendixA.2. A more physical perspective is summarized in the
following argument:
If symmetry operators Sˆα commute with Hamiltonian Hˆ, then eigenstates can be labeled by energy and
the symmetry associated quantum numbers λα; any two linear combinations of eigenstates with different
quantum numbers λβ and λγ are orthogonal based on the eigenstate orthogonality property. This also
implies that Hˆ matrix element is also zero for states with different quantum numbers λβ and λγ , implying
the existence of invariant subspaces.
Examples of conserved quantities used in exact diagonalization codes include: charge; net magnetization;
momentum; angular momentum, etc. The potential caveat of using symmetries is that they can turn a
sparse Hamiltonian into a dense one. This is the reason full SU(2) spin symmetry is not used in ED. Spatial
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symmetries and Sztotal symmetry preserve sparsity of the Hamiltonian and are routinely implemented.
The practical aspect of working with a particular invariant subspace characterized by quantum numbers
λα lies in the construction of appropriate symmetrized basis. Every element of such basis must be an
eigenstate of the symmetry operators with corresponding eigenvalues λα. For examples the six states below:
| ↑↑↓↓〉, | ↑↓↓↑〉, | ↑↓↑↓〉, | ↓↑↑↓〉, | ↓↑↓↑〉, | ↓↓↑↑〉
represent a basis with fixed Sztotal = 0. If we add translational symmetry, then in S
z
total = 0; k = 0 sector we
have only two linearly independent states 1:
|c˜1〉 =1
2
(| ↑↑↓↓〉+ | ↑↓↓↑〉+ | ↓↓↑↑〉+ | ↓↑↑↓〉)
|c˜2〉 = 1√
2
(| ↓↑↓↑〉+ | ↑↓↑↓〉)
It is easy to see that individual configurations in the state above transform into one another under the
symmetry transformation, as expected. A linear combination of Sz states can’t be directly represented by a
single bitset, but can be generated given a single configuration by applying the symmetry transformations
an appropriate number of times. To gain efficiency from such basis reductions, one stores only a single
configuration |r〉 per orbit, called the representative state. It is chosen to correspond to the smallest bitset
out of all states in the orbit. Besides a representative configuration, every state has a normalization factor
necessary for evaluation of the matrix elements.2 Normalization factors are often stored in an additional
container to accelerate matrix vector multiplication Hijvj .
The approach outlined above can be generalized to deal with combination of translations and point group
symmetries.3 The resulting symmetrized basis states have the form:
|c˜〉 = 1
N(c, k, J)
∑
t∈TG;g∈PGk
χ(g)Jχ(t)k|(g ◦ t)c〉 (3.3)
Here TG is a translational symmetry group, k - momentum wave vector; PGk is a subgroup of the point
group symmetry that doesn’t change k, J - irreducible representation of PGk and N is a normalization
constant.
Using a symmetrized basis can lead to a reduction of basis size by a factor of hundreds. For a detailed
example on application of symmetrized states see Appendix A.6.
1For a more detailed example on translational invariance see A.1
2See 3.1.2 and A.3 for how normalization factors affect Hij .
3Theoretical framework for that is described in detail in section A.2
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Index look-up is another aspect of basis representation that has a profound impact on the performance of
an exact diagonalization code. As discussed later in section 3.1.3, most efficient algorithms for finding extreme
eigenvalues are based on iterative matrix-vector multiplication Hijuj = vi. During such a calculation, each
entry vi is obtained as a sum of small number of entries from the original vector u weighted by matrix
elements of Hij . Because we know how Hˆ acts of S
z basis states, it is generally easy to quickly compute
the bitsets that correspond to indices of u. It is the process of retrieving those particular values that takes
most of the time. Two of the most common technique used for this task are binary search and Lin tables
[48], that differ in speed and memory requirements. Lin tables is the fastest index retrieval technique, but
requires a storage of an additional look-up table of the size of full Sz basis. Binary search accomplishes the
task without additional memory requirements in O (log(dim(H))) bitset comparisons. The details on these
methods are provided in Appendix A.4.
3.1.2 Representation of the Hamiltonian matrix
Once the computational basis is defined, we can, in principle, save in memory all matrix elements for a
given Hamiltonian by precomputing 〈 ci |Hˆ|cj〉. Such an approach would require a prohibitive dim(H)2
amount of memory. This bottleneck is resolved by a technique called called matrix virtualization.4 Matrix
virtualization is based on the idea of computing matrix elements on demand at run-time trading additional
computation for a major improvement in space complexity.
When working in a symmetrized basis, we need to consider matrix elements of symmetrized basis ele-
ments, rather than the original Sz configurations. The procedure for evaluating a single off-diagonal element
involves three steps: (1) Finding the configuration |n〉 and corresponding amplitude h that for a given Hamil-
tonian term maps the initial configuration |r〉 to Hˆ|r〉 = h|n〉; (2) Identifying a symmetry transformation gn
that maps configuration |n〉 to its representative |r′〉; (3) Evaluating the matrix element using
〈 r′ |Hˆ|r〉 =
√
N(r′, k, J)
N(r, k, J)
χk,J(gn)h (3.4)
where N(r, k, J) is a normalization factor and χj,J is a combined character of the symmetry transformation
gn.
5 Step (2) in the above procedure presents an additional algorithmic challenge for the exact diagonaliza-
tion code. The simplest approach includes looping through every element in the symmetry group to find gn.
Other approaches are based on additional look-up tables as well as group factorization tricks.
4In some literature this method is called on-the-fly evaluation.
5The above formula is derived explicitly in Appendix A.3
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3.1.3 Eigenvalue solvers
The central algorithmic procedure in ED is diagonalization of the Hamiltonian matrix. There are a variety
of numerical algorithms that can do the job [49, 50]. Many such methods resolve all eigenvalues by bringing
the original matrix closer and closer to the diagonal form via successive iterations. This often requires an
explicit access to matrix elements of the current approximation leading to O
(
dim(H)2) space complexity
and O
(
dim(H)2) − O (dim(H)3) time complexity. This, combined with the exponential scaling of the size
of the Hilbert space with system size would very quickly hit the limits of computational resources currently
available 6.
When studying systems at T=0, we are usually interested only in a few lowest energy eigenstates, which
can be resolved more efficiently. The simplest example of such approach is Power iteration. This method
finds the eigenvector associated with the largest absolute eigenvalue by iteratively performing matrix vector
multiplication on the initial guess. The intuition behind this method is that in the eigenbasis, the application
of H simply scales spectral components proportional to their eigenvalues. As a result the marginal weight
of eigenvalues with smaller magnitude decreases at every iteration.
Algorithms such as [49, 50] improve on the convergence speed compared to Power iteration. The central
idea of these methods is to investigate the spectral properties of a given matrix in Krylov space, defined as
Kn = {φ0, Hˆφ0, Hˆ2φ0, ...Hˆnφ0} (3.5)
The Krylov space quickly converges to the space spanned by the extremal eigenvectors, allowing it to
accurately capture corresponding spectral properties of H. For the purpose of finding a few low energy
states the Lanczos algorithm [49] offers the best performance. The Lanczos algorithm iteratively constructs
a special orthogonal basis in the Krylov space Kn in which the action of Hˆ is described by a tridiagonal
matrix H˜nij . It starts with a random guess |φ0〉 and generates a sequence of basis vectors recursively.
βn|φn+1〉 = Hˆ|φn〉 − αn|φn〉 − βn|φn−1〉 (3.6)
αn = 〈φn |Hˆ|φn〉 βn = |〈φn+1 |Hˆ|φn〉| (3.7)
6For instance, storing a full Hamiltonian matrix for a 17 site system of spin- 1
2
would require 128Gb. of RAM alone.
19
In the basis in 3.6, the matrix H˜nij has the form
H˜nij =

α1 β1 0 0 0
β1 α2 β2 0 0
0
. . .
. . .
. . . 0
0 0
. . .
. . . βn−1
0 0 0 βn−1 αn

This matrix can be efficiently diagonalized using specialized methods for tridiagonal matrices such as the
method in reference [51]. Because at every step of the recursion only 2 previous states are needed, the
resulting space complexity of the Lanczos algorithm is reduced to that of only a few vectors. This recursive
procedure is terminated when the relative change of eigenvalues of H˜nij reaches the desired tolerance. To
obtain eigenvectors, the process is restarted and the eigenvector is constructed using the parameters obtained
in the first run. As presented in this section, the Lanczos algorithm is stable only when executed with
mathematical precision. To make it efficient in the presence of roundoff errors, additional care is needed to
deal with ghost eigenvalues and loss of orthogonality. A detailed discussion on this matter can be found in
Ref. [52].
3.1.4 Calculation of observables
The last step in studying low energy physics with exact diagonalization is to compute physical observables.
For most observables, evaluation can be performed by directly computing the expectation value
〈O〉 = 〈ψ |Oˆ|ψ〉〈ψ |ψ 〉 =
∑
c
〈 c |ψ 〉∗〈 c |Hˆ|ψ〉
|ψ|2 (3.8)
When working in the symmetrized basis, the corresponding matrix elements must be adjusted similar to
those of the Hamiltonian. Alternatively, one can dynamically unwrap the symmetrized vector at evaluation
time. Most commonly used observables in exact diagonalization studies are related to order parameters such
as spin/dimer/chiral correlations; magnetization; chirality; etc. It is also possible to obtain reduced density
matrices for subsystems that allow one to compute any local observables or probe entanglement entropy.
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3.2 Variational Monte Carlo
Variational Monte Carlo is an example of a variational approach to the quantum many body problem. In
this method, the solution is represented by a parametrized ansatz, whose parameters are optimized to most
accurately approximate the true ground state. The space complexity of this approach is fully determined by
the variational ansatz used and typically is polynomial in system size. While in principle exact evaluations
are possible for variational methods, they are often replaced with stochastic estimates to bring down the
time complexity to polynomial time. One of the key advantages of this method lies in its ability to produce
solutions for system sizes as large as 100s of spin degrees of freedom. It is also easier to contrast with analytic
solutions, as many variational wave functions are derived from theoretical models. The main disadvantage
of VMC comes with a challenge of choosing an appropriate variational ansatz: too simple ansatzes can not
represent relevant physics; very structured models introduce high bias and are hard to implement; complex
models are hard to optimize.
Variational Monte Carlo code typically involves three main components:
1. Variational ansatz that represents a class of parametrized solutions
2. Evaluation procedure that estimates expectation values for desired observables
3. Optimization procedure that adjusts variational parameters to accurately represent the ground state
3.2.1 Variational ansatz
The role of the variational ansatz is to describe a small manifold of the Hilbert space which will be searched
for the best representation of the ground state. There are 3 main aspects one needs to consider when choosing
variational ansatz: (1) Representability; (2) Efficiency; (3) Optimization.
(1) To accurately approximate the ground state wave function in the VMC framework, we first should
be able to represent the state in the selected variational ansatz. While in general it is not possible to ensure
that the ground state in question is representable by a given ansatz, many efforts go into ensuring that the
ansatz is capable of representing relevant physics.
(2) Efficiency of the variational ansatz is related to computational complexity of evaluating wave function
amplitudes. As discussed below, the traditional VMC approach to optimization involves evaluation of
amplitudes on a series of configurations. Poor performance of an amplitude evaluation hence would affect
the overall efficiency.
(3) Besides being able to efficiently evaluate wave function properties it is necessary to be able to op-
timize variational parameters. In most cases optimization relies on differentiability and smoothness of the
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variational wave functions to apply gradient descent based methods.
In section 3.3, I discuss some examples of variational ansatzes that are routinely used in VMC simulations.
3.2.2 Evaluation
To avoid the exponential complexity of exact evaluation, the Variational Monte Carlo approach replaces it
with a stochastic estimate, trading uncertainty in expectation values for major reduction in time complexity.
The standard procedure of stochastic evaluation in VMC is based on Monte Carlo sampling over the prob-
ability distribution |ψ|2. Using the Metropolis algorithm [53] we generate a random walk7 in configuration
space that samples configurations with probability proportional to |ψ(c)|2. This is accomplished by iterative
updates c→ c′ to a current configuration c, which are accepted with the following probability:
Paccept = min
(
1, |ψ(c
′)
ψ(c)
|2
)
(3.9)
This approach has several remarkable properties. First, it only requires a knowledge of relative probabili-
ties, rather than normalized values. This is important, as finding the normalization constant would require
exponential amount of work. Second, this approach samples the correct probability distribution as long as
every two configurations c1, c2 can be connected by a set of random updates. Different choices of explo-
ration strategies c→ c′ affect properties such as equilibration time and sampling efficiency, which generally
affect precision of stochastic estimates. For spin- 12 systems most common approaches of proposing a new
configuration are based on a single spin flip ↑i→↓i for systems that do not conserve Sztotal and spin exchange
↑i↓j→↓i↑j .
Once we are able to sample configurations proportional to |ψ(c)|2, we can use local values of observables
to obtain a stochastic estimate:
〈O〉MC = 〈ψ |Oˆ|ψ〉〈ψ |ψ 〉 =
∑
c
〈ψ | c 〉〈 c |Oˆ|ψ〉∑
c
|ψ(c)|2 =
∑
c
|ψ(c)|2 〈 c |Oˆ|ψ〉〈 c |ψ 〉∑
c
|ψ(c)|2 =
∑
c∈MC
〈 c |Oˆ|ψ〉
〈 c |ψ 〉∑
c∈MC
1
(3.10)
Here in the second step we inserted an identity
∑
c
|c〉〈 c | and in the last step we changed the sampling
procedure to the Markov Chain sampling absorbing the |ψ(c)|2 factors. This methodology of obtaining
estimates is a central idea of VMC operation. It is used to estimate observables such as energy, correlation
functions, and gradients with respect to variational parameter discussed next.
7In the computational community this is termed a Markov chain.
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3.2.3 Optimization
Optimization of a variational ansatz is typically performed in a series of steps, where at every step we
compute the direction in the parameter space that leads to a better approximation of the ground state.
This can be viewed as a nonlinear optimization problem. Different method then use different objective
functions to generate the flow of variational parameters. While in general it is possible to use derivative-free
optimization techniques, gradient based methods typically offer much better convergence properties. Here I
describe two of the most commonly used approaches
Energy minimization is an optimization algorithm that uses the energy expectation value as the objective
function. The ground state by definition is the lowest energy eigenstate and therefore is a solution of the
energy minimization problem 8 This optimization is performed in a stochastic gradient setting, where the
gradient with respect to variational parameters is evaluated using the following expression, derived in B.1.1
∂wiE =
〈
El(c)
∂wiψ(c, w)
ψ(c, w)
〉
− 〈E〉
〈
∂wiψ(c, w)
ψ(c, w)
〉
(3.11)
Stochastic reconfiguration is a second order optimization method, that can be viewed as iterative
imaginary time evolution. In this approach variational parameters are adjusted to follow infinitesimal steps
along the ansatz-projected imaginary time evolution path at every step of the optimization procedure. More
formally, we aim to adjust variational parameters w′ → w such that we maximize the overlap
〈ψ(w) |1− βHˆ|ψ(w′)〉√〈ψ(w) |ψ(w) 〉 (3.12)
The correctness of this optimization follows from the fixed point property of imaginary time evolution
lim
τ→∞ e
−τHˆ |ψ〉 = |ψ0〉 (3.13)
Similar to the energy gradient, the update to the variational parameters can be computed within the Monte
Carlo sampling procedure. The final result for the update formula9 is
8Assuming that such state can be represented within the variational ansatz.
9The derivation is provided in Appendix B.1.2.
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δwi = βS
−1
ij
(〈
E
∂wjψ
ψ
〉
− 〈E〉
〈
∂wjψ
ψ
〉)
(3.14)
Sij = 〈(∂wiψ
ψ
)∗(
∂wjψ
ψ
)〉 − 〈∂wiψ
ψ
〉〈∂wjψ
ψ
〉 (3.15)
This method was found to converge the variational parameters to their optimal value considerably faster
compared to the energy gradient. It is also believed to be less susceptible to the local minima problem, as
imaginary time evolution avoids potential funnels in energy landscape.
3.3 Variational wave functions
In the traditional Variational Monte Carlo (VMC) setting, the variational ansatz consist of two components:
(1) A parametrized solution whose wave function amplitude can be efficiently evaluated numerically; (2)
A recipe for calculating derivatives with respect to variational parameters. In this section I give a brief
overview of some of the most popular variational wave functions that commonly appear in the study of
frustrated magnets.
3.3.1 Projected BCS states
The projected BCS state is a variational wave function based on the idea of parton construction and
Gutzwiller projection. The starting point is a solution to an exactly solvable BCS Hamiltonian:
HˆBCS =
∑
i,j,σ
(tij − µδij)c†i,σcj,σ −
∑
i,j,σ
∆ijc
†
i,↑c
†
j,↓ + H.c (3.16)
=
∑
k,σ
(k − µ)c†k,σck,σ −
∑
k
∆kc
†
k,↑c
†
−k,↓ + H.c (3.17)
Here tij and ∆ij are hopping and pairing terms that we treat as variational parameters (for example see
Fig. 3.1). The second line shows the same Hamiltonian in the Fourier space. The ground state of this
Hamiltonian, which is obtained by direct diagonalization of Hˆ in second quantization, is given by
|BCS〉 =
∏
k
(uk + vkc
†
k,↑c
†
−k,↓)|0〉 (3.18)
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Figure 3.1: Visualization of Dirac spin liquid ansatz on triangular lattice with periodic boundary conditions.
Black hexagons represent lattice sites. Dashed red and solid blue lines represent positive and negative
hopping terms of the BCS Hamiltonian respectively.
where
∏
k
is a product over all wave vectors in the Brillouin zone and uk and vk are parameters generated
by the solution of Eq. 3.16.
To produce a valid spin wave function, we need to project it onto the physical subspace of single occu-
pancy. This is accomplished by the Gutzwiller projection operator
PG =
∏
i
( ˆni,↓ − ˆni,↑)2 (3.19)
The projection above brings a redundancy to such representation, as solutions to different (but related)
Hamiltonians can result in the same state post projection. This redundancy can be viewed as an effective
local gauge symmetry. Under such gauge transformations, the only invariant property of the Hamiltonian is
the energy spectrum of Eq. 3.16.
This class of wave functions is also motivated by the mean field treatment of Heisenberg models based
on parton decomposition.10 In fact there exists a classification of spin liquid states based on the symmetry
properties of mean field Hamiltonians described in detail in Ref. [40].
10See chapter 16 of Ref. [54].
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Figure 3.2: Matrix product states visualization. On the left is the original rank 4 tensor representation of
a wave function. On the right is matrix product state representation of the same tensor as contraction of 4
tensors.
3.3.2 Matrix product states
Matrix product state (MPS) is a variational ansatz that has revolutionized the description of one dimensional
quantum systems. It is based on the systematic decomposition of a high rank tensor into a contraction of low
rank tensors. The size of individual tensors continuously controls the portion of the Hilbert space that MPS
of a given structure can represent; hence a sufficiently large MPS can represent an arbitrary quantum state.
Another advantage of the MPS wave function is that it exposes entanglement properties of the system, which
can be easily computed. Besides advancing the state of the art of numerical simulations, matrix product
states have found applications in theoretical works [55]. A comprehensive survey on MPS and DMRG 11. is
available in the review article [56].
Here I use an example of an N -site spin- 12 system to illustrate the construction. First, we write down a
general quantum state in a tensorized form
|ψ〉 =
∑
{c}
Ψc1c2···cN |c1c2 · · · cN 〉 (3.20)
Here Ψc1c2···cN is rank-N tensor that holds 2
N wave function amplitudes in the Sz basis. In the MPS ansatz
we represent this tensor as a contraction of N tensors (see Fig 3.2 for visualization). Every tensor in the
factorization (MPS block) represents a corresponding degree of freedom.12 Every MPS block represents a
single degree of freedom. Each block has 3 indices and is represented as M iαβ , where index i corresponds to
the physical index that represents the state of ith spin. If we fix the size of individual blocks, it becomes
obvious that such representation can be much more efficient. Space and time complexities scale linearly with
N , compared to exponential scaling of the original rank-N tensor.
The resulting expression for wave function amplitudes in a MPS ansatz is a product of matrices, which
11DMRG stands for Density Matrix Renormalization Group, an efficient optimization technique specifically designed for
MPS.
12This factorization can be accomplished with high accuracy by performing consecutive singular value decompositions of the
original tensor.
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Figure 3.3: (From Ref [27]) Restricted Boltzman Machine. Yellow nodes represent visible units that corre-
spond to physical spins. Grey nodes correspond to hidden neurons, that act as auxiliary degrees of freedom
that are traced out at evaluation time. Lines are effective couplings, which are variational parameters of
this model.
are stored in memory as variational parameters.
ψ(c) =
N∏
i=1
M i(ci) (3.21)
A detailed review on matrix product states and a related optimization technique called DMRG is provided
in Ref. [56].
3.3.3 Restricted Boltzman Machine wave function
The Restricted Boltzmann Machine (RBM) wave function is a general purpose ansatz proposed by Carleo
and Troyer [27]. It is derived from a neural network architecture called the Restricted Boltzmann Machine,
originally used in the field of machine learning and artificial intelligence [57]. The discovery of this ansatz
has spurred a numerous efforts in using machine learning methods to represent quantum many body wave
functions [58, 59, 60, 61, 29, 62, 63, 64, 65].
The architecture of the RBM state is shown in Fig. 3.3. It consists of two interconnected sets of M
hidden neurons (hi) and N visible neurons (σi). Each neuron can take values ±1 and hence the dynamics
of such a network is akin to an Ising model. The energy functional for this model contains 3 terms that are
viewed as variational parameters: (1) coupling term between the hidden and visible neurons Wij ; (2) onsite
potential on visible neurons ai; (3) onsite potential on hidden neurons bi. The energy functional is
−E(c, h) =
N∑
i
aiσi +
N∑
i
M∑
j
(Wijσi + bj)hj (3.22)
In this ansatz, visible neurons are associated with physical degrees of freedom of the system, while hidden
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spins play a role of auxiliary degrees of freedom that mediate interactions between the physical spins. The
wave function amplitude of a given spin configuration σ is defined as
ψ(σ) =
∑
{hi}
e−E(σ,h) (3.23)
Since there are no interactions between hidden neurons, the sum factorizes into a product of sums for
individual neurons, giving the final expression for the wave function amplitude:
ψ(σ) = exp
[
N∑
i=1
aiσσ
]
M∏
j=1
cosh
(
N∑
i=1
Wijσi + bj
)
(3.24)
From this expression we can easily compute logarithmic derivatives with respect to variational parameters:
∂aiψ(σ)
ψ(σ)
= σi (3.25)
∂bjψ(σ)
ψ(σ)
= tanh(
N∑
i
Wijσi + bj) (3.26)
∂wijψ(σ)
ψ(σ)
= σi tanh(
N∑
k
Wkjσi + bj) (3.27)
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Chapter 4
Computational Graph States and
Supervised Wavefunction
Optimization
This chapter is based on work published in [66] on application of machine learning and artificial intelligence
methods to solving quantum many body problem. As discussed in section 3.2, representing a target quantum
state by a compact, efficient variational wave-function is an important approach to the quantum many-body
problem. In this approach, the main challenges include the design of a suitable variational ansatz and
optimization of its parameters. In this work, we address both of these challenges. First, we define the
variational class of Computational Graph States (CGS) which gives a uniform framework for describing all
computable variational ansatz. Second, we develop a novel optimization scheme, supervised wave-function
optimization (SWO), which systematically improves the optimized wave-function by drawing on ideas from
supervised learning. While SWO can be used independently of CGS, utilizing them together provides a
flexible framework for the rapid design, prototyping and optimization of variational wave-functions. We
demonstrate CGS and SWO by optimizing for the ground state wave-function of 1D and 2D Heisenberg
models on nine different variational architectures including architectures not previously used to represent
quantum many-body wave-functions and find they are energetically competitive to other approaches. One
interesting application of this architectural exploration is that we show that fully convolution neural network
wave-functions can be optimized for one system size and, using identical parameters, produce accurate
energies for a range of system sizes. We expect these methods to increase the rate of discovery of novel
variational ansatz and bring further insights to the quantum many body problem.
4.1 Introduction
In the variational approach to the quantum many-body problem, one tries to find a compact efficient vari-
ational wave-function which is a good representation of the ground state. To accomplish this, one typically
first selects a class of parameterized wave-functions and then optimizes over these parameters to find the
best wave-function within this class.
Early classes of wave-functions included Jastrow wave-functions used to represent Helium-4 [67] and
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Slater-determinants for Fermion systems [68]. Since this time there have been a multitude of other classes
developed; examples include matrix-product states [56, 69, 17]; projected BCS wave-functions [70]; Huse-
Elser states [71, 72, 73, 74]; and restricted Boltzmann machine wave-functions [27, 64, 75, 61, 76, 62, 63].
In addition to atomic ansatz, there has been significant work in combining variational wave-functions in
various ways: the Slater-Jastrow form [77], the product of a Slater and Jastrow wavefunction, is the most
common ansatz used in ab-initio quantum Monte Carlo simulations; Slater-MPS [78] and Slater-RBM [58]
have improved on these approaches; the multi-determinant ansatz [79], consisting of sums of determinants,
has been heavily used in chemistry and has seen a recent resurgence in the context of selected CI [80] and
as a constraint for auxilliary field QMC [81]. Multi-Slater Jastrow (i.e. products of multi-determinants
times Jastrow) [82, 83] improves upon these ansatz. Neural network backflow [60] and iterative backflow
[84] techniques are essentially repeated function composition of the backflow techniques orginally pioneered
by Feynman [85]. We see that there is a large combinatorial explosion of different classes of wave-function
possibilities.
Ideally one would automatically choose both the class of wave-function and then the best parameters
within this class. While this is not currently possible, an important first step in this direction is (1) a
framework which places the plethora of variational ansatz on similar footing allowing quick prototyping,
testing, and experimental design of variational wavefunctions and (2) effective algorithms to optimize them.
These two aspects will be the focus of this work.
To accomplish this first task, we define a class of computational graph states (CGS) which encompasses
the set of all computable wave-functions. Wave-functions in this framework can be visualized as directed
graphs connecting input nodes that represent configurations in the computational basis to a single output
node that corresponds to the wave-function amplitude (see Fig. 4.1 for an example of this for RBM wave-
functions). The structure of the graph includes variational parameters of the ansatz and transformations that
produce the final amplitude. We can then think of various variational ansatz as simply different architectural
choices for these computational graphs.
As this framework has been heavily used by the machine learning community, it most naturally en-
codes various machine-learning ansatz but also can be straightforwardly used for other models including
matrix-product states and Slater-determinants. We highlight this freedom of CGS explicitly by constructing
architectures for various different variational ansatz (see Fig. 4.1 and Fig. 4.4).
Once we have chosen an architecture, it is then important to optimize the parameters of that architec-
ture. There exists a number of methods for parameter optimization in the context of variational Monte
Carlo. Here we introduce an additional technique, supervised wave-function optimization (SWO) which
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Figure 4.1: (left) Computational graph representation of half of the restricted Boltzmann machine. Lin-
ear transformation highlighted in yellow. (top right) Computational graph representation of full RBM
wave-function. Linear transformation (yellow) is now represented as an atomic operation. (bottom right)
Representation of a computational graph shows composition of RBM to generate a multi-RBM. For all
representations the wave-function amplitude is obtained by propagation of the corresponding input values
through the graph, until the output node is reached.
combines ideas from machine learning and traditional wave-function optimization. Unlike many traditional
optimization schemes which walk downhill in energy, SWO minimizes the difference between the current
parameterization and an explicit improved wave-function. While SWO can be instantiated in various ways,
one approach implements imaginary time evolution (IT-SWO) in a way that scales independently of the
number of variational parameters.
4.2 Computational graph states
Computational graphs lie at the heart of the dataflow programming model [86, 87, 88]. In this paradigm
arbitrary computation is represented as a directed graph composed of a set of nodes. Each node has zero
or more incoming and outgoing edges that represent the dataflow and explicitly define the evaluation order.
Nodes represent operations, which upon execution generate output based on the inputs and pass it along
the outgoing edges. Examples of operations include insertion of runtime inputs (typically provided by
the user), retrieval of stateful variables (injection of trainable weights) and mathematical transformation
(Add(x,y)). The result of the computation is obtained by propagating data through the graph until the
value of the requested node is obtained. The class of Computational Graph States (CGS) uses this paradigm
transforming an input configuration to an output amplitude. The efficiency and representation power of a
particular architecture is determined by the connections and nodes of the graph which can be arranged to
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represent arbitrary computation.
As an example, let us start by showing how we can represent a RBM wave-functions (RBM-WF) as a
CGS. RBM-WF are typically represented as Ising models with bipartite interactions between visible spins
(representing the configuration of your quantum system) and hidden spins. The amplitude in a RBM-WF
for a given configuration is the probability of the Ising configuration at fixed visible spins integrated over
all the configurations possible for the hidden spins. This is not a feed-forward architecture and so does not
directly translate into a computational graph. Instead, we should ask what computational steps are taken
to efficiently compute the amplitude. In this case, because of the bipartite nature, the amplitude of a given
configuration is equal to
∏
i
cosh
 ∑
j=1..N
Wijσj + bi
 exp
∑
j
ajσj
 (4.1)
This algebraic formula can be readily converted into a sequence of operations. The expression in the
square brackets breaks the process into 4 steps: evaluation of the inner product, addition, cosh, product
reduction. These steps are shown in a computational graph form in Fig. 4.1 (left). In Fig. 4.1 (top right)
we show a full expression where we have combined all weighted terms into 2 linear transformations over
the input vector. Note that in the computational graph framework it is easy to efficiently add specialized
operations, such as cosh, the determinant of a matrix, convolutions, etc.
We can expand the RBM-WF ansatz in various ways. For example, one can add nonlinear transformation
on inputs (see the FC-RBM in Fig. 4.4). In addition, when represented as a computational graph, it is
easy to create a sum/product structure over wave-functions by combining different computational blocks
through an addition or multiplication node. For example, we can build a multi-RBM by summing two RBM
structures (see Fig. 4.1 (bottom right)).
It is also often straightforward to explicitly put in constraints (i.e.translational invariance) in such graphs,
decreasing the number of parameters which have to be optimized and encoding physical knowledge. For
example, in the context of an RBM, this could be accomplished by replacing the linear transformation
blocks with convolution blocks.
Computational graph architectures come with a handful of favorable properties for quick prototyping and
efficient implementations. As a central tool in machine learning research, multiple frameworks [86, 87, 89, 90]
implement automatic differentiation for computational graphs, which generates operations that evaluate
derivatives with respect to requested nodes; automatic differentiation has previously been used in VMC
in the context of computing forces [91]. Automatic differentiation eliminates the necessity to hand-code
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gradients with respect to all variational parameters, which is often an error-prone and time-consuming
procedure that greatly limits the scope of architectures typically considered in VMC. Computational graph
structure provides a flexible way to inject domain knowledge and experiment with novel computational units
and architectures, which has been a major source of advances in the field of machine learning and artificial
intelligence [92, 93, 94, 95, 96, 24, 97, 98]. It has been found to be especially important for simulation related
applications [99, 100, 101, 102, 103, 104].
In addition to theoretical benefits, the dataflow programming paradigm is well suited for distributed
execution and optimization. Modern tools provide heuristics for evaluation scheduling and support of spe-
cialized hardware accelerators (GPUs, TPUs). Having computational graphs as a central part of this work,
we have implemented the entire process, including sampling, evaluation and training in TensorFlow.
In addition to efficiently representing wave-function architectures, it is important to be able to efficiently
optimize variational parameters. Similar to machine learning applications, some CGS instances reside in the
regime where the number of parameters is much larger than that admissible by second order methods. In
the next section, I present a novel wave-function optimization algorithm inspired by supervised learning.
4.3 Supervised Wavefunction Optimization (SWO)
Here I present a new optimization method, Supervised Wave-Function Optimization (SWO). Like other
optimization schemes, SWO tries to find the best parameters W in a space of wave-functions |ψW 〉. In this
work, we are thinking of the best parameters as those which are closest to the ground state wave-function
of a given Hamiltonia,n Hˆ =
∑
k hˆk, but SWO naturally generalizes to a variety of other cases such as
time-evolution and eigenstates; related ideas using wave-function matching for simulating quantum circuits
have been used in a recent independent work [59]. SWO works over a number of epochs where at each epoch,
SWO updates W to minimize the difference between |ψW 〉 and a (epoch-specific) target wave-function |ψT 〉.
This minimization is cast as a supervised machine learning task which ‘learns’ the target wave-function from
a set of configurations {c} chosen with probability p(c) which are ‘labelled’ with their target wave-function
amplitudes 〈 c |ψT 〉.
This minimization forms the inner loop of SWO, which we perform in multiple steps. At every step the
parameters are tuned by gradient descent on the loss function L = L2(rr) where rr ≡ (ψW − ψT ). To
leading order in rr, this is equivalent to optimizing the fidelity ferr = 1 − 〈ψT |ψW 〉/
√|ψT |2|ψW |2 (see
section B.1.3 for more details). For each step i (starting from 0), we generate a set of configurations with
probability p(c) ∝ |ψWi(c)|2 (where ψW0 ≡ ψW ). Then, we evaluate 〈 c |ψT 〉 and 〈 c |ψWi 〉. A stochastic
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Figure 4.2: The process of SWO optimization demonstrated on a 24 site 1d Heisenberg model using a FCNN
(2 hidden layers, 80 neurons). Main panel: For each epoch i the energy is shown for the wave-function
exactly time-evolved from the SWO state at the previous epoch (red stars) and the SWO approximation of
time-evolution from the same wave-function (blue dots). Each SWO epoch consists of multiple steps whose
respective energy is shown in black. Note this energy need not be monotonic. Embedded plots: Fidelity error
(red dots) between the target wave-function generated from exact imaginary time evolution and the state
created by SWO.
estimation of L is then given by
L ≈
∑
c
(〈 c |ψT 〉 − 〈 c |ψWi 〉)2
p(c)
. (4.2)
Using this stochastic estimate (and derivatives thereof), we then take a step in parameter space to
decrease L returning the improved wave-function ψW (i+1). In practice we use an adaptive SGD technique,
such as Adam, where momenta are kept between epochs. We keep taking steps until L is sufficiently small
thereby completing one epoch of the algorithm. A new improved target wave-function is then chosen for the
next epoch (see Fig. 4.2).
There are various approaches to get a better target wave-function |ψT 〉. The only requirement is the
ability to evaluate the (unnormalized) amplitude 〈c|ψT 〉. In some sense, an ideal situation is to have a
target ground state to match; while this is obviously impractical, one can emulate something close to this
by matching against an easier-to-train architecture which is close to the ground state (matching-SWO). We
show example of doing such in sec. 4.4.2. A more systematic way of generating improved wave-functions
is through the application of a propagator which brings you closer to the ground state. Examples include
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Figure 4.3: Building blocks of SWO optimization algorithm. (Left panel) Computational graph represen-
tation of (JzSˆ
z
i Sˆ
z
j +JxSˆ
x,y
i Sˆ
x,y
j )|ψW 〉. Square bracket operation represents slicing and swap operation along
the spin index dimension. Blue ψ block represents computational graph of the wave-function. (Central
panel) Computational graph representation of (1− βHˆ)|ψW 〉. Red blocks hiψ represent wave-function after
application of individual terms, similar to Left panel. (Right panel) Computational graph showing the high
level operation of the SWO algorithm. The top part shows the process of calculation of L∈ norm, which
is used for estimation of the gradients with respect to variational parameters. The bottom part generates
samples on which gradients are evaluated. Dashed lines show operations executed once per epoch and dotted
line indicates the weight sharing. Blocks of similar structure are color-coded.
exp[−τHˆ] (potentially trotterized), (1− τHˆ), Lanczos steps [21], etc. In this work, we primarily work with
|ψW 〉 − βHˆ|ψW 〉 ≡ |ψT 〉, which is approximately e−βHˆ |ψW 〉 at small β so as to more directly contrast the
algorithmic steps in SWO with the algorithmic steps of other methods for imaginary time evolution [21, 105].
We label this specific instantiation of SWO the imaginary time implementation (IT-SWO).
Due to the non-unitary nature of imaginary time evolution, the norm of |ψT 〉 is not preserved. To avoid
learning an irrelevant new normalization, we introduce a normalization factor N that is updated during
training. The value of normalization is determined by
〈ψT |ψT 〉 =N2〈ψW |(1− 2βHˆ + β2Hˆ2|ψW 〉 = 〈ψW |ψW 〉
N = (1− 2β〈E〉+ β2〈E2〉)−0.5
We can estimate the normalization constant N during training by computing expectation values of 〈E〉 and
〈E2〉. While this could be done independently, this quantity can be readily estimated from 〈 c |ψW 〉 and
〈 c |ψT 〉 during training process.
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〈E〉 =
∑
c |ψW |2
〈 c | HˆψW 〉
〈 c |ψW 〉 (4.3)
〈E2〉 =
∑
c
〈 c | HˆψW 〉〈 c | HˆψW 〉
〈 c |ψW 〉〈 c |ψW 〉 (4.4)
(4.5)
The value of 〈 c | HˆψW 〉 is easily extracted from ψT and hence introduces no overhead. To reduce the variance
of 〈E〉 and 〈E2〉 we maintain an exponentially moving average of these values. For most simulations we used
decay rate of 0.999. While this approach produces normalization that is lagging behind by one epoch, in
our numerical experiments we have not observed any significant adverse effects.
We now summarize a full IT-SWO optimization algorithm:
Algorithm 1 Supervised Wave-function Optimization (Imaginary Time Implementation)
Require: β, num epochs, num sgd steps
1: Initialize c
2: Initialize ψWα
3: Initialize ψT = ψWΩ − βHˆψWΩ
4: Initialize N = N∗ = (1− 2β〈E〉+ β2〈E2〉)−0.5
5: for i← 1 to num epochs do
6: WΩ ← Wα
7: N ← N∗
8: for j ← 1 to num sgd steps do
9: Minimize[L2(NψT (c)− ψWα(c))]
10: N∗ = EMA((1− 2β〈E〉+ β2〈E2〉)−0.5)
11: c ← MCMC(c, ψWα)
12: end for
13: end for
It is worth noting that the variance of the derivatives of the objective function go to zero as ψWα
approaches ψT (even if ψT is not the true ground state). This is commonly known in the literature as a
zero-variance estimator for the derivatives.
There are two parameters to tune in IT-SWO: the value of β and the number of steps per epoch. In
principle, the most conservative approach is to use a large number of steps per epoch ensuring a high fidelity
approximation to the imaginary time path; we find this does minimize the number of total epochs required
as expected, but makes each epoch slower and since most of the fidelity improvement happens in the first
few steps (see Fig. 4.2) often a more aggressive approach is useful in practice to minimize the wall-clock
time. This is further discussed when comparing IT-SWO with other algorithmic approaches.
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4.3.1 SWO implemented as a computational graph
The question now becomes how one explicitly generates training samples, target wave-function amplitudes
and gradients with respect to variational parameters needed for optimization. For our implementation, we
implement all of the components of SWO as computational graph as seen in Fig. 4.3(c), which later is
repeatedly evaluated in the order described in algorithm 1. In this framework, evaluation of gradients is
automated by virtue of symbolic differentiation, enabling us to work with much more complicated ansatzs
and employ various training heuristics such as Nesterov’s accelerated gradient descent [106], momentum
[107], Adam [108], etc.
To construct the computational graph representing the target state |ψT 〉 = |ψW 〉 − β
∑
k hˆk|ψW 〉 we
use the composite property of computational graphs. It suffice to stitch together modules representing
individual terms
{
|ψW 〉, hˆk|ψW 〉, ..
}
with appropriate coefficients. Implementation of a single term hˆk|ψW 〉
is broken into primitive components by insertion of an identity operator
∑
σ′ |σ
′〉〈σ′ | into 〈σ |hˆi|ψW 〉 =∑
σ′ 〈σ |hˆi|σ
′〉〈σ′ |ψW 〉. For a local Hamiltonian, individual terms 〈σ |hˆk|σ′〉 involve only a few non-zero
matrix elements and can be efficiently represented as computational graphs. In Fig. 4.3(a) we give an explicit
example for a generalized Heisenberg bond operator hˆk = JzSˆ
z
i Sˆ
z
j + J⊥(Sˆ
x
i Sˆ
x
j + Sˆ
y
i Sˆ
y
j ). All terms combined
into a final wave-function are shown in Fig. 4.3(b). We then generate computational graphs for the entire
SWO procedure. Sampling is done by building a computational graph for Markov chain Monte Carlo and
the objective function is a trivial computational graph which takes the averaged squared difference between
target and current wave-functions (see fig. 4.3(c)).
4.3.2 Computational complexity
Here we consider the computational complexity of using SWO as an optimization technique. Per con-
figuration, let us define the cost of evaluating a wave-function as O(C), the cost of evaluating the target
wave-function as O(C ′) and the cost of evaluating the local energy as O(E). Beyond a typical non-optimizing
variational Monte Carlo simulation, the additional cost of SWO is determining the gradient of the L2 norm
for each configuration (selected once per sweep) with respect to all the parameters. Per configuration, this
costs O(C ′ + C) where the O(C ′) cost comes from evaluating the target wave-function and, by the virtue
of automatic differentiation, O(C) is the cost of computing the derivatives of the L2 norm with respect
to all the parameters. In the particular instance of imaginary time evolution, evaluation of 〈C |ψT 〉 costs
the same O(E) as calculating the local energy giving a total cost per configuration (and therefore sweep)
of O(C + E). In addition to the cost of computing the derivatives of the L2 norm, there is the standard
variational Monte Carlo cost of sampling and computing the local energy which goes naively as O(CN +E)
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Figure 4.4: (left) Illustration showing how tuning the parameters of IT-SWO allows it to interpolate between
adaptive SGD on the energy and an algorithm which follows the SR or power method path. At large β and
a single step per epoch there is a β2 deviation from adaptive SGD coming from the standard approach to
the normalization. (right) Energy profiles as a function of number of epochs for varying values of β. In all
simulations the number of batches is chosen such as to converge to the next target state for all values of β.
Optimization is performed on 24 sites 1D Heisenberg model with periodic boundary conditions.
per sweep. For some wave-functions, such as projected BDG, update formulas bring this VMC sampling
cost down to O(C + E). Per sweep, it is surprising then that SWO scales just as the cost of computing
the energy of a fixed wave-function with essentially no dependence of the number of parameters. Above we
have determined the per sample cost. The number of sweeps required for SWO is system-dependent and
may depend on the number of parameters in the wave-function. To get an estimate, for the simulations
reported in this work we are primarily using 200 sweeps per mini-batch and 400 mini-batches per epoch.
The simulations reported here took roughly a minute per epoch.
4.3.3 Comparison to other methods
When run at small β, by tuning the number of steps per epoch, IT-SWO interpolates between two promising
optimization techniques: adaptive stochastic gradient descent (SGD) and the stochastic reconfiguration path
(sans the typical SR complications) (see Fig. 4.4 (left)). In addition to these interpolated limits of IT-SWO
we also contrast it against imaginary time evolution with matrix-product states and the linear method.
Stochastic gradient descent (SGD) takes steps in parameter space in the stochastic gradient of the
expectation of the energy. It is efficient per step, as the gradients can be computed quickly but converges
slowly making it a poor choice for optimization of variational wave-functions. Recent work [22, 23], however,
has shown that using acceleration methods improves on this situation. Stochastic reconfiguration (SR) [21]
changes the parameters to most closely match (1−τH)|ψ〉 following an approximate imaginary-time evolution
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that is believed to be a favorable optimization trajectory. To make a step along such trajectory, it needs to
compute (implicitly or explicitly) S−1~v for a particular vector ~v, where S is the overlap matrix of parameters,
Sij = 〈∂ψ/∂i|∂ψ/∂j〉. Working with S causes a number of problems, including naively inefficient scaling;
S can be singular (especially when there are many parameters); a non-linear bias introduced by taking
an inverse; and an undersampling problem when |ψ(c)〉 and |∂ψ/∂α(c)〉 have large weight on significantly
different configurations. While significant work has gone into attenuating many of these difficulties (i.e. S
can be regularized by adding a small value to the diagonal; the naive scaling can be improved by using
iterative techniques and storing all the outer products), many of these problems do not arise in IT-SWO.
At small β, IT-SWO and SR both reach the best representation of (1 − βH)|ψW 〉 for the variational
manifold but in different ways. SR solves directly for this state while IT-SWO finds it through multiple
discrete SGD steps; IT-SWO therefore avoids (implict or explicit) evaluation of the overlap matrix solving
most of the technical difficulties with SR. Under-sampling is resolved in SWO because samples for match-
ing are selected from the immediately proceeding iteratively updated wave-function. This self-consistently
ensures that the samples being considered are taken from (our best possible parameterized approximation)
of the target wave-function. One could even further reduce this effect by sampling directly from the target
wave-function but, at least in the IT version of SWO, this is significantly more expensive.
At larger β, IT-SWO and SR fundamentally diverge. SR, with a large β, simply continues in the same
direction as the infinitesimal imaginary time evolution. IT-SWO instead finds the best finite-β representation
of (1−βH)|ψW 〉. This means IT-SWO can be used at a value of β which, instead of applying imaginary time
evolution, is better described as applying the power method. In this regime the component of the ground
state is increased iteratively through the application of (H −λ), where λ is chosen to make |Emin| > |Emax|.
In Fig. 4.4 (right) we show the improved convergence per epoch of IT-SWO as we increase β. Since the
steps required per epoch increases with β, it is an open question how to choose the optimal β. The power
method perspective suggests additional extensions based on accelerated iterative methods [109] although we
do not yet see improvements applying this.
In the limit where IT-SWO takes only a single step per epoch, we reproduce adaptive (i.e. ADAM) SGD
on the energy. While more steps per epoch seems to consistently decrease the number of epochs needed,
the wall-clock time for convergence is more complicated and we see cases where using adaptive SGD (i.e
IT-SWO at 1 step per epoch) has the smallest wall-clock time. Convergence improvements for variational
wave-function optimization using adaptive SGD is consistent with what is seen in other recent studies [22, 23].
It is an interesting open question determining, for each wave-function and Hamiltonian, what are the most
efficient parameters for IT-SWO.
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Figure 4.5: Energy per site as a function of training epoch (i.e. time evolution steps) for different variational
ansatz during SWO optimization on (left) 40 sites 1D Heisenberg model with periodic boundary conditions
and (right) 64 site square lattice Heisenberg model with periodic boundary conditions. Different architectures
are optimized using the same hyper-parameters except for ResNet which has a 10 times lower learning rate.
Another popular technique in VMC optimization, the linear method [110, 111, 112], is harder to compare
directly; it too requires the computation of S as well as the Hamiltonian in the tangent subspace. This comes
along with a number of known issues including non-linear bias. On the other hand it requires significantly
fewer changes of the parameter, albeit many more sweeps per parameter, than techniques such as IT-SWO
or SR and trade-offs between these approaches is left as an important open question particularly for highly
non-linear architectures where a linearization of the parameters is a poor approximation.
A final approach worth comparing is imaginary time evolution in matrix-product states. Although there
are different variants of this approach, one technique mirrors IT-SWO by generating the imaginary time-
evolved wave-function and then matching the MPS in the variational manifold against it. This is analogous
in many ways to IT-SWO but restricted to the MPS variational class.
While we have compared IT-SWO to various other optimization schemes in this section, it should be re-
marked that the SWO class of techniques spans significantly beyond imaginary time evolution. For example,
one may be able to find states closer to the ground state by using a quicker to optimize but worse ansatz as
an initial target wave-function or using Lanczos steps.
4.4 Examples
In this section, we construct and optimize via SWO a variety of CGS (see 4.4) using Heisenberg models
on a 1D chain and a 2D square geometry (as is typical [27] in such benchmarks, we explicitly remove the
Marshall sign rule). The ansatz architectures we consider in the body of this paper include a generalized
projected BDG wave-function (P-BDG), restricted Boltzmann machine (RBM), multi-RBM, convolutional
neural networks (CNN), a fully connected neural network (FCNN), the fully-connected RBM (FC-RBM), and
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WF Hidden Hidden Params
Layers Units 1d - 2d
FCNN 2 80 9800 - 11744
RBM 0 80 3320 - 5264
FC-RBM 2 80 16280 - 18224
Conv1D 5 16 filters (size 5) 5280 -
Conv2D 5 16 filters (5 by 5) - 26080
ResNet 1 + 2(2) 16 filters (size 5) 5280 - 25760
Multi-RBM 2 16 filters (5 by 5) 6640 - 10528
Multi-FCNN 2 80 19600 - 23488
P-BDG 1600 - 4096
MPS 4800 -
Table 4.1: Parameters of architectures used in this work.
Figure 4.6: CGS for additional architectures (not including the RBM and multi-RBM in Fig. 4.1) (top left)
ResNet, (top right) projected BDG, (bottom left) convolution networks, (bottom center) FFNN, and (bottom
right) FC-RBM. The graphs we use sometimes differ from those shown in technical ways to avoid underflow
(typically by taking logarithms and then exponentiating later)
a residual network (ResNet). All of these architectures except for P-BDG ansatz are capable of representing
arbitrary quantum states given enough variational parameters, but different architecture design provides
different convergence and fixed-parameter representability properties.
To build computational graphs, we follow the modular design pattern, where elementary components are
reused in multiple architectures. We extensively use a ‘linear’ module to introduce variational parameters
that represents a linear mapping from N dimensional input to M dimensional output (see the yellow box in
Fig. 4.1). The other common form of linear transformations extensively used in AI and Machine Learning
fields is convolutions, which can be interpreted as a linear transformation with a particular weight sharing
[113, 24]. In addition to linear transformation we apply nonlinear transformation such as Selu, ReLU and
‘exp’, that act on inputs element-wise. Reduction methods are used to collect contributions with equal
weights.
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From combining these simple building blocks we are able to build up the various ansatz mentioned above
(see Fig. 4.4 and Fig. 4.1). Here we point out some important aspects of these architectures. In our FCNN
we alternate linear and activation blocks using ReLU as our activation function for all but the final layer
where we instead use ‘exp’. While ReLU are standard for FCNN and other variational fully connected neural
network work has used sigmoids [28], the use of an exponential activation function at the top is atypical
and was selected based on the observation that the majority of ground state wave-function amplitudes take
near-zero values. Exponential activation function provides a simple mechanism for learning this distribution,
compared to naive linear outputs where a cancellation in the final output is necessary for an exponentially
large number of input configurations. Our FC-RBM and multi-RBM exemplifies how it is straightforward
to combine architectures. In the FC-RBM we insert a series of alternating linear and ReLU blocks between
the input and the rest of the RBM making the RBM architecture deeper. In the multi-RBM we sum two
RBM wave-functions in the spirit of multi-determinants. In the CNN model, we use weight sharing to add
translational invariance to our ansatz. ResNet expand around the CNN model by including connections
from previous layers; such networks are designed to iteratively learn the remaining error in the log of the
wave-function. Both of these architectures feature an exponential activation at the end similarly to FCNN.
We have included (a superset of) projected BDG wave-function to demonstrates flexibility of the com-
putational graph framework. Its computational graph consists of the determinant of matrix A which is
generated by taking a matrix M of n×n variational parameters which are sliced and reshaped into a square
n/2×n/2 matrix A ≡M [{u}, {d}], where {u} ({d}) are the lists of indices which specify the positions of the
n/2 spin-up (spin-down) electrons. Because we are using an arbitrary matrix M which is not guaranteed to
be symmetric, this is, strictly speaking, a superset of projected BDG states. The product structure of the
wave-function, similar to exponentials, provides an easy way of selecting the important configurations in the
Hilbert space.
4.4.1 IT-SWO
In our IT-SWO optimization we use the same hyperparameters (except for ResNet) for all simulations to
show that one could do reasonably well over many architectures without fine-tuning. We used learning rate
of 0.001 (0.0001 for ResNet), β = 0.12, mini-batches of size 200 and 400 mini-batches per epoch. Because
here we are doing imaginary time simulations, if the ansatz are sufficiently expansive they should all follow
the imaginary-time trajectory. In practice, because of the projection back into the variational manifold the
paths are different. Note also the different architectures start with different ‘random‘ initial conditions.
Fig. 4.3.3 shows numerical optimization of these various architectures (see Table 4.1 for details such
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Figure 4.7: FCNN trained using IT-SWO (blue) and using a pre-trained CNN (red). The pre-trained CNN
has an energy shown by the purple line. Training the FCNN with the CNN supervisor converges significantly
faster.
as number of layers and neurons per layer) for the one and two-dimensional system. We find that IT-
SWO is able to successfully optimize all architectures reaching energies close to the ground state in both
Hamiltonians. While we don’t want to put too much emphasis on which architectures is best given that
the sizes are not directly comparable and the hyperparameters are mpt individually optimized, we can still
make some general observations about convergence to the ground state. In our benchmark we see that
the projected BDG and RBM are the slowest converging, particularly from higher energy. Modifying the
RBM to be a FC-RBM achieves similar energies at slightly lower epoch number. Both of these converge
significantly slower than the FCNN and CNN architectures.
4.4.2 Matching SWO
In addition to examples optimizing with IT-SWO, we also show how to use SWO to match a wave-function
from an already optimized wave-function of a different architecture. In particular, we first optimize a CNN
architecture and then train a FCNN ansatz using the CNN as the superviser (see Fig. 4.7). Notice training
the FCNN using the converged CNN is much more efficient then training the FCNN directly via imaginary
time evolution. This approach then has at least two potential advantages. First, as in this case, it might allow
for more efficient convergence to the ground state by starting off with a quicker to optimize wave-function.
Secondly, one of the problems of optimization is local minima which can be induced by an inability to
represent intermediate optimization states even if a more accurate final state is representable. By matching
with a different architecture it is potentially possible to overcome such problems.
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Figure 4.8: Evaluation of CNN ansatz on different system sizes. The weights on the wave-function are
optimized by IT-SWO on a 40 sites Heisenberg chain and then evaluated on various system sizes using
MCMC.
4.4.3 System size agnostic architectures
Among the architectures considered in the previous section, CNN and ResNet have the property that the
parameters are optimized for a finite size kernel which is then applied over all the sites. This means it is
straightforward to take a kernel which is optimized on one system size and apply it to another system size
using the same kernel size and parameters. This allows us to see how dependent the optimization is on
system size.
Specifically, we optimize the CNN on a 40-site 1D Heisenberg model and then consider the energy of this
CNN with fixed weights on a range of system sizes (see fig 4.8). Interestingly, not only does the energy per
site remain consistently close to the true thermodynamic ground state answer for larger system sizes, but
for smaller system sizes (N ≈ 20, 30) it also produces almost exact energies per site in spite of their relative
far distance from the energy of the larger systems. Note that these energies are all variational upper bounds
for the respective system sizes.
4.5 Conclusions
The primary contributions of this work are (1) the introduction of a new class of variational wave-functions
computational graph states, that allow the flexible design of wave-functions based on their computational
architecture and (2) the development of supervised wave-function optimization (SWO), a new optimization
scheme to optimize wave-functions. While these approaches can be used separately there is non-trivial
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synergy in applying them together.
In addition I have introduced a number of architectures for variational ansatz which have not previously
been considered, such as ResNet and multi-RBM, as well as new variants of previously considered networks,
that show promising performance on our benchmarks. This shows that, in spite of the current focus in
the variational machine learning wave-functions community on restricted Boltzmann machines, there are a
plethora of other architectures which achieve competitive results on similar problems.
Of particular interest in this exploration is the discovery that the CNN architecture can be optimized on
a single system size and give an efficient variational wave-function over a wide range of other system sizes.
In the process of this study, we have developed an efficient code, CGS-VMC, released at:
https://github.com/ClarkResearchGroup/cgs-vmc
which implements SWO and the computational graph framework. We anticipate it being useful to other
researchers exploring alternative architectures.
The success of the variational approach to quantum mechanics depends on the representability of your
variational ansatz and the optimization landscape under your optimization procedure. We have now reached
the point in variational wave-functions where the class of ansatz under consideration essentially encompasses
all efficient computer programs. It then behooves us to consider the best way to represent such computations.
Our answer to this problem is to represent these states as a CGS. It is interesting to note that the variational
representation of the full class of wave-functions which are efficient on a quantum computer already plays
an important role in the quantum computing literature [114].
The optimization landscape for CGS depends on both a discrete choice of architecture as well as a
continuous optimization over the parameters within that architecture. While we have not made progress on
automating this discrete choice in this work, we have developed a formalism and approach which allows for
rapid prototyping and exploration over many different architectures.
In the long run, we will want automatically optimize over different CGS architectures and works in the
machine learning community on automatic neural architecture search [115, 116] suggests a starting point
toward accomplishing this.
To make progress on the optimization of continuous parameters, we have developed SWO. The goal
of any optimization technique is to find the state closest to the ground state and their primary obstacles
are problems of local minima and slow convergence. IT-SWO is an efficient, simple first order method
but follows the imaginary time propagator which is known to converge significantly faster than standard
stochastic gradient descent. Additionally SWO naturally suggests a systematic way of avoiding poor local
minimas. In the case of IT-SWO we can think of local minima as a phenomena arising from inability to
46
represent some intermediate states along the imaginary time evolution trajectory. By training multiple
architectures simultaneously, as long as one architecture can pass the barrier, it can serve as a supervisor
to other architectures, potentially more suitable for approximating the ground state. Alternatively, there
may be other ways of targeting better states which tunnel through barriers. For example one might use a
higher order Lanczos step [21], a different propagator which has the ground state as a fixed point (such as∏
eJSˆiSˆj for the Heisenberg model), or a stochastic sample of the ground state. Such alternatives may affect
convergence speeds as well.
The traditional cycle of developing new variational ansatzs in the field of Variational Monte Carlo cur-
rently involves significant work in implementing both the variational ansatz, as well as all the derivatives
with respect to parameters. This workload greatly limits the scope of models that are being considered and
the rate at which various atomic and combined ansatz can be tested. Working directly with CGS overcomes
this; architectures can be changed with minimal work and derivatives can be automatically computed by
automatic differentiation. Combined with SWO, this approach allows for accelerated discovery of optimal
wave-function ansatz to the quantum many-body problem.
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Chapter 5
Mother of all states of the quantum
Kagome antiferromagnet
5.1 Introduction
As discussed in section 2.3, systems with competing interactions can realize exotic phases of matter such
as spin liquids. Triangular motifs have been considered to be promising places to look for such states
because, in the Ising limit, geometric frustration prevents the simultaneous minimization of the energy on
all three bonds of any triangle. A particular notable case is the nearest neighbor spin- 12 Heisenberg model
on the Kagome lattice. Strong numerical evidence exists for a spin-liquid here although there is significant
controversy about its qualitative nature [117, 118, 119, 120, 121, 122] with suggestions including possible Z2
or Dirac spin liquid. This chapter is based on work published in [123].
5.2 Model
In this work we study a XXZ model on the Kagome lattice with first and second nearest neighbors. As
discussed in section 2.1, the XXZ interaction is of the form
HXXZ [Jz] =
∑
〈i,j〉
Sxi S
x
j + S
y
i S
y
j + Jz
∑
〈i,j〉
Szi S
z
j (5.1)
The particular interest of this interaction is the existence of an exactly solvable point XXZ0 at Jz = −0.51
where we can construct ground states analytically. For the Kagome lattice such construction results in
microscopically many solutions creating a conducive environment for the formation of a spin-liquid phase.
In fact, we find a spin-liquid phase near XXZ0 which extends to the Heisenberg point. Additionally we show
that second nearest neighbor interactions break this macroscopic degeneracy selecting ordered phases: q = 0
for J2 > 0 and
√
3×√3 for J2 < 0, that connect all the way to the Heisenberg limit.
1This construction is possible only for lattices whose graphs can be 3-colored.
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5.3 Coloring solution
Any Hamiltonian of the form of Eq. (5.1) has ground states of the form
|C〉 ≡ PSz
( ∏
valid
⊗|γs〉
)
(5.2)
where {|γs〉 = |a〉, |b〉 or |c〉}, labeled colors on site s, defined as,
|a〉 ≡ 1√
2
(
| ↑〉+ | ↓〉
)
(5.3a)
|b〉 ≡ 1√
2
(
| ↑〉+ ω| ↓〉
)
(5.3b)
|c〉 ≡ 1√
2
(
| ↑〉+ ω2| ↓〉
)
(5.3c)
where ω = exp(i2pi/3). Taking the quantization axis to be the z-axis, the colors correspond to spin directions
in the XY plane that are at 120 degrees relative to one another. Valid colorings are those which satisfy the
three-coloring condition, i.e. no edge contains two identical colors. PSz projects into a particular total Sz
sector.
To see why this is so for Jz = −1/2, note that for a single triangle, six states; the ferromagnetic state
| ↑↑↑〉 and the chiral states | ↑↓↓〉+ ω| ↓↑↓〉+ ω2| ↓↓↑〉 and | ↑↓↓〉+ ω2| ↓↑↓〉+ ω| ↓↓↑〉 and all their Kramers
pairs; are exactly degenerate. The Hamiltonian (5.1) can then be rewritten as
H =
∑
∆
H∆ =
3
2
∑
∆
P∆ − 3
8
N∆ (5.4)
where N∆ is the number of triangles and P∆ is a projector
P∆ ≡ |+〉〈+|+ |−〉〈−| (5.5)
on the triangle. The states |+〉 and |−〉 are Kramers pairs of non-chiral one-magnon states on the triangle,
|+〉 ≡ 1√
3
(
| ↑↑↓〉+ | ↑↓↑〉+ | ↓↑↑〉
)
(5.6a)
|−〉 ≡ 1√
3
(
| ↓↓↑〉+ | ↓↑↓〉+ | ↑↓↓〉
)
(5.6b)
This rewriting can be carried out on any lattice of triangles; if a bond is used by multiple triangles this
constrains the coupling constant between these bonds.
49
The XXZ0 Hamiltonian is thus the sum of positive definite non-commuting projectors. If it is possible to
simultaneously zero out each projector consistently, then such a wave function is guaranteed to be a ground
state.
In our case, zeroing out the projector would require that only components exactly orthogonal to the states
|+〉 and |−〉 enter the full many body wave function. This is achieved by the product state |ψ〉 ≡∏valid⊗|γs〉;
one can explicitly check this by calculating a ⊗ b ⊗ c which has no component in |+〉 or |−〉. We refer to
these as three coloring states.
The product state |ψ〉 does not conserve total Sz but the Hamiltonian does conserve it. Therefore, not
only is every unprojected three-coloring a ground state, but we can generate many more ground states by
projecting every such three-coloring to each Sz sector. We thus have eigensolutions (one for each coloring and
projection), of the form Eq. (5.2). This means that for any lattice there is at least a degeneracy proportional
to system size.
Note, that the number of 3-colorings that need to be counted are those with a reference site always fixed
to a specific color (say a); this is because individual colors can be transformed into one another by gauge
transformations which do not alter the many-body wave function.
The exponential number of coloring solutions on Kagome lattice can be seen by considering closed loops
(such as hexagons on the Kagome), which can be two-colored and independently rotated by one color. The
number of three colorings has been rigorously shown [124] to scale as 1.20872N , where N is the number of
sites. Since unprojected three-colorings are independent, this gives an exponential number of ground states.
5.4 Phase diagram of XXZ model on Kagome lattice
We consider how the XXZ0 point is embedded in the larger Kagome phase diagram. We focus on the Sz = 0
sector, with the Hamiltonian
H[Jz, J2] = H
nn
XXZ [Jz] + J2H
nnn
XXZ [Jz] (5.7)
where nn and nnn denote the nearest neighbor and next-nearest-neighbor terms respectively, as shown
in Fig 5.4 (right). J2 and Jz are variable coupling parameters that form the parameter space of the phase
diagram. Our objective is to better understand the relation of XXZ0 to the previously identified spin-liquid
at the Heisenberg point in a range of J2 [117, 118, 119, 120] as well as other phases.
To determine the phase diagram in the vicinity of XXZ0, we use a combination of analytical arguments
and Exact Diagonalization on the 36d cluster shown in Fig.5.4 (left).
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Figure 5.1: (left) Real space representation of 36d cluster used for Exact Diagonalization study. (center)
Reciprocal space showing accessible momentum sectors. (right) Visualization of bonds on J1 − J2 Kagome
lattice.
The resulting phase diagram is shown in Fig.5.2. We find five phases near XXZ0: a ferromagnetic phase,
a q = 0 phase, a
√
3 × √3 phase and a spin-liquid phase. We show that all these phases, other than the
ferromagnet, are adiabatically connected to the nn and nnn Heisenberg models (Jz = 1), suggesting that
perturbations from XXZ0 are critical to understanding these phases.
At Jz = −1/2 and J2 > 0 (notated AF-line) all triangles in the Hamiltonian are of the XXZ0 form
and remain consistently three-colorable. Three-coloring both nn and nnn triangles constrains the allowed
colorings leaving only two colorings in the well known q = 0 pattern shown in Fig.5.4 (left). This phase
survives for Jz > −1/2, at small J2, and is primarily identified by peaks at the M point in the structure
factor S(~q) (see Fig. 5.3 (left)). On the other hand, the minimum energy state upon perturbing the AF-line
to Jz < −1/2 is the fully polarized ferromagnetic state. This can be proven analytically since the fully
polarized state simultaneously generates the minimal possible energy for all four terms of the Hamiltonian
(J1XXZ0, J2XXZ0, J1ZZ, J2ZZ).
At Jz = −1/2 and J2 < 0, we find evidence for the
√
3×√3 phase. Here, three-coloring the nnn triangles
instead maximizes their energy and we can not solve exactly for the ground state as the corresponding
projector is no longer positive definite. Instead if, at small |J2|, we consider only those states that consistently
three-color the nn triangles, the lowest energy state has all three vertices of each nnn triangle colored with
the same (see Fig. 5.4 (center)) color yielding the
√
3×√3 state.
By looking at S(~q) at the K point (see Fig. 5.3 (right)) from our ED data, we numerically verify this
phase and see it survives for Jz near and on both sides of −1/2. By tracing paths through phase space with
large values of S(~q) at the K and M points, we find that both the q = 0 phase and
√
3 × √3 phases near
the XXZ0 point extend to the Heisenberg point at non-zero J2.
To locate the boundaries of these phases, we perform sweeps through J2 at finite Jz and identify dips
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Figure 5.2: The phase diagram in the Jz − J2 plane on the 36d cluster. Circular markers correspond to the
energy difference between fully polarized state and ground state of the Sz = 0 sector, red and blue color
represents positive and negative values respectively; Square markers shown for negative J2 represent S(K)
order parameter indicating q =
√
3 × √3 phase. Diamond markers shown for positive J2 represent S(M)
order parameter indicating q = 0 phase. Stars indicated fidelity minima along Jz slices.
Figure 5.3: Structure factors for phases
√
3×√3 (left) and q = 0 (right) computed from Exact Diagonalization
at Jz = 0.1 J2 = −0.1 and Jz = 0.1 J2 = 0.1 respectively.
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Figure 5.4: (left) Coloring solution representing
√
3×√3 phase. (center) Coloring solution representing to
q = 0 phase. (right) Fidelity slices for different values of Jz as a function of J2, showing how q = 0 and√
3×√3 phases separate as we move closer to Heisenberg limit.
in the wave function fidelity, as shown in Fig 5.4 (right). As Fig 5.2 shows, for both magnetically ordered
phases, the location of these dips form lines emanating from (or close to) the XXZ0 point that extrapolate
to the Heisenberg point (Jz = 1) to values J2 ≈ 0.16 for q = 0 and J2 ≈ −0.06 for
√
3 ×√3. These values
are within the bounds previously found by a DMRG study [125]. In the intermediate phase(s), we see a
decrease in the magnitude of the structure factor consistent with a change in phase to a spin-liquid.
We are unable to directly resolve the question whether the spin liquid phase directly connect to the XXZ0
point. Near XXZ0 we do not detect fidelity dips and see larger structure factors that extend much closer to
the line J2 = 0. This leaves two plausible scenarios: (1) the spin-liquid terminate at Jz > −1/2 for all J2 or
(2) the phase boundaries extend to XXZ0 but finite size-effects near XXZ0 become large making it difficult
to resolve the transition.
While the current belief is that a single spin liquid phase mediates the phase transition between two
magnetically long range ordered phases, we find additional fidelity dips at J2 = 0 and Jz > −1/2. This
interesting, and somewhat unexpected finding strongly suggests the possibility that there are two phases.
To further understand the nature of the fidelity dips, we consider the ground state and excited state in the
same quantum number sector as a function of J2 at Jz = 0.1 (Fig. 5.5, (top, right)); note that the true first
excited-state is in another sector. We see a (formally avoided) level-crossing indicated by a shrinking gap
between these states around J2 = 0. This crossing causes the fidelity dip and leads to the overlap of the
wave-function on both sides of J2 = 0 being small with respect to a reference point on the other side (see
Fig. 5.5, (top left)). In addition, the structure factors of the two ground states at positive and negative Jz,
despite not having large peaks, are qualitatively distinct (see Fig. 5.5, bottom). The identity of the ground
state of the purely nn Kagome antiferromagnetic Heisenberg (KAFH) model has been controversial; recent
consensus suggests a spin-liquid but its nature is unclear. Our interpretation would explain some of this
controversy as resulting from KAFH being at a critical point in neither phase.
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Figure 5.5: (Top left): Overlap of the ground state as a function of J2 with J2 = −0.02 (blue) and J2 = 0.02
(red). Dashed lines represent transitions as measured by fidelity. (Top right): Energy of the two lowest
states in the symmetric representation of K = (0, 0) sector. There are additional state(s) between these
two states in other quantum-number sectors. Bottom: Structure factors at J2 = −0.02 (left) and J2 = 0.02
(right)
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5.5 Conclusions
In this work, we have computed the J2 − Jz phase diagram that connects the exactly solvable XXZ0 point
at Jz = −0.5 to the Heisenberg J1 − J2 antiferromagnet on Kagome lattice. In doing so we have provided
evidence that the phase diagram of Kagome antiferromagnet is influenced by the structure of the coloring
solutions. In particular, we have shown that coloring solutions provide a natural explanation for the origin of
ordered q = 0 and
√
3×√3 phases in Heisenberg limit. While the nature of the KAFH spin-liquid is currently
controversial, by considering the larger J2−Jz phase diagram we see a clear level-crossing at the J2 = 0 line.
Such a level-crossing strongly suggests the possibility that this is a transition between two different phases.
This novel scenario may resolve the long-standing controversy on the nature of the spin-liquid state.
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Chapter 6
Stuffed honeycomb model
6.1 Introduction
The triangular lattice has been studied in frustrated magnetism since early days, when it was proposed to
feature an exotic RVB ground state [8]. While we now know that the nearest neighbor model remains in
120◦ order, many numerical works suggest that the spin liquid phase is stabilized in the presence of the next
nearest neighbor interactions [37, 33, 36, 34, 35]. While the identity of ordered phases in such model has been
established, the nature of the spin-liquid remains an unsolved problem with Dirac and Z2 spin liquid being
two promising candidates. The DSL scenario is currently supported by result from VMC studies [33], that
show that the DSL state is stabilized with respect to formation of gapped Z2 spin liquids within a certain
family of PSGs. On the other hand, in Ref. [34], the authors find 4 states that resemble the symmetry
properties of those of a gapped Z2 spin-liquid. The project described below is focused
6.2 Model
We study the embedding of the elusive J1 − J2 spin liquid phase on the triangular lattice in a larger phase
diagram. Specifically, we consider a Heisenberg model on a stuffed honeycomb lattice, that interpolates
between a honeycomb lattice with decoupled centers and a triangular lattice. This a quantum version of a
classical model considered by us earlier in Ref. [126]. It is described by the following Hamiltonian
Hˆ = Hˆ1 + J2Hˆ2 + J
′
Hˆ3 + J2Hˆ4 (6.1)
Hˆk =
∑
〈ik,jk〉
~Sik
~Sjk
Here 〈ik, jk〉 represent lattice sites coupled by exchange interactions. There are four groups, including nearest
neighbors on a honeycomb sublattice (A-B); nearest pairs of honeycomb sites and hexagon centers (A− C,
B − C); next nearest neighbors on a honeycomb (A − A, B − B) and nearest centers (C-C). The bond
56
Figure 6.1: (left) Heisenberg bonds on the stuffed honeycomb lattice. Blue circles represent lattice sites that
make honeycomb sublattice, red hexagons represent central sites. Labeled lines represent Heisenberg bonds.
A, B, C labels 3 sites of the unit cell. (right) Computational cluster used to perform exact diagonalization.
arrangement is shown in Fig. 6.1 (left).
In this model J1 − J2 Heisenberg models on honeycomb and triangular lattices are included as special
limits of J
′
, J2 couplings. The former appears in the regime of J
′
= 0, when central spins are completely
decoupled from the honeycomb sites, while the latter is realized at J
′
= 1, where no distinction between
central spins and honeycomb sublattice is present.
In this work we compute the phase diagram of the stuffed honeycomb model based on exact diagonaliza-
tion and investigate the nature of the spin liquid phase emergent in the vicinity of triangular lattice using
variational Monte Carlo. For exact diagonalization, we use a 36 site cluster shown in Fig. 6.1 (right) that
has all of the symmetries of the stuffed honeycomb lattice. For variational Monte Carlo, we use different
cluster sizes, including the 36 site cluster used for exact diagonalization to be able to compare the results
against exact answers. We find evidence that Dirac spin-liquid is a promising candidate for describing that
phase. We begin by describing ordered phases present in this model.
6.3 Phase diagram summary
The phase diagram of eqn. 6.1 established in this work is shown in Fig 6.2. We find total of 9 phases
including Neel*, PVB*, Collinear*, Collinear, Interpolating, Neel-collinear, Ferrimagnetic, Non-Collinear
and a spin-liquid phase. The notation ‘phase*’ indicates that the AB sublattice is in phase while the C
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sublattice is 120 degree order.
Many of the phases extend from a well-known limits of the model. For instance phases Neel*, PVB* and
Collinear* are extensions of phases of honeycomb lattice where spins C are fixed in 120 degree order. Three
phases at J = 1, which correspond to phases of isotropic triangular lattice, extend non-trivially to other
values of J .
6.3.1 Honeycomb limit
In the limit of weak coupling (J
′ ≈ 0) to the central spins (C sublattice), the system can be thought of
as a tensor product of states on the honeycomb sublattice and central spins. We find that the honeycomb
sublattice passes through Neel, pVBC and collinear phases as we increase J2 both in the decoupled regime
J
′
= 0 (in agreement with Ref. [44]) as well as for small J
′
< 0.2. Throughout this region, the C sublattice
remains 120◦ ordered. To validate this, we can consider the structure factors in this region for the AB
sublattice (Fig. 6.3(middle)) as well as the C sublattice (Fig. 6.3(bottom)). The former shows, for increasing
J2, the phases of a pure honeycomb lattice with peaks at K points in Neel*; peaks at M points in Collinear*;
and no noticeable order in PVBc* phase. The C sublattice structure factors show clear 120◦ order.
To further verify that all phases on the honeycomb lattice survive at weak J
′
, we measure the reduced
density matrix ρ(J
′
, J2) of six AB sites on the honeycomb lattice changes as we tune to J
′
> 0 (see Fig. 6.4).
As expected the RDM of the AB sublattice changes minimally upon increasing J ′ until the phase transition.
6.3.2 Interpolating phase
At small J2 and as a function of J
′ we find four phases including the Neel* phase, a (Neel-collinear) phase, an
interpolating phase and a Ferrimagnetic phase. In the phase diagram (Fig. 6.2) the interpolating phase has
a number of additional level crossings within it. Naively, this would be interpreted as a series of additional
phases. In this particular case, this interpretation is not correct. In fact, in the thermodynamic limit, the few
discrete level crossings would become a full continuum of level crossings all which lie within the interpolating
phase.
To help better understand this effect, we first note that the classical phase diagram of this model [126]
supports an interpolating phase in this region where the angle between spins on AB and C sublattices is
continuously tuned as we change J
′
as shown in Fig. 6.5. We find a similar effect in the quantum model. As
shown in Fig 6.6, changing J
′
results in a series of ground state level crossings that correspond to states with
different net magnetization and whose normalized net magnetization 〈3S2〉/S2max track (in discrete steps)
the classical phase in the thermodynamic limit. Note we consider Fig. 6.6 at small negative J2 to avoid the
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Figure 6.2: The phase diagram of the quantum Heisenberg model on stuffed honeycomb lattice. Distinct
phases are color coded and labeled with numbers: 1 - Neel*, 2 - PVBc*, 3 - Collinear*, 4 - Collinear, 5 -
Neel-collinear, 6 - Interpolating, 7-Ferrimagnetic, 8 - Non-collinear and 9 - spin liquid. Black stars denote
fidelity minima tracked along J’ direction. Cyan stars denote fidelity minima tracket along J2 direction.
Black crosses indicate change in the symmetry sector of the ground state. Purple triangles show excited
state fidelity minima.
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Figure 6.3: Spin structure factors at J ′ = 0.05 as a function of J2 for (top) all spins, (middle) the AB
sublattice and (bottom) the C sublattice. Colorbar is adjusted for every row to include the maximum value.
Figure 6.4: Norm of the |ρ(J ′ = 0; J2) − ρ(J ′; J2)| as a function of J ′ for the reduced density matrix ρ of
a single AB hexagon. Different colors represent different values of J2. Dashed vertical lines indicate where
phase transition occurs.
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Figure 6.5: Visualization of the interpolating phase. Here direction of the C spin is fixed along the z axis,
while AB spins adjust as J
′
is tuned. Classically, as J
′
is tuned from 0 to 2, the AB spins continuously
transform from Neel (left) through 120◦ (middle) to ferromagnetic (right) order.
Figure 6.6: Scaled fractional magnetization (3StotalSmax )
2 as a function of J
′
for ground states of 36 site system
at J2 = −0.04 and corresponding classical model.
(Neel-collinear) phase.
In the quantum system, net magnetization of a state in the interpolating phase is primarily determined
by the sum of 3 macroscopic spins each corresponding to one of the three sublattices (A,B,C). We validate
that the sublattices are each acting primarily as a single macroscopic spin by considering the reduced density
matrix of all the spins on the A sublattice (see Fig. 6.3.2(top)) finding its weight is dominated by a large
spin state. On a finite system of SU(2) symmetric spins, the result of addition of angular momentum gives
a set of fixed Sˆ2 quantum numbers, therefore turning a continuous tuning into a series of transitions. As we
consider larger and larger system sizes, the effect of discreteness of SA,B,C is gradually removed.
Interpolating phase includes 120◦ ordered phase at J ′ = 1 as a particular regime. At J
′
= 1.8 we see
a transition to Ferrimagnetic state, in which sites A and B become indistinguishable. We note that exact
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Figure 6.7: Analysis of sublattice magnetization on a 24 site system as a function of J
′
. (top) Spectral
decomposition of reduced density matrices on A sublattice grouped by S2 quantum numbers. (bot) Similar
decomposition of a reduced density matrix on a mixed A-B sublattice. In interpolating phase each sublattice
is dominated by large spin states, while a combination of AB sublattices varies from low to high values as
we tune J
′
.
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Figure 6.8: Spin structure factors computed from central spins in Collinear* (left) and Collinear (right)
phases. In Collinear* central spins display signs of 120◦, while in Collinear phase any of the 3 sublattices
give rise to the same Collinear pattern of structure factors.
location of transitions around interpolating phase might shift sizeably in the thermodynamic limit, as the
effect of discrete nature of Stotal is lifted.
6.3.3 Collinear phases
In both honeycomb and triangular lattices, an increase in the second nearest neighbor interactions leads to
the development of Collinear phases. For small values of J
′
central spins favor 120◦ order, which distinguishes
the Collinear* and Collinear phases. A phase transition occurs at intermediate value of J
′
as seen from the
ground state level crossing indicated on the phase diagram Fig.6.2 as well as spin structure factors computed
in both phases Fig.6.8.
6.3.4 Neel-collinear phase
At intermediate values of J
′
and J2 we find an additional phase that occupies similar region of the phase
diagram as the non-collinear-II phase in classical model [126]. In this phase the AB spins appear Neel
ordered, while C spins reside in Collinear-like order, as seen from structure factors in Fig.6.9. While we don
not see any clear signs of a phase transition in the ground state fidelity at the transition between Collinear
and Non-collinear phases, we do find an excited state fidelity as well as qualitative difference in spin-spin
correlations between AB spins (shown in Fig.6.9 on the right).
6.3.5 Non-collinear phase
At large J
′
and moderate J2 we see another ordered phase in the region of non-collinear-I phase of the
classical phase diagram [126]. It is distinguished from other phases by structure factors shown in Fig.6.10.
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Figure 6.9: Spin structure factors in Neel-collinear phase at J
′
= 0.5 J2 = 0.1(top) and in the middle of
reference phases (b) Neel, (c) Collinear. As seen from comparison of (a) and (b), honeycomb spins reside
in Neel phase. Comparison of (c) and (d) suggests that C spins are ordered similar to those of a collinear
phase.
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Figure 6.10: Spin structure factors of a Non-collinear phase at J’=1.8 and J2 = 0.24 computed on all spins
(left), honeycomb spins (middle) and central spins (right).
Non-collinear phase borders Ferrimagnetic, Collinear, Interpolating, and spin liquid phases.
6.3.6 Spin liquid
In the stuffed honeycomb model the J1 − J2 spin liquid state is now surrounded by interpolating phase
and Collinear phase. To determine transition boundaries between interpolating phase and spin liquid we
analyze corresponding order parameter S(K) as a function of J
′
, J2 (shown in Fig.6.11), as well as excited
state fidelity shown in the phase diagram. We choose the transition boundary for S(K) to be consistent
with DMRG results [33]. The transition to the Collinear phase is signaled by a fidelity minima, as well as
ground state level crossing, where the ground state changes the symmetry sector from A1 to E2. We note
that a relatively flat boundary between the interpolating and spin-liquid phase is also consistent with the
ED overlaps results that show that the ground state does not change much as a function of J
′
(see Fig.6.12).
In the next section we discuss the nature of the spin-liquid phase in more detail.
6.4 Spin liquid phase
To determine the type of spin-liquid we endeavour to determine the projective symmetry group (PSG)
that corresponds to the spin-liquid we find. We first construct all the PSG which are consistent with the
symmetries of the stuffed honeycomb lattice. All such PSG are represented by the mean field Hamiltonian,
Hˆ =
∑
i,j
ψiuijψj +H.c.+
∑
j
λαj ψiσαψj . (6.2)
Here ψi = (f↑, f
†
↓), and uij are the link matrices that define effective hopping (ξ) and pairing (∆) amplitudes.
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Figure 6.11: (top) S(K) order parameter for interpolating phase. (bot) S(M) order parameter for Collinear
phase.
Figure 6.12: Overlaps of exact ground states with respect to a reference point as a function of J
′
. For all
curves reference point is at J
′
= 1.0. Curves of different color correspond to different J2.
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Figure 6.13: Ansatz unit cell. This six-site unit cell is sufficient to capture all of the different Ansatzes. This
visualization only shows links within a single unit cell.
uij =
 ξij ∆ij
∆∗ij −ξ∗ij

Link matrices are parametrized using variational parameters uµ as
uij =
∑
i=1···3
σµτµ (6.3)
There are 15 gauge non-equivalent PSG Hamiltonians on the stuffed honeycomb lattice that can be
represented using the 6 site ansatz unit cell shown in Fig.6.13. As a result of gauge fixing, links that are
related by symmetry transformations are constrained to transform as follows
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For u1, u2 and the on-site field, the rotated versions are defined as follows
u˜1,2 = gRu1,2g
†
R
u¯1,2 = g
2
Ru1,2[g
2
R]
†
uˆ2 = g
3
Ru2[g
3
R]
†
u˙2 = g
4
Ru2[g
4
R]
†
u2 = g
5
Ru2[g
5
R]
†
λA = gRλBg
†
R
For uC , they have the following form
u˜C = gR1uCg
†
R1
u¯C = g
2
R1uC [g
2
R1]
†
And finally, for u′, we have
u˜′ = gR1u′g
†
R
u¯′ = g2R1u
′[g2R]
†
uˆ′ = g3R1u
′[g3R]
†
u˙′ = g4R1u
′[g4R]
†
u′ = g5R1u
′[g5R]
†
Table 6.4 shows the parameters for all 15 PSG on the stuffed honeycomb lattice. We proceeded to do
energy optimization using variational Monte Carlo of the projected mean-field wave-functions optimizing
over the PSG parameters. Based on initial studies on 36 sites system we find only two competitive PSG -
PSG 7 and PSG 8. We have also separately considered the (pi, 0) Dirac spin-liquid, which is a limit of PSG
7 and PSG 8 which is also energetically competitive. PSG 7 is a gapped Z2 spin-liquid while PSG 8 is a
gapless Z2 spin-liquid. For the rest of our study, we proceed to focus on these three spin liquids.
In Table 6.1 we show final variational energies obtained on 144 site cluster (6 × 4 × 6). We find that
in their original form, the PSG 7 and PSG 8 models produce slightly lower energies, compared to DSL,
with PSG 7 systematically performing better than PSG 8. While this is also true for pure PSGs on 36
sites, we note that on a finite size system PSG wave functions can break lattice symmetries, as noted in
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Figure 6.14: Overlap 〈ED(J2)|PSG〉 between ED ground states symmetric PSGs at different J2 and J’=1.
PSGs are labeled by different color.
appendix of Ref. [127]. Similar to Ref. [127] we find that under rotation PSG states do not transform as
any irreducible representation, but mix between various boundary conditions. States with proper symmetry
properties can then be constructed by taking a linear superposition of PSG wave functions with various
boundary conditions. Doing so results in a considerably lower energies, as seen from column Esymm of
Table 6.2. We also note that this procedure increases the overlap of variational states with the exact ground
state. For example, the overlap between the DSL state post symmetrization and exact ground state at
J
′
= 1.0, J2 = 0.1 increases from 0.56 as was found in Ref. [35] to 0.9437. In Fig.6.14 we show overlap for
all 3 symmetrized PSG states with the ground state as a function of J2, where we see that it achieves its
maximum values near the spin liquid phase. We also checked that the symmetrization effect is still noticeable
for larger system sizes. For instance on a symmetric 108 site cluster we find that the DSL energy prior to
projection is -54.236(3) and becomes -54.562.
An unexpected to us result is that post projection all 3 ansatzs (DSL, PSG7, PSG8) produce the same
state, as can be seen from Table 6.3. This observation suggests that when taking into account various
boundary conditions, different PSG can yield the same state. A possible explanation to this effect might be
related to the fact that all of out optimized PSG 7 parameters have tuned the gap of corresponding mean
field Hamiltonian to very small values.
In addition to looking at fully symmetric component of variational space spanned by 3 PSG states,
we also compare variational states projected onto E2 symmetry sectors to low energy states from exact
diagonalization in the same symmetry sector. We found that for such states have high overlap 〈PSG |ED 〉 =
0.8 with third excited state (or equivalently first excited state in E2 symmetry sector). This is likely to be
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Ansatz J
′
J2 E/N
dsl 1.0 0.12 -0.50340
psg7 1.0 0.12 -0.50358
psg8 1.0 0.12 -0.50343
dsl 1.2 0.12 -0.57400
psg7 1.2 0.12 -0.57509
psg8 1.2 0.12 -0.57492
dsl 0.8 0.12 -0.43286
psg7 0.8 0.12 -0.43438
psg8 0.8 0.12 -0.43436
Table 6.1: Variational energies per site of optimized PSGs on 144 sites in the spin-liquid phase on and off
the triangular lattice.
Ansatz J
′
J2 E Esymm 〈ψ|ED〉
dsl 1.0 0.12 -18.10060833 -18.3175 0.933081
psg7 1.0 0.12 -18.110982 -18.3149 0.936352
psg8 1.0 0.12 -18.102738 -18.3163 0.933237
dsl 1.2 0.12 -20.63140 -20.9086 0.930225
psg7 1.2 0.12 -20.66837 -20.9283 0.938344
psg8 1.2 0.12 -20.65956 -20.9291 0.934796
Table 6.2: Results of variational study on 36 site cluster Variational energies before symmetrization (E),
post symmetrization (Esymm) and overlaps with the corresponding exact ground states in the spin liquid
phase an and off the triangular lattice.
Ansatz DSL PSG7 PSG8
DSL 1 0.998989 0.999679
PSG7 0.998989 1 0.9984
PSG8 0.999679 0.9984 1
Table 6.3: Overlaps between different PSG ansatzes post symmetrization.
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PSG 2 PSG gσ1 gσ gR1 gR λB λC u1 u
′ uC u2
1 + 1 12 12 12 12 1,2,3 1,2,3 3 1,2,3 1,2,3 1,3
2 + 2 iσ3 iσ3 12 12 3 3 3 3 3 3
3 + 9 iσ1 iσ1 a a × × 1 1 1 1
4 - 5 iσ1 iσ1 iσ3 iσ1 1 × × 1 1 1
5 + 4 iσ3 iσ3 iσ3 iσ3 3 3 3 3 3 3
6 + 7 iσ2 iσ2 iσ3 iσ3 2 × × 2 × 2
7 - 8 iσ2 iσ2 iσ2 iσ3 2 2 2 2 × 2
8 - 11 iσ2 iσ2 iσ2 b × 2 2 2 × 2
9 + 10 iσ2 iσ2 b b × × × 2 × 2
10 + 3 12 12 iσ3 iσ3 1,2,3 3 3 1,2,3 3 1,3
11 + 12 iσ1 iσ1 12 a × 1 1 1 1 1
12 + 13 iσ1 iσ1 a 12 2 × 2 2 2 2
13 + 14 iσ2 iσ2 b iσ3 2 × × 2 × 2
14 + 15 iσ2 iσ2 iσ3 b × × × 2 × 2
15 - 6 iσ2 iσ2 b iσ2 2 × × 2 2 2
Table 6.4: All different symmetric spin Ansatze for the stuffed honeycomb lattice. Here 2 is a sign factor for
translation along y direction; gσ1, gσ, gR1, gR1 define how rotated link matrices are related to each other. λB , λC ,
u1, u
′, uC , u2 indicate variational parameters (tauµ) of the ansatze, as indicated in Eq. 6.3. σi are correponding
Pauli matrices, a = exp(iσ3pi/3) and b = exp(iσ3pi/6)
PSG # λb λc u1 u’ u2 J’ J2
7 0.8135 1.82 1 1.25 -0.55 1 0.12
7 0.66 1.93 1 1.57 -0.54 1.2 0.12
8 NA 0.457 1 1.0 -0.12 1.0 0.12
8 NA 0.68 1 1.24 -0.21 1.2 0.12
Table 6.5: Optimized parameters of PSG 7 and PSG 8 ansatzes on 36 site cluster at two points in the spin
liquid region.
caused by the fact that lowest energy state in E2 sector becomes the ground state in the Collinear phase.
6.5 Conclusions
In this work we have computed the phase diagram of the stuffed honeycomb model. We found a variety of
ordered and disordered phases, including Neel*, PVBc*, Collinear*, Collinear, Neel-Collinear, Non-Collinear,
Interpolating, Ferrimagnetic and spin liquid phases. Based on our results from Variational Monte Carlo
PSG # λb λc u1 u’ u2 J’ J2
7 0.766 1.696 1 1.257 -0.463 1 0.12
7 0.562 1.767 1 1.548 -0.40 1.2 0.12
8 NA 0.414 1 1.0.976 -0.132 1.0 0.12
8 NA 0.42 1 1.3 -0.13 1.2 0.12
Table 6.6: Optimized parameters of PSG 7 and PSG 8 ansatzes on 144 site cluster at two points in the spin
liquid region.
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study of PSG wave functions compatible with symmetries of the stuffed honeycomb lattice we find that
the best performing PSGs produce the same set of low energy states as the Dirac spin liquid. On an
interesting technical note we find that taking a linear combination of different boundary conditions produces
a considerably lower energies even on large clusters. We also find that besides describing well the ground
state, this construction also produces two excited states.
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Appendix A
Details on Exact Diagonalization
A.1 Translational symmetry example
Consider a 1 dimensional Heisenberg model of 4 spins arranged on a line with periodic boundary conditions.
The total size of the full Hilbert space is equal to 24 = 16. In Sztotal = 1 sector we have 4 distinct basis states
listed below
| ↓↑↑↑〉, | ↑↓↑↑〉, | ↑↑↓↑〉, | ↑↑↑↓〉
If we apply a single site translation operator Tˆa to any of these basis states, we get one of the other basis
states. Since we know that translation is a symmetry of Hˆ, we should be able to find a basis in which energy
and momentum are simultaneously known. To construct such basis, we consider a linear combination of
basis states above
| ↓↑↑↑〉+ eik| ↑↓↑↑〉+ e2ik| ↑↑↓↑〉+ e3ik| ↑↑↑↓〉 (A.1)
The 4 possible choices of k are k = 0; k = pi/2; k = pi; k = 3pi/2. These values are definite by the requirement
that all states must be invariant under translation by 4 sites.1 Under rotation to the basis of 4 states
described above, our Hamiltonian undergoes the following transformation:
H =

0 0.5 0 0.5
0.5 0 0.5 0
0 0.5 0 0.5
0.5 0 0.5 0

⇐⇒

−1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

1Since we have only 4 spins in the system, translation by 4 sites must be equivalent to identity. In general such constraints
are obtained from other resolutions of identity.
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In this case the Hamiltonian is transformed in a block diagonal form with each block of size 1. For a general
system, such procedure only leads to a block diagonal structure of the Hamiltonian, where each block is
of smaller size than the original Hamiltonian. Basis symmetrization leads to a systematic approach where
we focus on a single block at a time, by picking a particular value k. This apprpach reduces the amount
of computation resources needed for diagonalization, as it is easier to diagonalize many small matrices,
compared to a single large matrix. An example showing how this approach is applied on a larger system
with all spatial symmetries is show in section A.6.
The momentum basis introduced above is orthogonal, but not normalized. For the 4 momentum states
above the normalization factor is 12 . Naively, one would expect the normalization to be always equal to
1√
|GT |
,
where |GT | is the number of distinct translations. This is not the case, as independence of all components
in the sum is not guaranteed. For example, consider momentum states generated by translations of the
following configuration | ↓↑↓↑〉:
| ↓↑↓↑〉+ eik| ↑↓↑↓〉+ e2ik| ↓↑↓↑〉+ e3ik| ↑↓↑↓〉 = (1 + e2ik)| ↓↑↓↑〉+ eik(1 + e2ik)| ↑↓↑↓〉
Because there are only two independent Sz configurations, the normalization factor for this state is
1√
2|(1+e2ik)|2| , which is equal to
1
2
√
2
for two allowed values k = 0 and k = pi. The other two values k = pi2
and k = 3pi2 are not allowed, as the norm of those states is identically zero.
2
We note that to generate translationally invariant basis states such as in eq. A.1, it is sufficient to know
at least one element of the sequence. A convention commonly used in ED is to keep a single representative
state c˜, that has lowest integer representation:
(|c˜〉) = min
n
Int(Tˆna |c˜〉) (A.2)
In this convention basis elements are ordered based on the corresponding integer value. This additional
structure makes it possible to efficiently use binary search when searching for basis elements in the basis, a
procedure necessary for fast implementation of matrix-vector multiplication.
2A general formula for calculating the state norm will be derived in section A.2.
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A.2 Theory of basis symmetrization
The process of constructing symmetrized basis can be formalized in the framework of representation theory.
This construction is based on projection of the original Hilbert space onto an invariant subspace that corre-
sponds to a particular irreducible representations of the symmetry group of the system G. The presentation
below follows that of [128], which is a good reference for a reader new to representation theory. First we
define necessary terminology and main results from representation theory:
Representation: N dimensional representation is a homomorphism from G to a subgroup of GL(N, C).
This map builds a correspondence between every group element g and a particular N × N matrix D(g)ij
with complex entries. These matrices obey the same multiplication rules as the original group
D(g1g2)ik = D(g1)ijD(g2)jk (A.3)
Irreducibility: Representation DJ : V → V is called irreducible if the only invariant subspaces of the
set of linear transformations described by this representation 3 are {~0} and V . Alternatively we can view
reducibility as a property of representation to be represented (in appropriate basis) as a direct sum of smaller
representations. 4
D(g) =
⊕
J
DJ(g) (A.4)
Matrix element orthogonality: Matrix elements of irreducible representations are orthogonal and can
be normalized 5:
∑
g∈G
DJij(g
−1)DKlm(g) =
|G|
dim(J)
δimδjlδ
JK (A.5)
Character: Character or a class function χR(g) of a group element g and representation R is defined as
the trace of corresponding matrix DR(g):
χR(g) = tr(DR(g)) (A.6)
3A set of transformations {D(g)ij , g ∈ G}
4In such scenario, invariant subspaces are spanned by corresponding basis vectors.
5This result comes directly from Schur’s lemma. See [128] page 571.
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By taking the trace of matrix element orthogonality result, we obtain a character orthogonality expression:
∑
g∈G
(χJ(g))∗χK(g) = |G|δJK (A.7)
Here the index J labels a specific irreducible representation.
Our goal now is to show that having a symmetry group G allows us to construct a symmetrized basis in
which the Hamiltonian is block diagonal. Then we will construct a projection operator that carries out the
desired basis symmetrization.
The action of symmetry transformation on a quantum system can be described as a transformation on
a Hilbert space H. As the result, we are dealing with a dimH dimensional representation of a symmetry
group. This representation can be represented as a direct sum of irreducible representations, which are well
known for common symmetry groups. This implies that in a particular basis we can represent D(g)ij in the
block diagonal form. Since G is a symmetry, that means that D(g)ij commutes with Hij and hence Hij
must also be block diagonal:
H =
⊕
HJ (A.8)
The projection operator onto one of such blocks is given by the following formula:
P J =
dim(J)
|G|
∑
g∈G
(χ(g)J)∗D(g) (A.9)
To see that the expression above is indeed a projector, consider:
P JPK =
dim(J)
|G|
∑
g∈G
(χ(g)J)∗D(g)ij
dim(K)
|G|
∑
g′∈G
(χ(g′)K)∗D(g′)jk
=
dim(J)dim(J)
|G|2
∑
g∈G
(χ(g)J)∗χ(g)K
∑
g′∈G
(χ(g)K)∗χ(g′)K)∗D(g)ijD(g′)jk
The first sum becomes δJK |G| from the character orthogonality relation and second summation is pro-
portional to PK once we change the summation to run over g˜ = gg′. The sum over all different irreducible
representations J:
∑
J
P J is equivalent to the identity operator. This can be proven by observing that the
expression dim(J)|G|
∑
g∈G
(χ(g)J)∗g forms a complete basis of functions on the conjugacy classes of group G 6.
Note that the only requirement to apply the above projection operator is an ability to apply symmetry
6See section on group algebra in [128]
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transformation to states in the Hilbert space. Applying this projection operator to Sz states generates the
desired symmetrized basis:
|c˜〉 = 1√
N(c, J)|G|
∑
g∈G
χ(g)J |g ◦ c〉 (A.10)
Here normalization factor 1√
N(c,J)|G| was added to make states |c˜〉 normalized. The value of N(c, J) is
equal to:
N(c, J) =
∑
g:g|c〉=|c〉
χ(g)J (A.11)
A.3 Hamiltonian matrix element in symmetrized basis
Here I show how Hamiltonian matrix elements can be efficiently computed. We wish to calculate a matrix
element 〈 r1 |Hˆ|r2〉, where |ri〉 is a symmetrized basis element (see Eq. A.10).
This can be accomplished by a direct calculation:
〈 r1 |Hˆ|r2〉 =〈 r1 |Hˆ 1√
N(r2, J)|G|
∑
g∈G
χ(g)J |g ◦ r2〉 = 〈 r1 | 1√
N(r2, J)|G|
∑
g∈G
χJg gHˆ|r2〉 (A.12)
Here we first expanded the definition of symmetrized basis states and then moved Hˆ past the symmetry
transformation g. We can do that because G is a symmetry and hence g and Hˆ commute. Next, we replace
Hˆ|r2〉 with h|n〉 and insert an identity I = χ∗gnχgng−1n gn:
〈 r1 | 1√
N(r2, J)|G|
∑
g∈G
gχgh|n〉 = 〈 r1 | h√
N(r2, J)|G|
∑
g∈G
χggχ
∗
gnχgng
−1
n gn|n〉 (A.13)
We can choose gn such, that the resulting configuration gn|n〉 = |rn〉 is a representative in computational
basis. We also note that we can change the summation to run over g˜ = gg−1n :
〈 r1 | h√
N(r2, J)|G|
∑
g∈G
χggχ
∗
gnχgng
−1
n gn|n〉 = 〈 r1 |
hχgn
√
N(rn, J)√
N(r2, J)
∑
g˜∈G
1√
N(rn, J)|G|
χg˜ g˜|rn〉 (A.14)
Here we also inserted normalization factor
√
N(rn, J) to transform the expression on the right into a
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Configuration A Ia Ja(Ia) Configuration B Ib Jb(Ib) Ja + Jb
111 7 1 000 0 0 1
011 3 1 001 1 1 2
101 5 2 001 1 1 3
110 6 3 001 1 1 4
011 3 1 010 2 4 5
101 5 2 010 2 4 6
110 6 3 010 2 4 7
Table A.1: First 7 entries of a Lin table for a system of six spins. Ia and Ib are integer representations of
the corresponding configurations. Ja and Jb are Lin tables. The basis index of the configuration is given in
the last column.
proper symmetrized state. This leads to a desired result:
〈 r1 |Hˆ|r2〉 = hχgn
√
N(rn, J)√
N(r2, J)
〈 r1 | rn 〉 = hχgn
√
N(r1, J)√
N(r2, J)
(A.15)
A.4 Index lookup techniques
Index look-up optimization is focused on minimizing the computational resources needed to identify the index
of a given a generic basis element. This operation is maximally efficient in a full basis of size 2N , where an
index is obtained simply by conversion to integer representation. When working in a reduced size basis, this
approach doesn’t work, as by reducing the size of the basis we have skipped some indices in the basis. There
are several techniques that enable fast look-ups that are commonly used in exact diagonalization.
A.4.1 Lin tables
The Lin tables [48] method is based on the idea of an efficient hash map for configurations that fix only Sz
quantum number. In this approach given a configuration, we compute the index directly, without searching
the basis. The Lin tables approach accomplishes this by splitting Sz configuration into first N/2 bits and
the second N/2 bits (Configuration A and Configuration B in table A.4.1). These parts are then converted
to integers and used as indices in Lin tables (Ja and Jb in table A.4.1). The resulting index is then obtained
as Ja + Jb.
A.4.2 Binary search
Binary search is another technique used to find the index of a given configuration. It uses the ordered
structure in which basis elements are stored, to perform efficient search. The process is most easily seen
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from a recursive perspective. At every step we pick the middle element in the search range and compare it
against the search key. Depending on the result of the comparison we either return the index if the element
was found or make a recursive call for the corresponding half of the array. This procedure takes O (dimH)
comparison operations to find the corresponding index. This method is considerably slower than Lin tables,
but does not require any additional storage and can be used for arbitrary basis.
A.4.3 Index look-up in symmetrized basis
If spatial symmetries are implemented, then for every orbit of Sz configurations related by symmetry trans-
formations, only one of them is present in the basis. In this case we first need to find a representative
configuration. This requires looping through all symmetry transformations and finding the configuration
with lowest integer value. After that, the representative state should be searched for in the container of
basis vectors.
Binary search and Lin tables [48] are commonly used techniques to speed up this operations. Binary
search splits the container in 2 parts at every iteration until the representative is found accomplishing the
search in O (log(dim(H))) time. Lin tables is a specialized approach based on the idea of effective hash
mapping. It is restricted to systems where only Sz symmetry is fixed. Conceptually it generates a hash map
with maximum filling fraction that achieves mapping in O (1) time.
A.5 Computational representation of symmetries
Construction of symmetrized basis as well as evaluation of corresponding matrix elements Hij requires the
application of symmetry transformations to the computational basis. Since every symmetry transformation
in the space group maps lattice sites to lattice sites, we can use a subgroup of a permutation group to
uniformly represent arbitrary spatial symmetries. For example, a single site translation symmetry for 1
dimensional model Tˆa corresponds to:
a =
(
1 2 3 ··· n−1 n
2 3 4 ··· n 1
)
For a general system, the process of building a permutation table is performed in two steps; (1) we
compute real space locations of lattice sites under the transformation; (2) find corresponding indices, while
taking periodic images into account.
This abstraction offers two advantages. First, it enables us to efficiently construct the whole group from
generators, by constructing composite permutations. Second, it enables us to compute g◦|c〉 in N operations
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Figure A.1: (left) 24 site honeycomb lattice cluster. Bonds that wrap around periodic boundaries are not
show. (right) Corresponding reciprocal lattice.
for a system with N degrees of freedom.
A.6 Exact Diagonalization in the symmetrized basis example
This section provides a step by step example of performing Exact Diagonalization calculation in a sym-
metrized basis. Throughout the process I will make connections to results in previous section. The model
considered here is 24 site nearest neighbor Heisenberg model on honeycomb lattice. The model Hamiltonian
is
Hˆ =
∑
〈i,j〉
~ˆ
Si · ~ˆSj (A.16)
Bonds of the model and the computational cluster are shown in Fig. A.1 (left). The cluster is chosen to
have the D6 symmetry group, similar to an infinite hexagonal lattice. We use periodic boundary conditions
to enable translational symmetry.
In addition to spatial symmetries we take advantage of SU(2) spin symmetry by working in Sztotal = 0
sector. This symmetry is easily enforced by considering only those Sz basis states that satisfy the constraint.
With this setup we first focus on translational symmetry. The first Brillouin zone shown in Fig. A.1
(right) contains 12 distinct points that specify different momentum sectors. Note that points that lie on the
identified boundaries of the Brillouin zone should be counted only once. The list of some of the allowed kx, ky
values is given in the table A.6. These values define the corresponding character values for translational
symmetry group.
Next we look into the point group symmetry. The honeycomb lattice has D6 group, which has 6 conjugacy
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Point kx ky degeneracy
Γ 0 0 1
M pi2
pi
2 3
K 2pi3
4pi
3 2
X pi3
5pi
3 6
Table A.2: Distinct momentum sectors compatible with 24 site ED cluster. The degeneracy comes from the
number of non-identified points in the reciprocal lattice.
CG e R
3 R R2 P P R
D6 symmetry group
χ0 1 1 1 1 1 1
χ1 1 1 1 1 -1 -1
χ2 1 -1 -1 1 1 -1
χ3 1 -1 -1 1 -1 1
χ4 2 -2 1 -1 0 0
χ5 2 2 -1 -1 0 0
C6 symmetry group
E1 1 1 e
2pii
3 e
4pii
3 NA NA
E2 1 1 e
4pii
3 e
2pii
3 NA NA
Table A.3: Full character table of the D6 symmetry group. At the bottom of the table shown two 1-
dimensional representations of the C6 subgroup (E1, E2), which are used to cover computationally inefficient
2 dimensional representations of χ4χ5.
classes and hence has 6 distinct irreducible representations. The character table for this group is provided
in Table A.6. Different irreducible representations are labeled as χi.
As discussed in 3.1, we are only able to efficiently implement 1 dimensional irreducible representations.
Representations χ4 and χ5 are 2-dimensional and therefore can’t be efficiently implemented in our framework.
A common workaround is to consider a one dimensional representation of a subgroup. In this case we
consider subgroup of rotations (C6), neglecting the reflection operator P . This results in two one-dimensional
representations shown in the bottom of table A.6.
When combining translation group symmetry with point group symmetry it is necessary that ~k is left
unchanged by the point group transformations. This condition does not affect ~k = ~0 momentum sector,
but does constrain symmetries that are allowed for other wave vectors. For example at the M point only
reflection and rotation by pi are compatible. K point supports 2pi3 rotations and corresponding reflections.
Combined together, we obtain final irreducible representations for space symmetry group that corre-
spond to invariant subspaces. Using the symmetrization procedure described in A.2 we can now construct
computational basis for every subspace and find corresponding low energy states. The character values play
the role of parameters that define the projection operator.
By performing Exact Diagonalization for every irreducible representation in the Table A.6, we obtain
quantum number resolved states. Fig A.2 shows corresponding energy values together with the result from
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Irrep kx ky χ(R) χ(P ) basis size degeneracy
A1 0 0 1 1 19173 1
A2 0 0 1 -1 18605 1
B1 0 0 -1 1 18937 1
B2 0 0 -1 -1 18529 1
E1 0 0 e
2pii
3 NA 37434 2
E2 0 0 e
4pii
3 NA 37740 2
K 4pi3
2pi
3 NA NA 225570 2
M pi2
pi
2 NA NA 225280 3
X pi3
5pi
3 NA NA 225264 6
Table A.4: Summary of final irreducible representations and corresponding Hˆ-invariant subspaces.
the full basis.
We can also show that the we have covered all of the Hilbert space by considering the combined di-
mensionality of respective computational bases. Dimensions as well as degeneracies are shown in the last
columns in table A.6.
A.7 Lanczos algorithm
As mentioned in section 3.1.3 of the main text, Lanczos algorithm solves the eigenvalue problem by con-
structing an orthonormal basis in low dimensional Krylov space that quickly converges to the space spanned
by extremal eigenvectors. Here I present an overview of how lanczos iteration is derived based on Schmidt
orthogonalization. The goal is to derive the recursive relation:
βn|φn+1〉 = Hˆ|φn〉 − αn|φn〉 − βn|φn−1〉 (A.17)
αn = 〈φn |Hˆ|φn〉 βn = |〈φn+1 |Hˆ|φn〉| (A.18)
We begin by considering the process of Schmidt orthogonalization:
βn+1|φn+1〉 = Hˆ|φn〉 −
n∑
i=0
|φi〉〈φi |Hˆ|φn〉 (A.19)
Here βn+1 is normalization constant, which happens to be equal to βn+1 = 〈φn+1 |Hˆ|φn〉. To see this,
consider contraction of Eq. A.19 with 〈φn+1 |:
βn+1〈φn+1 |φn+1 〉 = 〈φn+1 |Hˆ|φn〉 −
n∑
i=0
〈φn+1 |φi 〉〈φi |Hˆ|φn〉 (A.20)
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Figure A.2: Energy spectrum of Heisenberg model on honeycomb lattice, 24 sites. X axis labels different
symmetry sectors of the Hamiltonian, with the first column showing results in unsymmetrized basis. Black
lines are drawn as a guide to an eye to show how lowest three states appear in different quantum number
sectors.
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Since by construction vectors |φi〉 are orthogonal, then the sum in Eq. A.20 is identically 0.
Using a similar trick we can prove that this procedure leads to a tridiagonal structure of H˜ij = 〈φi |Hˆ|φj〉.
We look at contraction of Eq. A.19 with 〈φn+k |:
βn+1〈φn+k |φn+1 〉 = 〈φn+k |Hˆ|φn〉 −
n∑
i=0
〈φn+k |φi 〉〈φi |Hˆ|φn〉 (A.21)
〈φn+k |Hˆ|φn〉 =
n∑
i=0
〈φn+k |φi 〉〈φi |Hˆ|φn〉+ βn+1δ1,k (A.22)
Given orthogonality of 〈ψi |ψj 〉 = δij , the above expression is equal to zero for k > 1. Since Hˆ is
Hermitian, this implies that the only non-zero elements are 〈φn±1 |Hˆ|φn〉 and 〈φn |Hˆ|φn〉.
This result allows us to rewrite Eq. A.19 as:
βn+1|φn+1〉 = Hˆ|φn〉 − |φn〉〈φn |Hˆ|φn〉 − |φn−1〉〈φn−1 |Hˆ|φn〉 (A.23)
which upon definition αn = 〈φn |Hˆ|φn〉 gives the desired result.
84
Appendix B
Details on stochastic optimization
B.1 Wave function optimization methods
B.1.1 VMC: Energy gradient
This section provides details on calculation of energy gradients in the context of Variational Monte Carlo.
The goal is to show how stochastic estimation of ∂wi〈E〉 is given by
∂wiE = 〈El(c)
∂wiψ(c, w)
ψ(c, w)
〉 − 〈E〉〈∂wiψ(c, w)
ψ(c, w)
〉 (B.1)
where averaging is performed over configurations c sampled from |ψ(c, w)|2, wi is an ith variational
parameter and El =
Hˆψ(c,w)
ψ(c,w) - local energy. We begin by explicitly calculating a derivative with respect
to wi. To ease the notation, I will omit writing explicit dependence of the wave function on variational
parameters w (i.e. ψ(c, w) ≡ ψ(c)).
∂wiE = ∂wi
〈ψ |Hˆ|ψ〉
〈ψ |ψ 〉 = ∂wi
∑
c
ψ(c)∗
[
Hˆψ
]
(c)∑
c
|ψ(c)|2 = ∂wi
∑
c
|ψ(c)|2 [Hˆψ](c)ψ(c)∑
c
|ψ(c)|2 = (B.2)
=
∑
c
|ψ(c)|2(2 [Hˆψ](c)ψ(c)
[∂wiψ](c)
ψ(c) +
[Hˆ∂wiψ](c)
ψ(c) −
[Hˆψ](c)
ψ(c)
[∂wiψ](c)
ψ(c) )∑
c
|ψ(c)|2 − (B.3)
∑
c
|ψ(c)|2 [Hˆψ](c)ψ(c)∑
c
|ψ(c)|2
∑
c
2|ψ(c)|2 [∂wiψ](c)ψ(c)∑
c
|ψ(c)|2 = (B.4)
=
∑
c
|ψ(c)|2(El(c) [∂wiψ](c)ψ(c) +
[Hˆ∂wiψ](c)
ψ(c) )∑
c
|ψ(c)|2 − 〈E〉
∑
c
2|ψ(c)|2 [∂wiψ](c)ψ(c)∑
c
|ψ(c)|2 (B.5)
The expression above is exact, assuming that we sum over a complete basis of states c. To obtain
a stochastic estimate, as always, we perform random sampling, which is converted to MC / important
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sampling (i.e. sampling from |ψ|2), as every sum explicitly has |ψ(c)|2 factored out. After introducing MC
sampling we have:
∂wiE = 〈El(c)
[∂wiψ] (c)
ψ(c)
〉MC + 〈
[
Hˆ∂wiψ
]
(c)
ψ(c)
〉MC − 2〈E〉〈 [∂wiψ] (c)
ψ(c)
〉MC (B.6)
This expression is a gradient of energy evaluated on the set of configurations we sampled from the Hilbert
space. If we were to take an infinite number of samples to remove the stochasticity, we would approach the
exact energy gradient. Looking at a different extreme, when we use a single sample to evaluate energy
gradient, we get:
El(c)
[∂wiψ] (c)
ψ(c)
+
[
Hˆ∂wiψ
]
(c)
ψ(c)
− 2El(c) [∂wiψ] (c)
ψ(c)
(B.7)
this expression can be non-zero even if ψ(c, w) is tuned to exactly represent the ground state 1.
We can improve on this situation by observing the following:
∑
c
|ψ(c)|2
[
Hˆ∂wiψ
]
(c)
ψ(c)
=
∑
c
ψ(c)∗ψ(c)Hˆ†∂wiψ(c)
ψ(c)
= (B.8)
=
∑
c
|ψ(c)|2
[
ψ(c)Hˆ†
]
ψ(c)
∂wiψ(c)
ψ(c)
=
∑
c
|ψ(c)|2El(c)∂wiψ(c)
ψ(c)
= 〈El(c)∂wiψ(c)
ψ(c)
〉MC (B.9)
Here we used hermiticity of Hˆ = Hˆ† to act on the wave function to the left. We can use this substitution to
in the equation B.6. Then we get the desired result.
∂wiE = 〈El(c)
[∂wiψ] (c)
ψ(c)
〉MC − 〈E〉〈 [∂wiψ] (c)
ψ(c)
〉MC (B.10)
This expression does posses the so called zero variance property: we get no gradient of energy on con-
figurations with local energy equal to energy eigenstate. This formula forms the basis of traditional VMC
optimization.
B.1.2 VMC: Stochastic reconfiguration (Imaginary time evolution)
This section provides details on derivation of optimization method commonly called stochastic reconfigura-
tion.
1One example would be a configuration in which ∂wiψ(c) = 0, then only the middle term would contribute to the expression.
The origin of this result can be viewed as the attempt to minimize local energy of a single configuration, which is not bounded
by the ground state energy.
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The goal is to show that direction of infinitesimal step in imaginary time evolution is given by the
following formula:
δwi = βS
−1
ij (〈E
∂wjψ
ψ
〉 − 〈E〉〈∂wjψ
ψ
〉) (B.11)
here Sij is a covariance matrix defined as:
Sij = 〈(∂wiψ
ψ
)∗(
∂wjψ
ψ
)〉 − 〈∂wiψ
ψ
〉〈∂wjψ
ψ
〉 (B.12)
In contrast to the original paper [129], I will derive the update rule from the imaginary time evolution
perspective.
Given variational wave function ψ(w
′
), initial parameters w
′
and Hamiltonian Hˆ we aim to maximize
the overlap between the state with new parameters w = w
′
+ δw and that of infinitesimal imaginary time
evolution (1− βHˆ)|ψ〉, i.e. we want to find:
δwi = argmax
〈ψ(w) |1− βHˆ|ψ(w′)〉√〈ψ(w) |ψ(w) 〉 (B.13)
Given the assumption that the variational ansatz is continuous, imaginary time evolution induces a
trajectory in the parameter space and hence δwi is in general of the same order of smallness as β. We will
use this fact to linearize the system of equations in just a moment. We begin by writing down the condition
that new parameters w is an extremum of B.13:
〈 ∂wiψ(w) |1− βHˆ|ψ(w
′
)〉√〈ψ(w) |ψ(w) 〉 − 〈ψ(w) |1− βHˆ|ψ(w
′
)〉√〈ψ(w) |ψ(w) 〉 〈ψ(w) | ∂wiψ(w) 〉〈ψ(w) |ψ(w) 〉 = 0 (B.14)
then we divide the above expression by
√〈ψ(w) |ψ(w) 〉 and then expand ψ(w′) to the first in δw:
〈 ∂wiψ(w) |1− βHˆ|ψ(w)− δwj∂wjψ(w)〉
〈ψ(w) |ψ(w) 〉 −
〈ψ(w) |1− βHˆ|ψ(w)− δwj∂wjψ(w)〉
〈ψ(w) |ψ(w) 〉
〈ψ(w) | ∂wiψ(w) 〉
〈ψ(w) |ψ(w) 〉 (B.15)
we now retain terms that are linear on δw and β for first and second term respectively 2:
2Including the minus sign in the second term
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〈 ∂wiψ(w) |ψ(w) 〉
〈ψ(w) |ψ(w) 〉 − β
〈 ∂wiψ(w) |Hˆ|ψ(w)〉
〈ψ(w) |ψ(w) 〉 − δwj
〈 ∂wiψ(w) | ∂wjψ(w) 〉
〈ψ(w) |ψ(w) 〉
(B.16)
−〈ψ(w) | ∂wiψ(w) 〉〈ψ(w) |ψ(w) 〉 + β
〈ψ(w) |Hˆ|ψ(w)〉
〈ψ(w) |ψ(w) 〉
〈ψ(w) | ∂wiψ(w) 〉
〈ψ(w) |ψ(w) 〉 + δwj
〈ψ(w) | ∂wjψ(w) 〉
〈ψ(w) |ψ(w) 〉
〈ψ(w) | ∂wiψ(w) 〉
〈ψ(w) |ψ(w) 〉
(B.17)
Putting it all together back into B.14 and separating β and δw we have:
δwi(
〈 ∂wiψ(w) | ∂wjψ(w) 〉
〈ψ(w) |ψ(w) 〉 −
〈ψ(w) | ∂wjψ(w) 〉
〈ψ(w) |ψ(w) 〉
〈ψ(w) | ∂wiψ(w) 〉
〈ψ(w) |ψ(w) 〉 ) = (B.18)
−β( 〈 ∂wiψ(w) |Hˆ|ψ(w)〉〈ψ(w) |ψ(w) 〉 −
〈ψ(w) |Hˆ|ψ(w)〉
〈ψ(w) |ψ(w) 〉
〈ψ(w) | ∂wiψ(w) 〉
〈ψ(w) |ψ(w) 〉 ) (B.19)
To shape this result to the same form as B.11 we simply insert an identity operator
∑
c
|c〉〈 c | between
every inner product, which completes the derivation.
B.1.3 Imaginary time supervised wave function optimization
SWO optimization is based on fidelity maximization. In Chapter 4 we used minimization of L2(rr) as an
objective function. Here we show that fidelity error and |rr|2 are the same to first order:
ferr = 1− 〈ψT |ψW 〉√|ψT |2|ψW |2 (B.20)
= 1− 〈ψT |ψT + rr 〉√|ψT |2|ψT + rr|2 (B.21)
=
√|ψT |2|ψT + rr|2 − |ψT |2 − 〈ψT | rr 〉√|ψT |2|ψT + rr|2 (B.22)
=
|ψT |2
√
|ψT+rr|2
|ψT |2 − |ψT |2 − 〈ψT | rr 〉√|ψT |2|ψT + rr|2 (B.23)
≈ |rr|
2
2|ψT |2 ∼ |rr|
2 (B.24)
In addition we can show that minimization of L2(ψ−φ) provides a good proxy for fidelity maximization
even for arbitrary wave-functions. We do that by showing that it establishes an upper bound on the fidelity
error and hence its minimization acts as a contractive map. Assuming that |φ| > |ψ| without loss of generality
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ferr = 1− 〈ψ |φ 〉√|ψ|2|φ|2 (B.25)
=
√|ψ|2|φ|2 −∑
i
ψiφi√|ψ|2|φ|2 (B.26)
≤
|φ|2 −∑
i
ψiφi√|ψ|2|φ|2 (B.27)
=
∑
i
φiφi −
∑
i
ψiφi√|ψ|2|φ|2 (B.28)
=
∑
i
φi(φi − ψi)√|ψ|2|φ|2 (B.29)
≤
√∑
i
φ2i
√
(φi − ψi)2√|ψ|2|φ|2 (B.30)
=
√L∈(φi − ψi)√|ψ|2 (B.31)
Given
L∈(ψ˜ − φ˜) ≤  (B.32)
by working with unnormalized wavefunctions with a scaling factor that insures |ψ| > 1 we conclude
ferr ≤
√
 (B.33)
Here on line B.29 we used Cauchy-Schwartz inequality.
An alternative approach to fidelity maximization [59] is to minimize the negative log overlap. In the limit
where |ψT 〉 is close to |ψW 〉 this approach is equivalent to minimizing L2(rr). While working with L2(rr)
provides an estimate of the optimization process and can be directly used to adaptively choose the number
of steps per epoch, minimization of − log(f) avoids the complications arising from normalization. At large
β and single step per epoch the log-overlap IT-SWO matches adaptive SGD exactly and does not have the
β2 difference from the standard approach to normalization.
B.1.4 Automatic and symbolic differentiation
Automatic and symbolic differentiation are two computational methods that accomplish the task of com-
puting derivatives of a function specified by a computer program. Such methods are necessary when solving
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optimization problems with a diverse or complicated set of models such as arbitrary computational graphs
or deep neural networks.
Automatic differentiation is based on the idea that any computer program of arbitrary complexity is
always decomposed to a series of simple operations such as addition, multiplication, etc. It then applies the
chain rule to the original procedure collecting numerical contribution from all expressions to obtain final
values.
Symbolic differentiation takes a different approach. Rather than applying the chain rule directly to
elementary computer operations, it synthesizes a corresponding derivative computation algorithmically. This
procedure is typically implemented with computation represented as computational graph. The derivative
calculation is then can be viewed as a procedure that decorates the graph with additional nodes to perform
gradient evaluation.
B.1.5 Adam optimizer
Here I describe Adam [108], a modification to the standard stochastic gradient descent algorithm. It is a
first order gradient based method for stochastic optimization, that uses estimates of lower order moments
to adaptively adjust the effective step size. Below I will outline main ideas behind the algorithm and discuss
how it compares to the traditional SGD approach.
In Adam, a single update to a variable parameter w is of the following form:
wt = wt−1 − α mˆt√
vˆt + 
(B.34)
Here mˆt and vˆt are bias corrected first and second moments of the gradient of the objective function L
and  is numerical stability parameter. The value for bias corrected moments is iteratively updated during
the optimization procedure as follows:
gt = ∇wL (B.35)
mt = β1mt−1 + (1− β1)gt (B.36)
vt = β2vt−1 + (1− β2)g2t (B.37)
mˆt =
mt
1− βt1
(B.38)
vˆt =
vt
1− βt2
(B.39)
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β1 and β2 are hyper-parameters that control the decay rate of moving averages of first and second mo-
ments correspondingly. These values are kept individually for every parameter, which results in a dynamics
where the update is more noticeable for parameters that have more well-defined gradients. It also uses
estimates of the second moment to take variance of a gradient into account.
This procedure typically results in considerable faster and more controlled convergence, compared to that
of the plain stochastic gradient. It solves the following problems that arising in a fixed step size approach:
(1) poor performance on error surfaces with shallow landscapes; (2) problematic convergence on models with
high variability in the gradient values;
The former is accomplished by accumulation of first momentum in the presence of consistent, but small
gradient. The latter is solved by adjusting the update step proportional to the variance of the gradient. This
can be viewed as a diagonal approximation to the covariance matrix S that was discussed in the context of
stochastic reconfiguration B.1.2.
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