[1] The transit time of water is an important indicator of catchment functioning and affects many biological and geochemical processes. Water entering a catchment at one point in time is composed of water molecules that will spend different amounts of time in the catchment before exiting. The next water input pulse can exhibit a totally different distribution of transit times. The distribution of water transit times is thus best characterized by a time-variable probability density function. It is often assumed, however, that the variability of the transit time distribution is negligible and that catchments can be characterized with a unique transit time distribution. In many cases this assumption is not valid because of variations in precipitation, evapotranspiration, and catchment water storage and associated (de)activation of dominant flow paths. This paper presents a general method to estimate the time-variable transit time distribution of catchment waters. Application of the method using several years of rainfall-runoff and stable water isotope data yields an ensemble of transit time distributions with different moments. The combined probability density function represents the master transit time distribution and characterizes the intraannual and interannual variability of catchment storage and flow paths. Comparing the derived master transit time distributions of two research catchments (one humid and one semiarid) reveals differences in dominant hydrologic processes and dynamic water storage behavior, with the semiarid catchment generally reacting slower to precipitation events and containing a lower fraction of preevent water in the immediate hydrologic response. 
Introduction
[2] Catchment hydrologic response to incoming water and energy fluxes is complex and highly nonlinear. This nonlinearity stems from, among other things, the fact that different flow paths are active depending on water storage conditions. When water storage is low (compared to storage capacity), most incoming rainfall will be stored in the vadose zone where it is susceptible to subsequent evapotranspiration, and thus runoff response is minimal. When storage is high, infiltrating rainfall can move quickly to saturated storage where it increases hydraulic head, inducing rapid evacuation of previously stored water [Sklash and Farvolden, 1979; McDonnell, 1990] . At the same time, near-saturated areas close to the channel network can cause saturation excess overland flow and return flow during storm runoff [Dunne and Black, 1970] . Under these conditions the runoff response will be high. The occurrence of infiltration excess overland flow during precipitation events of high intensity adds further to the nonlinear nature of catchment response.
[3] It is thus very difficult, if not impossible, to characterize the hydrologic response of a catchment with simple descriptors, such as its unit hydrograph or its water transit time distribution, unless the catchment is in a near constant storage state. The notion that catchments can be effectively characterized by a fixed unit hydrograph has long been abandoned in catchment hydrology [Brutsaert, 2005] , yet the concept of a fixed water transit time distribution is still ubiquitous . Furthermore, quite often the first two moments (mean and variance) of an assumed constant transit time distribution are used to study similarities between catchments or controls on catchment transit times [McGuire et al., 2005; Soulsby et al., 2006; McGuire and McDonnell, 2006; Tetzlaff et al., 2009; Hrachowitz et al., 2009; Broxton et al., 2009] .
[4] To estimate the water transit time distribution of a given catchment, conservative tracers (such as stable isotopes of water) are generally measured in rainfall and streamflow, and these input-output signals are related using theoretical transfer functions with unknown parameters. Classic examples of such transfer functions are the piston flow model, the exponential distribution, the advectiondispersion model, and the gamma distribution [Małoszewski and Zuber, 1982; McGuire and McDonnell, 2006] . Most models that use these transfer functions assume that the flow system is in steady state (i.e., the amount of stored water in the catchment does not vary in time) [Małoszewski and Zuber, 1982] . This assumption can be considered valid when looking at long periods of time using long-term data records (i.e., multiple years) in very humid catchments with limited seasonality or when dealing with specific aspects of streamflow, such as base flow conditions [Tague and Grant, 2004; McGuire et al., 2002] . It is generally not applicable when seasonality characterizes the hydroclimate and definitely not applicable in semiarid catchments that often undergo drastic changes in total water storage within a given water year ( Figure 1 ) and also between years. New methods to evaluate the variability of the time water spends in such catchments are needed.
[5] It has been recognized that the transit time distribution, similar to the unit hydrograph, varies from storm to storm and throughout the year Lyon et al., 2008; Roa-Garc ıa and Weiler, 2010; Hrachowitz et al., 2010; Rinaldo et al., 2011] . Several numerical models have been proposed to capture the time-varying nature of the transit time of water [Dunn et al., 2007; McGuire et al., 2007; Sayama and McDonnell, 2009; Duffy, 2010] . Such models have two components: (1) a component that estimates the incoming effective rainfall and (2) a component that keeps track of the fate of these waters by determining the surface and subsurface flow paths and associated residence times in different storages. Obviously, a mechanistic bottom-up modeling approach would therefore likely result in a very complex and difficult to parameterize distributed flow and transport model. This paper introduces a new approach to modeling both components 1 and 2. However, its main focus is on addressing (2).
[6] Different attempts have been made to model water and tracer fluxes of variable flow systems. Snyder et al. [1970] defined variable transfer functions to represent variability in catchment response behavior. They divided the conventional single stage process of hydrograph generation into two stages of convolution, eliminating the requirement of linearity. Instead of using a single transfer function that converts impulse inputs into lagged and dispersed outputs, in a first step, they convolve a given fixed area characteristic function with a variable routing function (reflecting the translational capability of the catchment determined from present state of wetness) to produce a variable unit response for each time step. Then the variable unit response is convolved with effective precipitation to compute the discharge time series. Turner et al. [1987] developed Kalman filter methods to recursively estimate nonstationary parameters and states in order to investigate the variable response functions linking rainfall volume to streamflow. They concluded Figure 1 . Changes in water storage and associated flow paths in a southwestern United States semiarid catchment (Marshall Gulch) undergoing seasonal shifts in water and energy availability. During snowmelt in spring, water input is high, and energy input is low, resulting in increased storage, the activation of predominantly fast flow paths (interflow and overland flow), and rapid transfer of water. At the end of spring, water input is low, energy input is high, and only slow flow paths in fractured bedrock are active. During summer monsoon water input is high, but energy input is high as well, activating only occasionally fast flow paths. At the end of the dry fall and into winter, storage is depleted, and slow flow paths dominate again. The velocity of water transfer converts a conservative tracer signal observed in precipitation in a characteristic way, with more rapid transfer conserving the variability of the precipitation signal in the outflow while slower transfer dampens this variability.
that the response time tends to decrease during and directly after rainfall events and that it increases during dry periods. Nyström [1985] developed a method that treats tracer concentration not as a function of time but as a function of cumulative flow to account for nonstationarity due to storage changes and to eliminate the effect of variation in discharge. Zuber [1986] replaced tracer concentration with tracer mass flux and modified the equation for systems in steady state to be able to correctly apply the transfer function convolution method to time variable flow systems. Barnes and Bonell [1996] described a simple model that acknowledges the fact that the hydrologic response function and the transit time distribution are different. They pursued a storage mixing approach to deal with the inclusion of preevent water into the tracer event response. Roa-Garc ıa and Weiler [2010] also acknowledged the difference between hydrologic response and particle response and determined hydrologic response functions and transit time distributions for five individual precipitation events. They explained apparent variability with differences in event characteristics, antecedent conditions and land cover. Hrachowitz et al. [2010] investigated the controls on water transit time distribution using the gamma distribution (characterized by shape parameter and scale parameter with the mean transit time (mTT) ¼ ). They found that the shape parameter was closely related to catchment landscape structure and showed only little variation in time, whereas the scale parameter varied with precipitation intensity above certain catchmentspecific thresholds. By relating the scale parameter to precipitation intensities they were able to generate timevarying transit time distributions. Birkel et al. [2011] concluded that both the scale and the shape parameters vary with antecedent moisture content in a way that high antecedent moisture contents lead to shorter mean transit times, whereas during drier conditions the mean transit time increases. Van der Velde et al. [2010] argued on the basis of numerical simulations that the transit time distribution is not only rapidly changing in time but also highly irregular in shape, reflecting rainfall and drought events during the transit of water particles through the catchment. They conclude that simple smooth transfer functions (such as the exponential model, the advection-dispersion model, the gamma distribution) are unable to represent such irregular nature of catchment response.
[7] In this paper we present a generalized modeling approach to track the time-variable hydrologic response of catchments and their associated water transit time distributions. Our method is based on the realization that there is a distinct difference between the hydrologic response (i.e., unit hydrograph) and the particle response (i.e., water transit time distribution), although both are controlled by processes taking place in catchment storage. A ''particle'' in the context of this paper is a small parcel of water with an associated clearly defined tracer concentration. The observed streamflow hydrograph after storm rainfall is usually composed of preevent and event water, and their ratio depends on initial storage conditions and precipitation intensity characteristics. For example, if no water is in storage (a hypothetical case), then any measurable hydrologic response has to be event water and thus equals the water transit time distribution. In any other case, preevent water will be mobilized together with event water en route to the outlet and the sampled mixture will represent, at any given time, the distribution of ages of the water. Only when the system is in steady state (inflow balances outflow and thus storage does not change) will the catchment exhibit a timeinvariant transit time distribution. We therefore need to be able to track not only the time-varying nature of water transit times but also the variations in hydrologic response. We will explain in section 2 how this can be accomplished by means of a low-dimensional time-variable transfer function modeling approach that is able to yield highly irregular and rapidly changing transit time distributions.
[8] If sufficiently long time series data are available for a given study site, applying this method will generate an ensemble of water transit time distributions (TTD) and associated hydrologic response functions (HRF). Each of these functions has a certain probability of occurrence and their combined distribution function represents a more realistic catchment descriptor to study similarities between catchments or landscape/climate controls on water transit time. We introduce the concept of the master transit time distribution (MTTD) and associated master hydrologic response function (MHRF) as new catchment descriptors. The name ''master transit time distribution'' was chosen in the tradition of such catchment response descriptors as the ''master recession curve'' which is also assembled from multiple parts of streamflow observations in order to reflect the general response behavior of a catchment. Convergence of the master functions will have been reached once the addition of further TTDs or HRFs will not significantly alter their shape. However, such a situation might never occur because of model uncertainty, data quality, climate and land use change, and other causes of nonstationarity. Of course, for short time series the true MTTD and MHRF will remain unknown.
[9] In section 2.1 we develop a new method to estimate the time variability of the hydrologic response function and the associated transit time distributions. The method is developed for conservative tracers (such as stable water isotopes) but could be extended for radioactive or nonconservative tracers, by accounting for radioactive decay or chemical transformations. In section 2.2 we explain how to derive the MTTD and MHRF from these time-varying functions. In section 3 we apply these methods to hydrologic and isotopic data from two experimental catchments: Marshall Gulch near Tucson, Arizona, and Rietholzbach, Switzerland. These two catchments represent different climate regimes and associated hydrological regimes, and form a good test of the applicability of the proposed method. From our analysis of the amount and timing of water volume flux in precipitation and streamflow we derive the MHRF for both catchments. Then a similar analysis of the amount and timing of tracer flux (isotope concentration) in precipitation and streamflow allows us to determine the MTTD for both catchments. Similarities and differences between the MHRF and the MTTD as well as between the response behaviors of the two catchments are discussed. Since water fluxes that leave the catchment via evapotranspiration are not modeled as part of the transfer function method it is a prerequisite to reliably estimate time series of effective precipitation amounts as model input. Therefore in Appendix A we discuss a simple water balance model to estimate the effective precipitation during and after rainfall or snowmelt During and shortly after rainfall or snowmelt, incoming water is partitioned into losses (due to interception, evaporation, transpiration, and recharge to deeper regional aquifers), subsurface storage and runoff. The amount of incoming water that is not lost from the catchment is herein referred to as effective precipitation (see Appendix A for a discussion of a simple water balance model used in this study to estimate effective precipitation). Area-normalized effective precipitation,
], causes both a hydrologic response (due to pressure propagation or the activation of specific flow paths) that sustains or increases streamflow at the outlet of the flow system, as well as a particle response displacing water particles along the active surface/subsurface flow paths via advection, diffusion and other mass transfer processes. Assuming a time variable hydrologic response function, g hjt (can be thought of as a time variable instantaneous unit hydrograph), the areanormalized volume V outjmod [L] flowing out of the catchment at time t can be modeled:
with being the lag time between water input impulse and output response. It is important to remember that the volume of water exiting the catchment results partly from the newly introduced event water and partly from the pressure response and the activation of stored water via previously inactive flow paths. It is therefore a mixture of event and preevent water. If we accept that the hydrologic response function does not necessarily resemble the transit time distribution then it follows that the amount of stored water in the catchment is changing in time. Now, if we know the volume of water leaving the catchment and its tracer concentration we can use this knowledge to investigate the storage state of the catchment. In the following we will divide the time that water spends in a catchment into two parts. The first part describes how long it takes the entering water to transit through the catchment on its way to a final mixing storage. The second part describes the time that water spends in the mixing storage. When water arrives at the mixing storage it will mix with water inputs from earlier events and alter the tracer concentration in the mixing storage. The water that will be released to the stream with the next hydraulic activation (which is controlled by the hydrologic response function) will then exhibit that modified tracer concentration. Furthermore, it is assumed that the transit time between the mixing storage and the catchment outlet is infinitesimally small, once water is released through hydraulic activation. Therefore, at time t, the outflow volume has a tracer concentration that is affected by the tracer concentration of stored preevent water and the tracer concentration of a certain amount of event water.
[11] The time it takes for a given fraction of P eff to reach the mixing storage depends on the transit time distribution for particle transport, g pjt (basically the transit time distribution that exists at the time the water entered the system until it flows into the mixing storage). Therefore, the areanormalized tracer mass [M L À2 ] that reaches the mixing storage is given by
with t Ã indicating the time to the mixing storage. This mass is added to the mass already in store, M(t À 1), assuming perfect and instantaneous mixing (see section 4.4). Likewise, the volume of P eff that is added to the stored water volume is
[12] The tracer concentration in the mixing storage at t Ã therefore is found as
where V(t À 1) is the stored volume at the previous time step. The tracer mass mobilized at t is now given by
with V outjobs being the observed outflow at the catchment outlet. This tracer mass efflux contains water particles of different transit times, and is thus affected by a large number of transit time distributions associated with past (and present) individual water input events. Unraveling (deconvolving) each of these transit time distributions requires tracing the fate of these individual water input events and will be discussed in section 2.2. Finally, the tracer concentration entering the stream is given by c out ðtÞ ¼ M out ðtÞ V outjobs ðtÞ :
[13] This is the tracer concentration that is effectively observed in the streamflow at the outlet of the catchment. Because of this efflux of water and tracer between t Ã and t (conceptually an infinitesimally small time step), the stored water volume and tracer mass (and thus the tracer concentration of the stored water) needs to be corrected as follows:
cðtÞ ¼ MðtÞ=V ðtÞ:
[14] A special case can be considered when there is not sufficient water in the mixing storage to support the entire hydrologic response at time t (i.e., V outjobs (t) > V(t À 1) þ V(t Ã )). In this case, the mixing storage will be completely emptied and the outflow concentration will be composed of the particles that were just transported to the mixing storage and the previously stored water :
c out ðtÞ ¼ M out ðtÞ=V outjobs ðtÞ:
[15] This situation can serve as a validation whether the initial mixing storage volume V(1) was set to an appropriate value. V outjobs is known, V outjmod is modeled and should for no time step be reported smaller than V outjobs after the model has run. If this is the case, the initial mixing storage volume was likely chosen too low.
Estimation Procedure
[16] This theoretical framework forms the basis of a method to estimate the variable transit time distribution of water to the mixing storage, g pjt (and associated variable hydrologic response function, g hjt ) in a variable flow system. Required data are fluxes of rainfall and/or snowmelt and tracer concentrations, as well as the flux of water leaving the catchment (e.g., as streamflow) and its tracer concentration. Good candidates for use as conservative tracers are the stable isotopes of water, measured as d
18
O and dD. Using these data, the time-variable transfer functions, g pjt and g hjt can be estimated using a moving window approach. Within a time window of given length, the unknown parameters of the transfer functions are estimated from rainfall-runoff and input-output isotope concentration data and assigned to all time steps within the window. The window is then shifted by one time step and the estimation procedure is repeated. If a time step has already an assigned parameter value, the average of both values replaces the old value. Please refer to section 4.4 for more information about selecting the appropriate size of the moving window that both captures as much short-term variability as possible while also incorporating enough data points per transfer function to uniquely identify its shape and minimize errors.
[17] We tested the following theoretical transfer functions to represent the hydrological response and water transit time to mixing storage distribution: the exponential distribution [Małoszewski and Zuber, 1982] with rate
[18] The gamma distribution [Kirchner et al., 2000; Godsey et al., 2010] with shape parameter (dimensionless) and scale parameter (¼ mTT/) [T]:
and the advection-dispersion model (ADM) [Małoszewski and Zuber, 1982] with mean transit time mTT [T] and dispersion parameter D (dimensionless) :
[19] By specifying the shape parameter in the gamma distribution and the dispersion parameter in the ADM, each of these three transfer functions has only one free parameter that defines the distribution and thus the mean (see section 4.4).
[20] Given rainfall-runoff and associated tracer data, one can now estimate the mean hydrologic response time (mHRT) and mean transit time (mTT) that best represent the observations within the moving window, given any one of the theoretical transfer functions. The optimization criterion used here is the modified Kling-Gupta efficiency (KGE 0 ) [Gupta et al., 2009; Kling et al., 2012] :
[21] It measures the Euclidian distance in a 3-D space where the correlation coefficient r is on one axis, the variability ratio ¼ ( mod / mod )/( obs / obs ) is on the second axis and the bias ratio b ¼ mod / obs is on the third axis. KGE 0 scores range from 1 (representing a perfect fit) to À1. We apply a downhill simplex optimization algorithm [Nelder and Mead, 1965] until the best fit with observations, expressed as the KGE 0 statistic is obtained. In section 3 we will test which one of these transfer functions works best with the hydrologic and isotope data from our test sites.
Construction of the Master Transit Time Distribution
[22] Application of the above-described modeling procedure yields, at each time step, time-variable hydrologic response functions (g hjt ) and transit time distributions to mixing storage (g pjt ), characterized by the variable mean hydrologic response time and mean time that water particles need to reach the mixing storage. The overall transit time distribution (TTD) of individual water input events can now be determined from these time variable functions. This is best done using a forward modeling approach in which P eff that enters the catchment at each time step is first traced into the mixing storage, using equation (3), and then observed in the mixing storage until it is evacuated from that storage (proportional fraction of M out (t) from equation (5)). Botter et al. [2011] developed a comparable method that routes precipitation directly into storage (without using a TTD that characterizes the changing water flow paths to storage).
[23] The irregular shape of each TTD can only be determined within the finite observation period, since it requires a detailed record of water volume inflows and outflows of the system. In order not to truncate the TTDs that reach beyond the observation period (and artificially shorten their mTTs) we assume that their tails follow a gamma distribution. This way the remaining water can leave the catchment and contribute to the determination of the mTT. Once all the individual TTDs are identified, we can combine them into the master transit time distribution (MTTD) of a given catchment. The MTTD represents the probability density that a given transit time can be observed in a specific catchment. It is not the impulse response function of an individual event.
[24] The MTTD is obtained by superimposing all individual TTDs that are identified during the observation period. Each TTD has a specific shape and is related to a specific precipitation event. Whether this precipitation event is large or small defines the impact that its related TTD has on the overall shape of the MTTD. This means that it is necessary to weight the TTD by its associated effective precipitation event size (mass conservation). Once this is accomplished, all TTDs are superimposed and summed. Subsequently, the resulting curve is normalized by the total amount of incoming tracer mass M in (AEM in ) (Figure 2 ):
where the subscript i indicates the TTD associated with P eff input at time step i, and N is the number of time steps in the observation period (e.g., N ¼ 365 if we have daily observations of water inputs for one year). The variable indicates the time axis of the TTD and MTTD and ranges from 0 to infinity (in theory). In this notation it is assumed that each TTD starts at the transit time origin and that the ordinate values of the individual TTD, appropriately weighted by means of P eff , are summed. Similarly, the master hydrologic response function is defined as
[25] The characteristic shape of the master distributions changes when more information is added (the longer the observation period becomes), but eventually, it may converge to a stationary function that comprises the response behavior to all possible hydrologic situations in the catchment. When the catchment itself undergoes change (e.g., climate change, or land use change) it is possible that these master distributions do not converge or that they change in time since the hydrological system is altered.
[26] The authors can provide a Matlab script to readers who would like to apply this method to their own data.
Application

Study Sites
[27] We selected two research catchments that have sufficient hydrologic and isotope data to test our method to estimate the MTTD. The first catchment is Marshall Gulch (MG) in the Santa Catalina Mountains near Tucson, Arizona (USA). Marshall Gulch is a 1.54 km 2 catchment southwest of Mount Lemmon, the highest peak in the mountain range. The elevation in the catchment ranges from 2200 to 2700 m AMSL. The average slope is 25
. The upper half of the catchment is underlain with granite bedrock while the lower half has schist as the dominant lithology. Soils are typically better developed on schist bedrock and have average depth of 0.80-1.20 m. On granite bedrock the soils have lower clay content, consistent with less extensive chemical weathering, and resulting soil depths are shallower at 0.50-1.0 m. The lower elevations are populated by Madrean pine-oak woodland, while the higher elevations have Madrean Upper Montane conifer-oak forest on north facing slopes and Rocky Mountain Aspen forest on south facing slopes. The MG research catchment is part of the Jemez River Basin-Santa Catalina Mountains Critical Zone Observatory, coordinated by the University of Arizona (for more details, see Chorover et al. [2011] ).
[28] The second catchment is Rietholzbach (RHB) in Switzerland. Rietholzbach is a 3.31 km 2 catchment situated in the hilly prealpine region of the Thur River. The altitude ranges from 682 to 950 m AMSL. The average slope is 12.5
. The parent rock types, mainly conglomerates and moraine material and the relief have produced a large variety of soil types [Germann, 1981] . They can be summarized in a group of less permeable gley soils (42% of the area, mainly in the lower parts of the catchment) and a group of more permeable regosols and cambisols (58% of the area, mainly on the slopes). Soil depth is strongly variable and ranges from about 50 cm at steep slopes up to 2 m in the valley bed. The area is sparsely populated, primarily used as pastureland (67%) and about 25% is forested. For more information, see http://www.iac.ethz.ch/groups/seneviratne/research/rietholzbach/overview.
Hydrologic and Isotope Data
[29] The Surface Water Hydrology group of the University of Arizona, Tucson (USA), established MG as a research (4), and divide the result by the total volume or total mass (5). catchment in 2006 [Lyon et al., 2008] . Intensive hydrologic and isotope data collection started in 2007 . Precipitation bulk samples are collected at three different locations (Figure 3) . At each location, two collectors are emptied every 5 to 7 days. At a fourth location, outside of the catchment on top of Mt. Lemmon, an autosampler is installed during the summer monsoon season to collect rain samples during storm events. In case the sampling mechanism is not triggered during a storm (rainfall intensity does not exceed a given threshold), a daily sample from the rain gauge is collected. In 2006-2007 three clusters of three tipping bucket rain gauges monitored the amount/intensity of rainfall. Three additional clusters were added in 2008. The clusters are distributed within the catchment to sample spatial variability due to different local aspects and slopes. Two of the clusters are situated on south facing slopes, two near the main channel and the remaining two on north facing slopes. A snow lysimeter was installed in November 2009 to measure snowmelt rate and collect snowmelt samples for isotope analysis. Snowmelt is collected in pans and routed to a tipping bucket rain gauge and eventually in a collector from which samples were drawn automatically using an ISCO autosampler. Streamflow samples are taken daily by means of an autosampler. During large runoff events triggering water levels measured by a pressure transducer allow sampling at shorter time intervals to capture the rising and falling limb of the hydrograph. All the water samples are analyzed for d 18 O and d 2 H with a DLT-100 Laser Spectrometer for liquid water stable isotopes . The precision of measurements using this equipment is reported to be 60.37% VSMOW and 60.12% VSMOW for d
H and d
18 O, respectively . A weir with derived stage-discharge relationship measures continuous streamflow using a water level logger (HOBO U20-001-01 pressure probe with accuracy of 60.3% FS). The mean annual outflow in MG is 16 L s À1 with peak flows of up to 2600 L s À1 (mostly caused by sudden snowmelt events in December and January). In drier years or when the monsoon season starts relatively late, the stream in MG can be considered ephemeral; however, under wetter conditions it is flowing perennially. Annual average rainfall is about 800 mm of which 320 mm runs off (Figure 4) . Ajami et al. [2011] estimated mountain block recharge to be on the order of 2-3% of total incoming precipitation. 18 O using mass spectrometry [Vitvar and Balderer, 1997] . The uncertainty of mass spectrometric measurements of d
18
O is reported as 60.10% VSMOW. On average the catchment receives 1600 mm of rainfall, which is partitioned into 1040 mm of streamflow and 555 mm of evapotranspiration [Koenig et al., 1994] .
Modeling Results
Hydrologic Response Modeling
[31] Appendix B describes how the water balance model presented in Appendix A was applied to both research catchments. A moving window of 2 days was used for both MG and RHB to estimate the time-varying mean of the hydrologic response function (HRF). Figure 5 shows the results of the streamflow simulations obtained with equation (1). In MG, mean hydrologic response time (mHRT) varies widely (up to over 4000 days). The RHB hydrologic response is not that variable and does not produce HRFs with mHRTs longer than 1000 days. The KGE 0 for the entire observation period is 0.80 for MG and 0.81 for RHB. Such efficiencies are slightly higher than the ones assuming a constant unit hydrograph model (MG: 0.77 and RHB: 0.75). For both catchments a gamma distribution with fixed shape parameter was used to convert the time series of P eff into streamflow. Different values of shape parameters (ranging from 0.25 to 1.0) were tested, the best overall fit for MG was achieved with ¼ 0.5, and for RHB with ¼ 0.75 (see section 4.4 for justification for the use of a fixed shape parameter). In Appendix C we test whether our method with moving window is able to reproduce synthetically generated variable mHRTs.
Transit Time Modeling
[32] With these results in hand, we can now apply the same moving window method to estimate the time-varying mTT to the mixing storage. In this case a wider moving window is required, since the water particles often propagate more slowly than the hydrologic impulse. Moreover, the isotope observations are at a lower temporal resolution. The influence of window size was assessed (see section 4.4 for discussion), a window of 20 days was used for MG and a window of 40 days was used for RHB. Figure 6 presents the results of the isotope concentration simulations with equations (2)-(6). In MG, mTT varies widely and there is no apparent seasonal pattern. In contrast, in RHB, mTT does show a seasonal pattern being longer during summer and winter and shorter during spring and fall. Again, modeling accuracy is measured with the modified Kling-Gupta efficiency. Over the entire observation period the best KGE 0 is obtained using the gamma function with shape parameter ¼ 1 (i.e., the exponential model) for both catchments (MG: 0.43; RHB: 0.57). For each catchment we tested three other theoretical transfer functions and obtained slightly lower efficiencies (Figure 6 ; MG: 0.40 and RHB: 0.50 for gamma distribution with ¼ 0.5; MG: 0.41 and RHB: 0.45 for advection-dispersion model with D ¼ 1.0; MG: 0.38 and RHB: 0.46 for advection-dispersion model with D ¼ 0.5). As mentioned in section 2.2, the individual time-varying TTDs for each time step need to be determined from a forward modeling procedure tracing P eff events to the mixing storage and also keeping track of them in the mixing storage using their respective isotope concentrations. Figure 8 compares the MHRF and MTTD for Marshall Gulch. It is clear that the MHRF is a monotonously decreasing function, indicating that the shortest hydrologic response times have the highest likelihood to be observed. In contrast, the MTTD displays a maximum probability density at intermediate transit times. Figure 9 shows the MHRF and the MTTD for the two study catchments. The mean of the MHRF for Marshall Gulch is 360 days while the mean of the MTTD is 519 days. In comparison, the mean of the MHRF for Rietholzbach is 144 days and the mean of the MTTD is 483 days (more similar to the mean MTTD of Marshall Gulch). The MTTD of Marshall Gulch appears to be more variable with more and higher peaks throughout the distribution. The MTTD of Rietholzbach is more evenly distributed and therefore less variable. Figure 10 contains the cumulative distribution functions. They provide information about how much water from a precipitation event is still present in the catchment after a certain time. For instance, after 65 days on average 12% of the incoming water will have left RHB but already 20% will have left MG; after 315 days 47% of the incoming water will have left both catchments. Then the situation reverses and RHB loses water faster; after 525 days 56% of the incoming water has left MG but already 62% has left RHB. [34] We performed model runs with both d
18 O and dD to compare the results and test whether they yield similar mTTs, and no differences in the mean of the MTTD were observed. A previous study showed that the use of d 18 O and dD resulted in differences in hydrograph separation between event and preevent water. In that study, differences between the uses of both stable water isotopes resulted from unresolved spatial variability across the catchment. In our study, we use an extensive monitoring network that reduces uncertainty due to spatial variability. HEIDBÜCHEL ET AL.: MASTER TRANSIT TIME DISTRIBUTION W06520
Impact of Isotope Measurement Error on Estimated mTT
[35] A comprehensive uncertainty analysis of our modeling approach needs to include uncertainty introduced by many sources, such as unaccounted spatial variability of precipitation input, error in the determination of effective precipitation, measurement error in water volume flux and tracer concentration (both in precipitation and streamflow), bias from low sampling frequency, unaccounted flow processes (e.g., storage bypassing overland flow), the lack of knowledge of the shape of the ''real'' transfer function, the assumption that this transfer function is smooth and the assumption that the shape of this function is time invariant and only its scale varies in time, among others. A detailed uncertainty analysis of this sort is out of scope for this article. However, here we want to address uncertainty related to isotope measurement error and its effect on the mean of the MTTD. . Master transit time distribution and master hydrologic response function for Marshall Gulch (dashed blue lines) and Rietholzbach (solid red lines). The MTTD for MG and RHB was derived from a gamma distribution transfer function with ¼ 1, the MHRF for MG was derived from a gamma distribution transfer function with ¼ 0.5, and the MHRF for RHB was derived from a gamma distribution transfer function with ¼ 0.75. Distribution means are indicated by vertical lines. Arrows indicate functional differences between the two catchments: MG reacts generally slower than RHB but with a higher fraction of event water (shorter dashed arrow). RHB reacts faster and with a higher fraction of preevent water (longer solid arrow). Note that the units for the linear axes of the inset are the same as for the larger logarithmic axes.
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[36] An initial assessment of the uncertainty related to the construction of the MTTD explores the parameter space by adding measurement errors to the time series of precipitation tracer concentration and streamflow tracer concentration in order to increase/decrease their respective variability. In one experiment we increased the variability of the precipitation input concentration (within the boundaries of measurement error: 60.37% for d 2 H) while decreasing the variability of the streamflow tracer concentration; this artificially dampens the catchment response and is therefore supposed to increase mTTs (establishing an upper bound for mTTs). In the second experiment we did the opposite by increasing the variability of streamflow tracer concentration while decreasing the variability of precipitation tracer concentration (representing faster catchment response and establishing a lower boundary for mTTs). Results indicate that increasing the variability of precipitation while decreasing the variability in the streamflow increases the average volume-weighted mTT over the entire modeling period by about 11.2 h. Individual mTTs may vary a lot more, but the few really high deviations are all associated with small precipitation volumes and therefore their contribution to the overall mean is minimal. The same holds true when decreasing the variability of precipitation while increasing the variability in the streamflow: the average volume-weighted mTT decreases by 12.5 h.
[37] In order to decrease uncertainty especially during periods of slow flow and long mTTs, one could combine our method that better captures short-term variability with methods utilizing radioactive tracers that are especially suitable for the detection of waters with very long mTTs [see, e.g., Stewart et al., 2010; Morgenstern et al., 2010] .
Discussion
[38] The complex and highly nonlinear nature of hydrological processes requires innovative approaches of hydrologic modeling and catchment characterization. We have developed a general method that uses water volume flux information as well as tracer mass flux information in order to differentiate between the hydrologic response time of a catchment and the transit time of water in the catchment. Combined knowledge of both these functions yields useful information on catchment hydraulic properties, catchment hydrologic processes and catchment water storage dynamics. Here we discuss some important aspects of our work.
Interpretation of Individual TTD and HRF
[39] The HRT is a property that is related to the catchment (i.e., it describes how fast a catchment reacts to a precipitation event), whereas TT relates to individual water particles and basically marks their ''age'' when they exit the catchment. The only instance that HRT and TT are identical is when there is no stored water in the catchment prior to an event that produces runoff or when the catchment is temporally impervious and the mixing storage is bypassed (e.g., when the soil is frozen or hydrophobic after a long drought). In most other cases, preevent water will affect HRT (because of existing antecedent moisture content and more rapid activation of fast flow paths). Therefore, in theory, a larger difference between HRT and TT indicates a larger amount of water stored in the subsurface prior to the event. However, sometimes threshold behavior can weaken this relationship. Assume a catchment that has some stored water in the subsurface and receives precipitation input that causes increased subsurface flow path connections across the catchment because it exceeds a given threshold [e.g., McNamara et al., 2005; Tromp-van Meerveld and McDonnell, 2006; Jencso et al., 2009; McGuire and McDonnell, 2010] . This situation will trigger outflow from the mixing storage and cause short HRTs but not necessarily short TTs (since the outflowing water could be predominantly preevent water). If the precipitation event does not exceed that threshold and therefore does not cause connectivity, then both HRT and TT become rather long (without the amount of stored water in the subsurface being necessarily much smaller). Nevertheless, in general the observation holds Figure 10 . Comparison of cumulative density functions of MHRF and MTTD in Marshall Gulch and Rietholzbach. After 65 days, on average 12% of the incoming water will have left RHB, but 20% will already have left MG. After 315 days, 47% of the incoming water will have left both catchments; after 525 days the storage situation has reversed, with 56% of the incoming water having left MG but 62% already having left RHB.
that larger subsurface water storage causes bigger differences between HRT and TT.
[40] The temporal patterns of mHRT and mTT in MG and RHB (as seen in Figures 5 and 6 ) reveal information on the changing response behavior of the two sites. Variations are much larger in the semiarid MG and they do not follow an obvious seasonal cycle like they do in the humid RHB. The year 2007 was a rather wet year in MG with a strong monsoon season that led to very short mHRTs and mTTs because of the frequent activation of shallow subsurface flow and macropore flow. During 2009 MG experienced a very dry period with little snow in the winter and an almost nonexistent monsoon season. This resulted in an increase in both mHRT and mTT with the mTT reaching an upper boundary value, the dominant flow process being base flow for almost the entire year. The fact that the difference between the magnitude of mHRTs and mTTs is larger in RHB than it is in MG is caused by the larger storage volume in RHB: a large storage volume decreases mHRTs (enhanced pressure propagation) but increases mTTs (larger mixing volume).
[41] When inspecting one of the individual TTDs presented in Figure 7 , it is important to acknowledge that these are derived from the perspective of the precipitation event.
If we take a sample from the stream and plot a distribution of the ages of that water for the same time step, then this distribution will likely look very different. The TTD of individual stream water samples is referred to as the ''reverse TTD'' [van der Velde et al., 2010] or the ''TTD conditional on exit time'' . The numerous peaks that are observable in Figure 7 in each of the three individual TTDs are produced by events that activate previously stored water. Two of the TTDs belong to events that are only 24 h apart (21 July and 22 July) which makes them subject to almost the exact same postevent conditions. This fact can be observed in the only slight shift between the two distributions and it stresses the importance of postevent conditions on controlling the fate of event water. The TTD from the event on 21 July 2007 shows an interesting feature. There is apparently only very little water from the event leaving the catchment one day after the event took place. The water basically ''gets stuck'' in the catchment, i.e., it infiltrates into the upper soil layer and gets trapped there (e.g., by capillary forces). Only when the next event begins on 22 July 2007 does the water become reactivated and discharges from the catchment. The TTD from the event on 2 December 2007 is also plotted in Figure 7 in order to show a TTD from an event that exhibits very active fast flow paths right from the beginning, causing a large fraction of event water in the immediate outflow. This event was triggered by exceptionally high precipitation intensities resulting in the activation of faster flow paths (e.g., macropore flow, infiltration excess overland flow).
Interpretation of MTTD and MHRF
[42] The shape of the MHRF informs us about the general hydrologic response behavior of a catchment. For instance, if a catchment generally reacts quickly to a precipitation event, then the MHRF is skewed toward the shorter HRTs. A bimodal distribution of the MHRF, with peaks at both very short and very long hydrologic response times, points toward a strong seasonal variability of different dominant flow paths. Examining the MTTD together with the MHRF (by plotting both onto one graph like in Figures 8 and 9 ) reveals some of the general storage dynamics of the catchment. The shape of the MHRF is very different from the shape of the MTTD because usually hydrologic response is much more rapid than particle response in the same catchment. The maximum volume of water leaving the catchment in response to a precipitation event can be observed during or right after an event. In contrast, the maximum volume of water from that precipitation event reaches the outlet much later. In this sense, at early times the value of the MTTD represents the probability of event water whereas the difference between the MHRF and the MTTD values at early times represent the probability of preevent water that is derived from the mixing storage and is therefore older than the event water. In Figures 8 and 9 the difference in probability density between the MHRF and the MTTD at the short response times indicates that those rapid hydrologic responses have a high ratio of preevent versus event water. The age of the preevent water must exceed the HRT it is associated with (since only for the event water fraction is TT equal to HRT).
[43] The MHRF and the MTTD cross at a point in time that marks the age of the (on average) youngest preevent waters. That means in both catchments preevent water is on average older than 30 days (Figure 9 ). This crossover point can be considered a characteristic time scale of hydrologic catchment response since it is a direct result of the interaction of general weather patterns, storage size and dynamics and predominantly active flow paths. The age of the preevent water is furthermore related to the transit times when the MTTD probability density exceeds the MHRF probability density (indicated in Figure 8 by the area labeled ''preevent water pulses'' on the right side). These are pulses of stored water that are mobilized with faster hydrologic responses.
[44] The seemingly high mean of the MHRF in MG (360 days) is due to the very long dry periods in spring and fall when streamflow is mainly derived from groundwater storage. It is interesting to compare this with the mean of the MHRF for RHB (144 days; Figure 9 ). Because this humid catchment receives rainfall throughout the year, the mean of the MHRF is shorter, reflecting catchment water storage that is more often closer to full capacity and the very frequent excitation of streamflow response to P eff input. In contrast, the mean of the MTTD is more similar (483 days) to the one derived for MG (519 days). Even though water is being activated to flow out of storage more frequently and more quickly in the humid catchment, the average transit time of the water is quite similar to that in the semiarid catchment. This is mainly because total stored water volume is higher in RHB ($1500 mm) than in MG ($600 mm; see section 4.3). Both catchments are of similar size and have quick subsurface flow as their dominant runoff generation mechanism. Soils are generally deeper in RHB and runoff coefficient is higher, such that the resulting average transit time of water through subsurface storage is about the same as in MG with shallower soils but much less P eff .
Water Storage Dynamics
[45] An interesting aspect of our transit time modeling is that it also keeps track of the state of water storage in the W06520observed catchment. This is accomplished by identifying variable hydrologic response and particle response separately. Strictly speaking, there are two storage compartments in the catchment. First, there is the water in transit that has entered the catchment and is flowing through the system following a specific TTD (g pjt ) before it reaches the mixing storage. Second, there is the water that has entered the mixing storage where it mixes with previously stored water. Only the latter can be released from the catchment with the hydrologic response. The total volume of water in the catchment (MG $600 mm; RHB $1500 mm) is the sum of water in mixing storage and water in transit. Precipitation events can cause both an increase and a decrease in water volume in both storage compartments, depending on how (dis)similar the two transfer functions (HRF and TTD) are. For example, if an event causes rapid activation of preevent water by establishing hydrologic connectivity throughout the catchment then the amount of water in the mixing storage is likely to decrease (in this case mHRT and mTT will be very dissimilar). Yet, if this threshold behavior is not triggered then the event water might just be added slowly to the mixing storage and neither event water nor preevent water will be released immediately (in this case mHRT and mTT will be more similar). Figure 11 shows the water storage dynamics in the two catchments. The mixing storage in both catchments fluctuates around an average value ($250 mm in MG; $750 mm in RHB) indicating the dynamic storage between maximum and minimum storage states. When starting the model, an initial mixing storage filling is required. We recommend running the model with an a priori estimate of initial storage and compute how storage evolves over time. Both storage compartments will eventually approach (and fluctuate around) an average value that can be used to identify a new initial value to rerun the model. A good approximation for the initial tracer concentration in the mixing storage is the average tracer concentration of the streamflow. Determining an initial storage filling will decrease most warm-up effects that time-invariant methods have to deal with [see Hrachowitz et al., 2011] .
Assumptions and Limitations
[46] One of the assumptions of our method is that the flow system is linear but that it can vary in time. This variation in time is introduced to capture and reproduce at least some of the observed nonlinear behavior. In the model, all incoming precipitation is routed to a mixing storage component in order to be able to account for differences between catchment hydrologic response times and water transit times. In the mixing storage perfect mixing of all incoming waters is assumed. In reality, mixing may not occur in subsurface storage but is perceived once sampled in surface waters. If perfect mixing is not achieved then the outflow tracer concentration will be more variable than expected under the model assumptions. That might cause an underestimation of mTTs in the model because the model will try to compensate for the lack in tracer variability by routing water faster through the system. The procedure disregards any direct contribution of overland flow, macropore flow [Anderson et al., 1997; Uchida et al., 2001] or direct precipitation that does not pass through the mixing storage, leading to modeled tracer outflow that is a bit too smooth and lacks some of the short-term variability. This assumption is deemed acceptable for the sake of modeling simplicity, but can be relaxed in later work by introducing a direct flow component that bypasses the mixing storage. This may be particularly important in overland flow dominated watersheds. In-stream transport and storage as well as processes related to hyporheic exchange are not disregarded in our approach although they are not Figure 11 . Dynamics of water storage in (top) Marshall Gulch (results for the four different g pjt functions) and (bottom) Rietholzbach. The MG catchment approaches an average mixing storage filling of 200-300 mm, with storage varying from 100 to 350 mm. The RHB catchment approaches an average mixing storage filling of 600 mm, with storage varying from 500 to 1000 mm. The solid black line shows the volume of water that is still transiting through the catchment on its way to the mixing storage (for the exponential g pjt function). The total volume of water in the catchment is the sum of water in mixing storage and water in transit (MG, $600 mm; RHB, $1500 mm). explicitly modeled either. The model simply considers the stream as the last part of the fully mixed catchment storage.
[47] The gamma and advection-dispersion transfer functions we tested had fixed shape parameters ( and D, respectively) and only the mean was allowed to vary in the model calibration procedure. In order to select the shape parameters we recommend to first run the model a number of times with different shape parameters. These test runs will give valuable information about which fixed transfer function shape parameter might work best for the observed location. A Monte Carlo-type calibration of the shape parameter would be desirable for the time-variant transfer function model but is not feasible at this point in time since one complete model run can take over an hour. Finally, the shape parameter values that produced the best overall model performance based on the KGE 0 were chosen. The best model performance was achieved when using a gamma function with ¼ 0.5 for MG and ¼ 0.75 for the RHB catchment, representing hydrologic response, and a gamma function with ¼ 1 (i.e., a simple exponential function) representing particle transport to the mixing storage for both catchments. However, the differences in model performance produced by some transfer functions with different shape parameters are relatively small (<0.01 KGE 0 ). Therefore it is not possible to select one of the shape parameters as the absolute best. We have tracked the KGE 0 for the four transfer function shapes and for every time step and found that at different times throughout the modeling period, different transfer function shapes yield the best results. Hence, the fixing of the shape parameters for both the hydrologic response and the particle response is not optimal. Shape parameters are known to vary with event characteristics [Hrachowitz et al., 2010] and preliminary results from an ongoing study indicate that relatively simple relationships exist that can link shape parameters to observed precipitation intensity and antecedent moisture conditions. We hope that in the future we can incorporate these relationships into our model. We do not recommend letting both transfer function parameters (scale and shape) vary freely in time.
[48] Truncation of the TTD leads to an underestimation of its mean value. Although there is no way to construct the complete TTD beyond the observation period, in order to minimize this underestimation we assume that the remaining water fraction leaves the catchment following a gamma distribution similar to the observed HRF determined for the same time step. Figure 10 can be used to estimate the fraction of water that is unaccounted for in the construction of the MTTD (it shows the fraction of water that has left the catchment after a certain amount of time).
[49] The estimation procedure utilizes a moving window of a specific size that does not vary in time. Ideally, the size of the moving window would change with the hydrologic conditions in the catchment. During periods with short response times the window should be narrow to capture the short-time variability, and during periods with longer response times a wider window is required because a larger fraction of the event response is detected later in the outflow. Of course, smaller windows also require good data density. We tested window sizes from 24 h up to 40 days and found that the hydrologic response was best modeled with a 48 h window in both MG and RHB (again based on KGE 0 values). These window sizes are rather narrow compared to the window sizes that were used for the determination of the particle response (see below). This resulted from the fact that there were frequent (hourly) values of precipitation and streamflow available. Moreover, gamma distributions with shape parameters equal to or less than 1 start out with the highest probability densities at very short response times and therefore much of the required information is captured in the immediate and very fast hydrologic response. The particle response was modeled with a 20 day window in MG (daily streamflow tracer samples) and with a 40 day window in the RHB catchment (one streamflow sample every 14 days). Generally, windows that are too narrow do not allow good characterization of time series variability, i.e., they may not include enough information to constrain the shape of the event TTD. Windows that are too wide do not yield any more information; they just use more computing resources and defy the concept of modeling variable TTDs since the best fit TTD within larger and larger windows becomes more representative for average flow conditions instead of describing smallscale variability (this might still be useful if seasonal variations are the main focus of research). Therefore, there is an optimal window size constrained at the lower end by data availability (sampling frequency) and the need to capture a substantial portion of the event responses. When we tested different window sizes we observed that KGE 0 values increased with increasing window size, but only up to an optimal width where further increasing the window size decreases KGE 0 values. [50] Finally, sampling frequency is directly related to mTT estimates. A model run with higher sampling frequencies and shorter time steps is more likely to capture the extreme values of tracer concentrations that might only be observable for a short period of time before they return to more average values. Therefore lower sampling frequencies cause bias toward longer transit times [Hrachowitz et al., 2011] .
Conclusion
[51] Isotope tracer hydrology has received a lot of attention recently because of technological innovations that make isotope analysis of water more affordable. Because of cheaper analyses, investigators are able to collect water samples more frequently, allowing for a more accurate characterization of hydrological response and water transit times. However, methods to interpret isotope time series in light of nonstationary and nonlinear hydrological response need to be further developed. In this paper we have outlined a general procedure to estimate the time variable hydrologic response and associated water transit time distribution. Our method is based on the acknowledgment that HRFs, which describe a catchment's reaction to precipitation events and which can be derived from water volume fluxes, and TTDs, which describe the fate of individual water molecules entering and leaving the catchment and which we determine via tracer mass fluxes, are different. This distinction yields information on both water storage dynamics and preevent versus event water fractions in the outflow. Furthermore, the inclusion of a mixing storage into the simple transfer function model allows for the construction of irregularly shaped TTDs that better reflect temporary activation and deactivation of dominant flow paths. The ensemble of time variable HRFs and water TTDs can be combined into master distributions that constitute fingerprints of dynamic catchment behavior, since they integrate all observed responses (and weight them by importance, e.g., flow contribution). The master distributions also characterize catchment storage dynamics and their effect on hydrologic and particle response. Therefore, information extracted from time-varying HRFs and TTDs is essential for developing meaningful descriptors of catchment response that can be used for catchment classification, determination of hydrologic response controls and prediction of biogeochemical processes.
Appendix A: Simple Model of Hydrologic Partitioning
[52] The water balance model to estimate P eff that is described below was designed to track the isotope concentration of input water to the catchment. It is able to remove water and hence isotopes via evapotranspiration and track back the lost water isotopes to the precipitation event that originally delivered them. In order to be useful for estimating variable TTDs as discussed in section 2.1, it is important to label each P eff event with the proper (measured) isotope composition. More traditional water balance models, such as the one developed by Carrillo et al. [2011] , are difficult to modify to allow this tracking of water particles. Though our approach is designed to remove the right amounts of tracer from the right event we do assume that water that has been added to the effective precipitation will not alter its isotopic composition in any of the catchment storages. Streamflow isotope samples from the two study sites fall on the same local meteoric water lines (with the same slopes). That tells us that evaporation does not play a big role in removing water from the storage. It is mostly losses due to transpiration and these losses do not alter the isotopic composition. Therefore we deemed it acceptable to neglect changes of isotopic composition from evaporation.
[53] The effective precipitation (P eff ) of any input of precipitation at the catchment scale is the volume of water that the streamflow at the outlet will consist of and hence is not lost to evaporation and transpiration processes during and after the precipitation event. It is assumed here that the P eff volume that results in streamflow at the outlet (either directly by the transported particles or indirectly by pressure wave displacement of preevent water) will eventually make it out of the catchment through channel flow.
[54] We estimate P eff using a simple nonlinear model of hydrologic partitioning at the catchment scale. Infiltration excess runoff (Q ieo ) will be produced when precipitation rates exceed the infiltration capacity of the catchment. The infiltration capacity is assumed to be constant and equals the saturated hydraulic conductivity of the soils, derived from in situ measurements of equilibrium infiltration capacity. Saturation excess runoff (Q seo ) is produced when the storage capacity of the soils is exceeded. The maximum storage capacity is estimated from average soil depth information and soil porosity. The storage dynamics of the catchment soils is modeled using a simple water balance approach. The amount of precipitation that infiltrates the soils (Q inf ) is estimated as Q inf ð tÞ ¼ PðtÞ À Q ieo ðtÞ À Q seo ðtÞ;
where P is precipitation rate, Q ieo is infiltration excess runoff and Q seo is saturation excess runoff at time t. Note that at any given time both runoff generation mechanisms can be active.
[55] The possible evapotranspiration (E pos ) that a rainfall or snowmelt impulse input can undergo is estimated as
where E pot is the potential evapotranspiration rate for the specific catchment and time of year. This function of time is prescribed from climatological data, but could easily be replaced by a more accurate estimation of E pot given meteorological observations and an appropriate method, such as the Priestley-Taylor approach [Brutsaert, 2005] . The parameter ! is defined as follows. We assume that there are two time thresholds that will influence the possible evapotranspiration. The first time threshold, referred to as the precipitation-evaporation threshold t TA , is defined as
[56] The logic for this equation is as follows: If a precipitation event at time t is followed by more precipitation events up to an amount of P T , we assume that all P will not be available for evapotranspiration as it is most likely pushed out of the root zone by the subsequent rainfall pulse. The second time threshold, referred to as the timeevaporation threshold t TT , defines a time after t for which infiltration water is again no longer available for evapotranspiration as it has percolated into deeper storage below the root zone, or is held by capillary forces that prevent it from evaporating in very dry soils. Consequently, the time parameter ! is either the time span between the current event time step and the time step when a given amount of additional precipitation has accumulated (defined by t TA ) or the time span when sufficient redistribution in the soil profile has occurred (defined by t TT ), whichever is shorter. The time-evaporation threshold is assumed to be 5 days, the precipitation-evaporation threshold is determined from calibrating the model with catchment runoff coefficients. The actual evapotranspiration (E act ) is now either the possible evapotranspiration E pos or the infiltrating precipitation amount Q inf whichever is smaller. The remaining amount of water in the root zone that does not evaporate (Q inf À E act ) is added to deep storage and is termed the deep percolation amount Q dpc . This volume of water is also no longer available for evapotranspiration and will be added to the P eff volume. After the estimation of E act at a given time step, E pot for subsequent time steps must be reduced by the E act amount (for the entire time span !). Otherwise the model could continue to evaporate water from the vadose zone although the potential for evaporation might already have been depleted.
[57] The following water balance represents the deep storage dynamics of the catchment:
SðtÞ ¼ Sðt À 1Þ þ ½Q dpc ðtÞ À Q drain ðtÞÁt;
with S the deep storage at time t, Át the time step of the model (e.g., 1 day), Q dpc the deep percolation volume and Q drain the base flow volume [Brutsaert and Nieber, 1977] : 
with the relative storage S rel ¼ act À res / sat À res (actual soil water content act ; residual soil water content res ; saturated soil water content sat ) accounting for residual and maximum storage amounts, a and b parameters of the nonlinear reservoir model used to drain the deep storage. Q drain has already been accounted for in the water balance as Q dpc and only serves to model storage dynamics. Losses to deeper groundwater (Q loss ) that do not end up in the streamflow at the catchment outlet are considered to be a constant fraction (f loss ) of Q dpc :
Q loss ðtÞ ¼ Q dpc ðtÞf loss :
[58] Finally, the P eff amount is given by P eff ðtÞ ¼ Q ieo ðtÞ þ Q seo ðtÞ þ Q dpc ðtÞ À Q loss ðtÞ:
Appendix B: Application of Water Balance Model to Test Sites E pot ðtÞ ¼ a þ bsin ½dðt À cÞ:
[60] Calibration is needed for the precipitation amount threshold P T and the loss fraction f loss as defined in Appendix A. We recommend first calibrating P T by visually comparing P eff with the observed outflow V outjobs . If the number and distribution of P eff input impulses match the responses in V outjobs (basically the peaks in the hydrograph), P T is correct. If there are more P eff input impulses than V outjobs responses, the value of P T has to be increased ; if there are less P eff input impulses than V outjobs responses, the value of P T has to be decreased. Once P T has been established, f loss can be calibrated by matching the total amounts of V outjobs and V outjmod . For MG this procedure suggests a precipitationevaporation threshold P T of 5 mm when assuming a timeevaporation threshold t TT ¼ 5 days and a loss fraction value f loss ¼ 0.02 (which is in accordance with calculations of Ajami et al. [2011] ).
[61] For the RHB catchment saturated soil hydraulic conductivities are reported to range from 4.7 mm h À1 at a depth of 60-100 cm up to 12.0 mm h À1 at the surface [Weiler and Naef, 2003 ] with a mean of k sat ¼ 8.4 mm h À1 . Saturated soil water content sat ranges from 0.4 to 0.5 with a mean value of 0.45, residual soil water content res ranges from 0.02 to 0.08 with a mean of 0.03. The seasonal pattern of potential evaporation was approximated similarly to the one in MG with a sine function and the same parameter values. This seems surprising, but the two evapotranspiration regimes between the two locations are indeed very similar (total amounts sum up to $550 mm yr À1 with peaks in summer and lows in winter; they are in line with lysimeter measurements in the RHB catchment, which yield an evapotranspiration value of 525 mm yr À1 ). After calibration P T was set to 5 mm (with t TT ¼ 5 days) and the value for f loss was set to 0.02.
Appendix C: Synthetic Experiment
[62] In order to show the applicability of the proposed moving window method to estimate variable flow dynamics, a synthetic experiment was set up. First, we produced a synthetic output time series (of streamflow) by convolving an observed input time series (of precipitation) with a series Figure C1 . Application of time-variable transfer function approach allows tracing the variable mean hydrologic response time in a synthetic experiment. Results are shown for a window size of 48 h.
Step function results are as good as the sine wave results (not shown).
of known transfer functions (variable HRFs, gamma distributions with ¼ 0.5). Then, the procedure was reversed and the synthetic output was used (instead of an observed output time series) to reproduce the already known time series of variable mHRTs. One of the synthetic time series is a sine function of mHRTs, ranging from 1 to 20,000 h, the other one is a step function alternating between 1, 100, and 20,000 h. The moving window method (with a window size of 24 h) is able to reproduce the variable mHRTs within a narrow range of error (see Figure C1) . The KGE 0 for synthetic response times versus modeled response times is 0.98; the KGE 0 for the resulting synthetic streamflow versus modeled streamflow is 0.97. The volume-weighted error between observed and modeled mHRTs is 2.7 h.
