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Abstract
In this paper a novel approach is presented for solving parameterized singularly perturbed two-point boundary value problemswith
a boundary layer. By the boundary layer correction technique, the original problem is converted into two non-singularly perturbed
problems which can be solved using traditional numerical methods, such as Runge–Kutta methods. Several non-linear problems are
solved to demonstrate the applicability of the method. Numerical experiments indicate the high accuracy and the efﬁciency of the
new method.
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1. Introduction
In the present paper, we consider the following singularly perturbed boundary value problem with a parameter:

dy
dx
+ f (x, y, ) = 0, x ∈ (0, 1], (1.1)
y(0) = A, y(1) = B, (1.2)
where  is a small positive parameter, A and B are given constants. Throughout this paper, we assume that
f (x, y, ) ∈ C3([0, 1] × R2),
(H)
f
y
(x, y, )a0 > 0, (x, y, ) ∈ [0, 1] × R2,
f

(x, y, ) = 0, (x, y, ) ∈ [0, 1] × R2.
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By a solution of (1.1)–(1.2) we mean a pair {y(x), } ∈ C1([0, 1] ×R), for which (1.1)–(1.2) is satisﬁed. Under these
assumptions, (1.1)–(1.2) has a solution y = y(x), in general, displays a boundary layer of width O() at x = 0 for >1.
Parameterized problems have been considered for many years. For a discussion of existence and uniqueness results
and for applications of parameterized equations see, [3–8] and references therein. Recently, problem (1.1)–(1.2) is
considered by Amiraliyev et al. in [1,2]. They give a ﬁnite difference scheme on a Bakhvalov mesh in [2] and a ﬁnite
difference scheme on a Shishkin mesh in [1].
Numerical analysis and asymptotic analysis are two principle approaches for solving singular perturbation problems.
Since the goals and the problem classes are rather different, these has not been much interaction between these
approaches. In the present paper, we propose a novel method which bridge these approaches. This approach is based
on the boundary layer correction technique. By constructing a modiﬁed problem with a boundary layer correction, the
original problem can be converted into two non-singularly perturbed problems which can easily been solved by using
classic numerical methods, such as Runge–Kutta methods.
The layout of this paper is as follows. The theoretical analysis of the problem is presented in Section 2. In Section
3, we construct a Runge–Kutta method associated with numerical integration for the problem. The uniformly valid
approximation and numerical results of several examples are given in Section 4. The last section is conclusion.
2. Asymptotic results
We are interested in solving problem (1.1)–(1.2) numerically for small values of . Upon setting  = 0 in (1.1), we
obtain the so-called reduced problem
f (x, y, ) = 0,
y(1) = B. (2.1)
From the assumption (H) and the Implicit Function Theorem it follows that there exist unique u(x) and 0 ∈ R
satisfying (2.1).
It is well known from the singular perturbation theory that over most of the interval [0, 1] the solution y = u(x)
approximates the solution of (1.1)–(1.2), but to satisfy the other boundary condition there must be a small region in
which the solution y =u(x) deviates greatly from that of (1.1)–(1.2). This region is usually referred to as the boundary
layer region.
Setting
 = 0 + 1, y = u(x) + v(),  = x/,
in (1.1)–(1.2), we obtain the boundary layer corrected equation
dv
d
+ f (, u() + v(), 0 + 1) + u′() = 0,
with the boundary condition
u(0) + v(0) = A.
Letting  = 0 we have
dv
d
+ f (0, u(0) + v(), 0) = 0, (2.2)
with the boundary condition
v(0) = A − u(0). (2.3)
Obviously, (2.2)–(2.3) has a unique solution v = v() with boundary layer behavior.
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Theorem 2.1. Under the assumption (H), the boundary value problem (1.1)–(1.2) has a unique solution {y(x), } ∈
C1([0, 1] × R) satisfying
y(x) = u(x) + v() + O(),  = 0 + O(),  = x/,
where u(x), v() and 0 are deﬁned as before.
Proof. Setting
y = u(x) + v() + R(x, ),  = 0 + r ,
in (1.1)–(1.2), we obtain

dR
dx
+ f (x, u + v + R, 0 + r) − f (x, u + v, 0) + u′(x) = 0, (2.4)
R(0, ) = 0, R(1, ) = −v(x/). (2.5)
We rewrite (2.4) in the form

dR
dx
= a(x)R + b(x)r + (x, R, r) − u′(x), (2.6)
where
a(x) = −f
y
(x, u + v, 0), b(x) = −f

(x, u + v, 0),
and the function (x, R, r) is continuously differential and satisﬁes
(x, 0, 0) ≡ 
R
(x, 0, 0) ≡ 

(x, 0, 0) ≡ 0, x ∈ [0, 1].
Considering the ﬁrst condition of (2.5), integrating (2.6) we have
R(x, ) = 1

∫ x
0
(b()r + (, R(, ), r) − u′()) exp
(
1

∫ x

a(t) dt
)
d,
from which, taking the second condition (2.5) into account, we get
r =
∫ 1
0 (u
′() − (, R(, ), r)) exp
(
(1/)
∫ 1
 a(t) dt
)
d − v(1/)
∫ 1
0 b() exp
(
(1/)
∫ 1
 a(t) dt
)
d
. (2.7)
Deﬁne a Banach space
E = {R|R ∈ C1([0, 1]), |R(x, )|< , R(0, ) = 0},
where  is a positive constant. It follows from the assumption (H) and the Implicit Function Theorem that for each
R ∈ E there has a r¯ = O() such that (2.7) is satisﬁed when r = r¯ .
Let us deﬁne the operatorT on E as follows:
TR(x, ) = 1

∫ x
0
(b()r + (, R(, ), r) − u′()) exp
(
1

∫ x

a(t) dt
)
d, x ∈ [0, 1].
For r = O(), it is easily to verify thatT is a contracting operator mapping E into itself.
Thus, we have proven that there has a unique pair {R(x, ), r} ∈ C1([0, 1]×R) satisfying (2.4)–(2.5). This completes
the proof. 
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Remark. From the above proof of Theorem 2.1, if the function f (x, y, ) is sufﬁciently smooth, for the parameters 
and the function y(x, ) asymptotic expansions of arbitrary order can be derived:
 =
∑
i0
i
i , y(x, ) =
∑
i0
(ui(x) + vi(x/))i ,
where u0(x) = u(x) and v0(x/) = v(x/).
Theorem 2.2. The solution of (1.1)–(1.2) has the following asymptotic expansion:
y(x, ) = u(x) + v¯() + O(),  = x/,
where
v¯() =
{
v(), 0T ,
0, >T, T =
1
a0
ln
|A − u(0)|

,
while v() is the solution of (2.2)–(2.3).
Proof. Considering Theorem 2.1, we only need to show
v() − v¯() = O(), 0< + ∞.
Noting that
dv
d
= −f (0, u(0) + v(), 0) = −f (0, u(0) + ϑv())v(), 0<ϑ< 1,
for the solution v() of (2.2)–(2.3), the following estimate holds:
|v()| = |A − u(0)| exp
(∫ 
0
−f (0, u(0) + ϑv(t)) dt
)
 |A − u(0)|e−a0, > 0.
For >T , we have
|v() − v¯()| = |v()| |A − u(0)|e−a0 < |A − w(0)|e−a0T = .
The proof of Theorem 2.2 is completed. 
Thus, by Theorem 2.2 the numerical computation of the boundary value problem (1.1)–(1.2) is converted into that
of the reduced problem (2.1) and that of the initial value problem (2.2)–(2.3) for 0T .
3. Numerical methods
Let the mesh 0 = x0 <x1 < · · ·<xN−1 <xN = 1 be arbitrary. Since  = x/ map interval [0,1] onto [0, 1/], let
i = xi/, then we obtain the corresponding mesh of interval [0, 1/]
0 = 0 < 1 < · · ·< N−1 < N = 1/.
To simplify the notation, let uNi and v
N
i denote the approximation of u(x) and v() at x = xi and i , respectively. The
approach of our method can be given in the following simple steps.
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Fig. 1. Numerical solution for Example 1 with  = 10−2.
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Fig. 2. Numerical solution for Example 1 with  = 10−5.
Algorithm.
• Step 1: Solving the reduced problem (2.1) using the following Newton’s iteration technique:
(k+1) = (k) − f (1, B, 
(k))
(f/)(1, B, (k))
, (3.1)
u
(k+1)
i = u(k)i −
f (xi, u
(k)
i , 
(k+1))
(f/u)(xi, u
(k)
i , 
(k+1))
, (3.2)
i = 0, 1, . . . , N; k = 0, 1, . . ., where (0) and u(0)i are the initial iteration values.
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Fig. 3. Numerical solution for Example 1 with  = 10−8.
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Fig. 4. Numerical solution for Example 1 with  = 10−15.
• Step 2: Solving the boundary layer correction problems (2.2)–(2.3). For i = 1, 2, . . . , N , if i > T , set vNi = 0,
otherwise, using an s-stage pth-order explicit Runge–Kutta method:⎧⎨
⎩
yn+1 = yn +∑si=1 biki,
ki = −hf (0, u(0) + yn + h∑i−1j=1 aij kj , 0), i = 1, 2, . . . , s,
ci =∑sj=1 aij , i = 1, 2, . . . , s,
(3.3)
to obtain the approximation vNi .• Step 3: Combining the two approximations
yNi = uNi + vNi . (3.4)
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Fig. 5. Numerical solution for Example 1 with  = 10−20.
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Fig. 6. Numerical solution for Example 1 with  = 10−25.
4. Examples
To demonstrate the applicability and efﬁciency of the method presented here, numerical experiments were performed
with non-linear singular perturbation problems with the left-end boundary layer.
Example 1. Consider the following non-linear problem:

dy
dx
+ y − e−y + (x + )e−1/ + e(xe−1/−e−x/) + e +  − 1 = 0, (4.1)
y(0) = 1, y(1) = 0, (4.2)
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Fig. 7. Numerical solution for Example 2 with  = 10−5.
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Fig. 8. Numerical solution for Example 2 with  = 10−8.
when  satisﬁes
( − )e−1/ + e +  − 1 = 0
(4.1) and (4.2) has the exact solution
y(x) = e−x/ − xe−1/.
Figs. 1–6 show the plots of solution for  = 10−2, 10−5, 10−8, 10−15, 10−20 and 10−25, respectively.
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Fig. 9. Numerical solution for Example 2 with  = 10−15.
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Fig. 10. Numerical solution for Example 2 with  = 10−20.
Example 2. Consider the problem [2]:

dy
dx
+ 2y − e−y + x2 +  + tanh( + x) = 0, 0<x < 1, (4.3)
y(0) = 1, y(1) = 0. (4.4)
Figs. 7–10 show the plots of numerical solutions by using the presented method and the uniform difference method
[2], for  = 10−5, 10−8, 10−15 and 10−20, respectively.
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5. Conclusion
A novel approach for solving parameterized singularly perturbed two-point boundary value problems has been
proposed. The key to the success of the new method is to convert the parameterized problem into an algebraic equation
and a ﬁrst order initial value problemwhich can be solved by conventional numerical methods. The technique presented
here is different from those developed by other authors. We apply classical Runge–Kutta method to solve the initial
value problems numerically. It is clear from the theoretical results in Section 2 that uniformly valid approximation can
be derived by using our method. Furthermore, numerical experiments indicated that the present method enjoys higher
accuracy when applied to problems with thin boundary layers.
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