Espaces métriques rationnellement présentés et complexité, le cas de l'espace des fonctions réelles uniformément continues sur un intervalle compact  by Labhalla, S et al.
Theoretical Computer Science 250 (2001) 265{332
www.elsevier.com/locate/tcs
Espaces metriques rationnellement presentes et complexite,
le cas de l’espace des fonctions reelles uniformement
continues sur un intervalle compact
S. Labhallaa;, H. Lombardib, E. Moutaia
aDept. de Mathematiques, Universite de Marrakech, Maroc, Morocco
bLaboratoire de Mathematiques, Dept. de Mathematiques, Universite de Franche-Comte, F-25030
Besancon cedex, France
Received April 1997; revised March 1999
Communicated by M. Nivat
Abstract
We dene the notion of rational presentation of a complete metric space, in order to study
metric spaces from the algorithmic complexity point of view. In this setting, we study some
representations of the space C[0; 1] of uniformly continuous real functions over [0; 1] with the
usual norm: kfk1=Supfjf(x)j; 06x61g. This allows us to have a comparison of global kind
between complexity notions attached to these presentations. In particular, we get a generalization
of Hoover’s results concerning the Weierstrass approximation theorem in polynomial time. We
get also a generalization of previous results on analytic functions which are computable in
polynomial time. c© 2001 Elsevier Science B.V. All rights reserved.
Resume
Nous denissons la notion de presentation rationnelle d’un espace metrique complet comme
moyen d’etude des espaces metriques et des fonctions continues du point de vue de la complexite
algorithmique. Nous etudions dans ce cadre dierentes manieres de presenter l’espace C[0; 1]
des fonctions reelles uniformement continues sur l’intervalle [0; 1], muni de la norme usuelle:
kfk1=Supfjf(x)j; 06x61g. Ceci nous permet de faire une comparaison de nature globale
entre les notions de complexite attachees a ces presentations. En particulier, nous obtenons une
generalisation des resultats de Hoover concernant le theoreme d’approximation de Weierstrass
en temps polynomial. Nous obtenons egalement une generalisation des resultats de Ko, Friedman
et Muller concernant les fonctions analytiques calculables en temps polynomial. c© 2001 Elsevier
Science B.V. All rights reserved.
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0. Introduction
Notons C[0; 1] l’espace des fonctions reelles uniformement continues sur l’intervalle
[0; 1].
Dans [15], Ker-I. Ko et Friedman ont introduit et etudie la notion de complexite des
fonctions reelles, denie via une machine de Turing a oracle.
Dans l’article [13], Hoover a etudie les presentations de l’espace C[0; 1] via les
circuits booleens et circuits arithmetiques.
Dans ces deux articles la complexite dans l’espace C[0; 1] est etudiee \point par
point".
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Autrement dit, sont denies des phrases comme:
 f est un P-point au sens de Ker-I. Ko et Friedman
 f est un P-point au sens des circuits booleens.
 f est un P-point au sens des circuits arithmetiques.
Ko et Friedman ont etudie les proprietes des P-points (au sens de Ker-I. Ko et
Friedman). Hoover a montre que les P-points au sens des circuits arithmetiques sont
les me^mes que les P-points au sens de Ker-I. Ko et Friedman.
Dans cet article, nous etudions dierentes presentations de l’ensemble C[0; 1] en
nous basant sur la notion de presentation rationnelle d’un espace metrique complet.
Ceci nous permet de faire une comparaison de nature globale entre les notions de
complexite attachees a dierentes presentations.
Apres quelques preliminaires dans la Section 1, la Section 2 contient essentiellement
une exposition de ce qui nous semble e^tre une problematique naturelle concernant les
questions de complexite relatives aux espaces metriques complets separables.
Usuellement un espace metrique contient des objets de nature innie (le paradigme
etant un nombre reel deni a la Cauchy), ce qui exclut une presentation informatique
directe (c.-a-d. codee sur un alphabet ni) de ces objets.
Pour contourner cette diculte, on procede comme il est usuel pour l’espace R. On
considere une partie dense Y de l’espace metrique considere X, qui soit susamment
simple pour que
 ses elements puissent e^tre codes comme (certains) mots sur un alphabet ni xe.
 la fonction distance restreinte a Y soit calculable, c.-a-d. donnee par une fonction
calculable:
 : Y Y N1!Q avec jdX (x; y)− (x; y; n)j61=2n
L’espace X appara^t alors comme le separe-complete de Y .
On dira que le codage propose pour Y et la description proposee pour la fonction
distance constituent une presentation rationnelle de l’espace metrique X .
Il est a noter qu’on n’envisage pas de traiter des espaces metriques non complets,
pour lesquels les dicultes de codage semblent insurmontables, et pour lesquels on ne
peut pratiquement rien demontrer de serieux en analyse constructive.
Pareillement les espaces metriques traites sont \a base denombrable" (on dit aussi
\separables").
Les espaces metriques etudies en analyse constructive (cf. [5]) sont tres souvent
denis via une presentation rationnelle de ce type, ou au moins faciles a denir selon
ce schema. Le probleme qui se pose est en general de denir constructivement une
partie denombrable dense de l’espace considere. C’est evidemment impossible pour
des espaces de Banach classiques non separables du style L1, mais justement, ces
espaces ne sont pas traitables sous leur forme classique par les methodes construc-
tives. Le probleme est plus delicat pour des espaces qui sont classiquement separables
mais pour lesquels il n’y a pas de procede naturel constructif qui donne une partie
denombrable dense. Par exemple c’est le cas pour un sous-espace ferme arbitraire d’un
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espace complet separable, et c’est encore le cas pour certains espaces de fonctions
continues.
La presentation en unaire et la presentation en binaire de Z ne sont pas equivalentes
du point de vue la complexite en temps polynomial. La presentation en unaire est une
presentation naturelle de Z comme groupe tandis que la presentation en binaire est une
presentation naturelle de Z comme anneau. On peut se poser des questions analogues
concernant les espaces metriques classiques usuels.
La premiere question qui se pose est la comparaison des dierentes presentations
d’un espace metrique usuel. Notez que la presentation usuelle de R est consideree
comme la seule naturelle et que c’est a partir de cette presentation de R qu’est denie
la complexite d’une presentation (Y1; 1) de X ou la complexite de l’application IdX
de (Y1; 1) vers (Y2; 2) lorsqu’on compare deux presentations distinctes de X .
La question qui se pose ensuite est celle de la complexite des fonctions continues
calculables entre espaces metriques. S’il y a une notion naturelle de complexite des
fonctions dans le cas des espaces compacts, la question est nettement plus delicate dans
le cas general, car elle renvoie a la complexite des fonctionnelles de type 2 arbitraires.
Une autre question est celle de la complexite d’objets lies de maniere naturelle a
l’espace metrique qu’on etudie. Par exemple dans le cas des reels, et en ne considerant
que la structure algebrique de R on est interesse par le fait que la complexite de
l’addition, celle de la multiplication, ou celle de la recherche des racines complexes
d’un polyno^me a coecients reels soient toutes \de bas niveau". Ce genre de resultats
legitime a posteriori le choix qui est fait usuellement pour presenter R, et les resultats
de nature inverse disqualient d’autres presentations (cf. [20]), moins ecaces que
la presentation via les suites de Cauchy de rationnels ecrits en binaire.1 De me^me,
un espace metrique usuel est en general muni d’une structure plus riche que la seule
structure metrique, et il s’agit alors d’etudier, pour chaque presentation, la complexite
de ces \elements naturels de structure".
Dans la Section 3, nous introduisons l’espace C[0; 1] des fonctions reelles uni-
formement continues sur l’intervalle [0; 1] du point de vue de ses presentations ra-
tionnelles.
La fonction d’evaluation (f; x) 7!f(x) n’est pas localement uniformement continue.
Vue son importance, nous discutons ce que signie la complexite de cette fonction
lorsqu’on a choisi une presentation rationnelle de l’espace C[0; 1].
Nous donnons ensuite deux exemples signicatifs de telles presentations rationnelles:
 Une presentation par circuits semilineaires binaires notee Ccsl, ou les points rationnels
sont exactement les fonctions semilineaires binaires. Une telle fonction peut e^tre
denie par un circuit semilineaire binaire (cf. Denition 3.2.1) et codee par un
programme d’evaluation correspondant au circuit.
 une presentation, notee Cfrac, via des fractions rationnelles convenablement
contro^lees et donnees en presentation par formule (cf. Denition 3.2.5).
1Neanmoins, le test de signe est indecidable pour les reels presentes a la Cauchy. On se contente d’avoir
en temps polynomial le test constructif: x + y>1=2n) (x>1=2n+2 ou y>1=2n+2).
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Enn nous etablissons des resultats de complexite lies au theoreme d’approximation
de Newman. En bref, le theoreme de Newman a une complexite polynomiale et en
consequence les fonctions lineaires par morceaux sont, chacune individuellement, des
points de complexite P dans l’espace Cfrac.
Dans la Section 4 nous denissons et etudions des presentations rationnelles
\naturelles" de C[0; 1], equivalentes du point de vue de la complexite en temps poly-
nomial:
 La presentation dite \a la Ko{Friedman", et notee CKF, pour laquelle un point ra-
tionnel est donne par un quadruplet (Pr; n; m; T ) ou Pr est un programme de machine
de Turing. Les entiers n; m; T sont des parametres de contro^le. Nous faisons le lien
avec la notion de complexite introduite par Ko et Friedman. Nous montrons une
propriete universelle qui caracterise cette presentation rationnelle du point de vue de
la complexite en temps polynomial.
 La presentation par circuits booleens qu’on note par Ccb et pour laquelle un point
rationnel est donne par un quadruplet (C; n; m; k) ou C code un circuit booleen et n,
m, k sont des parametres de contro^le.
 La presentation par circuits arithmetiques fractionnaires (avec magnitude) notee Ccaf .
Un point rationnel de cette presentation est donne par un couple (C;M) ou C est le
code d’un circuit arithmetique, et M est un parametre de contro^le.
 La presentation par circuits arithmetiques polynomiaux (avec magnitude) notee Ccap
analogue a la precedente, mais ici le circuit est polynomial (c.- a-d. ne contient pas
les portes \passage a l’inverse").
Nous montrons dans la Section 4.2 que les presentations CKF, Ccb;Ccsl;Ccaf et Ccap
sont equivalentes en temps polynomial. Ce resultat generalise et precise les resultats
de Hoover. Non seulement les P-points de CKF sont \les me^mes" que les P-points de
Ccap, mais bien mieux, les bijections
CKF!Ccap et Ccap!CKF
qui representent l’identite de C[0; 1] sont, globalement, calculables en temps polyno-
mial. Ainsi nous obtenons une formulation completement contro^lee du point de vue
algorithmique pour le theoreme d’approximation de Weierstrass.
Dans la Section 4.3, nous montrons que ces presentations ne sont pas de classe P
en etablissant la non faisabilite du calcul de la norme (si P 6=NP). Plus precisement,
nous denissons convenablement \le probleme de la norme" et nous demontrons qu’il
s’agit d’un probleme NP-complet pour les presentations considerees.
Pour ce qui concerne le test d’appartenance a l’ensemble des (codes des) points
rationnels, c’est un probleme co-NP-complet pour les presentations CKF et Ccb, tandis
qu’il est en temps lineaire pour la presentation Ccsl. Cette derniere est donc legerement
plus satisfaisante.
Nous denissons dans la Section 5 d’autres presentations de l’espace C[0; 1] a savoir:
 La presentation notee CW (comme Weierstrass) pour laquelle l’ensemble des points
rationnels est l’ensemble des polyno^mes (a une variable) a coecients rationnels
donnes en presentation dense.
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 La presentation notee Csp pour laquelle l’ensemble des points rationnels est
l’ensemble des fonctions polynomiales par morceaux, chaque polyno^me etant donne
comme pour CW.
 La presentation notee Csfrac est obtenue a partir de Cfrac de la me^me maniere que
Csp est obtenue a partir de CW.
Nous essayons de voir jusqu’a quel point le caractere de classe P de ces presentations
fournit un cadre de travail adequat pour l’analyse numerique.
Nous caracterisons les P-points de CW en etablissant l’equivalence entre les pro-
prietes suivantes: (cf. Theoreme 5.2.7):
(a) f est un P-point de CW
(b) la suite An(f) (qui donne le developpement de f en serie de Chebyshev) est une
P-suite dans R et verie une majoration:
jAn(f)j6Mrn avec M>0; >0; 0<r<1:
(c) f est un P-point de CKF et est dans la classe de Gevrey
Nous en deduisons une equivalence analogue entre (cf. Theorem 5.2.8):
(a) f est une fonction analytique et est un P-point de CW.
(b) f est une fonction analytique et est un P-point de CKF.
Un assez bon comportement de la derivation vis a vis de la complexite est obtenu
en montrant que pour tout P-point (ou toute P-suite) de CW la suite (ou la suite
double) de ses derivees est une P-suite de CW. Les calculs usuels sur les P-points
de CW (calcul de la norme, du maximum et de l’integrale d’un P-point de CW ou
de ses derivees) sont en temps polynomial (cf. Proposition 5.2.6, Theoreme 5.2.10 et
Corollaire 5.2.11). Dans le Theoreme 5.2.13 et son Corollaire 5.2.14, nous donnons
une version plus uniforme des resultats precedents.
Tout ceci ameliore sensiblement les resultats de [27, 16]. En outre nos preuves sont
plus conceptuelles.
Par ailleurs, ces resultats, combines avec le theoreme de Newman (dans sa version
precisee a la Section 3.3), montrent que le passage de la presentation par fraction
rationnelles Cfrac a la presentation par polyno^mes (denses) CW n’est pas en temps
polynomial. Le theoreme de Newman montre egalement que les presentations Cfrac et
Csfrac sont polynomialement equivalentes.
En resumant les resultats des Sections 4 et 5, nous obtenons que l’identite de C[0; 1]
est uniformement de classe P dans les cas suivants:
CW!Csp!CfracCsfrac!CKFCcbCcslCcaf Ccap
et aucune des eches dans la ligne ci-dessus n’est une P-equivalence sauf peut e^tre
Csp!Cfrac et tres eventuellement Cfrac!CKF (mais cela impliquerait P=NP).
Nous terminons cette introduction par quelques remarques sur le constructivisme.
Le travail presente ici est ecrit dans le style des mathematiques constructives a la
Bishop telles qu’elles ont ete developpees notamment dans les livres de Bishop [4],
Bishop and Bridges [5] and Mines et al. [24]. Il s’agit d’un corps de mathematiques
constructives en quelque sorte minimal. Tous les theoremes demontres de cette maniere
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sont en eet egalement valables pour les mathematiciens classiques, le benece etant
qu’ici les theoremes et les preuves ont toujours un contenu algorithmique. Le lecteur
classique peut donc lire ce travail comme un prolongement des travaux en analyse
recursive par Turing puis plus tard notamment par Goodstein [11], Ko and Friedman
[15, 18], Muller et al. [31], qui se situent eux dans un cadre de mathematiques clas-
siques.
Par ailleurs les theoremes et leurs preuves dans le style de Bishop sont egalement ac-
ceptables dans le cadre des autres variantes du constructivisme, comme l’intuitionnisme
de Brouwer ou l’ecole constructive russe de A.A. Markov, G.S Cejtin, N.A Shanin,
B.A. Kushner et leurs eleves. On trouvera une discussion eclairante sur ces dierentes
variantes de constructivisme dans le livre de Bridges and Richman [9]. Le livre tres
complet de Beeson [3] donne egalement des discussions approfondies de ces points
de vue et de leurs variantes, notamment en s’appuyant sur une etude remarquable
des travaux des logiciens qui ont tente de formaliser les mathematiques constructives.
Les mathematiques constructives russes peuvent e^tre decouvertes a travers les livres
de Kushner [19] et Aberth [1]. Un article historique tres pertinent sur la question
est ecrit par Margenstern [23]. Le chapitre IV de [3] est egalement tres instructif.
Beeson declare p. 58: \nous esperons montrer que [cet] univers [mathematique] est
un endroit extre^mement divertissant, plein de surprises (comme n’importe quel pays
etranger), mais en aucun cas trop chaotique ni invivable". Les mathematiques construc-
tives russes restreignent leurs objets d’etude aux \e^tres recursifs" et se rapprochent en
cela de certains travaux d’analyse recursive classique developpes notamment par Grze-
gorczyk, Kreisel, Lacombe, Schoeneld et Specker, avec lesquels elles partagent de
nombreux resultats. Un des principes des mathematiques constructives russes est par
exemple que seuls existent les reels recursifs donnes par des algorithmes (qui calculent
des suites de rationnels a vitesse de convergence controlee). Et une fonction reelle
denie sur les reels est un algorithme F qui prend en entree un algorithme x et donne
en sortie, sous la condition que x est un algorithme produisant un reel recursif, un
algorithme y produisant un reel recursif. Ceci conduit par exemple au theoreme de
Cejtin, faux classiquement, selon lequel toute fonction reelle denie sur les reels est
continue en tout point. L’analyse recursive classique enonce quant a elle: si un algo-
rithme termine chaque fois que l’entree est le code d’un reel recursif et donne alors
en sortie le code d’un reel recursif, et s’il denit une fonction (c.-a-d. deux codes
du me^me reel recursif en entree conduisent a deux codes d’un me^me reel recursif
en sortie) alors il denit une fonction continue en tout point reel recursif (theoreme
de Kreisel{Lacombe{Schoeneld). Beeson a analyse la preuve de Kreisel{Lacombe{
Schoeneld pour en preciser les aspects non constructifs. La preuve de Cejtin, qui est
plus constructive que celle de Kreisel{Lacombe{Schoeneld, est analysee dans [9].
Dans le style de Bishop, comme on considere que la notion d’eectivite est une no-
tion primitive qui ne se reduit pas necessairement a la recursivite, et que la recursivite,
au contraire, ne peut e^tre denie sans cette notion primitive d’eectivite, les nom-
bres reels et les fonctions reelles sont des objets qui conservent une plus grande
part de \liberte" et sont donc plus proches des reels et des fonctions reelles telles
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que les concoivent intuitivement les mathematiciens classiques. Et le theoreme \russe"
precedent est donc indemontrable dans le style Bishop. De maniere symetrique, les
theoremes de mathematiques classiques qui contredisent directement des resultats du
constructivisme russe (comme par exemple la possibilite de denir sans aucune am-
biguite des fonctions reelles discontinues) ne peuvent e^tre demontres dans les mathe-
matiques du style Bishop.
En conclusion, les mathematiques constructives russes presentent un intere^t historique
indeniable, developpent une philosophie mathematique tres coherente et peuvent sans
doute trouver un renouveau a partir de preoccupations d’informatique theorique. Il serait
donc egalement interessant de faire une etude de ces mathematiques du point de vue
de la complexite algorithmique.
1. Preliminaires
1.1. Notations
N1 ensemble des entiers naturels en unaire
N ensemble des entiers naturels en binaire. Du point de vue de la com-
plexite, N1 est isomorphe a la partie de N formee des puissances de 2.
Z ensemble des entiers relatifs en binaire.
Q ensemble des rationnels presentes sous forme d’une fraction avec
numerateur et denominateur en binaire
QN1 ensemble des suites de rationnels, ou l’indice est en unaire.
D ensemble des nombres de la forme k=2n avec (k; n)2ZN1
D[0;1] D\ [0; 1]
Dn ensemble des nombres de la forme k=2n avec k 2Z
Dn; [0;1] Dn \ [0; 1]
D[X ] ensemble des polyno^mes a coecients dans D donnes en presentation
dense
D[X ]f ensemble des polyno^mes a coecients dans D donnes en presentation
par formule
R ensemble des nombres reels presentes par les suites de Cauchy dans Q.
MTO machine de Turing a oracle.
 module de continuite uniforme (cf. Section 2.2, Denition 2.2.1)
lg(a) la longueur du codage binaire du dyadique jaj (pour a2D).
t(C) taille du circuit C (le nombre de ses portes).
prof (C) profondeur du circuit C.
mag(C) magnitude du circuit arithmetique C (cf. Denition 4.1.10)
~f fonction continue codee par f.
M(n) complexite du calcul de la multiplication de deux entiers en representa-
tion binaire (en multiplication rapide M(n)=O(n log(n) log log(n)).
? d ? la longueur (du codage discret) de l’objet d (le codage de d est un mot
sur un alphabet ni xe).
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Presentations de l’espace C[0; 1]
CKF presentation par Machine de Turing, a la Ko{Friedman
Ccaf presentation par circuits arithmetiques (cf. Denition 4.1.10)
Ccap presentation par circuits arithmetiques polynomiaux
Ccb presentation par circuits booleens (cf. Denition 4.1.8)
Ccsl presentation par circuits semilineaires binaires (cf. Denition 3.2.1)
Cfrac presentation par fractions rationnelles dans un codage par formules
(cf. Denition 3.2.5)
CW presentation \a la Weierstrass" par polyno^mes dans un codage dense
Csp presentation par fonctions polynomiales par morceaux dans un codage
dense
Csfrac presentation par fonctions fractions rationnelles par morceaux dans un
codage par formules
1.2. Classes de fonctions discretes interessantes
Nous considererons des classes de fonctions discretes C (une fonction discrete est une
fonction de A? vers B? ou A et B sont deux alphabets nis2) jouissant des proprietes
de stabilite elementaires suivantes
 C contient les fonctions arithmetiques usuelles et le test de comparaison dans Z
(pour Z code en binaire).
 C contient les fonctions calculables en temps lineaire (c.-a-d. LINTIMEC)
 C est stable par composition.
 C est stable par listes: si f :A?!B? est dans C alors lst(f) : lst(A?)! lst(B?) est
egalement dans C (lst(f)[x1; x2; : : : ; xn] = [f(x1); f(x2); : : : ; f(xn)]).
Une classe veriant les proprietes de stabilite precedentes sera dite elementairement
stable. En pratique, on sera particulierement interesse par les classes elementairement
stables suivantes:
 Rec: la classe des fonctions recursives.
 Fnc: la classe des fonctions constructivement denies (en mathematiques construc-
tives, ce concept est un concept primitif qui ne concide pas avec le precedent, et il
est necessaire de l’avoir au prealable pour pouvoir denir le precedent, la recursivite
etant interpretee comme une constructivite purement mecanique dans son deroulement
comme processus de calcul).
 Prim: la classe des fonctions primitives recursives.
 P: la classe des fonctions calculables en temps polynomial.
 E: la classe des fonctions elementairement recursives, c.-a-d. encore calculables en
temps majore par une composee d’exponentielles.
 PSPACE: la classe des fonctions calculables en espace polynomial (avec une sortie
polynomialement majoree en taille).
2Si on veut donner une allure plus mathematique et moins informatique a la chose, on pourra remplacer
A? et B? par des ensembles Nk .
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 LINSPACE: la classe des fonctions calculables en espace lineaire (avec une sortie
lineairement majoree en taille).
 DSRT(Lin; Lin;Poly): la classe des fonctions calculables en espace lineaire, en temps
polynomial et avec une sortie lineairement majoree en taille.
 DSRT(Lin; Lin;O(nk)): la classe des fonctions calculables en espace lineaire, en
temps O(nk) (avec k>1) et avec une sortie lineairement majoree en taille.
 DSRT(Lin; Lin;Exp): la classe des fonctions calculables en espace lineaire, en temps
exp(O(n)) et avec une sortie lineairement majoree en taille.
 DRT(Lin;O(nk)): la classe des fonctions calculables en temps O(nk), (avec k>1)
et avec une sortie lineairement majoree en taille.
 DSR(Poly; Lin): la classe des fonctions calculables en espace polynomial avec une
sortie lineairement majoree en taille.
 DSR(O(nk); Lin): la classe des fonctions calculables en espace O(nk), (avec k>1)
avec une sortie lineairement majoree en taille.
 QL: la classe des fonctions calculables en temps quasilineaire 3 (QL := SbDTIME
(O(n:lgb(n)))=DTIME(QLin)).
On remarquera que, hormis les classes Rec et Fnc, toutes les classes que nous avons
considerees sont des classes de complexite (au sens de Blum). Il n’y a cependant
aucune necessite a cela, comme le montrent justement les exemples de Rec et Fnc.
Lorsque nous considerons uniquement la classe Fnc, nous developpons un chapitre de
mathematiques constructives abstraites. Notez que DTIME(O(nk)) pour k>1 n’est pas
stable par composition. Mais, le plus souvent, les calculs en temps O(nk) que nous
aurons a considerer sont dans la classe DRT(Lin;O(nk)) ou me^me DSRT(Lin; Lin;
O(nk)) et ces classes ont les bonnes proprietes de stabilite.
1.3. Complexite d’une Machine de Turing Universelle
Nous aurons besoin dans la suite d’utiliser une Machine de Turing Universelle et
d’estimer sa complexite algorithmique. Le resultat suivant, pour lequel nous n’avons
pas trouve de reference, semble faire partie du folklore, il nous a ete signale par
M. Margenstern.
Lemme 1.3.1. Il existe une machine de Turing universelle MU qui fait le travail
suivant. Elle prend en entree:
| le code (dont la taille est p) d’une machine de Turing M0 ( fonctionnant sur un
alphabet xe; avec une bande d’entree; une bande de sortie; plusieurs bandes de
travail) supposee e^tre de complexite en temps T et en espace S (avec S(n)>n);
| une entree x (de taille n) pour M0.
Elle donne en sortie le resultat du calcul execute par M0 pour l’entree x.
Elle execute cette ta^che en un temps O(T (n)(S(n)+p)) et en utilisant un espace
O(S(n) + p):
3 Cf. Schnorr [33].
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Preuve. La machine MU utilise une bande de travail pour y ecrire, a chaque etape
elementaire de la machine M0, qu’elle simule, la liste des contenus de chacune des
variables de M0: Pour simuler une etape de M0 la machine MU a besoin de O(S(n)+p)
etapes elementaires, en utilisant un espace du me^me ordre de grandeur.
1.4. Circuits et programmes d’evaluation
Les familles de circuits constituent des modeles de calcul interessants, notamment
du point de vue du parallelisme. Les familles de circuits booleens constituent dans
une certaine mesure une alternative au modele standard des Machines de Turing. Des
circuits arithmetiques de faible taille sont capables de calculer des polyno^mes de tres
grand degre. C’est par exemple le cas pour un circuit arithmetique qui simule une
iteration de Newton pour une fonction donnee par une fraction rationnelle.
Dans tous les cas se pose le probleme de savoir quel codage on adopte pour un cir-
cuit. Nous choisirons de toujours coder un circuit par un des programmes d’evaluation
(ou straight-line program) qui executent la me^me ta^che que lui) 4 .
Par ailleurs, concernant les circuits arithmetiques, qui representent des polyno^mes
ou des fractions rationnelles, nous les envisagerons non du point de vue du calcul
exact (ce qui serait trop cou^teux), mais du point de vue du calcul approche. Se pose
alors la question d’evaluer leur temps d’execution lorsqu’on veut garantir une precision
donnee sur le resultat, pour des entrees dans D donnees elles-me^mes avec une certaine
precision. Aucune majoration raisonnable du temps d’execution ne peut e^tre obtenue
par des arguments d’ordre general si la profondeur du circuit n’est pas tres faible,
car les degres obtenus sont trop grands et les nombres calcules risquent de voir leur
taille exposer. Comme on n’arrive pas toujours a se limiter a des circuits de tres faible
profondeur, il s’avere indispensable de donner un parametre de contro^le, appele mag-
nitude, qui assure que, malgre un eventuel tres grand degre, la taille de tous les nom-
bres calcules par le circuit (qui seront evalues avec une precision elle me^me limitee)
n’est pas trop grande lorsque l’entree represente un reel variant dans un intervalle
compact.
2. Espaces metriques complets rationnellement presentes
2.1. Presentation rationnelle d’un espace metrique, complexite des points et des
familles de points
Sauf mention expresse du contraire, les classes de fonctions discretes que nous con-
siderons seront des classes elementairement stables.
4 A un me^me circuit peuvent correspondre dierents programmes d’evaluation selon l’ordre dans lequel
on ecrit les instructions a executer.
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Denition 2.1.1 (presentation rationnelle de classe C pour un espace metrique com-
plet). Un espace metrique complet (X; dX ) est donne dans une presentation rationnelle
de classe C de la maniere suivante. On donne un triplet (Y; ; ) ou
 Y est une C-partie d’un langage A?,
  est une application de Y dans X ,
  :Y  Y N1 ! D est une fonction dans la classe C et veriant (pour n2N1 et
x; y; z 2Y ):
| jdX (x; y)− ((x); (y))j61=2n;
| (x; y; n)2Dn;
| (x; y; n)= (y; x; n);
| (x; x; n)= 0;
| j(x; y; n+ 1)− (x; y; n)j61=2n+1;
| (x; z; n)6(x; y; n) + (y; z; n) + 2=2n.
Si on denit l’ecart dY (x; y) comme la limite de (x; y; n) lorsque n tend vers l’inni,
l’application  de Y dans X identie (X; dX ) au separe complete de (Y; dY ). L’ensemble
(Y ) est appele l’ensemble des points rationnels de X pour la presentation consideree.
Si y2Y on notera souvent ~y pour (y), et y est appele le code de ~y.
Nous abregerons parfois \(Y; ; ) est une presentation rationnelle de classe C pour
(X; dX )" en \(Y; ) est une C-presentation de (X; dX )".
Remarques 2.1.2. (1) On peut remplacer D par Q dans la denition ci-dessus sans
modier la notion qui est denie. Le fait de choisir Q est plus joli mathematiquement,
tandis que le fait de choisir D est plus naturel d’un point de vue informatique. En
outre la contrainte (x; y; n)2Dn repond a la reque^te naturelle de ne pas utiliser plus
de place que necessaire pour representer une approximation a 1=2n pres d’un nombre
reel.
(2) Lorsqu’on a donne une presentation rationnelle pour un espace metrique ab-
strait (X; dX ), on dira qu’on l’a muni d’une structure de calculabilite. Cela revient
essentiellement a denir un langage Y A? puis une application  de Y vers X dont
l’image soit une partie dense de X . La presentation est completement denie unique-
ment lorsqu’on a aussi donne une application  :Y Y N1 ! D veriant les reque^tes
de la Denition 2.1.1. Dans la suite; on se permettra neanmoins de dire qu’un codage
d’une partie dense Y de X denit une presentation de classe C de X lorsqu’on montre
que les reque^tes de la Denition 2:1:1 peuvent e^tre satisfaites.
(3) Comprise au sens constructif, la phrase incluse dans la denition \on donne une
application  de Y vers X " reclame qu’on ait \un certicat que (y) soit bien un
element de X pour tout y de Y ". Il se peut que ce certicat d’appartenance implique
lui-me^me une notion naturelle de complexite. Lorsque ce sera le cas, par exemple pour
l’espace C[0; 1], il sera inevitable de prendre en compte cette complexite. Ainsi; la
Denition 2:1:1: doit en l’etat actuel e^tre consideree comme incomplete et a preciser
au cas par cas. C’est sans doute dommage si on se place du point de vue l’elegance
formelle des denitions generales. Mais c’est une situation de fait qui semble tres
dicile a contourner.
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Exemples 2.1.3.
| L’espace R est deni usuellement dans la presentation ou l’ensemble des points
rationnels est Q. De maniere equivalente, et c’est ce que nous ferons dans la suite,
on peut considerer comme ensemble des points rationnels de R l’ensemble D des
nombres dyadiques 5 .
| On denira sans diculte la presentation produit de deux presentations pour deux
espaces metriques.
| Tout ensemble discret Z (Z est donne comme une partie d’un langage A? avec
une relation d’equivalence qui denit l’egalite dans Z et qui est testable dans la
classe C) donne lieu a un espace metrique discret, c.-a-d. dans lequel la distance
de deux points distincts est egale a 1.
| Les espaces metriques complets des mathematiques constructives dans le style
Bishop ([5]) admettent en general une presentation rationnelle de classe Fnc. Dans
chaque cas concret la presentation s’avere e^tre une presentation de classe Prim ou
me^me P.
Denition 2.1.4 (Complexite d’un point dans un espace metrique rationnellement
presente). On considere un espace metrique complet X donne dans une presentation
(Y; ; ) de classe C0. Un point x de X est dit de classe C lorsqu’on conna^t une suite
(n 7!yn) de classe C (en tant que fonction N1 ! Y ) avec dX (x; (yn))61=2n. On dit
encore que x est un C-point dans X .
Exemple 2.1.5. Lorsque X =R, la denition ci-dessus correspond a la notion usuelle
de \nombre reel de classe C" (au sens de Cauchy).
Remarque 2.1.6. Il semblerait naturel de demander que la classe C0 contienne la classe
C, mais ce n’est pas completement indispensable. Cette remarque vaut pour a peu pres
toutes les denitions qui suivent.
Denition 2.1.4bis (Complexite d’un point dans un espace metrique rationnellement
presente; version plus explicite). On considere un espace metrique complet X donne
dans une presentation de classe C0 : (Y; ; ). Un point x de classe C dans X est donne
par une suite (n 7!yn) de classe C (en tant que fonction N1 ! Y ) veriant la condition
suivante
(yn; yn+1; n+ 1)61=2n
avec x= limn!1 (yn).
Nous laissons au lecteur ou a la lectrice le soin de verier que les deux
Denitions 2.1.4 et 2.1.4bis sont equivalentes. Nous passons maintenant a la denition
de la complexite pour une famille de points (avec un ensemble d’indices discret).
5 Cela correspond a la notation Rconv dans [20] et Rcon dans [17].
278 S. Labhalla et al. / Theoretical Computer Science 250 (2001) 265{332
Denition 2.1.7 (Complexite d’une famille de points dans un espace metrique ra-
tionnellement presente). On considere un preensemble discret Z (c’est l’ensemble des
indices de la famille, il est donne comme une partie d’un langage A? sur un alpha-
bet ni A) et un espace metrique complet X donne dans une presentation de classe
C0 : (Y; ; ): Une fonction (ou famille) f :Z!X est dite de classe C lorsqu’on conna^t
une fonction ’ :Z N1!Y qui est de classe C et qui verie:
dX (f(z); (’(z; n)))61=2n pour tout z 2Z:
On dit alors que ’ est une presentation de classe C de la famille f(z)z2Z de points
de X .
Exemples 2.1.8.
| Lorsque Z =N1 et X =R la denition ci-dessus correspond a la notion usuelle de
\suite de reels de classe C" (on dit encore: une C-suite dans R).
| La denition d’un espace rationnellement presente dans la classe C peut e^tre relue
de la maniere suivante. On donne:
 une C-partie Y d’un langage A?.
 une fonction ’ :Y ! X telle que ’(Y ) soit dense dans X et telle que la famille
de nombres reels Y  Y ! R, (y1; y2) 7!dX (’(y1); ’(y2)) soit de classe C.
Proposition 2.1.9. Soit (xn) une suite de classe C (l’ensemble d’indices est N1) dans
un espace metrique rationnellement presente (X; d). Si la suite est explicitement de
Cauchy avec la majoration d(xn; xn+1)61=2n alors la limite de la suite est un point
de classe C dans X .
Preuve. Soient (Y; ; ) une representation rationnelle de (X; d) et x la limite de la suite
(xn). La suite (xn) est de classe C dans X , donc il existe une fonction  :N1N1 ! Y
de classe C telle que:
d(xn;  (n; m))61=2m pour tout n; m2N1:
On pose zn=  (n+ 1; n+ 1), c’est une suite de classe C et
d(x; zn)6d(x; xn+1) + d(xn+1;  (n+ 1; n+ 1))61=2n+1 + 1=2n+1 =1=2n:
Donc x est un C-point dans X .
Remarque 2.1.10. Si on ralentit susamment la vitesse de convergence de la suite
de Cauchy, on peut obtenir comme point limite d’une suite de classe DTIME(n2) un
point recursif arbitraire de X (cf. [15] pour l’espace [0; 1]).
Denition 2.1.7bis (Complexite d’une famille de points dans un espace metrique ra-
tionnellement presente; version plus explicite). On considere un preensemble discret
Z (une partie d’un langage A?) et un espace metrique complet X donne dans une
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presentation de classe C0 : (Y; ; ): Une famille f :Z ! X est dite de classe C si on a
une fonction ’ :Z N1 ! Y de classe C qui verie:
(’(z; n); ’(z; n+ 1); n+ 1)61=2n pour tout z 2Z
avec f(z)= limn!1 (’(z; n)).
2.2. Complexite des fonctions uniformement continues
Nous commencons par donner une denition \raisonnable" qui sera justiee par les
exemples et propositions qui suivent.
Denition 2.2.1 (complexite des fonctions uniformement continues entre espaces
metriques rationnellement presentes). On considere deux espaces metriques complets
X1 et X2 donnes dans des presentations de classe C0 : (Y1; 1; 1) et (Y2; 2; 2): Soient
f :X1 ! X2 une fonction uniformement continue et  :N1 ! N1 une suite d’entiers.
On dira que  est un module de continuite uniforme pour la fonction f si on a:
dX1 (x; y)61=2
(n) ) dX2 (f(x); f(y))61=2n pour tous x; y2X1 et n2N1:
On dira que la fonction f est uniformement de classe C (pour les presentations con-
siderees) lorsque
| elle possede un module de continuite uniforme  :N1 ! N1 dans la classe C
| la restriction de f a Y1 est dans la classe C au sens de la Denition 2.1.7, c.-a-d.
qu’elle est presentee par une fonction ’ :N1  Y1 ! Y2 qui est de classe C et qui
verie:
dX2 (f(y); 2(’(y; n)))61=2
n pour tout y2Y1:
Lorsque X1 =X2 =X la fonction IdX admet IdN1 pour module de continuite uniforme.
Si les deux fonctions IdX (de X1 vers X2 et de X2 vers X1) sont dans la classe C on
dira que les deux presentations sont (uniformement) C-equivalentes.
Remarques 2.2.2. (1) On ne demande pas que, pour n xe, la fonction y 7!’(y; n)
soit uniformement continue sur Y1 ni me^me qu’elle soit continue en chaque point de Y1.
(2) Notez que la denition ici donne un module de continuite uniforme correspondant
(a tres peu pres) a la denition donnee en analyse constructive. En theorie classique
de l’approximation on appelle en general module de continuite uniforme une suite
croissante d’entiers n 7! (n) qui tend vers l’inni et qui verie:
dX1 (x; y)61=2
n ) dX2 (f(x); f(y))61=2(u):
La fonction  est en quelques sorte \duale" de la fonction .
Exemples 2.2.3.
| Lorsque X1 = [0; 1] et X2 =R et lorsque C est une classe de complexite en temps
ou en espace elementairement stable, la denition ci-dessus est equivalente a la
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notion usuelle de fonction reelle calculable dans la classe C (cf. [15, 18]), comme
nous le prouverons en detail a la Proposition 4.1.5.
| Lorsque X1 est un espace metrique discret la Denition 2.2.1 redonne la
Denition 2.1.7.
La Denition 2.2.1 rend accessible la notion de complexite pour les fonctions uni-
formement continues. Cela traite donc toutes les fonctions continues dans le as ou
l’espace de depart est compact. Rappelons a ce sujet qu’en analyse constructive on
denit, dans le cas d’un espace compact, la continuite comme signiant la continuite
uniforme (cf. [5]) et non pas la continuite en tout point.
Remarque 2.2.4. Le contro^le de la continuite donne par le module de continuite uni-
forme est essentiel dans la Denition 2.2.1. On peut par exemple denir une fonction
’ : [0; 1]! R qui est continue au sens classique, dont la restriction a D[0;1] =D\[0; 1]
est LINTIME mais qui ne possede pas de module de continuite uniforme recursif. Pour
cela on considere une fonction  :N ! N de classe LINTIME injective et d’image
non recursive. Pour chaque m2N1 on considere n= (m); an=1=(3:2n) et on denit
 m : [0; 1] ! R partout nulle sauf sur un intervalle centre en an sur lequel le graphe
de  m fait une pointe de hauteur 1=2n avec une pente egale a 1=2m. Enn, on denit
’ comme la somme de la serie
P
m  m. Bien que la suite ’(an) ne soit pas une suite
recursive de nombres reels (ce qui implique d’ailleurs que ’ ne puisse avoir de mod-
ule de continuite uniforme recursif), la restriction de ’ aux nombres dyadiques est tres
facile a calculer (les nombres reels litigieux an ne sont pas des dyadiques). Cet exem-
ple met bien en evidence que la denition classique de la continuite (la continuite en
tout point) ne permet pas d’avoir acces au calcul des valeurs de la fonction a partir
de sa restriction a une partie dense de l’espace de depart.
Remarque 2.2.5. Dans [15] il est \demontre" que si une fonctionnelle denie via une
machine de Turing a oracle (MTO) calcule une fonction de [0; 1] vers R, alors la
fonction possede un module de continuite uniforme recursif. Si on evite tout recours
aux principes non constructifs (cache dans le theoreme de Heine-Borel), la preuve de
[15] peut e^tre facilement transformee en une preuve constructive du theoreme suivant:
si une fonction f : [0; 1] ! R est uniformement continue et calculable par une MTO,
alors son module de continuite uniforme est recursif.
A contrario, si on fait l’hypothese (nullement invraisemblable) selon laquelle tout
oracle d’une machine de Turing serait fourni par un procede mecanique (mais inconnu),
il est possible de denir des fonctions \pathologiques" de [0; 1] dans R au moyen de
machines de Turing a oracles: ce sont des fonctions continues en tout point reel recursif
mais non uniformement continues. Ceci est base sur l’\arbre singulier de Kleene": un
arbre binaire recursif inni qui ne possede aucune branche innie recursive. Cf. [3],
theoreme de la section 7 du chapitre 4, p. 70 ou est donnee une fonction t(x) continue
en tout point reel recursif sur [0; 1], mais qui n’est pas bornee (donc pas uniformement
continue) sur cet intervalle.
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Il semble etrange que dans une preuve concernant les questions de calculabilite, on
puisse utiliser sans me^me la mentionner l’hypothese que les oracles d’une MTO se
comportent de maniere antagonique avec la These de Church (du moins sous la forme
ou elle est admise dans le constructivisme russe).
On verie sans peine que la Denition 2.2.1 peut e^tre traduite sous la forme plus
explicite suivante:
Denition 2.2.1bis (complexite des fonctions uniformement continues entre espaces
metriques rationnellement presentes; forme plus explicite). On considere deux espaces
metriques complets X1 et X2 donnes dans des presentations de classe C0: (Y1; 1; 1)
et (Y2; 2; 2): Une fonction uniformement continue f :X1 ! X2 est dite uniformement
de classe C (pour les presentations considerees) lorsqu’elle est presentee au moyen de
deux donnees:
| la restriction de f a Y1 est presentee par une fonction ’ :Y1N1 ! Y2 qui est de
classe C et qui verie:
2(’(y; n); ’(y; n+ 1); n+ 1)61=2n pour tout y2Y1:
avec f(y)= limn!1 2(’(y; n)).
| une suite  :N1 ! N1 dans la classe C veriant: pour tous x et y dans Y1
1(x; y; (n))61=2(n)) 2(’(x; n+ 2); ’(y; n+ 2); n+ 2)61=2n:
Les resultats qui suivent sont faciles a etablir.
Proposition 2.2.6. La composee de deux fonctions uniformement de classe C est une
fonction uniformement de classe C.
Proposition 2.2.7. L’image d’un point (respectivement d’une famille de points) de
classe C par une fonction uniformement de classe C est un point (respectivement
d’une famille de points) de classe C.
Remarque 2.2.8. Considerons deux presentations rationnelles d’un me^me espace metri-
que complet X donnees par les deux familles de points rationnels respectifs ( ~y)y2Y et
( ~z)z2Z . La premiere famille est LINTIME pour la premiere presentation, et elle peut
naturellement e^tre de plus grande complexite pour la deuxieme. Dire que l’identite
de X est uniformement de classe C lorsqu’on passe de la premiere a la deuxieme
presentation revient exactement a dire que la famille ( ~y)y2Y est une C-famille de
points pour la deuxieme presentation. Ainsi les deux presentations sont C-equivalentes
si et seulement si la famille ( ~y)y2Y est une famille de classe C dans la seconde
presentation et ( ~z)z2Z est une famille de classe C dans la premiere. La Proposition 2.2.7
nous permet de formuler un resultat analogue et plus intrinseque: deux presentations
rationnelles d’un me^me espace metrique complet sont C-equivalentes si et seulement
si elles denissent les me^mes familles de points de classe C.
282 S. Labhalla et al. / Theoretical Computer Science 250 (2001) 265{332
Nous passons maintenant a la denition de la complexite pour une famille de fonc-
tions uniformement continues(avec un ensemble d’indices discret).
Denition 2.2.9 (complexite d’une famille de fonctions uniformement continues entre
espaces metriques rationnellement presentes). On considere un preensemble discret Z
(c’est l’ensemble des indices de la famille, il est donne comme une partie d’un langage
A? sur un alphabet ni A) et deux espaces metriques complets X1 et X2 donnes dans
des presentations de classe C0: (Y1; 1; 1) et (Y2; 2; 2).
Nous notons U(X1; X2) l’ensemble des fonctions uniformement continues de X1 dans
X2. Une famille de fonctions uniformement continues ~f :Z ! U(X1; X2) est dite uni-
formement de classe C (pour les presentations considerees) lorsque
| la famille possede un module de continuite uniforme  :Z  N1 ! N1 dans la
classe C: la fonction  doit verier
8n2N1 8x; y2X1 (dX1 (x; y)6 1=2(f; n) ) dX2 ( ~f(x); ~f(y))61=2n)
| la famille (f; x) 7! ~f(x) :Z  X2 ! X2 est une famille de points dans X2 de classe
C au sens de la Denition 2:1:7, c.-a-d. qu’elle est presentee par une fonction
’ :Z  Y1 N1 ! Y2 qui est de classe C et qui verie:
dX2 ( ~f(x); ’(f; x; n))61=2
n pour tout (f; x; n)2Z  Y1 N:
Remarque 2.2.10. La notion Denie en 2.2.9 est naturelle car elle est la relativisation
a la classe C de la notion constructive de famille de fonctions uniformement continues.
Mais cette notion naturelle ne semble pas pouvoir se deduire de la Denition 2:2:1 en
munissant ZX1 d’une structure convenable d’espace metrique rationnellement presente
et en demandant que la fonction (f; x) 7! ~f(x) :Z  X2 ! X2 soit uniformement de
classe C. Si par exemple, on prend sur Z  X1 la metrique deduite de la metrique
discrete de Z et de la metrique de X1 on obtiendra la deuxieme des conditions de la
Denition 2:2:9 mais la premiere sera remplacee par la demande que toutes les fonctions
de la famille aient un me^me module de continuite uniforme de classe C. C’est-a-dire
que la famille devrait e^tre uniformement equicontinue. Cette condition est intuivement
trop forte. Les Propositions 2.2.11 et 2.2.12 qui suivent sont une conrmation que la
Denition 2:2:9 est convenable.
Les Propositions 2.2.6 et 2.2.7 se generalisent au cas des familles de fonctions. Les
preuves ne presentent aucune diculte.
Proposition 2.2.11. Soient deux espaces metriques complets X1 et X2 rationnelle-
ment presentes. Soit ( ~f)f2Z une famille dans U(X1; X2) uniformement de classe C et
(xn)n2N1 une famille de classe C dans X1.
Alors la famille ( ~f(xn))(f; n)2ZN1 est une famille de classe C dans X2.
Proposition 2.2.12. Soient trois espaces metriques complets X1; X2 et X3 rationnelle-
ment presentes. Soit ( ~f)f2Z une famille dans U(X1; X2) uniformement de classe C et
( ~g)g2Z0 une famille dans U(X2; X3) uniformement de classe C.
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Alors la famille ( ~f  ~g)(f; g)2 ZZ0 dans U(X1; X3) est uniformement de classe C.
2.3. Complexite des fonctions \localement uniformement continues"
La notion de complexite denie au paragraphe precedent pour les fonctions uni-
formement continues est entierement legitime lorsque l’espace de denition est com-
pact. Dans le cas d’un espace localement compact au sens de Bishop 6 les fonctions
continues sont les fonctions uniformement continues sur tout borne (du point de vue
classique c’est un theoreme, du point de vue constructif, c’est une denition). Ceci
conduit a la notion de complexite naturelle suivante.
Denition 2.3.1. On considere deux espaces metriques complets X1 et X2 donnes dans
des presentations de classe C0: (Y1; 1; 1) et (Y2; 2; 2): On suppose avoir specie un
point x0 de X1 et un point y0 de X2. Une fonction f :X1!X2 est dite localement
uniformement continue si elle est uniformement continue et bornee sur toute partie
bornee.
Elle est dite localement uniformement de classe C (pour les presentations con-
siderees) lorsque
| elle possede dans la classe C une borne sur tout borne, c.-a-d. une suite  :N1!N1
veriant, pour tout x dans X1 et tout n dans N1:
dX1 (x0; x)61=2
n ) dX2 (y0; f(x))61=2(n);
| elle possede dans la classe C un module de continuite uniforme sur tout borne,
c.-a-d. une suite  :N1N1!N1 veriant, pour x; z dans X1 et n; m dans N1:
(dX1 (x0; x)61=2
m; dX1 (x; z)61=2
(m;n)) ) dX2 (f(x); f(z))61=2n;
| la restriction de f a Y1 est dans la classe C au sens de la Denition 2.1.7, c.-a-d.
qu’elle est presentee par une fonction ’ :N1Y1!Y2 qui est de classe C et qui
verie:
dX2 (f(y); ’(y; n))61=2
n pour tout y 2 Y1:
Notez que la notion denie ci-dessus ne depend pas du choix des points x0 et y0.
Exemples 2.3.2.
| Lorsque X1 =R et X2 =R la denition ci-dessus est equivalente a la notion naturelle
de fonction reelle calculable dans la classe C telle qu’on la trouve dans [13, 18].
| La fonction x 7! x2 est localement uniformement continue de classe QL mais elle
n’est pas uniformement continue sur R.
Remarques 2.3.3. (1) Lorsque f est une fonction uniformement continue, la
Denitions 2.3.1 et 2.2.1 se ressemblent beaucoup. Cependant la Denition 2.2.1 est
6 Cf. [5]: tout borne est contenu dans un compact.
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a priori plus contraignante. En eet, si (n) est un module de continuite dans la
Denition 2.2.1, alors on peut prendre dans la Denition 2.3.1 0(m; n)= (n). Mais
reciproquement, supposons qu’on ait un module de continuite uniforme pres de tout
borne veriant 0(m; n)= inf (m; 2n) alors, la fonction est uniformement continue mais
le meilleur module de continuite uniforme qu’on puisse en deduire est
(n)= supf0(m; n): m2Ng=2n
et il a un taux de croissance exponentiel alors que 0(m; n) est lineaire. Ainsi la fonction
f peut e^tre de complexite lineaire en tant que fonction localement uniformement con-
tinue, et exponentielle en tant que fonction uniformement continue. Les deux denitions
sont equivalentes si l’espace X1 a un diametre ni.
(2) En analyse constructive un espace compact est un espace precompact et complet.
Il n’est pas possible de demontrer constructivement que toute partie fermee d’un espace
compact est compacte. Un espace (uniformement ) localement compact est un espace
metrique complet dans lequel tout borne est contenu dans un compact Kn, ou la suite
(Kn) est une suite croissante donnee une fois pour toutes (par exemple le compact
Kn contient la boule B(x0; 2n)). Une fonction denie sur un tel espace est alors dite
continue si elle est uniformement continue sur toutes les parties bornees. En particulier
elle est bornee sur toute partie bornee. La Denition 2.3.1 permet donc de donner dans
ce cas une version \complexite" de la denition constructive de la continuite.
(3) La Proposition 2.2.6 sur la composition des fonctions uniformement de classe
C reste valable pour les fonctions localement uniformement de classe C. La Proposi-
tion 2.2.7 egalement.
2.4. Une approche generale de la complexite des fonctions continues
La question de la complexite des fonctions continues n’est manifestement pas epuisee.
Comme nous l’avons deja signale, s’il est bien vrai qu’une fonction continue f(x)
est classiquement bien connue a partir d’une presentation (y; n) 7!’(y; n) qui permet
de la calculer avec une precision arbitraire sur une partie dense Y de X , la com-
plexite de ’ ne peut e^tre tenue que pour un pa^le reet de la complexite de f (cf. les
Remarques 2.2.4 et 2.3.3(1)). Une question cruciale, et peu etudiee jusqu’a present,
est de savoir jusqu’a quel point on peut certier qu’une telle donnee ’ correspond
bien a une fonction continue f. Dans le cas d’une reponse positive, il faut expliquer
par quelle procedure on peut calculer des valeurs approchees de f(x) lorsque x est un
point arbitraire de X (donne par exemple par une suite de Cauchy de points rationnels
de la presentation dans le cas d’un espace metrique rationnellement presente).
Nous proposons une approche un peu informelle de cette question. Soit  :X1!X2
une fonction entre espaces metriques et (F)2M une famille de parties de X1. Un
module de continuite uniforme pour  pres de chaque partie F est par denition une
fonction  :M N1!N1 veriant:
82M 8x2F (dX1 (x; x0)61=2(; n) ) dX2 ((x); (x0))61=2n):
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Denition 2.4.1 (denition generale mais un peu informelle pour ce qu’est une fonc-
tion continue et ce qu’est sa complexite). On considere deux espaces metriques com-
plets X1 et X2 donnes dans des presentations rationnelles de classe C0: (Y1; 1; 1) et
(Y2; 2; 2): On suppose avoir specie un point y0 de X2.
Supposons que nous ayons deni une famille FX1 = (F)2M de parties de X1 avec
la propriete suivante:
| (2.4.1.1) tout compact de X1 est contenu dans un des F. On dira qu’une fonction
 :X1!X2 est FX1 -uniformement continue si elle est bornee sur chaque partie F
et si elle possede un module de continuite uniforme pres de chaque partie F.
Supposons maintenant en plus que la famille (F)2M ait la propriete suivante:
| (2.4.1.2) l’ensemble d’indices M a une certaine \structure de calculabilite"
On dira qu’une fonction  :X1!X2 est FX1 -uniformement continue de classe C si
elle verie les proprietes suivantes:
| une borne sur chaque partie F peut e^tre calculee en fonction de  dans la classe
C, c.-a-d. qu’on a une fonction de classe C,  :M!N1 veriant:
82M 8x2F dX2 (y0; (x))62()
| un module de continuite uniforme pres de F peut e^tre calcule dans la classe C:
une fonction  :M N1!N1 dans la classe C veriant:
82M 8x2F (dX1 (x; x0)61=2(; n) ) dX2 ((x); (x0))61=2n)
| la restriction de  a Y1 est calculable dans la classe C.
Il s’agit manifestement d’une extension des deux denitions precedentes. Le caractere
informel de la denition tient evidemment a \la structure de calculabilite" de M .
A priori on voudrait prendre pour (F)2M une famille de parties susamment
simple pour verier la condition (2.4.1.2) et susamment grande pour verier la
condition (2.4.1.1).
Mais ces deux conditions tirent dans deux sens opposes.
Notez que la Denition 2.4.1 est inspiree de la notion de fonction continue denie
par D. Bridges en analyse constructive [8].
2.5. Ouverts et fermes
Nous passons a la denition d’une structure de calculabilite pour un sous-espace
ouvert U d’un espace metrique X muni d’une structure de calculabilite. La metrique
induite par X sur U ne saurait en general nous satisfaire car l’espace obtenu n’est
generalement pas complet. On a neanmoins une construction qui fonctionne dans un
cas particulier important.
Soient X un espace metrique complet et f :X !R une fonction localement uni-
formement continue. L’ouvert Uf = fx2X : f(x)>0g est un espace metrique complet
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pour la distance df denie par:
df(x; y)=dX (x; y) + j1=f(x)− 1=f(y)j:
Proposition et Denition 2.5.1. Soient X un espace metrique complet donne avec une
C-presentation (Y; ; ); et f :X !R une fonction localement uniformement de classe C
representee par un module de continuite uniforme et une fonction discrete de classe C,
’ :Y N1!D. Alors l’espace metrique complet (Uf; df) peut e^tre muni d’une
C-presentation ou l’ensemble des points rationnels est (code par) l’ensemble YU des
couples (y; n) de Y N1 veriant:
n>10 et ’(y; n)>1=2n=8:
Preuve. Une preuve detaillee est donnee dans [25].
Nous attaquons maintenant la denition d’une structure de calculabilite pour un sous-
espace ferme F d’un espace metrique X muni d’une structure de calculabilite. En
analyse constructive, un sous-ensemble ferme n’est vraiment utile que lorsqu’il est
situe, c.-a-d. lorsque la fonction DF \distance au ferme" est calculable. Au moment
de traduire cette notion en termes de calculabilite recursive ou de complexite, nous
devons prendre garde que dans la denition constructive, le fait que la fonction DF est
la fonction \distance au ferme" doit e^tre aussi rendu explicite.
Denition 2.5.2. On considere un espace metrique complet X donne par une
C-presentation (Y; ; ). Une partie F de X est appelee un ferme C-situe de X si:
(i) La fonction DF : x 7!dX (x; F) de X vers R>0 est calculable dans la classe C.
(ii) Il existe une fonction calculable dans la classe C :PF :Y N1!X qui certie la
fonction DF au sens suivant: pour tout (y; n)2Y N1,
DF(PF(y; n))= 0; dX (y; PF(y; n))6DF(y) + 1=2n:
Remarques 2.5.3. (1) La fonction PF(y; n) calcule un element de F dont la distance
a y est susamment proche de DF(y). Cependant, la fonction PF(y; n) ne denit pas
en general, par prolongement par continuite a X et par passage a la limite lorsque n
tend vers 1, un projecteur sur le ferme F .
(2) On peut montrer que les points PF(y; n) (codes par les couples (y; n)2Y N1)
forment une partie denombrable dense de F qui est l’ensemble des points rationnels
d’une C-presentation de F (cf. [25]).
2.6. Espaces de Banach rationnellement presentes
Nous donnons une denition minimale. Il va de soi que pour chaque espace de
Banach particulier, des notions de complexite naturellement attachees a l’espace con-
sidere peuvent eventuellement e^tre prises en compte en plus pour obtenir une notion
vraiment raisonnable.
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Denition 2.6.1 (presentation rationnelle d’un espace de Banach). Une presentation
rationnelle d’un espace de Banach separable X sur le corps K (R ou C) sera dite de
classe C si, d’une part elle est de classe C en tant que presentation de l’espace metrique
et, d’autre part les operations d’espace vectoriel suivantes sont dans la classe C
| le produit par un scalaire,
| la somme d’une liste de vecteurs choisis parmi les points rationnels.
Dans le contexte du corps des complexes C nous designerons par DK l’ensemble
des complexes dont les parties reelle et imaginaire sont dans D. Dans le contexte reel
DK sera seulement une autre denomination de D.
La proposition suivante n’est pas dicile a etablir.
Proposition 2.6.2. Donner une presentation rationnelle de classe C d’un espace de
Banach X au sens de la denition ci-dessus revient a donner:
| un codage de complexite C pour une partie denombrable G de X qui engendre X
en tant qu’espace de Banach 7
| une application  : lst(DKG)N1!D qui est dans la classe C (pour le codage
de G considere) et qui \calcule la norme d’une combinaison lineaire d’elements de
G" au sens suivant:
pour tout ([(x1; g1); (x2; g2); : : : ; (xn; gn)]; m) dans lst(DKG)N1, on a la majo-
ration
j([(x1; g1); (x2; g2); : : : ; (xn; gn)]; m)− k x1:g1 + x2:g2 +   + xn:gn kX j61=2n:
Remarques 2.6.3. (1) Comme pour la Denition 2.1 (cf. Remarque 2.1.2(3)), il se
peut que le certicat d’inclusion de G dans X implique une notion de complexite,
qu’il sera inevitable de prendre en compte dans une denition plus precise, au cas par
cas.
(2) Les espaces Lp(R) de l’analyse fonctionnelle, avec 16p<1 peuvent e^tre ra-
tionnellement presentes de dierentes manieres, selon dierents choix possibles pour
l’ensemble des \points rationnels" et un codage de cet ensemble. Tous les choix
raisonnables s’averent donner des presentations Prim-equivalentes.
(3) Il serait interessant de savoir si le cadre de travail propose par Pour El et Richards
[31] concernant la calculabilite dans les espaces de Banach peut avoir des consequences
concretes qui iraient au dela de ce qui peut e^tre traite par les presentations rationnelles
(lesquelles orent un cadre naturel non seulement pour les problemes de recursivite
mais aussi pour les problemes de complexite). Le \contre-exemple" concernant L1
donne dans [31] incite a penser le contraire.
7 On peut supposer que tous les elements de G sont des vecteurs de norme comprise entre 1/2 et 1.
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3. Espace des fonctions reelles continues sur un intervalle compact:
premieres proprietes
Dans cette section, nous introduisons le probleme des presentations rationnelles pour
l’espace C[0; 1]: l’espace des fonctions reelles uniformement continues sur l’intervalle
[0; 1], muni de la norme usuelle:
k f k1 =Supfjf(x)j; 06x61g:
Considerons une presentation rationnelle de l’espace C[0; 1] donnee par une famille
( ~f)f2Y de fonctions uniformement continues indexee par une partie Y d’un langage
A?. Nous sommes interesses par les problemes de complexite suivants:
| la complexite de l’ensemble des (codes des) points rationnels de la presentation,
c.-a-d. plus precisement la complexite de Y en tant que partie du langage A? (c.-a-d.
la complexite du test d’appartenance).
| la complexite des operations d’espace vectoriel (le produit par un scalaire d’une
part, la somme d’une liste de vecteurs d’autre part).
| la complexite du calcul de la norme (ou de la fonction distance).
| la complexite de l’ensemble ( ~f)f2Y des points rationnels de la presentation, en
tant que famille de fonctions uniformement continues sur [0; 1].
| la complexite de la fonction d’evaluation E :C[0; 1] [0; 1]!R: (g; x) 7! g(x).
Il va de soi que l’on peut remplacer l’intervalle [0; 1] par un autre intervalle [a; b] avec
a et b dans D ou de faible complexite dans R.
3.1. La denition d’une presentation rationnelle de l’espace des fonctions continues
La complexite de l’ensemble ( ~f)f2Y des points rationnels de la presentation, en
tant que famille de fonctions uniformement continues sur [0; 1] n’est rien d’autre que
la complexite de l’application f 7! ~f de l’ensemble des codes de points rationnels Y
vers l’espace C[0; 1]. Nous devons donc, conformement a ce que nous disions dans la
Remarque 2.1.2(3), inclure dans la denition de ce qu’est une presentation rationnelle
de classe C de C[0; 1], le fait que ( ~f)f2Y est une famille uniformement de classe C au
sens de la Denition 2.2.9. Le probleme de la complexite de la fonction d’evaluation est
egalement un probleme important car il serait \immoral" que la fonction d’evaluation ne
soit pas une fonction de classe C lorsqu’on a une presentation rationnelle de classe C.
Cependant, la fonction d’evaluation n’est pas uniformement continue, ni me^me locale-
ment uniformement continue.
Pour traiter en general la question des fonctions continues mais non localement
uniformement continues sur l’espace C[0; 1] nous faisons appel a la denition informelle
2.4.1 avec la famille suivante de parties de C[0; 1]:
Notation 3.1.1. Si  est une fonction croissante de N1 vers N1 et r 2N1, on note F; r
la partie de C[0; 1] formee par toutes les fonctions qui, d’une part acceptent  comme
module de continuite uniforme, et d’autre part ont leur norme majoree par 2r .
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La \structure de calculabilite" sur l’ensemble d’indices
M := f(; r);  est une fonction croissante de N1 vers N1 et r 2N1g
n’est pas une chose bien denie dans la litterature, mais nous n’aurons besoin de
faire appel qu’a des operations parfaitement elementaires comme \evaluer  en un
entier n". 8 Le module de continuite de la fonction d’evaluation est alors \tres simple"
(uniformement lineaire pour toute denition raisonnable de cette notion).
En eet, pres de la partie F; r  [0; 1] de C[0; 1] [0; 1] un module de continuite de
la fonction E est donne par:
(n; ; r)= max((n+ 1); n+ 1) pour n2N1 et (; r)2M
comme il est tres facile de le verier. Et la borne sur F; r est evidemment donnee par
(; r)= r. Toute la question de la complexite de la fonction d’evaluation dans une
presentation donnee est donc concentree sur la question de la complexite de la fonction
d’evaluation restreinte a l’ensemble des points rationnels
(f; x) 7! ~f(x) :Y D[0;1]!R:
Or cette complexite est subordonnee a celle de ( ~f)f2Y en tant que famille de fonctions
uniformement continues : c’est ce que nous precisons dans la proposition suivante (dont
la preuve est immediate).
Proposition 3.1.2. Considerons sur l’espace C[0; 1] la famille de parties (F; r)(; r)2M
pour contro^ler les questions de continuite sur C[0; 1] (cf. Notation 3.1.1 et
Denition 2.4.1).
Alors si ( ~f)f2Y est une famille uniformement de classe C et si on considere la
presentation rationnelle de l’espace metrique C[0; 1] attachee a cette famille con-
sideree comme ensemble des points rationnels de la presentation; la fonction d’evalu-
ation
E :C[0; 1] [0; 1]!R : (g; x) 7! g(x)
est elle me^me de classe C.
Comme en outre nous demandons que la structure d’espace de Banach soit elle
me^me de classe C, cela nous donne nalement la denition suivante.
8 Notez que le theoreme d’Ascoli classique arme que toute partie compacte de C[0; 1] est contenue
dans une partie F; r , et que les parties F; r sont compactes. En mathematiques constructives la partie directe
est encore valable, mais la deuxieme partie de l’enonce doit e^tre ranee, cf. [5, Chapter 4, Theoreme 4.8,
pp. 96 a 98].
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Denition 3.1.3. Une presentation rationnelle de classe C de l’espace C[0; 1] est
donnee par une famille de fonctions ( ~f)f2Y qui est une famille uniformement de
classe C, dense dans C[0; 1] et telle que soient egalement dans la classe C les calculs
suivants:
| le produit par un scalaire,
| la somme d’une liste de fonctions choisies parmi les points rationnels,
| le calcul de la norme.
Dans toute la suite, nous nous interesserons a une etude precise des complexites
impliquees dans la Denition 3.1.3. Notre conclusion est qu’il n’existe pas de paradis
en temps polynomial des fonctions continues, du moins si P 6=NP.
3.2. Deux exemples signicatifs de presentations rationnelles de l’espace C[0; 1]
Nous donnons maintenant deux exemples signicatifs de presentations de C[0; 1]
(d’autres exemples seront donnes plus loin).
3.2.1. Presentation par circuits semilineaires binaires
Cette presentation et l’ensemble des (codes des) \points rationnels" seront notes
respectivement Ccsl et Ycsl. Nous appellerons fonction semilineaire a coecients dans
D une fonction lineaire par morceaux qui est egale a une combinaison par max et
min de fonctions x 7! ax + b avec a et b dans D.
Denition 3.2.1. Un circuit semilineaire binaire est un circuit qui a pour portes
d’entree des variables \reelles" xi (ici, une seule sura parce que le circuit calcule
une fonction d’une seule variable) et les deux constantes 0 et 1. Il y a une seule porte
de sortie.
Les portes qui ne sont pas des portes d’entree sont de l’un des types suivants:
| des portes a une entree, des types suivants: x 7! 2x, x 7! x=2, x 7!−x
| des portes a deux entrees, des types suivants: (x; y) 7! x + y, (x; y) 7! max(x; y),
(x; y) 7! min(x; y).
Un circuit semilineaire binaire avec une seule variable d’entree denit une fonction
semilineaire a coecients dans D. Un tel circuit peut e^tre code par un programme
d’evaluation. L’ensemble Ycsl est l’ensemble des (codes de ces) circuits semilineaires,
c’est l’ensemble des points rationnels de la presentation Ccsl.
Nous verrons plus loin que cette presentation est en quelque sorte la plus naturelle,
mais qu’elle manque d’e^tre une presentation de classe P a cause du calcul de la norme.
On a une majoration facile d’un module de Lipschitz de la fonction denie par le
circuit:
j ~f(x)− ~f(y)j62pjx − yj ou p est la profondeur du circuit:
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Ceci donne pour module de continuite uniforme (k)= k + n. Ceci implique en par-
ticulier qu’on n’a pas besoin de se limiter a un intervalle ferme borne de D dans la
proposition suivante.
Proposition 3.2.2 (Complexite de la famille de fonctions ( ~f)f2Ycsl ). La famille de
fonctions ( ~f)f2Ycsl est uniformement de classe P. Precisement; cette famille admet
(f; k)= k + prof (f) pour module de continuite uniforme et on peut expliciter une
fonction ’ :YcslDN1!D de classe DRT(Lin;O(N 2)) (ou N est la taille de
l’entree (f; x; k)) avec;
8(f; x; k)2YcslDN1 j ~f(x)− ’(f; x; k)j61=2k :
Plus precisement encore; comme il n’est pas necessaire de lire x en entier; la taille de x
n’intervient pas; et la fonction ’ est dans les classes DRT(Lin;O(t(f)(prof (f)+k)))
et DSPACE(O(prof (f)(prof (f) + k))) ou t(f) et prof (f) sont respectivement la
taille et la profondeur de f.
Preuve. Pour calculer ’(f; x; k) on evalue le circuit f sur l’entree x dont on ne con-
sidere que les k+2prof (f) premiers bits, en tronquant le resultat intermediaire calcule
a la porte  a la precision k + 2prof (f)− prof (). Enn, pour le resultat nal on ne
garde que la precision k.
Une telle methode appliquee navement necessite de garder stockes tous les resultats
obtenus a une profondeur xee p pendant qu’on calcule des resultats a la profondeur
p+ 1. Nous faisons alors t(f) calculs elementaires (+ ;  − ;  2; =2;max(; );
min(; )) sur des objets de taille 6k+2prof (f). Chaque calcul elementaire prend un
temps O(k+prof (f)), et donc le calcul global se fait en temps O(t(f)(prof (f)+ k)).
Et cela prend aussi un O(t(f)(prof (f) + k)) comme espace de calcul.
Il existe une autre methode d’evaluation d’un circuit, un peu moins econome en
temps mais nettement plus econome en espace, suivant l’idee de Borodin [6]. Avec une
telle methode on economise l’espace de calcul qui devient un O(prof (f)
(prof (f) + k)).
Remarque 3.2.3. Nous n’avons pas pris en compte dans notre calcul le probleme pose
par la gestion de t= t(f) objets (ici des nombres dyadiques) de tailles majorees par
s=prof (f)+ k. Dans le modele RAM cette gestion serait a priori en temps O(tlg(t)s)
ce qui n’augmente pas sensiblement le O(ts) que nous avons trouve, et ce qui reste
en O(N 2) si on se rappelle que le codage du circuit semilineaire par un programme
d’evaluation lui donne une taille de O(tlg(t)). Dans le modele des machines de Turing
par contre, cette gestion reclame a priori un temps O(t2s) car il faut parcourir t fois la
bande ou sont stockes les objets sur une longueur totale 6ts. Nous avons donc commis
une certaine sous estimation en nous concentrant sur le probleme que nous considerons
comme central: estimer le cou^t total des operations arithmetiques proprement dites.
Nous omettrons dans la suite systematiquement le calcul du temps de gestion des
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valeurs intermediaires (tres sensible au modele de calcul choisi) chaque fois qu’il
s’agira d’evaluer des circuits.
3.2.2. Presentation Cfrac (via des fractions rationnelles contro^lees et donnees en
presentation par formule)
La presentation precedente de l’espace C[0; 1] n’est pas de classe P (sauf si P =
NP comme nous le verrons a la Section 4.3) parce que la norme n’est pas calculable
en temps polynomial. Pour obtenir une presentation de classe P il est necessaire de
restreindre assez considerablement l’ensemble des \points rationnels" de la presentation,
de maniere a ce que la norme devienne une fonction calculable en temps polynomial.
Un exemple signicatif est celui ou les points rationnels sont des fractions rationnelles
bien contro^lees et donnees dans une presentation du type dense. On a le choix entre
plusieurs variantes et nous avons choisi de donner le denominateur et le numerateur
dans une presentation dite \par formules". Une formule est un arbre dont les feuilles
sont etiquetees par la variable X ou par un element de D et dont chaque noeud est
etiquete par un operateur arithmetique. Dans les formules que nous considerons, les
seuls operateurs utilises sont  + ;  −  et ; de sorte que l’arbre est un arbre
binaire (chaque noeud de l’arbre est une sous formule et represente un polyno^me
de D[X]).
Lemme 3.2.4. Designons par D[X ]f l’ensemble des polyno^mes a coecients dans D;
donnes en presentation par formule. Pour un polyno^me a une variable et a coecients
dans D le passage de la representation dense a la representation par formule est
LINTIME et le passage de la representation par formule a la representation dense
est polynomial. Plus precisement si on procede de maniere nave on est en DTIME
(O(N 2M(N ))).
Preuve. Tout d’abord, la representation dense peut e^tre consideree comme un cas par-
ticulier de representation par formule, selon le schema de Horner.
Ensuite, passer de la representation par formule a la representation dense revient a
evaluer la formule dans D[X ]. Introduisons les parametres de controle suivants. Un
polynome P 2D[X ] a un degre note dP et la taille de ses coecients est controlee par
l’entier (P) := log(
P
i jaij) ou les ai sont les coecients de P. Une formule F 2D[X ]f
contient un nombre d’operateurs arithmetiques note tF et la taille de ses coecients
est controlee par l’entier (F)=
P
i(lg(bi)) ou les bi sont les dyadiques apparaissant
dans la formule.
La taille ? F ? de la formule F est evidemment un majorant de tF et (F).
Pour deux dyadiques a et b on a toujours lg(ab)6lg(a)+lg(b) et lg(ab)6lg(a)+
lg(b).
On verie alors facilement que (P  Q)6(P) + (Q) et (PQ)6(P) + (Q).
Le temps de calcul (naf) de PQ est un O(dPdQM((P) + (Q))).
On montre ensuite par recurrence sur la taille de la formule F que le polynome corre-
spondant P 2D[X ] verie dP6tF et (P)6(F). On montre egalement par recurrence
que le temps pour calculer P a partir de F est majore par t2FM((F)).
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Denition 3.2.5. L’ensemble YfracD[X ]f D[X ]f est l’ensemble des fractions ra-
tionnelles (a une variable) a coecients dans D, dont le denominateur est minore par
1 sur l’intervalle [0; 1]. L’espace C[0; 1] muni de l’ensemble Yfrac comme famille des
(codes des) points rationnels est note Cfrac.
Proposition 3.2.6 (Complexite de la famille de fonctions ( ~f)f2Yfrac ). La famille de
fonctions ( ~f)f2Yfrac est uniformement de classe P; plus precisement de classe DRT
(Lin;O(M(N )N )); ou M(N ) est la complexite de la multiplication de deux entiers
de taille N .
Preuve. Nous devons calculer un module de continuite uniforme pour la famille
( ~f)f2Yfrac . Nous devons aussi expliciter une fonction ’ de classe DRT(Lin;O(M(N )N ))
’ :YfracD[0;1]N1!D; (f; x; n) 7!’(f; x; n)
veriant
j ~f(x) − ’(f; x; n)j61=2n. En fait, le module de continuite uniforme va se deduire du
calcul de ’.
Puisque le denominateur de la fraction est minore par 1; il nous sut de donner un
module de continuite uniforme et une procedure de calcul en temps O(M(N )N ) pour
evaluer une formule F 2D[X ]f avec une precision 1=2n sur l’intervalle [0; 1] (N =
n+?F ?). Nous supposons sans perte de generalite que la taille m=?F ? de la
formule F =F1 F2 est egale a m1 +m2 +2 si m1 =?F1? et m2 =?F2? ( designe
un des operateurs +;−ou ). On etablit alors (par recurrence sur la profondeur de la
formule) les deux faits suivants:
| lorsqu’on evalue de maniere exacte la formule F 2D[X ]f en un x2 [0; 1] le resultat
est toujours majore en valeur absolue par 2m.
| lorsqu’on evalue la formule F en un x2 [0; 1] de maniere approchee, en prenant x
et tous les resultats intermediares avec une precision (absolue) 1=2n+m le resultat
nal est garanti avec la precision 1=2n.
On conclut ensuite sans diculte.
Proposition 3.2.7. (a) La famille de nombres reels (k ~fk)f2Yfrac est de complexite P.
(b) Le test d’appartenance f2Yfrac? est de complexite P.
Preuve. (a) Soit f=P=Q2Yfrac. Pour calculer une valeur approchee a 1=2n de la
norme de ~f; on procede comme suit:
| calculer (P0Q − Q0P) en tant qu’element de D[X ] (Lemme 3.2.4)
| calculer m: la precision requise sur x pour pouvoir evaluer ~f(x) avec la precision
1=2n (Proposition 3.2.6)
| calculer les racines ((i)16i6n) de (P0Q − Q0P) sur [0; 1] avec la precision 2−m
| calculer max f ~f(0); ~f(1); ~f(i) 16i6sg avec la precision 1=2n (Proposition 3.2.6)
(b) Le code f contient les codes de P et Q. Il s’agit de voir qu’on peut tester en
temps polynomial que le denominateur Q est minore par 1 sur l’intervalle [0; 1]. Ceci
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est un resultat classique concernant les calculs avec les nombres reels algebriques:
il s’agit de comparer a 1 le inf des Q(i) avec i=0; 1 ou un zero de Q0 sur
l’intervalle.
Remarques 3.2.8. (1) Il est bien connu que le calcul des racines reelles d’un polynome
de Z[X ] situees dans un intervalle rationnel donne est un calcul de classe P. Peut-
e^tre la methode la plus performante n’est pas celle que nous avons indiquee, mais
une legere variante. En eet la recherche des racines complexes d’un polynome (pour
une precision donnee) est aujourd’hui extre^mement rapide (cf. [29]). Pluto^t que de
chercher speciquement les zeros reels sur l’intervalle [0; 1] on pourrait donc chercher
avec la precision 2−m les zeros reels ou complexes (j)16j6t susamment proches de
l’intervalle [0; 1] (i.e. leur partie imaginaire est en valeur absolue 62−m et leur partie
reelle est sur [0; 1] a 2−m pres) et evaluer ~f en les Re(j).
(2) Comme cela resulte de la Proposition 3.3.5 ci-dessous, toute fonction semilineaire
a coecients dans D est un point de complexite P dans Cfrac. Le fait que la presentation
Ccsl ne soit pas de classe P (si P 6=NP; cf. Section 4.3) implique par contre que la
famille de fonctions ( ~f)f2Ycsl n’est pas une famille de classe P dans Cfrac.
(3) On montre facilement que les operations d’espace vectoriel sont aussi en temps
polynomial.
Les resultats precedents se resument en:
Theoreme 3.2.9. La presentation Cfrac de C[0; 1] est de classe P.
3.3. Le theoreme d’approximation de Newman et sa complexite algorithmique
Le theoreme de Newman est un theoreme fondamental en theorie de l’approximation.
L’enonce ci-apres est un cas particulier. 9
Theoreme 3.3.1 (Theoreme de Newman [28], voir par exemple [30, pp. 73{75]).
Soit n entier >6; denissons
Hn(x)=
Q
16k<n2
(x + e−k=n)
et considerons les deux polyno^mes Pn(x) et Qn(x); de degres majores par n2=2; donnes
par
Pn(x2)= x(Hn(x)− Hn(−x)) et Qn(x2)=Hn(x) + Hn(−x):
Alors on a pour tout x2 [−1; 1]
j jxj − (Pn=Qn)(x2)j63e−n62−(n+1)
9 Nous avons pris le theoreme \a l’ordre n2" de maniere a obtenir une majoration en e−n:
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et
jQn(x2)j>2Hn(0)= 2=e(n3−n)=2>1=23(n3−n)=4:
Du theoreme de Newman decoule que les fonctions semilineaires se laissent in-
dividuellement bien approcher par des fractions rationnelles \faciles a ecrire et bien
contro^lees". C’est ce que precisent le Lemme 3.3.3 ci-apres et ses corollaires, les propo-
sitions et theoremes qui suivent. Nous rappelons d’abord le resultat suivant (cf. [7]).
Lemme 3.3.2 (theoreme de Brent). Soit a2 [−1; 1]\Dm. Le calcul de exp(a) avec la
precision 2−m peut e^tre fait en temps O(M(m) log(m)).
En d’autres termes; la fonction exponentielle sur l’intervalle [−1; 1] est de com-
plexite DTIME(O(M(m) log(m))).
On en deduit facilement, en notant D[X ]f la presentation de D[X ] par formules.
Lemme 3.3.3. Il existe une suite N1!D[X ]f D[X ]f; n 7! (un; vn); de classe DRT
(O(n5);O(M(n3)n2lg3(n))); telle que pour tout x2 [0; 1]
j jxj − pn(x2)=qn(x2)j62−n:
Les degres des polyno^mes pn et qn sont majores par n2=2; leurs tailles; en presentation
par formule sont majorees par un O(n5); et qn(x2) est minore par 1=e(n
3−n).
Preuve. On denit pn et qn comme Pn et Qn en remplacant dans la denition le reel
e−k=n par une approximation dyadique cn; k susante calculee au moyen du
Lemme 3.3.2.
Si je−k=n − cn; k j6 on verie que pour tout x2 [0; 1]
jPn(x)− pn(x)j6(n2 − 1)2n2 et jQn(x)− qn(x)j6(n2 − 1)2n2= 1:
Pour l’ecart entre les fractions rationnelles on utilise
jA=B− a=bj6jA=Bjjb− Bj=b+ jA− aj=b631=b:
Comme B>1=23(n
3−n)=4 on a 1=b62:23(n
3−n)=4 si jb− Bj6B=2; en particulier si
(n2 − 1)2n26(1=2)  1=23(n3−n)=4:
On est alors conduit a prendre un  tel que
31=b66(n2 − 1)2n223(n3−n)=461=2n+1:
Il sut donc de prendre 62−n
3
(pour n assez grand).
On va donc e^tre amene a decrire pn et qn par des formules de taille algebrique
O(n2) portant sur des termes de base (x+cn; k) ou cn; k est un dyadique de taille O(n3):
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La taille (booleenne) de la formule est donc un O(n5): L’essentiel du temps de calcul
est absorbe par le calcul des cn; k en utilisant le Lemme 3.3.2.
Notez que la majoration du temps de calcul est a peine moins bonne que la taille
du resultat. On en deduit immediatement les resultats suivants.
Theoreme 3.3.4. La fonction x 7! jx − 1=2j est un point de complexite P (plus
precisement DRT(O(n5);O(M(n3)n2lg3(n))) dans l’espace Cfrac. En d’autres termes,
il existe une suite N1!Yfrac; n 7! (un; vn); de classe DRT(O(n5);O(M(n3)n2lg3(n)));
telle que
kjx − 1=2j − un(x)=vn(x)k62−n:
Les degres des polyno^mes un et vn sont majores par n2.
Proposition 3.3.5. La fonction x 7! jxj sur l’intervalle [−2m; 2m] peut e^tre approchee
a 1=2n pres par une fraction rationnelle pn;m=qn;m dont le denominateur est minore
par 1 (sur le me^me intervalle); et le calcul
(n; m) 7! (pn;m; qn;m)N1N1!D[X ]f D[X ]f
est de complexite DRT(O(N 5);O(M(N 3)N 2lg3(N ))) ou N = n + m. Les degres des
polyno^mes pn;m et qn;m sont majores par N 2. De me^me la fonction (x; y) 7!max(x; y)
(resp. (x; y) 7!min(x; y)) sur le carre [−2m; 2m] [−2m; 2m] peut e^tre approchee a
1=2n pres par une fraction rationnelle du me^me type et de me^me complexite que les
precedentes.
Preuve. Pour la fonction valeur absolue:
Si x2 [−2m; 2m] on ecrit
jxj=2mjx=2mj
avec x=2m 2 [−1; 1]. Donc, avec les notations de la preuve du Lemme 3.3.3, il sut de
prendre pn;m(x)= 2mpn+m(x=2m) et qn;m(x)= 2mqn+m(x=2m).
Pour les fonctions max et min; il sut d’utiliser les formules:
max(x; y)=
x + y + jx − yj
2
et min(x; y)=
x + y − jx − yj
2
:
Dans la suite, on aura besoin d’ \approcher" la fonction discontinue
Ca(x)=
(
1 si x>a;
0 sinon:
Une telle \approximation" est donnee par la fonction semilineaire continue Cp;a
(Fig. 1):
Cp;a=min(1;max(0; 2p(x − a))) ou p2N1 et a2D[0;1]:
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Fig. 1. Courbe representative de la fonction Cp; a.
Fig. 2. Courbe de la fonction x 7!
p
jx − 1=2j.
La complexite de la famille de fonctions (p; a) 7!Cp;a est donnee dans la proposition
suivante.
Proposition 3.3.6. La famille de fonctions
N1D[0;1] ! Cfrac (p; a) 7!Cp;a
denie par:
Cp;a=min(1;max(0; 2p(x − a)))
est une famille de classe P. Plus precisement; elle est de complexite DRT(O(N 5);
O(M(N 3)N 2lg3(N ))) ou N =max(lg(a); n+ p).
La proposition suivante concerne la fonction racine carree.
Proposition 3.3.7. La fonction x 7!pjx − 1=2j sur [0; 1] est un P-point de Cfrac
(Fig. 2).
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Preuve (esquisse). Dans les polyno^mes Pn(x2) et Qn(x2) du theoreme de Newman, si
on remplace x2 par une bonne approximation de jxj sur [0; 1] obtenue elle me^me par
le theoreme de Newman, on obtiendra une fraction rationnelle Rn(x)=Sn(x) telle que,
8x2 [0; 1] j
p
jxj − (Rn=Sn)(x)j62−n:
Les degres de Rn(x) et Sn(x) seront en O(n4).
Notez que la fraction (Pn=Qn)(x) n’est pas impaire, elle fournit donc une bonne
approximation de la fonction
pjxj uniquement sur l’intervalle [0; 1].
4. Une presentation naturelle de l’espace C[0; 1] et quelques presentations
equivalentes
Une notion naturelle de complexite pour les \points" et pour les \suites de points"
de l’espace C[0; 1] est donnee par Ko et Friedman dans [15]. Nous etudions dans cette
section une presentation rationnelle de l’espace C[0; 1] qui donne (a tres peu pres) les
me^mes notions de complexite. Nous etudions egalement d’autres presentations utilisant
des circuits, qui s’ averent equivalentes du point de vue de la complexite P. La preuve
de ces equivalences est basee sur la preuve d’un resultat analogue mais moins general
donnee par [12, 13].
4.1. Denitions de quelques presentations de l’espace C[0; 1]
4.1.1. Presentation KF (KF comme Ko{Friedman)
Rappelons qu’on note Dn= fk=2n; k 2Zg et Dn; [0;1] =Dn \ [0; 1].
Dans la denition donnee par Ko et Friedman, on considere, pour f2C[0; 1]; une
machine de Turing a Oracle (MTO) qui \calcule" la fonction f au sens suivant.
L’oracle delivre, pour la question \m?" une approximation 2Dm; [0;1] de x avec la
precision 2−m. Pour l’entree n2N1; la machine calcule, en utilisant l’oracle, une ap-
proximation 2Dn de f(x) a 1=2n pres.
La seule lecture du programme de la MTO ne permet evidemment pas de savoir si
la MTO calcule bien une fonction de C[0; 1]. En consequence, puisque nous souhaitons
avoir des objets clairement identies comme \points rationnels" de la presentation que
nous voulons denir, nous prenons le parti d’introduire des parametres de contro^le.
Mais pour que de tels parametres soient vraiment ecaces, il est necessaire de limiter
l’execution de la machine a une precision de sortie donnee a priori. En consequence
la precision necessaire en entree est egalement limitee a priori. Ainsi, la MTO est ap-
proximee par une suite de machines de Turing ordinaires (sans oracle) n’executant
chacune qu’un nombre ni de calculs. Nous sommes donc conduits a denir une
presentation rationnelle de C[0; 1] qui sera notee CKF (l’ensemble des \points ra-
tionnels" sera note YKF) de la maniere suivante.
Denition 4.1.1. On considere un langage, choisi une fois pour toutes, pour decrire
les programmes de machines de Turing avec une seule entree, dans D[0;1] (notee x),
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et avec une seule sortie, dans D (notee y). Soit Prog la partie de ce langage formee
par les programmes bien ecrits (conformement a une syntaxe precisee une fois pour
toutes). Soit f=(Pr; n; m; T )2ProgN1N1N1 ou on a:
| n est la precision reclamee pour y;
| m est la precision avec laquelle est donnee x.
Le quadruplet (Pr; n; m; T ) est dit correct lorsque sont veriees les conditions suivantes:
| le programme Pr calcule une fonction de Dm; [0;1] vers Dn; c.-a-d. pour une entree
dans Dm; [0;1] on obtient en sortie un element de Dn.
| T majore le temps d’execution maximum pour tous les x de Dm; [0;1].
| pour deux elements consecutifs (distants de 1=2m) de Dm; [0;1] en entree, le pro-
gramme donne en sortie deux elements de Dn distants d’au plus 1=2n.
L’ensemble des quadruplets (Pr; n; m; T ) corrects est note YKF. Lorsque la donnee
f est correcte, elle denit le \point rationnel" ~f suivant: c’est la fonction lineaire
par morceaux qui joint les points du graphe donnes sur la grille Dm; [0;1]Dn par
l’execution du programme Pr pour toutes les entrees possibles dans Dm; [0;1].
Remarques 4.1.2. On notera que les deux premieres conditions pourraient e^tre realisees
de maniere automatique par des contraintes de type syntaxique faciles a mettre en
oeuvre. Par contre, comme on le verra dans la Proposition 4.4.1, la troisieme est
incontro^lable en temps polynomial (sauf si P=NP) (cette condition de correction
denit un probleme CO−NP-complet). Notez aussi que si on n’avait pas impose la
condition de correction pour les points de YKF on n’aurait eu aucun contro^le a priori
du module de continuite uniforme pour la fonction lineaire par morceaux denie par
une donnee, et la famille ( ~f)f2YKF n’aurait pas ete uniformement de classe P.
Proposition 4.1.3 (Complexite de la famille de fonctions attachees a YKF). La fam-
ille de fonctions continues ( ~f)f2YKF est uniformement de classe DRST (Lin; Lin;
O(N 2)).
Preuve. Tout d’abord, on remarque que la fonction ~f correspondant a f=(Pr; n; m; T )
est lineaire par morceaux et que, puisque la donnee est correcte, la pente de chaque
morceau est majoree en valeur absolue par 2m−n ce qui donne le module de continuite
uniforme (f; k)= k + m− n pour la famille ( ~f)f2YKF .
Nous devons exhiber une fonction ’ :YKFD[0;1]N1!D de complexite DSRT
(Lin; Lin; N 2) telle que:
8(f; x; k)2YKFD[0;1]N1 j’(f; x; k)− ~f(x)j62−k :
Soit z=(f; x; k)= ((Pr; n; m; T ); x; k)2YKFD[0;1]N1. Nous supposerons sans perte
de generalite que k>n et que x est donne avec au moins m bits.
Par simple lecture de x on repere deux elements consecutifs a et b de Dm; [0;1] tels
que a6x6b et on trouve le dyadique r 2D[0;1] tel que x= a+ r=2n.
Notons 2f−1; 0; 1g l’entier veriant ~f(a)= ~f(b) + =2n.
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Alors ~f(x)= ~f(a)+ r=2n. En outre ~f(a)=Exec(Pr; a) est le resultat de l’execution
du programme Pr pour l’entree a. Le calcul complet consiste donc essentiellement a:
| lire x (et en deduire a; b et r)
| calculer Exec(Pr; a) et Exec(Pr; b).
La complexite est donc majoree par la complexite de la Machine de Turing Universelle
que nous utilisons pour executer le programme Pr. D’apres le Lemme 1.3.1 cela se
fait en temps O(T (T+ ? Pr ?)) et en espace O(T+ ? Pr ?). Et la taille de la sortie
est majoree par T .
Le fait que la presentation CKF qui resulte de la Denition 4.1.1 soit appelee
\presentation a la Ko{Friedman" est justie par la proposition suivante.
Proposition 4.1.4. Une fonction f : [0; 1]!R est calculable en temps polynomial au
sens de Ko{Friedman si et seulement si elle est un P-point de CKF. Plus precisement
(a) Si la fonction f est de complexite en temps T (n) au sens de Ko{Friedman alors
elle est un DTIME(T )-point de CKF.
(b) Si la fonction f est un DTIME(T )-point de CKF alors elle est de complexite en
temps T 2(n) au sens de Ko{Friedman.
Nous prouverons d’abord une caracterisation de la complexite d’une fonction au
sens de Ko{Friedman, pour une classe C de complexite en temps ou en espace
elementairement stable. Nous l’avons deja armee sans preuve dans le premier
Exemple 2.2.3. Nous en donnons un enonce plus precis ici.
Proposition 4.1.5. Soit C une classe elementairement stable de type DTIME() ou
DSPACE() ou DSRT(; ; ) ou DRT(; ) ou DSR(; ) et soit une fonction con-
tinue f : [0; 1]!R. Les proprietes suivantes sont equivalentes:
(1) la fonction f est calculable au sens de Ko{Friedman dans la classe C;
(2) la fonction f est uniformement de classe C.
NB : Pour ce qui concerne la complexite d’une MTO; nous entendons ici que
les questions posees a l’oracle doivent e^tre comptees parmi les sorties de la ma-
chine. Autremant dit la taille des entiers m qui sont les questions a l’oracle doivent
avoir la majoration requise pour la sortie dans les classes du type DSRT(; ; ) ou
DRT(; ; ) ou DSR(; ; ).
Preuve (de la Proposition 4.1.5). Rappelons qu’une fonction est uniformement de
classe C (cf. Denition 2.1) lorsque:
(a) la fonction f possede un module de continuite uniforme dans la classe C.
(b) la famille (f(a))a2D est une C-famille de nombres reels.
Soit tout d’abord f2C[0; 1] et M une MTO qui, pour toute entree n2N1 et tout
x2 [0; 1] (donne comme oracle) calcule f(x) a 2−n pres dans la classe C. Si on
remplace l’oracle, qui donne a la demande une approximation de x a 2−m pres dans
Dm; par la lecture d’un nombre dyadique a arbitraire, on obtient une machine de
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Turing usuelle qui calcule (f(a))a2D en tant que famille de nombres reels, ceci dans
la classe C.
Voyons la question du module de continuite uniforme. Sur l’entree n (precision
requise pour la sortie) et pour n’importe quel oracle pour n’importe quel x2 [0; 1]; la
MTO va calculer y=f(x) a 2−n pres en interrogeant l’oracle pour certaines precisions
m. Puisque C est une classe de complexite du type prevu, le plus grand des en-
tiers m utilises sur l’entree n peut e^tre majore par (n) ou  :N1!N1 est une
fonction dans la classe C. 10 C’est le module de continuite uniforme que nous
cherchons.
Supposons maintenant que la fonction f soit uniformement de classe C. Soit M la
machine de Turing (sans oracle) qui calcule (f(x))x2D en tant que famille de nombres
reels dans la classe C. Soit M 0 une machine de Turing qui calcule un module de
continuite uniforme  :N1!N1 dans la classe C. La MTO a la Ko{Friedman est alors
la suivante. Sur l’entree n elle calcule m= (n + 1) (en utilisant M 0), elle interroge
l’oracle avec la precision m, l’oracle donne un element a2Dm. La MTO utilise alors
M pour calculer f(a) avec une approximation de 1=2n+1; qui, privee de son dernier
bit, constitue la sortie de la MTO.
La Proposition 4.1.5 montre, par contraste, que la non parfaite adequation obtenue
dans la Proposition 4.1.4 est seulement due a la diculte de faire entrer exactement
et a tout coup la notion de complexite d’une fonction uniformement continue (en tant
que fonction) dans le moule de la notion de \complexite d’un point dans un espace
metrique". Cette adequation parfaite a lieu pour des classes comme P; Prim ou Rec
mais pas pour DRT(Lin;O(nk)).
Enn on pourra noter la grande similitude entre les preuves des Propositions 4.1.5
et 4.1.4, avec une complication un peu plus grande pour cette derniere.
Preuve (de la Proposition 4.1.4). Soit tout d’abord f2C[0; 1] et M une MTO qui,
pour toute entree n2N1 et tout x2 [0; 1] (donne comme oracle) calcule f(x) a 2−n
pres, en temps majore par T (n).
Considerons la suite fn=(Prn; n; T (n); T (n))n2N1 ou on a:
Prn est obtenu a partir du programme Pr de la machine M en remplacant la reponse
(xm) de l’oracle a la question \m?" par l’instruction \lire x avec la precision m".
La correction de la donnee fn est claire. Soit ~fn la fonction lineaire par morceaux
correspondant a la donnee fn. On a pour 2 [0; 1] et d une approximation de  a
1=2T (n) pres
Exec(Prn; d)=Exec(Pr; n;Oracle pour )=M(n)
10 Par exemple pour une classe de complexite ou on specie que les sorties sont de taille lineaire, la
taille de m depend lineairement de n (independamment de l’oracle) puisque m; en tant que question posee
a l’oracle, est une des sorties.
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et donc
j ~fn()− f()j6 jf(d)− Exec(Prn; )j+ j ~fn(d)− Exec(Prn; )j
6 2−n + 2−n62−(n−1):
Enn la suite n 7!fn+1 est de complexite DTIME(O(n)).
Reciproquement, supposons que kfn−fk62−n avec n 7!fn de classe DTIME(T (n)).
On a fn=(Prn; q(n); m(n); t(n)). Considerons la MTO M qui, pour tout entier n2N1
et tout 2 [0; 1]; eectue les ta^ches suivantes:
| prendre l’element fn+1 = (Prn+1; q(n+1); m(n+1); t(n+1)); de la suite, correspon-
dant a n+ 1.
| poser a l’oracle la question Q(n)=m(n+1)+n+1−q(n) (on obtient une approx-
imation d de  a 2−Q(n) pres).
| calculer ~fn+1(d) par interpolation lineaire (cf. Proposition 4.1.3): ceci est la sortie
de la machine M .
On a alors
j ~fn()−M(n)j6 j ~fn()− ~fn+1()j+ ~fn+1()− ~fn+1(d)j
6 2−(n+1) + 2−(n+1) = 2−n 82 [0; 1]
donc
kf −M(n)k6kf − ~fnk+ k ~fn −M(n)k62−n + 2−n:
De plus la machine M est de complexite O(T 2(n)) (cf. Proposition 4.1.3).
Dans le me^me style que la Proposition 4.1.5, on obtient deux caracterisations na-
turelles, a P-equivalence pres, de la presentation rationnelle CKF de C[0; 1].
Proposition 4.1.6. Soit C? une presentation rationnelle de l’espace C[0; 1]. Alors on
a l’equivalence des deux assertions suivantes:
(1) la presentation C? est P-equivalente a CKF;
(2) une famille ( ~f)f2Z dans C[0; 1] est uniformement de classe P si et seulement
si elle est une P-famille de points de C?.
Preuve. Pour n’importe quelle classe elementairement stable C, deux presentations
rationnelles d’un espace metrique arbitraire sont C-equivalentes si et seulement si elles
denissent les me^mes C-familles de points (cf. Remarque 2.2.8). Il sut donc de
verier que la presentation rationnelle CKF verie la condition (2). La preuve est
identique a celle de la Proposition 4.1.4.
Theoreme 4.1.7. La presentation CKF est universelle pour l’evaluation au sens suiv-
ant. Si (Y; ; ) est une presentation de C[0; 1] pour laquelle la famille ( ~f)f2Y est
uniformement de classe P; et si on note C? l’espace C[0; 1] muni de cette structure
de calculabilite; alors la fonction IdC[0;1] de C? vers CKF est uniformement de classe
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P. Le resultat se generalise a toute classe de complexite C elementairement stable
veriant la propriete suivante:
si F 2 C alors le temps de calcul de F :N1!N1; N 7! F(N ); est majore par une
fonction de classe C.
Preuve. Cela resulte de 4.1.6. Donnons neanmoins la preuve. Nous devons montrer
que la famille ( ~f)f2Y est une famille de points de classe P pour la presentation CKF.
Puisque la famille ( ~f)f2Y est uniformement de classe P, on a deux fonctions y et 
de classe P:
 :Y D[0;1]N1!D (f; d; n) 7!  (f; d; n) = ~f(d) avec la precision 1=2n
et
 :Y N1!D; (f; n) 7! (f; d; n) = m
ou  est un module de continuite uniforme pour la famille. Soit S :N1!N1 une
fonction de classe P qui donne une majoration du temps de calcul de  .
Considerons alors la fonction ’ :Y N1!YKF denie par:
’(f; n) = (Pr(f; n); n; (f; n); S(? f ? +(f; n) + n))
ou ? f ? est la taille de f et Pr est le programme calculant  a peine modie : il
prend en entree seulement les d 2 Dm; [0;1] et ne garde pour la sortie que les chires
signicatifs dans Dn. La fonction ’ est aussi dans la classe P.
De plus il est clair que le point rationnel (Pr; n; m; S(? f ? +m+n)) ainsi construit
approxime f a 1=2n pres.
Notez que cette propriete universelle de la presentation CKF est evidemment partagee
par toute autre presentation P-equivalente a CKF.
4.1.2. Presentation par circuits booleens
La presentation par circuits booleens est essentiellement la me^me chose que la
presentation a la Ko{Friedman. Elle est un peu plus naturelle dans le cadre que nous
nous sommes xes (presentation rationnelle de l’espace metrique C[0; 1]).
Notons CB l’ensemble des (codes des) circuits booleens. Code informatiquement,
un circuit booleen C est simplement donne par un programme d’evaluation booleen
(boolean straight-line program) qui represente l’execution du circuit C. Un point ra-
tionnel de la presentation par circuits booleens est une fonction lineaire par morceaux
~f codee par un quadruplet f = (C; n; m; k) ou C est (le code d’) un circuit booleen, n
est la precision reclamee pour f(x), m la precision necessaire en entree, 2k+1 majore
la norme de ~f.
Denition 4.1.8. Un point rationnel de la presentation par circuits booleens Ccb est
code par un quadruplet f = (C; n; m; k) 2 CBN1N1N1 ou C est (le code d’)
un circuit booleen ayant m portes d’entree et k + n+ 1 portes de sortie: les m portes
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d’entree permettent de coder un element de Dm; [0;1] et les k + n + 1 portes de sortie
permettent de coder les elements de D de la forme 2k(Pi=1;:::;n+k bi2−i) (ou les bi
sont egaux a 0 ou 1).
La donnee f = (C; n; m; k) est dite correcte lorsque deux entrees codant des elements
de Dm; [0;1] distants de 1=2m donnent en sortie des codages de nombres distants de au
plus 1=2n. L’ensemble des donnees correctes est Ycb.
Lorsqu’une donnee f est correcte, elle denit une fonction lineaire par morceau ~f
qui est bien contro^lee (c’est le \point rationnel" deni par la donnee).
On notera que les parametres de contro^le n; m et k sont surtout indiques pour le
confort de l’utilisateur. En fait n+ k et m sont directement lisibles sur le circuit C.
De ce point de vue, la situation est un peu amelioree par rapport a la presentation
CKF pour laquelle les parametres de contro^le sont absolument indispensables. La taille
de C contro^le a elle seule le temps d’execution du circuit (c.-a-d. la fonction qui
calcule, a partir du code d’un circuit booleen et de la liste de ses entrees, la liste de
ses sorties est une fonction de tres faible complexite).
Proposition 4.1.9 (Complexite de la famille de fonctions attachees a Ycb). La famille
de fonctions continues ( ~f)f2Ycb est uniformement de classe DSRT(lin; Lin; QLin).
Preuve. On recopie presque a l’identique la preuve de la proposition 4.1.3 concernant
la famille ( ~f)f2YKF . La seule dierence est le remplacement de la fonction Exec(Pr; a)
par l’evaluation d’un circuit booleen. La fonction qui calcule, a partir du code d’un
circuit booleen et de la liste de ses entrees, la liste de ses sorties est une fonction de
complexite en temps O(t log(t)) (avec t = t(C)), donc de classe DSRT(Lin; Lin; QLin).
NB: Si on avait pris en compte \le temps de gestion" (cf. Remarque 3.2.3) on aurait
trouve une complexite DSRT(Lin; Lin;O(N 2)), c.-a-d. le me^me resultat que pour la
famille ( ~f)f2YKF (la complexite de Exec(Pr; a) prend justement en compte \le temps
de gestion").
4.1.3. Presentation par circuits arithmetiques fractionnaires (avec magnitude)
Rappelons qu’un circuit arithmetique ( fractionnaire) est par denition un circuit qui
a pour portes d’entrees des variables \reelles" xi et des constantes dans Q (on pour-
rait evidemment ne tolerer que les deux constantes 0 et 1 sans changement signicatif).
Les autres portes sont:
| des portes a une entree, des types suivants: x 7! x−1; x 7! −x
| des portes a deux entrees, des deux types suivants: x + y; xy.
Un circuit arithmetique calcule une fraction rationnelle, (ou eventuellement \error" si
on demande d’inverser la fonction identiquement nulle). Nous considererons des cir-
cuits arithmetiques avec une seule variable en entree et une seule porte de sortie et
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nous noterons CA l’ensemble des (codes de) circuits arithmetiques a une seule entree.
Le code d’un circuit est le texte d’un programme d’evaluation (dans un langage et
avec une syntaxe xes une fois pour toutes) correspondant au circuit arithmetique
considere.
Denition 4.1.10. Un entier M est appele un coecient de magnitude pour un circuit
arithmetique  a une seule entree lorsque 2M majore en valeur absolue toutes les
fractions rationnelles du circuit (c.-a-d. celles calculees a toutes les portes du circuit)
en tout point de l’intervalle [0; 1].
Un couple f = (;M) 2 CAN1 est une donnee ‘correcte lorsque M est un
coecient de magnitude pour le circuit . Cela denit les elements de Ycaf . Un element
f de Ycaf denit la fraction rationnelle notee ~f lorsqu’elle est vue comme un element
de C[0; 1]. La famille ( ~f)f2Ycaf est la famille des points rationnels d’une presentation
de C[0; 1] qui sera notee Ccaf .
Notez que, a cause de la presence des multiplications et du passage a l’inverse,
la taille de M peut e^tre exponentielle par rapport a celle de , me^me lorsqu’aucune
fraction rationnelle de  n’a de pole sur [0; 1]. Ce genre de mesaventure n’avait pas lieu
avec les circuits semilineaires binaires. Il semble me^me improbable que la correction
d’un couple (;M) 2 CAN1 puisse e^tre testee en temps polynomial (par rapport a
la taille de la donnee (;M).
Proposition 4.1.11 (Complexite de la famille de fonctions attachees a Ycaf ). La famille
de fonctions continues ( ~f)f2Ycaf est uniformement de classe P; et plus precisement
de classe DSRT(O(N 3); Lin;O(NM(N 2))).
Preuve. Soit f = (;M) un element de Ycaf . Soit p la profondeur du cirduit . On
montre par recurrence sur  que, pour une porte de profondeur  la fonction rationnelle
correspondante a une derivee majoree par 22M sur l’intervalle [0; 1]. Ceci fournit le
module de continuite uniforme (f; k) = k +2Mp (qui est en O(N 2)) pour la famille
( ~f)f2Ycaf .
Nous devons maintenant exhiber une fonction  :Ycaf D[0;1]N1!D de com-
plexite DRT(Lin;O(NM(N 2))) telle que:
8(f; x; k) 2 Ycaf D[0;1]N1j (f; x; k)− ~f(x)j62−k :
Soit (f; x; k) 2 Ycaf D[0;1]N1 ou f = (;M). Soit t = t() le nombre des portes
du circuit . La taille des entrees est N = t +M + k.
Pour calculer  ((;M); x; k) on procede comme suit. On lit m = k + 2Mp + p bits
de x ce qui donne les deux points consecutifs a et b de Dm; [0;1] tels que a6x6b. On
execute le circuit  au point a en tronquant le calcul eectue sur chaque porte aux m
premiers bits signicatifs. La valeur obtenue a la sortie, tronquee aux k premiers bits
signicatifs, est l’element  ((;M); x; k). Comme une multiplication (ou une division)
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Fig. 3. Schema de la preuve.
se fait en temps M(m), le temps des operations arithmetiques proprement dites est un
O(tM(k + 2Mp+ p)) = O(NM(N 2)) et l’espace occupe est en O(N 3).
NB: Si on avait pris en compte \le temps de gestion" (cf. Remarque 3.2.3) on aurait
dit:
Le temps des operations arithmetiques proprement dites est O(NM(N 2)); et la ges-
tion des objets est en O(N 4): Ainsi si on considere la multiplication rapide (respec-
tivement nave), la fonction d’evaluation est dans DRT(Lin;O(N 4)) (respectivement
DRT(Lin;O(N 5))) ou N est la taille des donnees.
4.1.4. Presentation par circuits arithmetiques polynomiaux (avec magnitude)
La presentation suivante de C[0; 1] sera notee Ccap. L’ensemble des \points ra-
tionnels" sera note Ycap.
C’est la me^me chose que les circuits arithmetiques fractionnaires, sauf qu’on sup-
prime les portes \passage a l’inverse". Il n’est donc pas necessaire d’ecrire la denition
en detail.
On retrouve les me^mes dicultes concernant la magnitude, en un peu moins grave.
Il ne semble pas que l’on puisse obtenir pour les circuits polynomiaux de majorations
senseiblement meilleures que celles obtenues a la Proposition 4.1.11 pour les circuits
avec divisions.
4.2. Comparaisons des presentations precedentes
Nous montrons dans cette section un resultat important, l’equivalence entre la presen-
tation a la Ko{Friedman et les quatre presentations \par circuits" de C[0; 1] citees dans
la section precedente, ceci du point de vue de la complexite en temps polynomial. En
particulier nous obtenons une formulation completement contro^lee du point de vue
algorithmique pour le theoreme d’approximation de Weierstrass.
Pour montrer l’equivalence entre ces cinq presentations du point de vue de la com-
plexite en temps polynomial, nous suivrons le plan ci-dessous (Fig. 3).
Pour donner l’equivalence entre ces dierentes presentations, nous devons constru-
ire des fonctions qui permettent de transformer un point rationnel d’une presentation
donnee en un point rationnel d’une autre presentation, qui approche convenablement le
premier.
Proposition 4.2.1. L’identite de C[0; 1] de CKF vers Ccb est uniformement de classe
P; en fait de classe DTIME(N 14).
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La preuve de cette proposition est basee sur le Lemme 1.3.1 qui decrit la complexite
d’une Machine de Turing Universelle et sur le lemme suivant:
Lemme 4.2.2 (cf. Stern [34]; Moutai [25]). Soient M une machine de Turing xee; T
et m des elements de N1. Alors on a une fonction calculable en temps O((T + m)7)
qui calcule T;m: un circuit booleen simulant les T premieres congurations de M pour
n’importe quelle entree dans f0; 1gm.
Remarque 4.2.3. J. Stern a donne dans [34], pour tout entier T 2 N1, une construction
assez simple d’un circuit T qui calcule la conguration de M obtenue apres T pas de
calcul a partir d’une conguration initiale de taille 6T (on peut supposer que T>m
ou prendre max(T; m)). La taille du circuit T est un O(T 2). L’auteur a mentionne
aussi que cette construction se fait en temps polynomial. Une complexite plus precise
(de l’ordre de O(T 7)) est donnee dans [25].
Preuve (de la Proposition 4.2.1). On considere la Machine de Turing Universelle MU
du Lemme 1.3.1. Soit f = (Pr; n; m; T ) un element de YKF. Notons p la taille du
programme Pr: La taille de f est N = p + n + m + T: La machine MU prend en
entree le programme Pr ainsi qu’une entree x 2 Dm; [0;1] et le nombre d’etapes T:
Elle execute en O(T (max(T; m) + p)) = O(N 2) etapes (cf. Lemme 1.3.1) la ta^che
de calculer la sortie pour le programme Pr sur la me^me entree x apres T etapes de
calcul. En appliquant le Lemme 4.2.2 on obtient un temps O(N 14) pour calculer a
partir de l’entree f un element g de Ycb (un circuit booleen ainsi que ses parametres
de contro^le) pour lequel on a ~g= ~f.
Proposition 4.2.4. L’identite de C[0; 1] de Ccb vers Ccsl est uniformement de classe
LINTIME. Plus precisement; on a une fonction discrete qui; a partir d’un element
f = (; n; m; k) de Ycb et d’un entier q 2 N1; calcule en temps O(N ) (ou N est la
taille de l’entree ((; n; m; k); q); un circuit semilineaire binaire g tel que:
j ~f(x)− ~g(x)j62−q 8x 2 [0; 1] (F4:2:1):
La preuve de cette proposition utilise le lemme suivant:
Lemme 4.2.5. Il existe une fonction calculable en temps O(N ) qui transforme tout
element f = ((; n; m; k); h) de YcbN1 en un element f0 = (0; n + h; m + h; k) de
Ycb correspondant a la me^me fonction semilineaire.
Preuve. Supposons que le circuit  calcule, pour l’entree x = u=2m ou 06u62m − 1,
la valeur y = ‘=2n, et pour x0 = (u + 1)=2m, la valeur y0 = ‘0=2n avec ‘; ‘0 2 Z et
j‘− ‘0j61. Alors le circuit 0 calcule, pour l’entree x+ r2−h2−m, 06r62h, la valeur
y + (y0 − y)r2−h.
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Noter de plus que t(0) = O(t() + h) et prof (0) = O(prof () + h).
Preuve (Proposition 4.2.4). D’apres le Lemme 4.2.5, la condition (F4.2.1) de la propo-
sition peut e^tre remplacee par la condition:
j ~f(x)− ~g(x)j62−(n−1) 8x 2 [0; 1] (F4:2:2):
En eet: si q < n alors (F4.2.1) decoule de (F4.2.2), sinon, on utilise l’interpolation
lineaire donnee dans la preuve du Lemme 4.2.5.
Nous cherchons donc maintenant a simuler le circuit booleen f = (; n; m; k) par un
circuit semilineaire binaire g avec la precision 1=2n.
Tout d’abord remarquons qu’il est facile de simuler de maniere exacte toutes les
portes, \sauf l’entree", par un circuit semilineaire simple  qui consiste en:
(1) remplacer les constantes booleennes 0 et 1 de  par les constantes rationnelles 0
et 1.
(2) remplacer chaque sommet de  calculant :u par un sommet de  calculant 1− u.
(3) remplacer chaque sommet de  calculant u ^ v par un sommet de  calculant
min(u; v).
(4) remplacer chaque sommet de  calculant u _ v par un sommet de  calculant
max(u; v).
(5) calculer, a partir des sorties c0; c1; : : : ; cn+k du circuit ; le point rationnel:
2k P
i=1;:::; n+k
ci2−i (c0 code le signe):
Il est clair que le circuit  se construit en temps lineaire et admet une taille t() =
O(t()) et une profondeur prof () = O(prof ()).
Maintenant nous cherchons a \simuler l’entree" du circuit ; c.-a-d. les bits codant
x, par un circuit semilineaire binaire.
Usuellement, pour determiner le developpement binaire d’un nombre reel x, on utilise
le pseudo-algorithme suivant qui utilise la fonction discontinue C denie par:
C(x) =

1 si x>1=2;
0 sinon:
Algorithme 1 (\calcul" des m premiers bits d’un nombre reel x)
Entrees: x 2 [0; 1]; m 2 N
Sortie: la liste(b1; b2; : : : ; bm) 2 f0; 1gm
Pour j := 1 a m Faire
bj C(x)
x 2x − bj
Fait
Fin.
La fonction C est discontinue, donc l’algorithme 1 n’est pas vraiment un algorithme;
et il ne peut pas e^tre simule par un circuit semilineaire binaire. On considere alors la
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fonction continue
Cp(x) :=Cp;1=2 = min(1;max(0; 2p(x − 1=2))) (cf : Fig: 1)
qui \approche" la fonction C. Et on considere l’algorithme suivant:
Algorithme 2 (calcul \approximatif" des m premiers bits qui codent un nombre reel x)
Entrees: x 2 [0; 1]; m 2 N1
Sortie: une liste (b1; b2; : : : ; bm) 2 [0; 1]m
p m+ 2
Pour j := 1 a m Faire
bj C(x)
x 2x − bj
p p− 1
Fait
Fin.
Ceci est realise par un circuit de taille et profondeur O(m) sous la forme suivante:
Algorithme 2bis (forme circuit semilineaire de Algorithme 2)
Entrees: x 2 [0; 1]; m 2 N1
Sortie : une liste (b1; b2; : : : ; bm) 2 [0; 1]m
p m+ 2; q 2p
Pour j := 1 a m Faire
y q(x − 1=2)
bj min(1;max(0; y))
x 2x − bj
q q=2
Fait
Fin.
Mais un probleme crucial se pose quand le reel x en entree est dans un intervalle de
type ]k=2m; k=2m +1=2p[ ou 06k62m − 1. Dans ce cas au moins un bit calcule dans
l’algorithme 2 est dans ]0; 1[. Par consequent le resultat nal de la simulation du circuit
booleen peut e^tre incoherent. Pour contourner cette diculte, on utilise une technique
introduite par Hoover [12, 13]. On fait les remarques suivantes:
| Pour tout x 2 [0; 1] au plus une des valeurs x = x + =2m+2 (ou  2 f−1; 0; 1g),
est dans un intervalle de type precedent.
| Notons z =
P
j=1;:::;m bj2
−j ou les bj sont fournis par l’agorithme 2bis sur l’entree
x. D’apres la remarque precedente, au moins deux valeurs ( ~(z) ( 2 f−1; 0; 1g),
correspondent exactement a la sortie du circuit arithmetique  lorsqu’on met en
entree les m premiers bits de x. C.-a-d., pour au moins deux valeurs de , on a
z 2 Dm et ~(z) = ~f(z) avec en outre jz − xj 61=2m + 1=2m+261=2m−1 (d’ou
j ~f(z)− ~f(x)j61=2n−1)).
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Fig. 4. vue globale du calcul.
| Donc, une eventuelle mauvaise valeur calculee par le circuit semilineaire ne peut
e^tre que la premiere ou la troisieme des valeurs si on les ordonne par ordre crois-
sant. Ainsi, si y−1, y0 et y1, sont les trois valeurs respectivement calculees par
le circuit aux points x (2f−1; 0; 1g), alors la deuxieme des 3 valeurs approche
correctement ~f(x). Etant donnes trois nombres reels y−1, y0 et y1, le 2eme par
ordre croissant, (y−1; y0; y1), est calcule par exemple par l’un des deux circuits
semilineaires binaires representes par le deuxieme membre dans les equations:
(y−1; y0; y1) = y−1 + y0 + y1 −min(y−1; y0; y1)−max(y−1; y0; y1)
(y−1; y0; y1) = min(max(y0; y1);max(y1; y−1);max(y0; y−1)):
Resumons: a partir de l’entree x nous calculons les x = x+=2m+2 (ou  2 f−1; 0; 1g),
et nous appliquons successivement:
| le circuit  (de taille O(m) = O(N )) qui decode correctement les m premiers digits
de x pour au moins deux des trois x.
| le circuit  qui simule le circuit booleen proprement dit et recode les digits de
sortie sous forme d’un dyadique, ce circuit est de taille O(N ).
| puis le circuit  qui choisit la 2eme valeur calculee par ordre croissant.
Nous obtenons donc un circuit qui calcule la fonction:
~g(x) = (((x − 1=2p)); ((x)); ((x + 1=2p))) avec p = m+ 2
de taille et de profondeur O(N ) et tel que: (Fig. 4).
j ~f(x)− ~g(x)j62−n 8x 2 [0; 1]:
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En outre, le temps mis pour calculer (le code de) g a partir de l’entree f est egalement
en O(N ).
Nous passons a la simultation d’un circuit semilineaire binaire par un circuit arithme-
tique (avec divisions). Nous donnons tout d’abord une version \circuit" de la
Proposition 3.3.5.
Proposition 4.2.6. Les fonctions (x; y) 7! max(x; y) et (x; y) 7! min(x; y) sur le carre
[−2m; 2m] [−2m; 2m] peuvent e^tre approchees a 1=2n pres par des circuits arithmeti-
ques de taille O((n + m)3); de magnitude O((n + m)3) et qui peuvent e^tre calcules
dans la classe DTIME(O(N 3)) (N = n+ m).
Preuve. On reprend la preuve du Lemme 3.3.3. La representation de polynomes ap-
prochant convenablement Pn et Qn au moyen de circuits est plus economique en espace.
Tout d’abord il faut construire un circuit qui calcule une approximation de e−1=n avec
la precision 1=2n
3
. On considere le developpement de Taylor
Fm(z) =
P
06i6m
(−1)i=i!zi
qui approche ez a 1=2m+2 pres si m>5 et 06z61. Ici, on peut se contenter de donner
un circuit qui calcule dn = Fn3 (1=n) dont la taille et le temps de calcul sont a priori en
O(n3) (alors qu’on etait oblige de donner explicitement une approximation dyadique
cn;1 de dn). Ensuite on construit un circuit qui calcule une bonne approximation de
Hn(x) =
Q
16k<n2 (x + e
−k=n) sous la forme hn(x) = (x + dn)(x + d2n)    (x + dn
2−1
n ).
Ce qui reclame un temps de calcul (et une taille de circuit) en O(n2). Ceci fait que
le circuit arithmetique qui calcule une approximation a 1=2n pres de jxj sur [0; 1] est
calcule en temps O(n3).
On voit aussi facilement que le coecient de magnitude est majore par la taille de
1=hn(0) c.-a-d. egalement un O(n3):
On remarquera que le coecient de magnitude peut dicilement e^tre ameliore. Par
contre, il ne semble pas impossible que dn puisse e^tre calcule par un circuit de taille
plus petite que la taille nave en O(n3).
Proposition 4.2.7. L’identite de C[0; 1] de Ccsl vers Ccaf est uniformement de classe
P; en fait de classe DTIME(N 4): Plus precisement; on a une fonction discrete qui;
a partir d’un element g de Ycsl de taille t(g) = t et de profondeur prof (g) = p; et
d’un entier n 2 N1; calcule en temps O(t(n+ p)3) un element f = (;M) 2 Ycaf
de taille t() = t(g)O((n+ p)3);
de profondeur prof () = O(p(n+ p)3)
avec coecient de magnitude M = mag() = O((n+ p)3);
et tel que: j ~f(x)− ~g(x)j62−n 8x 2 [0; 1].
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Preuve. Notons p = prof (g): Les portes de g pour une entree x 2 [0; 1] prennent des
valeurs dans l’intervalle [−2p; 2p]. On veut simuler a 2−n pres le circuit g par un circuit
arithmetique. Il sut de simuler les portes max et min du circuit semilineaire a 2−(n+p)
pres sur l’intervalle [−2p; 2p]. Chaque simulation reclame, d’apres la Proposition 4.2.6,
un circuit arithmetique (avec division) dont toutes les caracteristiques sont majorees
par un O(n+ p)3.
Nous passons a la simultation d’un circuit arithmetique avec divisions par un circuit
arithmetique polynomial.
Proposition 4.2.8. L’identite de C[0; 1] de Ccaf vers Ccap est uniformement de classe
P; en fait de classe DTIME(N 2). Plus precisement; on a une fonction discrete qui;
a partir d’un element f = (;M) de Ycaf ; et d’un entier n 2 N1; calcule en temps
O(N 2) un circuit arithmetique polynomial ( ;M 0) 2 Ycap (N est la taille de l’entree
((;M); n):
de taille t(G)=O(t()(n+M));
de profondeur prof (G)=O(prof ()(n+M))
de magnitude mag(G)=M 0=O(n+M);
et tel que: j ~f(x)− ~g(x)j62−n pour tout x2 [0; 1].
Le probleme se pose seulement au niveau des portes \passage a l’inverse". Nous
cherchons donc a les simuler par des circuits polynomiaux tout en gardant la magnitude
bien majoree.
Lemme 4.2.9. La fonction x 7! 1=x sur l’intervalle [−2m; 2m] peut e^tre realisee avec
la precision 1=2n par un circuit polynomial de magnitude O(m); de taille O(m+ n) et
qui est construit en temps lineaire.
Preuve. Nous utilisons comme Hoover la methode de Newton qui permet de calculer
l’inverse d’un reel z a 2−n pres en un nombre raisonnable d’additions et multiplications
en fonction de n:
Methode de Newton (pour le calcul de l’inverse de z)
Pour −2−m <z< 2m on pose
C(x)=

y0 = 2−m;
yi+1 =yi(2− zyi):
On verie facilement que, pour i>3m+ log(m+ n), on a:
jz−1 − yij62−n:
Ainsi pour l’entree (n; m)2N1N1, l’application de la methode de Newton jusqu’a
l’iteration i=3m+log(m+n) est representee par un circuit polynomial de taille O(m+n)
et de magnitude O(m+ n). De plus, il est facile de verier que la construction de ce
circuit se fait en temps lineaire.
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Proposition 4.2.10. L’identite de C[0; 1] de Ccap vers CKF est uniformement de classe
P; en fait de classe DRT(Lin;O(N 4)).
Preuve. Le fait d’e^tre de classe P resulte du Theoreme 4.1.7 et de la Proposition 4.1.11.
La lecture precise des preuves du Theoreme 4.1.7 et de la Proposition 4.1.11 donne le
resultat DRT(Lin;O(N 4)) (en tenant compte du Nota bene apres 4.1.11).
En resumant les resultats qui precedent nous obtenons le theoreme suivant.
Theoreme 4.2.11. Les cinq presentations CKF; Ccb; Ccsl; Ccaf et Ccap de C[0; 1] sont
P-equivalentes.
Notation 4.2.12. Pour autant qu’on se situe a un niveau de complexite susamment
eleve pour rendre le theoreme de comparaison valable (en particulier la classe P sut)
il n’y a pas de raison de faire de dierence entre les cinq presentations CKF; Ccb; Ccsl;
Ccaf et Ccap de C[0; 1]. En consequence, desormais la notation C[0; 1] signiera qu’on
considere l’espace C[0; 1] avec la structure de calculabilite Ccsl.
4.3. Complexite du probleme de la norme
On sait que la determination du maximum, sur un intervalle [0; 1] d’une fonction
calculable en temps polynomial f :N!f0; 1g est a tres peu pres la me^me chose que
le probleme NP-complet le plus classique: SAT.
Il n’est donc pas etonnant de trouver comme probleme NP-complet un probleme
relie au calcul de la norme pour une fonction continue. Il nous faut tout d’abord
formuler le probleme de la norme attache a une presentation rationnelle donnee de
l’espace C[0; 1] d’une maniere susamment precise et invariante.
Denition 4.3.1. Nous appelons \probleme de la norme", relativement a une presenta-
tion C1 = (Y1; 1; 1) de C[0; 1] le probleme:
Resoudre approximativement la question a6kfk1? dans la presentation C1 de
C[0; 1].
La formulation precise de ce probleme est la suivante:
Entrees: (f; a; n)2Y1DN1
Sortie: fournir correctement une des deux reponses:
| voici un x2D tel que jf(x)j>a− 1=2n.
| il n’existe pas de x2D veriant jf(x)j>a.
Cette denition est justiee par le lemme suivant.
Lemme 4.3.2. Pour deux presentations rationnelles C1 et C2 de C[0; 1] polynomiale-
ment equivalentes; les problemes de la norme correspondants sont aussi polynomiale-
ment equivalents.
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Preuve. La transformation du probleme correspondant a une presentation C1 au
probleme correspondant a une autre presentation C2 se fait par un algorithme ayant la
me^me complexite que l’algorithme qui permet de presenter la fonction identite entre C1
et C2. En eet, pour les donnees (f; a; n)2Y1D N1, on cherche g2Y2 telle que
kf− gk162−(n+2), puis on resout le probleme avec les entrees (g; a− 1=2n+1; n+2).
Si on trouve x2D tel que jg(x)j>a− 2−(n+1) − 2−(n+2), alors jf(x)j>a− 2−n.
Si on declare forfait, c’est qu’il n’existe pas de x2D tel que jg(x)j>a − 2−(n+1).
A fortiori, il n’existe pas de x2D tel que jf(x)j>a.
Theoreme 4.3.3. Le probleme de la norme est NP-complet pour les presentations
CKF; Ccb; Ccsl; Ccaf et Ccap.
Preuve. D’apres le Lemme 4.3.2 il sut de faire la preuve pour la presentation Ccb. Le
caractereNP du probleme est immediat. Pour voir laNP-durete, nous considerons le
probleme de la norme limite aux entrees ((; 1; m; 1); 3=4; 2) ou  est un circuit booleen
arbitraire a m entrees et une sortie (le quadruplet est alors evidement correct), et la
reponse oui correspond a la satisabilite du circuit .
On a egalement le resultat suivant, essentiellement negatif, 11 et donc moins
interessant.
Proposition 4.3.4. Pour les presentations considerees; la fonction norme f 7! kfk1
de C[0; 1] vers R+ est uniformement de classe P si et seulement si P=NP.
Preuve. Il sut de raisonner avec la presentation Ccb. Si la fonction norme est P-
calculable, 12 le probleme de la norme se resout en temps polynomial, et donc P=NP.
Si P=NP, le probleme de la norme se resout en temps polynomial, ce qui permet
de calculer la norme par dichotomie en initialisant avec la majoration 2k , jusqu’a obtenir
la precision 1=2q. Ceci reclame k + q etapes de dichotomie. L’ensemble du calcul est
en temps polynomial sur l’entree (g; q)2YcbN1.
Corollaire 4.3.5. L’identite de C[0; 1] de CKF vers Cfrac n’est pas calculable en temps
polynomial; au moins si P 6=NP.
Preuve. La fonction norme est calculable en temps polynomial pour la presentation
Cfrac d’apres la Proposition 3.2.7. On conclut par la proposition precedente.
Proposition 4.3.6. Pour les cinq presentations precedentes de C[0; 1]; si l’evaluation
est dans DSPACE(S(N )) avec S(N )>N; alors la fonction norme est aussi dans
DSPACE(S(N )).
11 Puisque P 6=NP!.
12 Nous utiliserons quelquefois la terminologie P-calculable comme abreviation pour calculable en temps
polynomial.
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Preuve. Si k 7! (k) est un module de continuite d’un point rationnel ~f d’une
presentation donnee de C[0; 1], alors pour calculer la norme avec une precision n
il sut d’evaluer ~f sur les elements de Dm; [0;1] (ou m= (n)) et prendre la valeur
maximale. Puisque les resultats intermediaires inutiles sont immediatement eaces, et
puisque S(N )>N>m l’espace de calcul de la fonction norme est le me^me que celui
de la fonction d’evaluation.
4.4. Complexite des presentations rationnelles etudiees
Dans cette section, nous presentons rapidement la complexite du test d’appartenance
et des operations d’espace vectoriel, pour les cinq presentations considerees, et nous
recapitulons l’ensemble des resultats obtenus.
Proposition 4.4.1. Le test d’appartenance (a l’ensemble des points rationnels) est:
| LINSPACE et CO−NP-complet pour les presentations CKF et Ccb;
| LINTIME pour la presentation Ccsl.
Preuve. Pour la presentation Ccsl, c’est evident. Les preuves sont essentiellement les
me^mes pour les deux presentations CKF et Ccb. Nous n’en donnons qu’une chaque fois.
Voyons que le test d’appartenance est LINSPACE pour YKF. Pour une entree
(Pr; n; m; T ) on fait le calcul suivant:
pour i=1; : : : ; 2m verier que
Pr(i=2m)2Dn et jP((i − 1)=2m)− Pr(i=2m)j61=2n:
Ce calcul est LINSPACE. Pour la CO−NP-completude du test d’appartenance, nous
donnons la preuve pour les circuits booleens. On peut se limiter aux entrees (; 2; m; 0)
ou  est un circuit qui ne calcule qu’une sortie correspondant au premier bit, les deux
autres bits sont nuls. On demande la coherence sur deux points consecutifs de la grille.
Seules les fonctions constantes sont donc tolerees.
Le probleme oppose du test d’appartenance revient a savoir si un circuit booleen est
non constant, ce qui implique la resolution du probleme de satisabilite.
Proposition 4.4.2. Les operations d’espace vectoriel (sur l’ensemble des points
rationnels) sont dans LINTIME pour les cinq presentations CKF; Ccb; Ccsl; Ccaf
et Ccap de C[0; 1].
Preuve. Les calculs sont evidents. Par exemple si (f1; : : : ; fs)2 lst(YKF) et n2N1, on
peut calculer facilement f2YKF tel que:∥∥∥∥∥ ~f − Pi=1;:::; s ~fi
∥∥∥∥∥61=2n
car il sut de conna^tre chaque ~fi avec la precision 1=2
n+log(s).
Le seul \drame" est evidemment que les presentations CKF et Ccb ne sont pas des
P-presentations de C[0; 1] (sauf si P=NP cf. la Proposition 4.3.4.)
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Pour terminer cette section nous donnons un tableau recapitulatif dans lequel nous
regroupons presque tous les resultats de complexite etablis pour les cinq presentations
rationnelles CKF; Ccb; Ccsl; Ccaf et Ccap de l’espace C[0; 1].
Evaluation Fonction Test Operations
Norme d’appartenance d’espace
vectoriel
CKF DSRT(Lin; Lin; LINSPACE et LINSPACE et LINTIME
et Ccb O(N 2)) NP-complet CO−NP-complet
Ccsl DSRT(O(N 2); DSPACE(O(N 2)) LINTIME LINTIME
Lin;O(N 2)) et NP-complet
Ccaf DSRT(O(N 3); DSPACE(O(N 3)) PSPACE LINTIME
et Ccap Lin;O(N 4)) et NP-complet
Pour le test d’appartenance PSPACE il est probable que sa complexite soit bien
moindre.
Remarque 4.4.3. Malgre la facilite de calcul de la fonction d’evaluation pour les
presentations CKF et Ccb, c’est encore la presentation par circuits semilineaires binaires
qui semble au fond la plus simple. Sa consideration a permis en outre d’eclairer le
theoreme de comparaison 4.2.11, qui est une version renforcee, uniforme, des resultats
etablis par Hoover.
Le defaut inevitable (si P 6=NP) des presentations denies jusqu’a maintenant est la
non faisabilite du calcul de la norme. Ceci empe^che d’avoir une procedure de contro^le
faisable pour les suites de Cauchy de points rationnels. Ceci diminue d’autant l’intere^t
des P-points de Ccsl. Cela souligne bien le fait qu’il est un peu articiel d’etudier les
P-points d’un espace qui est donne dans une presentation de complexite non polyno-
miale.
En outre des problemes a priori au moins aussi diciles que la calcul de la norme,
comme par exemple le calcul d’une primitive ou la solution d’une equation dierentielle,
sont egalement sans espoir de solution raisonnable dans le cadre des presentations que
nous venons d’etudier. Il est donc legitime de se tourner vers d’autres presentations
rationnelles de l’espace C[0; 1] pour voir dans quelle mesure elles sont mieux adaptees
aux objectifs de l’analyse numerique.
5. Quelques presentations de classe P pour l’espace C[0; 1]
Dans cette section on aborde la question de savoir jusqu’a quel point des presentations
rationnelles dans la classe P de l’espace C[0; 1] fournissent un cadre de travail adequat
pour l’analyse numerique. Il ne s’agit que d’une premiere etude, qui devrait e^tre
serieusement developpee.
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5.1. Denitions de quelques presentations de classe P
5.1.1. Presentation CW (a la Weierstrass)
L’ensemble des points rationnels YW de la presentation CW est simplement l’ensem-
ble D[X ] des polyno^mes (a une variable) a coecients dans D donnes en presentation
dense.
Un P-point f de CW est donc donne par une suite P-calculable:
m 7!Pm :N1!D[X ]; avec: 8m : kPm − fk161=2m:
Et une P-suite fn de CW est donnee par une suite double P-calculable:
(n; m) 7!Pn;m :N1N1!D[X ]; avec: 8n; m : kPn;m − fnk161=2m:
Remarque 5.1.1. Une denition equivalente pour un P-point f de CW est obtenue en
demandant que f s’ecrive comme somme d’une serie
P
Qm, ou (Qm) est une suite
P-calculable dans D[X ] veriant: kQmk161=2m. Ceci donne une maniere agreable
de presenter les P-points de CW. En eet on peut contro^ler en temps polynomial
(par rapport a m) le fait que la suite est correcte pour les termes de 1 a m. En
outre, dans l’optique d’un calcul \paresseux", on peut contro^ler la serie (Qm) au fur
et a mesure que le besoin de precision augmente. Cette remarque est valable pour
toute autre presentation rationnelle de classe P alors qu’elle ne le serait pas pour les
presentations etudiees a la Section 4.
Nous enoncons tout de suite un resultat comparant les presentations rationnelles Cfrac
et CW.
Proposition 5.1.2.
| L’identite de C[0; 1] de CW vers Cfrac est LINTIME.
| L’identite de C[0; 1] de Cfrac vers CW n’est pas de classe P.
Preuve. La premiere armation est triviale. La seconde resulte du fait que la fonction
x 7! jx − 1=2j est un P-point de Cfrac (Theoreme 3.3.4) tandis que tous les P-points
de CW sont des fonctions inniment derivables (cf. ci-dessous le Theoreme 5.2.7).
Puisque la presentation Cfrac de C[0; 1] est de classe P, on a immediatement.
Proposition 5.1.3. La presentation CW de C[0; 1] est de classe P.
L’intere^t de la presentation CW est notamment souligne par les theoremes de car-
acterisation (cf. Section 5.2) qui precisent des phenomenes \bien connus" en analyse
numerique, avec les polyno^mes de Chebyshev comme methode d’attaque des problemes.
5.1.2. Presentation Csp (via des semi-polyno^mes en presentation dense)
Il s’agit d’une presentation qui augmente notablement l’ensemble des P-points (par
rapport a CW ). Un element de Ysp represente une fonction polynomiale par morceaux
(ou encore un semi-polyno^me) donne \en presentation dense".
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Plus precisement Ysp lst(D) lst(D[X ]), et les deux listes dans lst(D) et lst(D[X ])
sont assujetties aux conditions suivantes:
| la liste (xi)06i6t de points rationnels dyadiques est ordonnee par ordre croissant:
0= x0 < x1<x2<    <xt−1<xt =1;
| la liste (Pi)16i6t dans lst(D[X ]) verie Pi(xi)=Pi+1(xi) pour 16i6t − 1.
Le point rationnel f=((xi)06i6t ; (Pi)16i6t) denit la fonction continue ~f qui con-
cide avec Pi sur l’intervalle [xi−1; xi].
La presentation Csp de C[0; 1] est clairement de classe P. La proposition suivante
se demontre comme la Proposition 5.1.2.
Proposition 5.1.4.
| L’identite de C[0; 1] de CW vers Csp est LINTIME.
| L’identite de C[0; 1] de Csp vers CW n’est pas de classe P.
5.1.3. Presentation Csfrac (via des semi-fractions rationnelles contro^lees et donnees
en presentation par formule)
L’ensemble des points rationnels Ysfrac est maintenant l’ensemble (codant) des fonc-
tions rationnelles par morceaux (ou semi-fractions rationnelles) a coecients dyadiques
et convenablement contro^lees. Plus precisement, Ysfrac lst(D) lst(D[X ]f D[X ]f),
et les deux listes dans lst(D) et lst(D[X ]D[X ]f)) sont assujetties aux conditions
suivantes:
| la liste (xi)06i6t de points rationnels dyadiques est ordonnee par ordre croissant:
0= x0<x1<x2<    <xt−1<xt =1;
| chaque couple (Pi; Qi) (16i6t) de la 2eme liste represente une fraction rationnelle
Ri=Pi=Qi avec son denominateur minore par 1 sur l’intervalle [xi−1; xi].
| la liste (Ri)16i6t verie Ri(xi)=Ri+1(xi) pour 16i< t. Le point rationnel f=
((xi)06i6t ; (Ri)16i6t) denit la fonction continue ~f qui concide avec Ri sur l’inter-
valle [xi−1; xi]. La presentation Csfrac de C[0; 1] est clairement de classe P.
5.2. Resultats concernant la presentation a la Weierstrass
Les resultats de cette section sont essentiellement dans [21, 22].
Avant de caracteriser les P-points de CW, il nous faut rappeler quelques resultats
classiques de la theorie de l’approximation uniforme par des polyno^mes.
Attention! Vu la maniere usuelle dont est formulee la theorie de l’approximation,
on utilisera l’intervalle [−1; 1] pour donner les resultats et les preuves concernant CW.
5.2.1. Quelques denitions et resultats de la theorie de l’approximation uniforme
par des polyno^mes
Voir par exemple [32, 10].
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Notation 5.2.1. C[a; b] est l’espace des fonctions reelles continues sur le segment
[a; b].
C est l’espace C[−1; 1], la norme uniforme sur cet intervalle est notee kfk1 et la
distance correspondante d1.
C(k) est l’espace des fonctions k fois continu^ment derivables sur [−1; 1].
C(1) est l’espace des fonctions indeniment derivables sur [−1; 1].
Pn est l’espace des polyno^mes de degre 6n.
Tn est le polyno^me de Chebyshev de degre n:
Tn(’(z)=’(zn) avec ’(z)=
1
2
(z + 1=z)
on peut egalement les denir par Tn(cos(x))= cos(nx) ou par
F(u; x)=
1− u  x
1− u2 − 2u  x =
1P
n=0
Tn(x)un:
On note: En(f)=d1(f;Pn) pour f2C.
On considere sur C le produit scalaire
hg; hi :=
Z 1
−1
g(x)  h(x)p
1− x2 dx=
Z
0
g(cos(x))h(cos(x)) dx:
On notera kfk2 la norme au sens de ce produit scalaire. Les polyno^mes (Ti)06i6n
forment une base orthogonale de Pn pour ce produit scalaire, avec
hT0;T0i =  et hTi ;Tii = =2 pour i> 0:
On note
Ak =Ak(f) :=
2

Z 1
−1
f(x)  Tk(x) dxp
(1− x2) =
2

Z 
0
cos(kx)f(cos(x)) dx:
Les Ak sont appeles les coecients de Chebyshev de f.
La fonction
Sn(f) :=A0=2 +
nP
i=1
AiTi=
P
i=1:::n
0 AiTi :
est la projection orthogonale de f sur Pn au sens du produit scalaire considere.
La serie correspondante est appelee la serie de Chebyshev de f. 13
On note: Sn(f)= kf − sn(f)k1, on a immediatement jAn+1j6Sn(f) + Sn+1(f).
Les zeros de Tn sont les
[n]i = cos

2i − 1
n

2

; i=1; 2; : : : ; n
13 Elle converge au sens de L2 pour le produit scalaire considere. La serie de Chebyshev est aux fonctions
continues sur [−1; 1] ce que la serie de Fourier est aux fonctions continues periodiques, ce qui se comprend
bien en considerant le \changement de variable" z 7! 1=2(z + 1=z) qui transforme le cercle unite du plan
complexe en le segment [−1; 1] et la fonction z 7! zn en le polynme Tn:
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et on a
Tn(x)= 2n−1
nQ
i=1
(x − [n]i ) (pour n>1);
Les extrema de Tn sur [−1; 1] sont egaux a 1 et obtenus aux points
[n]i = cos

i
n
 

; i=0; 1; : : : ; n:
Des valeurs approchees de sn(f) peuvent e^tre calculees au moyen de formules
d’interpolation : on pose
[m]k =
2
m
P
i=1:::m
0 f([m]i )Tk(
[m]
i ); u
[m]
n =
nP
k=1
[m]k Tk(x)
et on a: u[n+1]n est le polyno^me qui interpole f aux zeros de Tn.
La theorie de l’approximation uniforme par des polyno^mes etablit des liens etroits
entre \e^tre susamment bien approchable par des polyno^mes" et \e^tre susamment
reguliere".
5.2.2. Quelques resultats classiques
Evaluation d’un polynome
Pn
k=0 AkTk : Les formules recurrentes Tm+1(x)= 2xTm(x)−
Tm−1(x) conduisent a un algorithme a la Horner:
Bn+1 =Bn+2 =0; Bk =2xBk+1 − Bk+2 + Ak; p(x)= B0 − B22 :
Theoreme de Markov: Si g2Pn alors
kg0k16n2kgk1 (1)
et pour k>2
kg(k)k16T(k)n (1)kgk1=
n2(n2 − 1)    (n2 − (k − 1)2)
1:3:5    (2k − 1) kgk1: (2)
Comparaison de En(f) et Sn(f):
En(f)6Sn(f)6

4 +
4
2 log(n)

En(f): (3)
Comparaison de En(f) et An+1(f): Pour n>1 on aZ 1
−1
jTn(x)jp
1− x2 dx=2
d’ou on deduit
(=4)jAn+1(f)j6En(f): (4)
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Theoremes de Jackson: Soit f2C. Pour tout entier n>1 on a
En(f)6=(2n+ 2) si jf(x)− f(y)j6jx − yj (5)
En(f)6(=2)kkf(k)k1=[(n+ 1)(n)(n− 1)    (n− k + 2)]
si f2C(k) et n>k: (6)
Convergence de la serie de Chebyshev d’une fonction: La serie de Chebyshev d’une
fonction f2C(k) converge uniformement vers f si k>1, et elle est absolument con-
vergente (pour la norme kfk1) si k>2:
Sn(f)= ksn(f)− fk16
1P
j=n+1
jAjj (7)
et (cf. [32, Theoreme 3.12, p. 182])
ksn(f)− u[n+1]n k16
1P
j=n+2
jAjj: (8)
Approximation uniforme des fonctions dans C(1) par des polyno^mes
Les proprietes suivantes sont equivalentes.
(i) 8k 9M>0 8n>0 En(f)6M=nk ;
(ii) 8k 9M>0 8n>0 Sn(f)6M=nk ;
(iii) 8k 9M>0 8n>0 j An(f) j6M=nk ;
(iv) 8k 9M>0 8n>0 ku[n+1]n − fk16M=nk ;
(v) La fonction f est de classe C1 (i.e., f2C(1)).
Preuve. (i) et (ii) sont equivalents d’apres (3).
(iv) ) (i) trivialement.
(ii) ) (iii) parce que j An(f) j6Sn(f) + Sn−1(f)
(iii) ) (iv) d’apres (7) et (8).
(iii) ) (v): la serie P0 AiT(h)i est absolument convergente d’apres (2) et les majora-
tions (iii); donc on peut deriver h fois terme a terme la serie de Chebyshev
(v) ) (i) d’apres (6).
Analyticite et approximation uniforme par des polyno^mes
Les proprietes suivantes sont equivalentes
(i) 9M>0; r<1 8n>0 En(f)6Mrn;
(ii) 9M>0; r<1 8n>0 Sn(f)6Mrn;
(iii) 9M>0; r<1 8n>0 j An(f) j6Mrn;
(iv) 9M>0; r<1 8n>0ku[n+1]n − fk16Mrn;
(v) 9r<1 telle que f est analytique dans le plan complexe a l’interieur de l’ellipse
E de foyers 1, −1 et dont le demi-somme des diametres principaux est egale a
=1=r (Fig. 5),
(vi) 9M>0; R>1 8n kf(n)k16MRnn!;
(vii) f est analytique sur l’intervalle [−1; 1].
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Fig. 5. L’ellipse E.
Fig. 6. La lentille de Bakhvalov.
En outre la limite inferieure des valeurs de r possibles est la me^me dans les 5
premiers cas. 14
Remarques 5.2.2. (1) L’espace des fonctions analytiques sur un intervalle compact
possede donc une bonne description constructive, en termes de serie de Chebyshev par
exemple. Il appara^t comme une reunion denombrable embo^tee d’espaces metriques
complets (ceux obtenus en utilisant la denition (iii) et en xant M et r rationnels par
exemple). L’espace des fonctions C(1) est beaucoup plus dicile a decrire construc-
tivement, essentiellement parce qu’il n’existe pas de maniere agreable d’engendrer les
suites de rationnels a decroissance rapide. 15
(2) La condition (i) peut e^tre egalement lue comme suit: la fonction f peut e^tre
approchee a 1=2n (pour la norme uniforme) par un polyno^me de degre 6c:n, ou c est
une constante xee, c.-a-d. encore: il existe un entier h tel que Ehn(f)61=2n.
Me^me remarque pour les conditions (ii), (iii) et (iv). Cela implique que la fonction
f peut e^tre approchee a 1=2n par un polyno^me a coecients dyadiques dont la taille
(en presentation dense sur la base des X n ou sur la base des Tn) est en O(n2). La taille
de la somme des valeurs absolues des coecients est, elle, en O(n). Bakhvalov (cf. [2,
Chapter IV, 8 Th, p. 233]) donne une condition susante du me^me genre pour qu’une
fonction f soit analytique dans une lentille d’extremites −1 et 1 du plan complexe (et
non plus dans un voisinage du segment): il sut que la somme des valeurs absolues
14 Les equivalences (i): : :(iv) se montrent comme pour la proposition precedente. Pour l’equivalence avec
(v) voir par exemple [32]. La condition (vi) represente a tres peu pres l’analyticite dans l’ouvert UR forme
des points dont la distance a l’intervalle est inferieure a 1=R.
15 Cela tient au 8k 9M dans la denition de la decroissance rapide. Cette alternance de quanticateurs
prend une forme explicite lorsqu’on donne M en fonction de k explicitement. Mais, en vertu de l’argument
diagonal de Cantor, il n’y a pas de maniere eective d’engendrer les fonctions eectives de N vers N.
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des coecients d’un polyno^me donnant f a 1=2n pres soit majoree par M2qn (ou M et
q sont des constantes xees). C.-a-d. encore: la taille de la somme des valeurs absolues
des coecients d’un polyno^me approchant f a 1=2n est en O(n).
Classe de Gevrey et approximation uniforme par des polyno^mes
Si f est un P-point de CW donne par une suite m 7!Pm P-calculable (avec kf −
Pmk162m), alors le degre de Pm est majore par un polyno^me en m, donc il existe
un entier k et une constante B telles que le degre de Pm soit majore par (Bm)k .
Soit alors n arbitraire, et considerons le plus grand entier m tel que (Bm)k6n, c.-a-d.
m :=Ent( k
p
n=B). On a donc m+1> k
p
n=B. En posant r := 1=21=B et  := 1=k, on obtient:
En(f)61=2m62:rn

; avec r 2]0; 1[; >0:
En particulier, la suite En(f) est a decroissance rapide et f 2 C(1). Ceci nous amene
a etudier les fonctions f pour lesquelles ce genre de majoration est obtenu.
Denition 5.2.3 (classe de Gevrey16). Une fonction f2C(1) est dite dans la classe
de Gevrey d’ordre >0 si ses derivees verient une majoration:
kf(n)k1MRnnn
La classe de Gevrey est obtenue lorsqu’on ne precise pas l’ordre .
Theoreme 5.2.4. Soit f2C. Les proprietes suivantes sont equivalentes.
(i) 9M>0; r<1; >0 8n>0 En(f)6Mrn ;
(ii) 9M>0; r<1; >0 8n>0 Sn(f)6Mrn ;
(iii) 9M>0; r<1; >0 8n>0 j An(f) j6Mrn ;
(iv) 9M>0; r<1 8n>0 ku[n+1]n − fk16Mrn ;
( j) 9c; >0 8n>0 8m>cn Em(f)61=2n;
( jj) 9c; >0 8n>0 8m>cn Sm(f)61=2n;
( jjj) 9c; >0 8n>0 8m>cn j Am(f) j61=2n;
( jw) 9c; >0 8n>0 8m>cnku[m+1]m − fk161=2n;
(k) f est dans la classe de Gevrey.
Preuve. (i) , (ii) a partir de l’equation (3).
(i) ) (iii) a partir de l’equation (4).
(iv) ) (i) est triviale.
Les 4 equivalences du type (i) , ( j) resultent du me^me genre de calcul que celui qui
a ete fait avant le theoreme.
L’implication (jjj) ) ( jw) resulte d’un calcul de majoration simple utilisant les
equations (7) et (8).
16 Cf. par exemple Hormander [14]: Une fonction est Gevrey d’ordre 1 si et seulement si elle est
analytique.
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Supposons (k), c.-a-d. que f soit Gevrey d’ordre , et montrons (i). Le probleme de
majoration n’est delicat que pour >1, ce qu’on supposera maintenant. En appliquant le
theoreme de Jackson, on obtient une majoration En(f)6kkf(k)k1=nk des que n>2k,
ce qui donne avec la majoration de Gevrey En(f)6A(Ck=n)k . On peut supposer
C1=>2 et on prend pour k un entier proche de (n=2C)1= (6n=2), d’ou a tres peu
pres:
En(f)6A(1=2)(n=2C)
1=
=Arn

; avec =1=:
Supposons maintenant que f verie (j) et montrons que f est Gevrey.
Le probleme de majoration n’est delicat que pour >1, ce qu’on supposera main-
tenant. On ecrit f(k) =
P0 AmT(k)m . D’ou kf(k)k16P0 j Am j m2k d’apres le theoreme
de Markov. On utilise maintenant la majoration (jjj). On prend c et  entiers pour
simplier (ce n’est pas une restriction). Dans la somme ci-dessus, on regroupe les ter-
mes pour m compris entre cn et c(n+1). Dans le paquet obtenu, on majore chaque
terme par (1=2n)m2k, et on majore le nombre de termes par c(n+ 1)b; d’ou:
kf(k)k16
P
n
(c(n+ 1)=2n)(c(n+ 1))2k62c2k+1
P
n
(n+ 1)(2k+1)=2n
6 4c2k+1
P
n
nh=2n ou h= (2k + 1):
On majore cette serie par la serie obtenue en derivant h fois la serie
P
n x
n (puis en
faisant x=1=2) et on obtient que f est Gevrey d’ordre 2.
Remarques 5.2.5. (1) L’espace des fonctions Gevrey possede donc une presentation
constructive agreable.
(2) Pour =1 on obtient les fonctions analytiques. Pour >1, on obtient des fonc-
tions entieres.
(3) Pour 61, la limite superieure des  possibles est la me^me dans (i){(iv), la
limite inferieure des  possibles est la me^me dans (j), ( jj), ( jjj) et ( jw), avec =1=.
(4) Si on se base sur le cas des fonctions analytiques (= = =1), on peut esperer,
pour l’implication (j) ) (k), obtenir que f soit Gevrey d’ordre  au moyen d’un calcul
de majoration plus sophistique.
(5) Dans (j), ( jj), ( jw) on peut supprimer le quanticateur 8m si on prend c et 
entiers et m= cn.
5.2.3. Retour aux questions de complexite dans l’espace CW
Nous commencons par une
Remarque importante: en ce qui concerne D[X ], la presentation dense ordinaire (sur
la base des X n) et la presentation dense sur la base des polyno^mes de Chebyshev
Tn, sont equivalentes en temps polynomial. Nous utiliserons indieremment l’une ou
l’autre des deux bases, selon la commodite du moment.
Rappelons egalement que la norme P ! kPk1 est une fonction P-calculable de
D[X ] vers R.
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La preuve de la proposition suivante est immediate. En fait toute fonctionnelle denie
sur CW qui a un module de continuite uniforme polynomial et dont la restriction a D[X ]
est \facile a calculer" est elle me^me \facile a calculer". Cette proposition prend toute
sa valeur au vu du theoreme de caracterisation 5.2.7.
Proposition 5.2.6 (bon comportement des fonctionnelles usuelles). Les fonctionnelles:
CW ! R f 7! kfk1; kfk2; kfk1
sont des fonctions uniformement de classe P. Les fonctionnelles:
CW  [0; 1] [0; 1]! R (f; a; b) 7! sup
x2[a; b]
(f(x));
Z b
a
f(x) dx
sont des fonctions uniformement de classe P.
Theoreme 5.2.7 (caracterisation des P-points de CW). Soit f2C. Les proprietes
suivantes sont equivalentes.
(a) la fonction f est un P-point de CKF et est dans la classe de Gevrey
(b) la suite An(f) est une P-suite dans R et verie une majoration j An(f) j6Mrn
avec M>0; >0; 0<r<1.
(c) la fonction f est un P-point de CW.
Preuve. Les implications (c)) (a) et (c)) (b) sont faciles a partir du Theoreme 5.2.4.
(b) ) (c): Un polyno^me (en presentation dense sur la base des Tn) approchant
f avec la precision 1=2n+1 est obtenu avec la somme partielle extraite de la serie
de Chebyshev de f en s’arre^tant a l’indice (Bn)h (ou B et h se calculent a partir
de M et ). Il reste a remplacer chaque coecient de Chebyshev par un dyadique
l’approchant avec la precision:
1=[(Bn)h2n+1]= 1=2n+1+h log2(Bn):
(a) ) (c): Un polyno^me approchant f avec la precision 1=2n+1 est obtenu avec
u[m+1]m , (ou m=(Cn)k ; C et k se calculent a partir de M et , en tenant compte des
equations (7) et (8). La formule denissant u[m+1]m fournit ses coecients sur la base
des Tn et on peut calculer (en temps polynomial) une approximation a 1=2n+1+k log2(Cn)
pres de ces coecients en protant du fait que la suite double [n]i est une P-suite de
reels et que la fonction f est un P-point de CKF.
Une consequence immediate du theoreme precedent est obtenue dans le cas des
fonctions analytiques.
Theoreme 5.2.8. Soit f2C. Les proprietes suivantes sont equivalentes.
(a) la fonction f est une fonction analytique et c’est un P-point de CKF
(b) la suite An(f) est une P-suite dans R et verie une majoration
j An(f) j6Mrn(M>0; r<1)
(c) la fonction f est une fonction analytique et est un P-point de CW
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Denition 5.2.9 ( fonctions P-analytiques). Lorsque ces proprietes sont veriees, on
dira que la fonction f est P-analytique sur l’intervalle [−1; 1].
Theorem 5.2.10 (assez bon comportement de la derivation vis a vis de la complexite).
Soit f un P-point de CW. Alors la suite k 7!f(k) est une P-suite de CW. Plus
generalement; si (fp) est une P-suite de CW alors la suite double (f
(k)
p ) est une
P-suite de CW.
Preuve. Nous donnons la preuve pour la premiere partie de la proposition. Elle
s’appliquerait sans changement pour le cas d’une P-suite de CW.
La fonction f est un P-point de CW donne comme limite d’une suite n 7! Pn, P-
calculable. La suite double Pn(k) est P-calculable (entrees en unaire). Il existe deux
entiers a et b tels que le degre de Pn soit majore par 2anb. Donc, d’apres le theoreme
de Markov (Eq. (1)) on a la majoration:
kP(k)n − P(k)n−1k16(2an2b)kkPn − Pn−1k16(2an2b)k =2n−2 = 1=2n−(k:(a+2b log2(n))+2):
On determine alors aisement une constante n0 telle que, pour n>2n0k, on ait:
n>2(k:(a+ 2b log2(n)) + 2)
et donc
kP(k)n − P(k)n−1k161=2n=2
de sorte qu’en posant (n) := 2 sup(n0k; n), on a, pour q>(n);
kP(k)q − P(k)q+1k161=2n
et donc, puisque (n+ 1)= (n) ou (n) + 2;
kP(k)(n) − P(k)(n+1)k161=2n−1
d’ou enn:
kP(k)(n) − f(k)k161=2n−2:
On termine en notant que la suite double (n; k) 7!P(k)(n+2) est P-calculable.
Corollaire 5.2.11. Si f est un P-point de CW et a; b deux P-points de [−1; 1]; alors
les suites
kf(n)k1; kf(n)k2; kf(n)k1; f(n)(a) et sup
x2[a; b]
(f(n)(x))
sont des P-suites dans R.
Plus generalement; si (fp) est une P-suite de CW alors les suites doubles
kf(n)p k1; kf(n)p k2; kf(n)p k1; f(n)p (a) et sup
x2[a; b]
(f(n)p (x))
sont des P-suites dans R.
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La preuve du Theoreme 5.2.10 (et donc du Corollaire 5.2.11) est en quelque sorte
uniforme et a une signication plus generale. Nous allons maintenant denir le cadre
naturel dans lequel s’applique ce theoreme et donner le nouvel enonce, plus general et
plus satisfaisant.
Denition 5.2.12. Pour c et >0 on note Gevc;  la classe des fonctions Gevrey
veriant la majoration (du type (jjj) dans 5.2.4)
8m>cn j Am(f) j61=2n:
C’est une partie convexe fermee de C. Pour c et  entiers, on note YGevc;  les elements
de D[X ] qui sont dans la classe Gevc; . Cet ensemble YGevc;  peut e^tre pris pour
ensemble des points rationnels d’une presentation CGev; c;  rationnelle de Gevc; .
On notera que le test d’appartenance a la partie YGevc;  de D[X ] est en temps
polynomial, puisque les Am(f) pour un polyno^me f sont ses coecients sur la base
de Chebyshev. Dans ce nouveau cadre, le Theoreme 5.2.10 admet une formulation plus
uniforme et plus ecace.
Theoreme 5.2.13. Chaque fonctionnelle f 7!f(n) est une fonction uniformement de
classe P de CGevc;  vers CW. Plus precisement la suite de fonctionnelles
(k; f) 7!f(k): N1CGevc; !CW
est uniformement de classe P (au sens de la Denition 2:2:9).
Preuve. La suite double (k; f) 7! f(k) est de faible complexite en tant que fonction de
N1 D[X ] vers D[X ] donc aussi en tant que fonction de N1  YGev;  vers D[X ].
Tout le probleme est donc de montrer que l’on a un module de continuite uniforme
polynomial (au sens de 2.2.9). Nous devons calculer une fonction (k; h) telle que l’on
ait pour tous f et g dans YGev; :
kf − gk161=2(k; h) ) kf(k) − g(k)k161=2h:
Ce calcul de majoration est assez proche de celui qui a ete fait dans la preuve du
Theoreme 5.2.10. On ecrit
kf(k) − g(k)k16kf(k) − sn(f)(k)k1 + kg(k) − sn(g)(k)k1 + ksn(f − g)(k)k1:
Dans la somme du second membre les deux premiers termes sont majores comme suit
kf(k) − sn(f)(k)k16
P
q>n
j Aq(f) j kT (k)q k16
P
q>n
j Aq(f) j q2k :
Comme on a: 8q>cn j Aq(f) j 61=2n,
P
q>n j Aq(f) j q2k est \bien" convergente
et on peut expliciter un (k; h) polynomial en k; h tel que (voir l’explicitation en n
de preuve),
avec n= (k; h) 8f2YGev;c;:
P
q>n
j Aq(f) j q2k61=2h+2:
328 S. Labhalla et al. / Theoretical Computer Science 250 (2001) 265{332
Une fois xe n= (k; h) il nous reste a rendre petit le terme ksn(f − g)(k)k1: Le
theoreme de Markov (formule (2)) implique que
ksn(f − g)(k)k16ksn(f − g)k1n2k :
Il ne reste plus qu’a obtenir une majoration convenable de ksn(f − g)k1 a partir
de kf − gk1. Par exemple, on peut utiliser la majoration Sn(f)6(4 + log(n))En(f)
(d’apres la formule (3)) d’ou
kf(k)k16kfk1 + Sn(f)6kfk1 + (4 + log(n))En(f)6(5 + log(n))kfk1:
Donnons pour terminer l’explicitation de (k; h). On a les inegalites
P
q>cn0
j Aq(f) j q2k6
P
n>n0
P
q6c(n+1)
q2k =2n6
P
n>n0
c(n+ 1)(c(n+ 1))(2k)=2n
donc
P
q>cn0
j Aq(f) j q2k6
P
n>n0
(c(n+ 1))2k+1=2n6
P
n>n0
1=2’(n; ; c; k)
avec, si 2a>c
’(n; ; c; k)>n− (2k + 1)a− (2k + 1) log2(n+ 1):
Si on a
pour n>n0 ’(n; ; c; k)>h+ n=2 + 4 (?)
on obtient
P
q>cn0
j Aq(f) j q2k6
P
n>n0
1=2’(n; ; c; k)6(1=2h+2(1=4)
P
n>n0
1=2n=261=2h+2:
Et on peut prendre (k; h)= cn0 :
Il reste a voir comment on peut realiser la condition (?).
Pour tout entier b on a un entier (b)6max(8; b2) pour lequel
n>(b)) n>b log2(n+ 1):
Si donc n>(4(2k + 1)) on obtient
’(n; ; c; k)>n− (2k + 1)a− (2k + 1) log2(n+ 1)>(3n=4)− (2k + 1)a
et la condition ’(n; ; c; k)>h+ n=2 + 4 est realisee si n=4>(2k + 1)a+ h+ 4: D’ou
nalement (h; k)= cmax((4(2k + 1)); 4((2k + 1)a+ h+ 4)):
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En appliquant la Proposition 5.2.6, on obtient:
Corollaire 5.2.14. (i) Les trois suites de fonctionnelles
(n; f) 7! kf(n)k1; kf(n)k2; kf(n)k1 N1CGev; c;  ! R
sont uniformement de classe P (au sens de la Denition 2:2:9).
(ii) La suite de fonctionnelles:
N1 (CGev; c;  [−1; 1])!R(f; x) 7!f(n)(x)
est uniformement de classe P.
(iii) La suite de fonctionnelles:
N1  (CGev; c;  [−1; 1] [−1; 1])! R(f; a; b)) 7! sup
x2[a; b]
(f(n)(x))
est uniformement de classe P.
Remarque 5.2.15. Les Theoremes 5.2.7, 5.2.8, 5.2.10, 5.2.13, la Proposition 5.2.6 et
les corollaires 5.2.11 et 5.2.14 ameliorent sensiblement les resultats de [15, 16, 27] sur
les fonctions analytiques calculables en temps polynomial (au sens de Ko{Friedman).
5.3. Comparaisons de dierentes presentations de classe P
Dans cette section, nous obtenons la cha^ne suivante de fonctions uniformement de
classe P pour l’identite de C[0; 1].
CW ! Csp ! Cfrac  Csfrac ! CKF
et aucune des eches ! dans la ligne ci-dessus n’est une P-equivalence sauf peut-
e^tre Csp ! Cfrac et tres eventuellement Cfrac!CKF (mais cela impliquerait P=NP).
Tout d’abord, il est clair que l’identite de C[0; 1] est de classe LINTIME pour les cas
suivants:
CW ! Csp; Csp ! Cfrac; Cfrac ! Csfrac:
Par ailleurs l’identite de C[0; 1] est de classe P dans le cas suivant
Cfrac ! Ccaf
(en fait, seule le calcul de la magnitude n’est pas completement trivial, et il est su^rement
dans DTIME(O(N 2))). Il nous reste a montrer que l’identite de C[0; 1] de Csfrac vers
Cfrac est de classe P.
Proposition 5.3.1. L’identite de C[0;1] de Csp vers Cfrac est uniformement de classe P.
Preuve. Soit n2N1 et f2Ysp. On doit calculer un element g2Yfrac tel que
k ~f − ~gk161=2n:
On a f=((x0; x1; : : : ; xt); (P1; P2; : : : ; Pt)) avec Pi(xi)=Pi+1(xi) pour i=1; : : : ; t − 1:
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Fig. 7. La fonction hi .
On calcule m2N1 tel que 2m majore les kPik1 et les kP0ik1.
On pose p=m+n+1. Pour i=1; : : : ; t−2 on considere la fonction hi :=Cp; zi−Cp; zi+1
avec zi= xi − 1=2p+1 (Fig. 7).
Pour i=0 h0 := − Cp; z1 et pour i= t − 1 on a ht−1 :=−p; zt−1 : La fonction ~f est
a tres peu pres egale a h=
P
i hiPi+1: sur les intervalles [zi + 1=2
p; zi+1] on a h= ~f,
tandis que sur un intervalle
[zi; zi + 1=2p] = [xi − 1=2p+1; xi + 1=2p+1]
on obtient h= hi−1Pi + hiPi+1 qui est une moyenne ponderee de Pi et Pi+1, au lieu
de Pi ou Pi+1. En un point x de cet intervalle, on a jx − xij61=2p+1, on applique le
theoreme des accroissements nis et en utilisant Pi(xi)=Pi+1(xi) on obtient
jPi(x)− Pi+1(x)j6jPi(x)− Pi(xi)j+ jPi+1(x)− Pi+1(xi)j62m+1=2p+161=2n+1
et donc:
k ~f − hk161=2n+1
Il reste a remplacer chaque hi par un element gi de Yfrac veriant k ~gi−hik161=(t2p)
de sorte que k ~giPi+1 − hiPi+1k161=(t2n+1) et donc∥∥∥∥h−P
i
~giPi+1
∥∥∥∥
1
61=2n+1:
Vue la Proposition 3.3.6 concernant l’approximation des fonctions Cp;a par des fractions
rationnelles, le calcul des gi se fait en temps polynomial a partir de la donnee (f; n). Il
reste a exprimer
P
i ~giPi+1 sous forme ~g avec g2Yfrac, ce qui n’ore pas de diculte,
pour obtenir k ~f − ~gk161=2n:
Theoreme 5.3.2. Les representations Cfrac et Csfrac de C[0; 1] sont P-equivalentes.
Preuve. A partir d’un element f=((x0; x1; : : : ; xt); ((P1; Q1); : : : ; (Pt; Qt))) arbitraire de
Ysfrac on peut calculer en temps polynomial des nombres dyadiques d1; d2; : : : ; dt>1 et
veriant diQi(xi)=di+1Qi+1(xi) (et donc aussi diPi(xi)=di+1Pi+1(xi) pour i=1; : : : ;
t − 1) Alors ~f= ~g= ~h ou g; h2YSp sont donnes par:
g=((x0; x1; : : : ; xt); (d1P1; : : : ; dtPt)) et h=((x0; x1; : : : ; xt); (d1Q1; : : : ; dtQt)):
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On conclut en utilisant la Proposition 5.3.1 qui permet d’approcher convenablement g
et h par des fractions rationnelles.
6. Conclusion
Hoover a relie de maniere interessante la notion naturelle de complexite des fonctions
reelles continues donnee par Ko et Friedman a une autre notion, basee sur les circuits
arithmetiques. Il a donne de cette maniere une certaine version \en temps polynomial"
du theoreme d’approximation de Weierstrass. Dans cet article nous avons generalise
l’approche de Hoover, en introduisant un point de vue uniforme gra^ce a la notion de
presentation rationnelle d’un espace metrique. Ceci fournit un cadre de travail general
satisfaisant pour l’etude de tres nombreux problemes de complexite algorithmique en
analyse. Nous avons egalement generalise gra^ce a cette approche les resultats de Ko,
Friedman et Muller concernant les fonctions analytiques calculables en temps polyno-
mial. La presentation rationnelle Ccsl P-equivalente a CKF est la plus naturelle du point
de vue de l’informatique theorique. Cependant ce n’est pas une P-presentation et elle
est mal adaptee a l’analyse numerique des qu’on se pose des problemes plus compliques
que l’evaluation (le calcul de la norme, ou d’une primitive par exemple). Parmi les
representations que nous avons etudiees, la presentation CW semble e^tre la plus facile
a utiliser pour de nombreux problemes de l’analyse numerique. Quant a la presentation
par les fractions rationnelles, elle merite une etude renforcee. On aimerait obtenir un
analogue du theoreme (valable pour la presentation CW) concernant la caracterisation
des P-points. Il serait egalement interessant d’obtenir pour Cfrac la P-calculabilite de
certaines operations usuelles de l’analyse numerique, comme le calcul d’une primitive
ou plus generalement le calcul de la solution d’une equation dierentielle ordinaire.
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