Some years ago Moshe Flato pointed up that it could be interesting to develop the Nambu's idea ([13]) to generalize Hamiltonian mechanic. An interesting new formalism in that direction was proposed by T. Takhtajan ([14]). His theory gave new perspectives concerning deformation quantization, and many authors have developed its mathematical features ([2], [3]).
Generalities
In the reference [14] , L. Takhtajan, in 1994 , proposed a formalism which generalizes the Poisson bracket. Let M be a manifold and A the algebra of smooth functions on M . A Nambu structure of order r on M as an r-linear skewsymmetric map A × · · · × A → A : (f 1 , . . . , f r ) → {f 1 , · · · , f r } which satisfies the following properties: . . , f r−1 , g i }, g i+1 , . . . , g r } (F I)
for any f 1 ,...,f r−1 , g, h, g 1 ,...,g r in A. Date: october 1999. In this definition (L) stands for Leibniz property, (F I) for fundamental identity or for Filippov's identity (see [9] ). For r = 2, (F I) is just the Jacobi's identity, so a Nambu structure of order 2 is a Poisson structure.
The identity (L) implies that X f1···fr−1 : g → {f 1 , . . . , f r−1 , g} is a derivation of A, hence a vector field on M : it is, by definition, the Hamiltonian vector field associated to f 1 · · · f r−1 .
The identity (L) also implies that there is a r−vector field Λ such that {f 1 , . . . , f r } = Λ(df 1 , ..., df r ).
This Λ is called a Nambu tensor. We can also consider the usual vector fields as Nambu structures of order 1.
The identity (F I) implies that Hamiltonian vector fields define an integrable distribution, like in Poisson's case. So, we have on M a singular foliation which generalizes symplectic foliations of Poisson manifolds.
In 1996 appeared three proofs of the following surprising result ( [7] , [1] , [12] ). Theorem 1.1 (Local Triviality Theorem). Let Λ be a Nambu tensor of order r > 2. Near any point at which Λ does not vanish there are local coordinates x 1 , ..., x n such that
In particular this theorem shows that there are only two types of leaf for the foliation associated to Λ: either it reduces to a point (zero of Λ) or it is r-dimensional.
This theorem leads to a "covariant" presentation of Nambu tensors. Suppose that we have a volume form Ω on our manifold M. Set ω := i Λ Ω. Then we have the following result ( [5] ). Theorem 1.2. Suppose Λ is a r-vector on M , r ≥ 2. If r = 2 assume that the maximal rank of Λ is 2. If r is equal to the dimension n of M , then Λ is always a Nambu tensor. When r < n, Λ is a Nambu tensor if and only if we have
The first relation in this theorem says that ω is decomposable at each point, the second is an "integrability" condition. In the case r = n − 1, ω is just an integrable 1-form i.e. a 1-form such that ω ∧ dω = 0. In the case r > n − 1, ω can be called an integrable (n − r)-form, see [10] . Roughly speaking, this theorem says that a Nambu structure (or a Poisson structure of maximal rank 2) is exactly the "dual" of an integrable p−form.
For Nambu structures there is an analogous of the so called modular vector field ( [15] , [4] ) which can be defined as follows. Definition 1.3. Let Λ be a Nambu tensor of order r and Ω be a volume form on the manifold M. The modular tensor of Λ with respect to Ω is the tensor field D Ω Λ defined by the formula
Using the local triviality theorem we can prove the following results.
Theorem 1.4. The modular tensors are also Nambu tensors. If Λ is a Nambu tensor of order r with r > 2 or with r = 2, but with maximal rank 2, then we have, for any volume form Ω, for every s, s = 0, 1,..., r − 2, and for any smooth functions g 1 , . . . , g s , the following properties
Note that the property 2)(with s = 0) remains valid for any Poisson tensor, even if its maximal rank is more than 2.
Kupka's phenomenon
The Kupka's phenomenon ( [8] ) is the following: if ω is an integrable 1-form such that dω is non zero at a point, then near this point there are local coordinates x 1 , . . . , x n such that ω depends only on two of them, i.e. we have
Using the fact that integrable 1-forms are the "duals" of Nambu tensors of order n − 1 (n is the dimension of the ambiant manifold), we could rewrite this result in terms of Nambu tensors, but, hereafter, we will give a generalization of this result. For this we will use the following vocabulary. Definition 2.1. Let A be a Nambu tensor. We will say that A is of type 2.r if there are r commuting and everywhere linearly independent vector fields X 1 , . . . , X r such that we have X i ∧ A = 0 [X i , A] = 0 for every i = 1, . . . , r.
Remark 2.2. Locally this means that there are local coordinates x 1 , . . . , x n such that A = ∂/∂x 1 ∧ · · · ∧ ∂/∂x r ∧ B where B is a Nambu tensor independent of the coordinates x 1 , . . . , x r . Theorem 2.3 (generalized Kupka's phenomenon). Let Λ be a Nambu tensor and Ω a volume form. If D Ω Λ is a.e. non zero and is of type 2.r in a neighborhood of a point m then Λ is also of type 2.r in a (possibly different) neighborhood of m.
Proof. We can choose local coordinates (x 1 , ..., x n ) such that X i = ∂/∂x i for i = 1, ..., r and Ω = dx 1 ∧ ... ∧ dx n . Then we have
is a (q − 1 − r)-tensor field independent of x 1 ,...,x r . Since D Ω Λ is a.e. non zero we can suppose that Z := Y (r+1)...(q−1) is a.e. non zero.
We have i ν (D Ω Λ) = Z∂/∂x i . The relation 1) of theorem 1.4, implies ∂/∂x i ∧ Λ = 0. The latter relation holds for i = 1, ..., r, so we obtain
Since Z is independent of x 1 , ..., x r , the relation 2) of theorem 1.4 implies that [(∂/∂x i , P ] = 0. It follows that P is independent of x 1 , ..., x r . This ends the proof of our theorem. △ Let Λ be the Nambu tensor of order n − 1 associated with an integrable 1-form ω, such that dω = 0 at a point m. Then the modular tensor of Λ is non-zero at m and the local triviality theorem for regular Nambu structures says that it is locally of the form ∂/∂x 1 ∧ · · · ∧ ∂/∂x n−2 , so it is of type 2.(n − 2). The theorem above says that Λ is also of type 2.(n − 2). According the preceding remark we have, locally,
where B is independent of coordinates x 1 , . . . , x n−2 . Therefore, up to multiplication by a non-vanishing function, ω depends only of 2 coordinates. It is easy to see that the latter remains true without multiplication by a nonvanishing function under a suitable choice of the involved volume form. Therefore our theorem can be thought as a generalization of the Kupka's phenomenon.
For example, the formulated theorem has the following corollary (which can be proved directly).
Theorem 2.4. Let ω be an integrable 1-form on R n or C n . If dω is a.e. non zero and depends on less than s coordinates in a neighborhood of 0 then we have the same for ω.
Nambu tensors of order n − 1 with a non-zero linear part
In this section we give a formal normal form for Nambu tensors of order n − 1, vanishing at a point m, but with a non-zero linear part at that point; it generalizes the one we gave in [6] for the 3 dimensional case.
We will distinguish the following two cases.
The simple case is one where the modular tensor doesn't vanish: in that case by the "Kupka's phenomenon" our Nambu tensor has the local form
where X is a vector field independent of the coordinates x 1 , . . . , x n−1 . Thus the local classification of Nambu tensors reduces to that of 2-dimensional vector fields, up to orbital equivalence.
The difficult case is one where the modular tensor vanishes at m. In this case we have the following theorem.
Theorem 3.1. Let Λ be an order n−1 Nambu tensor on a n-dimensional manifold with n ≥ 3. Suppose that Λ vanishes at a point m, but has a non-zero linear part at this point. Suppose also that the modular tensors of Λ vanish at m. Then there are local coordinates x 1 , . . . , x n , in a neighborhood of m such that
where f and g are smooth functions, independent of x n , such that df ∧ dg = 0, and ǫ i is a smooth flat function at the origin (i.e. his Taylor expansion vanishes at m.)
The sequel of this section is dedicated to the proof of this theorem.
Study of the linear part of Λ. According to [5] this linear part Λ (1) has, in a suitable coordinates system, one of the following normal form.
Type 1:
where X (1) is a zero-trace linear vector field depending only on x n−1 and x n . This normal form corresponds to a linear integrable 1-form depending only on x n−1 and x n .
An elementary calculation shows that, in each of the cases, there are (possibly) new linear coordinates with
for the linear Nambu structure determined by Λ (1) . This means that the associated 1-form is of type x n dx n + n−1 i=1 l i dx i . Remark 3.2. In fact the preceding theorem is true in each of the cases where one can find coordinates satisfying 1. The only case where this is not so is the type 2 case with X (1) equivalent to x n−1 ∂/∂x n−1 + x n ∂/∂x n .
In the sequel of the proof of theorem 3.1 we will use following notations :
x := (x 1 , ..., x n−1 ), y := x n .
We also develop the function h(x 1 , ..., x n ) =: h(x, y) in the form
where h (p) is a p-homogeneous polynomial in x 1 , ..., x n−1 with coefficients depending smoothly on y (y is considered as a parameter). where a (0) i , ..., a (r−1) i are affine with respect to y (vacuous hypothesis for r = 0). There is a coordinates change of the form
Proof of the lemma. Make a coordinates change of the formx = x,ỹ = y(1 + e (r+1) (x, y)). We obtain
Now denoting Ω = dx 1 ∧ · · · ∧ dx n−1 ∧ dy, we have ω := i Λ Ω = Γdy + i ∆ i dx i with Γ = {x 1 , . . . , x n−1 }, ∆ i = (−1) n−i {x 1 , . . . , x i−1 , x i+1 , . . . , x n }. Recall that we have ω ∧ dω = 0. The terms with dx i ∧ dx j ∧ dy in this last equation give
Express ∆ k in the form ∆ k = α k (x) + yβ k (x) + y 2 δ k (x, y). Our hypothesis says that δ k have developments δ 
The equation (2) can be rewritten in the form
By the Poincaré lemma we can choose e (r+1) such that A 
i (x, y) + · · · , where a (s) i are affine in y for s = 0, . . . , r.
In a second step we use a change of coordinates of the formx 1 = x 1 +θ (r+2) (x, y), x 2 = x 2 , ...,x n−1 = x n−1 ,ỹ = y with ∂θ (r+2) /∂x 1 = −c (r+1) . Then we obtain
Now we can suppose
are affine in y for s = 0, ..., r.
Finally, to achieve the proof of the lemma, it suffices to perform a change of coordinatesx = x,ỹ = y + c (r+2) . △
We continue the proof of theorem 3.1.
Since we have 1, we can take {x 1 , . . . , x n−1 } as a new variable y to get
Then the hypothesis of lemma 3.3 holds for r = 0. We can apply inductively this lemma (for r = 0, then r = 1, r = 2... ) to show that, after a formal change of coordinates (the formal composition of the coordinate changes given by the lemma), we obtain {x 1 , . . . , x n−1 } = y i + · · · with all terms here being affine in y. Therefore we can suppose that we have formally {x 1 , . . . , x i−1 , x i+1 , . . . , x n−1 , y} = (−1) n−i (α i (x) + yβ i (x)) for i = 1, ..., n − 1.
Set Ω = dx 1 ∧ ... ∧ dx n−1 ∧ dy. Then the associated integrable 1-form ω has the form
So we obtain, for every i and j,
The Poincaré lemma gives α i = ∂f /∂x i , α i = ∂g/∂x i , for every i.
Therefore the latter equations leads to df ∧ dg = 0. This ends the proof of theorem 3.1 △ Theorem 3.1 has the following consequence concerning integrable 1-forms. Proof. If dω is non-zero, we can apply the Kupka phenomenon. If dω vanishes at m then the Nambu vector associated to ω has the formal form of theorem 3.1. So we can suppose that Λ = y∂/∂x 1 ∧ · · · ∧ ∂/∂x n−1 + (−1) n−i (∂f /∂x i + y∂g/∂x i )∂/∂x 1 ∧ · · · · · · ∧ ∂/∂x i−1 ∧ ∂/∂x i+1 ∧ · · · ∧ ∂/∂x n−1 ∧ ∂/∂y. Therefore ω = df + ydg + ydy up to multiplication by a non-vanishing function (the Jacobian of the change of coordinates).
Since we also have df ∧dg = 0 we can apply the result of [11] Remark 3.6. In fact theorem 3.4 can be proven directly (without using Nambu formalism). The crucial point of the proof is that, up to multiplication by a nonvanishing function, an integrable 1-form ydy + i A i dx i is formally equivalent to a form ydy + α 0 + yα 1 , where α 0 and α 1 are 1-forms depending on x 1 ,...,x n−1 only. This result has the following generalization. Proof. We consider the associated Nambu tensor Λ = y p ∂/∂x 1 ∧ · · · ∧ ∂/∂x n−1 + (−1) n−i A i )∂/∂x 1 ∧ · · · ∧ ∂/∂x i−1 ∧ ∂/∂x i+1 ∧ · · · · · · ∧ ∂/∂x n−1 ∧ ∂/∂y.
are all polynomials of degree p in y, with coefficients depending on x, then we can apply exactly the same method as in the first step of the proof of lemma 3.3 to bring A (r) i to a polynomial in y of degree p. In order to reach this, we make a coordinates changex = x,ỹ = y(1 + c r+1 ) with notations of the proof of this lemma. Then
i,j depends only on x for j = 0, ..., p. The identity ω ∧ dω = 0 implies that To complete the proof, chooseΩ = dx 1 ∧ ... ∧ dx n−1 ∧ dỹ. Thenω = i ΛΩ is equal to ω multiplied by a function of type 1 + u (r+1) + · · · and we havẽ ω = y p (1 +c (r+1) + · · · )dy + A i dx i .
We can multiplyω by the inverse of (1 +c (r+1) + · · · ) to get
So, step by step, we obtain the proof of our theorem. △
In the case p = 2 the last theorem can be improved. The integrability condition ω 0 ∧ dω 0 = 0 is equivalent to the system of equations:
So we can write, on the level of formal series, α 1 = dg, α 2 = dh and, since d(α 0 − hα 1 ) = 0, we have α 0 = dk + hdg for some function k. Now, the two last equations of our system give dk ∧ dg = 0 and dg ∧ dh = 0. Using Moussu's result ( [11] ), we can conclude that there is a function f whose formal series satisfies the relations g = a • f, h = b • f and k = c • f, for some functions a, b and c in one variable. So we obtain
This can be interpreted as follows: ω 0 is the formal pullback of a 2-dimensional 1form y 2 dy + (γ 0 (x) + yγ 1 (x) + y 2 γ 2 (x))dx by a mapping of the form (x 1 , . . . , x n ) → (f (x 1 , . . . , x n−1 ), x n ).
It seems that ω 0 is a formal pullback of a 2-dimensional 1-form for any value of p.
Quadratic integrable 1-forms
In this paragraph we will give a classification of quadratic integrable 1-forms or, equivalently, a classification of quadratic Nambu tensors of order n − 1, up to multiplication by a constant.
Let Λ be such a quadratic Nambu tensor of order n − 1. Its modular tensor DΛ relatively to any constant volume form is intrinsically defined and it is a linear Nambu tensor of order n − 2. The classification of linear Nambu tensors ( [5] ) says that we have the following two cases.
1-DΛ is of type 2:
This means that we have, in an adequate coordinates system,
where X is a vector field depending on coordinates x 1 , x 2 and x 3 only.
With the notation introduced in definition 2.1, DΛ is of type 2.(n − 3). So, due to the generalized Kupka phenomenon (theorem 2.3), Λ is also of type 2.(n − 3). Then we have Λ = ∂/∂x 4 ∧ · · · ∧ ∂/∂x n ∧ Λ 3 , where Λ 3 is a quadratic Poisson structure depending on the variables x 1 , x 2 and x 3 only. We see that the classification of these Nambu structures reduces to the classification of quadratic 3-dimensional Poisson structures. The latter classification is known due to the paper [4] .
2-DΛ is of type 1:
In this case it is easier to work with the associated quadratic integrable 1-form ω; DΛ is of type 1 if we have dω = dx ∧ dq where q is a quadratic form of type q = r i=1 ±y 2 i /2+xz in a system of coordinates x, y 1 , ..., y r , z, t 1 , ..., t s with r+s = n−2 or q = r i=1 ±y 2 i /2 in a system of coordinates x, y 1 , ..., y r , t 1 , ..., t s with r+s = n−1. In the sequel we will work in the first case with r ≥ 2. The other cases, with r = 0, r = 1 or without variable z are easier, and we let them to the reader.
Since we have dω = −d(qdx), we can express ω in the form ω = −qdx+ df, where f is an homogeneous function of degree 3. Denote q = r i=1 ±y 2 i /2. Then we have 0 = ω ∧ dω = df ∧ dx ∧ dq = ( i ∂f /∂y i dy i + ∂f /∂zdz + j ∂f /∂t j dt j ) ∧ dx ∧ (dq + xdz).
The terms with dt j ∧ dx ∧ dy i in this relation give ∂f /∂t j = 0, therefore f is independent of t j . The terms with dy j ∧ dx ∧ dy i give i ∂f /∂y i dy i ∧ dq = 0, and an elementary calculation leads to the relation f = (λx + µz)q + b(x, z).
Using this relation we obtain 0 = ((µq + ∂b/∂z)dz + (λx + µz)dq) ∧ dx ∧ (dq + xdz) = ((λx + µz)x − µq − ∂b/∂z)dq ∧ dx ∧ dz. Considering the terms with y i in the latter relation, we obtain, step-by-step: µ = 0, ∂b/∂z = λx 2 , b = λx 2 z + αx 3 , and finally f = λxq + αx 3 , where α is a constant.
Returning to the expression of ω, we get ω = θqdx + βxdq + γx 2 dx where θ, β and γ are constants.
The preceding calculations are summarized in the following theorem. and ǫ, β, θ and γ being constants (ǫ = 0 or ǫ = 1). In this last case ω is, in fact, the pull-back of a 2-dimensional 1-form.
