Abstract. This paper considers two applications of PF method. The first part extends the work of Zhou et al. (2008) regarding the use of PF in optimization. Indeed, their simple state equation x = x is substituted first with Newton-Raphson (hereafter, NR) and then with Robbins-Monro (hereafter, RM) equations. The second part, the application of PF in Bayesian fault detection is seen. Conclusions are given.
Introduction
The PF is a suitable framework for simulation and optimization, see Pitt and Shephard (1999) . Gordon et al. (1993) used the sequential Monte Carlo method, the importance sampling and re-sampling methods and introduced the PF method. Here, first, the application of PF in optimization of a function is considered and then PF is applied in fault detection problems. Although, the PF is strong tool for simulation, however, Zhou et al. (2008) applied PF to optimize a deterministic function H(x) over its support x ∈ χ and to find the optimizer * = ∈ . To this end, they used a state-space model where, following Zhou's notations, There are many numerical approximations to the above formula, when there is no analytical form for the first and second derivatives of H (Hildebrand, 1987 
3) where ε is a random variables from conditional distribution of Z given X = x . Some conditions on a is set to guarantee the convergence of x . The PF optimization under the NR and RM state equations is proposed in section 2.1. The section 3 is designed for the application of PF in fault detection. Conclusions are given in section 4.
PF optimization
There are many method for simulation based optimization. Some of them are Luus and Jaakola method, random search algorithms, stochastic approximation methods including Robbins-Monro (RM) and Kiefer-Wolfowitz (KW) algorithms, random optimization, stochastic gradient estimation, response surface methodology including adapted steepest descent technique, sample average approximation, stochastic adaptive search methods. For a review in simulation optimization techniques see Andradottir (1998) 2. Importance sampling. Sample from , = 1,2, … , .
3. Observation construction. Specify ∈ (0,1 , and let be the sample (1 − )-quantie of ( } . If > 1 and ≤ , then set = .
4. Bayes updating. Let ̂ ( ) = ∑ ( − ), where is the Dirac delta function.
Weights are calculated as 
NR and RM equations
For the NR equation, the transition density p(x |x ) is the location-scale distribution
and f is the density of u in
3) The following Example surveys the minimizer of gamma and Riemann zeta functions. Example 1. Consider the gamma function Γ(x)over x ∈ 0.01,4 , where
It is easy to see that Γ(x) has minimum at x 1.46 and Γ(1.46) 0.8856. In the following Table, the convergence of particle filter stages to the correct value is seen. 
(2.4) This function has a minimum at x = 0.5 when x ∈ (0.01,0.95). Again it is seen that after 40 stages in particle filter this value is achieved.
For the case of RM equation, the function H (considered by Zhou et al.) is a deterministic function. In this note, H is the conditional expectation in the form of Z given X = x. Let H be the conditional mean of random variable z given x. The state equation is given by = + ( − ) where ε is a sample from conditional distribution of z given x = x . Let a be of order 1 t and the support of z be finite and there exists a θ such that for x ≤ θ, then H(x) ≤ α and for x > then H(x) > , it can be shown that x converges to α as t → ∞. Let g be the density of ε , therefore,
Example 3. Here the application of particle filtering in the option pricing is considered. Under the risk neutral valuation, the value at time t of a financial derivative written on stock with payoff φ at maturity T, is given by
6) where r, Q, F and σ are the risk free rate, the risk neutral measure, the sigma-field generated by stock price until time t and the volatility of stock return. Suppose that the volatility σ is unknown. Therefore, the conservative solution for price is
(2.7) Next, consider a call option with maturity 6 months and risk free rate 0.05. Its value is given applying the particle filter of RM equation in the next table. Here the value of stock at time zero is 100 USD and strike price is 102. The price is given in table 2.
Bayesian Fault Detection
The PF is applied for fault detection e.g., Chan and Lai (2013) applied the PF method to find the change points using a hidden Markov model framework. Here, the PF approach is applied to Bayesian fault detection of Yao (1988) in a noisy discrete system. Let y = x + ε , where ε are iid sequence of N(0, σ ) and
1) where z are independent sequence of N(θ , σ ) distribution and J 's are iid sequence of Bernoulli random variables with probability of success p defined as J = 1 if there is a change between t − 1 and t, 0 in otherwise cases.
2) Let p = P(J = 1|y ) and let n(u, μ, ϑ) and f denote the density of normal distribution with mean μ and variance ϑ computed at u and the density of x .
The equation for μ is easy to derive. Also, it is easy to see that . Example 4. Here, it is assumed that θ = .
and σ = √i. It is supposed that there is a change at k = 300 at a sequence of 1000 independent observations and σ =0.1. The following Table gives the sequence of estimators which converges to change point estimates using the particle filter. The mean and standard deviation of estimators are also given. It is seen that as the number of repetition of simulation gets large the accuracy increases. In the following Table, the performance of particle filter method and the CUSUM approach is compared. It is seen that, in most of cells, the particle filter performs better than the CUSUM method. For large number of repetition of simulation, the CUSUM runs perfect. The following Figure gives the probability of change point (p ) based on particle filter method across time passing. This figure shows that there is change point at t = 300. 
Conclusions
First, the use of PF in optimization is extended to NR and RM equations. Then, the application of PF in Bayesian fault detection is seen.
