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Abstract
We develop continuous-stage Runge-Kutta-Nystro¨m (csRKN) methods for
solving second order ordinary differential equations (ODEs) in this paper. The
second order ODEs are commonly encountered in various fields and some of
them can be reduced to the first order ODEs with the form of separable Hamil-
tonian systems. The symplecticity-preserving numerical algorithm is of interest
for solving such special systems. We present a sufficient condition for a csRKN
method to be symplecticity-preserving, and by using Legendre polynomial ex-
pansion we show a simple way to construct such symplectic RKN type method.
Keywords: Hamiltonian systems; Symplecticity-preserving; Continuous-stage
Runge-Kutta-Nystro¨m methods; Legendre polynomial; Symplectic conditions.
1. Introduction
It is well-known that Runge-Kutta (RK) methods, partitioned Runge-Kutta
(PRK) methods and Runge-Kutta-Nystro¨m (RKN) methods paly a central role
in the context of numerical solution of ordinary differential equations (ODEs),
and they were well-developed in the previous investigations [2, 6, 7].
More recently, numerical methods with infinitely many stages including
continuous-stage Runge-Kutta (csRK) method, continuous-stage partitioned
Runge-Kutta (csPRK) method have been investigated and discussed in [9, 15,
18, 17, 10, 16, 3]. It is found that based on such methods we can obtain many
classical RK methods and PRK methods of arbitrarily high order by using
quadrature formulae but without resort to solving the tedious nonlinear al-
gebraic equations that stem from the order conditions with many unknown
coefficients. The construction of continuous-stage numerical methods seems
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more easier than that of those classical methods, since the associated Butcher
tableau coefficients belong to the space of continuous functions and they can
be treated in use of orthogonal polynomial expansions [17, 16]. Moreover, as
shown in [17, 16], numerical methods serving some special purpose including
symplecticity-preserving methods for Hamiltonian systems, symmetric methods
for reversible systems, energy-preserving methods for Hamiltonian systems, nu-
merical methods with conjugate symplecticity (up to a finite order) for Hamil-
tonian systems can also be constructed and investigated based on such new
framework.
It is worth mentioning that some methods with special purpose couldn’t
possibly exist in the classical context of numerical methods but it does within the
new framework. For instance, [4] has proved that there is no energy-preserving
RKmethods for general Hamiltonian system excluding those polynomial system,
but energy-preserving methods based on csRK obviously exist [9, 12, 1, 15, 18,
17, 10, 3]. It is also found that some Galerkin variational methods can be related
to continuous-stage (P)RK methods, which can not be completely explained in
the classical (P)RK framework [18, 19, 20]. As a consequence, the continuous-
stage methods provide a new broader scope for numerical solution of ODEs and
they are worth further investigating.
As is well known, the second order ODEs are commonly encountered in var-
ious fields including celestial mechanics, molecular dynamics, biological chem-
istry and so on [6, 13, 8]. In this paper, we are going to develop continuous-
stage RKN (csRKN) methods for solving second order ODEs. In particular,
there is a number of second order ODEs that can be reduced to the first order
ODEs with the form of separable Hamiltonian systems, and the symplecticity-
preserving discretization for such systems is of considerable interest [5, 13, 8].
For this sake, we will present a sufficient condition for a csRKN method to be
symplecticity-preserving, and then show the construction of symplectic RKN
type methods by using the Legendre polynomial expansion technique.
The outline of this paper is as follows. In the next section, we introduce the
so-called csRKN methods for solving second order ODEs. After that we present
the corresponding symplectic conditions and the order conditions, then we
use the orthogonal polynomial expansion technique to construct symplecticity-
preserving csRKN methods, which will be given in section 3-4. Section 5 is
devoted to discuss the construction of diagonally implicit symplectic methods.
At last, the concluding remarks will be given.
2. Continuous-stage RKN method
In the field of engineering and physics there are a large class of problems
which can be expressed by a system of second order differential equations
q¨ = f(t, q), q ∈ Rd, (2.1) {eq:second}
where the double dots on q represent the second-order derivative with respect
to t and f : R× Rd → Rd is a sufficiently smooth vector function.
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For system (2.1), the often used treatment is to write it as a first order
differential system by introducing p = q˙, namely{
q˙ = p,
p˙ = f(t, q).
(2.2) {eq:first}
As presented in [16], by using a continuous-stage partitioned Runge-Kutta
(csPRK) method to (2.2), it gives
Qτ = qn + h
∫ 1
0
Aτ,σPσdσ, τ ∈ [0, 1], (2.3a) {eq:cs1}
Pτ = pn + h
∫ 1
0
Aˆτ,σf(tn + Cσh,Qσ)dσ, τ ∈ [0, 1], (2.3b) {eq:cs2}
qn+1 = qn + h
∫ 1
0
BτPτdτ, n ∈ N, (2.3c) {eq:cs3}
pn+1 = pn + h
∫ 1
0
Bˆτf(tn + Cτh,Qτ )dτ, n ∈ N, (2.3d) {eq:cs4}
where Aτ,σ, Aˆτ,σ are functions of two variables τ, σ ∈ [0, 1] and Bτ , Bˆτ , Cτ are
functions of τ ∈ [0, 1]. We call Qτ and Pτ the internal continuous stages. In
addition, here we assume that
∫ 1
0
Aτ,σdσ =
∫ 1
0
Aˆτ,σdσ = Cτ , and
∫ 1
0
Bτdτ =∫ 1
0
Bˆτdτ = 1.
By inserting (2.3b) into (2.3a), we derive
Qτ = qn + h
∫ 1
0
Aτ,σ
(
pn + h
∫ 1
0
Aˆσ,ρf(tn + Cρh,Qρ)dρ
)
dσ (2.4)
= qn + hCτpn + h
2
∫ 1
0
A¯τ,ρf(tn + Cρh,Qρ)dρ, (2.5)
where we define A¯τ,ρ =
∫ 1
0
Aτ,σAˆσ,ρdσ and here by hypothesis Cτ =
∫ 1
0
Aτ,σdσ.
Similarly, by inserting (2.3b) into (2.3c), we have
qn+1 = qn + h
∫ 1
0
Bτ
(
pn + h
∫ 1
0
Aˆτ,σf(tn + Cσh,Qσ)dσ
)
dτ (2.6)
= qn + hpn + h
2
∫ 1
0
B¯σf(tn + Cσh,Qσ)dσ (2.7)
where we denote B¯σ =
∫ 1
0
Bτ Aˆτ,σdτ , and note that
∫ 1
0
Bτdτ = 1.
In summary, by using a csPRK method to (2.2) and eliminating the internal
stage variable Pτ , we can obtain the method which is referred to as a continuous-
stage Runge-Kutta-Nystro¨m method in this paper.
Definition 2.1 (Continuous-stage Runge-Kutta-Nystro¨m method). Let A¯τ,σ be
a function of variables τ, σ ∈ [0, 1] and B¯τ , Bˆτ , Cτ be functions of τ ∈ [0, 1].
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A continuous-stage Runge-Kutta-Nystro¨m (csRKN) method for the solution of
(2.1) is given by
Qτ = qn + hCτpn + h
2
∫ 1
0
A¯τ,σf(tn + Cσh,Qσ)dσ, τ ∈ [0, 1], (2.8a) {eq:csrkn1}
qn+1 = qn + hpn + h
2
∫ 1
0
B¯τf(tn + Cτh,Qτ )dτ, n ∈ N, (2.8b) {eq:csrkn2}
pn+1 = pn + h
∫ 1
0
Bˆτf(tn + Cτh,Qτ )dτ, n ∈ N, (2.8c) {eq:csrkn3}
which can be characterized by the following Butcher tableau
Cτ A¯τ,σ
B¯τ
Bˆτ
3. Symplectic conditions for csRKN method
When the system (2.1) is autonomous (i.e., time-independent for the right-
hand-side vector field) and f is the gradient of a scalar function, e.g.,
f(q) = −∇qV (q),
then it becomes a separable Hamiltonian system in the form
z˙ = J−1∇zH(z), z = (p, q) ∈ R2d,
with the Hamiltonian H(z) = 12p
T p + V (q) and J =
(
0 Id×d
−Id×d 0
)
, and
such system possesses an intrinsic geometric structure called symplecticity. This
states that the flow ϕt of the system is a symplectic transformation [8], i.e.,
(ϕ′t)
TJϕ′t = J, where ϕ
′
t denotes the derivative of ϕt with respect to the initial
values. For Hamiltonian system, symplectic numerical method is of considerable
interest [5, 8], as it always exhibits bounded small energy errors for the expo-
nentially long time, and can correctly mimic the qualitative behavior of the
original system (e.g., preserving the quasi-periodic orbits (namely KAM tori)
and chaotic regions of phase space [14]). A one-step method Φh : (pn, qn) 7→
(pn+1, qn+1), when applied to a Hamiltonian system, is called symplectic if and
only if (Φ′h)
T JΦ′h = J , or equivalently dpn+1 ∧ dqn+1 = dpn ∧ dqn (Here ∧
denotes the standard wedge product in differential geometry).
3.1. The sufficient condition for symplecticity {conditions: sym}
Theorem 3.1. If a csRKN method denoted by (A¯τ,σ, B¯τ , Bˆτ , Cτ ) satisfies
Bˆτ (1− Cτ ) = B¯τ , τ ∈ [0, 1], (3.1a) {sym_cond_orig01}
Bˆτ (B¯σ − A¯τ,σ) = Bˆσ(B¯τ − A¯σ,τ ), τ, σ ∈ [0, 1], (3.1b) {sym_cond_orig02}
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then the method is symplectic for solving the autonomous second order differen-
tial equations (2.1) with f(q) = −∇qV (q) (which can be rewritten as a Hamil-
tonian system).
Proof. By the csRKN method (2.8a-2.8c), we have
dpn+1 ∧ dqn+1
= d(pn + h
∫ 1
0
Bˆτf(Qτ )dτ) ∧ d(qn + hpn + h2
∫ 1
0
B¯τf(Qτ )dτ)
= dpn ∧ dqn + h
∫ 1
0
(Bˆτdf(Qτ ) ∧ dqn)dτ + hdpn ∧ dpn
+ h2
∫ 1
0
(Bˆτdf(Qτ ) ∧ dpn)dτ + h2
∫ 1
0
(B¯τdpn ∧ df(Qτ ))dτ
+ h3
∫ 1
0
∫ 1
0
Bˆτ B¯σdf(Qτ ) ∧ df(Qσ)dσdτ
(3.2) {eq:proofsym1}
Because of the skew symmetry of wedge product, the third term vanishes. By
virtue of (2.8a), the second term can be recast as
h
∫ 1
0
(Bˆτdf(Qτ ) ∧ dqn)dτ
= h
∫ 1
0
(
Bˆτdf(Qτ ) ∧ d(Qτ − hCτpn − h2
∫ 1
0
A¯τ,σf(Qσ)dσ)
)
dτ
= h
∫ 1
0
(Bˆτdf(Qτ ) ∧ dQτ )dτ − h2
∫ 1
0
(BˆτCτdf(Qτ ) ∧ dpn)dτ
− h3
∫ 1
0
(
∫ 1
0
Bˆτ A¯τ,σdf(Qτ ) ∧ df(Qσ)dσ)dτ
(3.3) {eq:sovqn}
Note that f(q) = −∇qV (q) and its Jacobian matrix is symmetric, the first term
in the above equality vanishes. Then by substituting (3.3) into (3.2), it yields
dpn+1 ∧ dqn+1
= dpn ∧ dqn − h2
∫ 1
0
(BˆτCτdf(Qτ ) ∧ dpn)dτ
− h3
∫ 1
0
∫ 1
0
(Bˆτ A¯τ,σdf(Qτ ) ∧ df(Qσ))dσdτ + h2
∫ 1
0
(Bˆτdf(Qτ ) ∧ dpn)dτ
− h2
∫ 1
0
(B¯τdf(Qτ ) ∧ dpn)dτ + h3
∫ 1
0
∫ 1
0
Bˆτ B¯σdf(Qτ ) ∧ df(Qσ)dσdτ
= dpn ∧ dqn + h2
∫ 1
0
(−BˆτCτ + Bˆτ − B¯τ )df(Qτ ) ∧ dpndτ
+ h3
∫ 1
0
∫ 1
0
(Bˆτ B¯σ − Bˆτ A¯τ,σ)df(Qτ ) ∧ df(Qσ)dσdτ
(3.4) {eq:proofsym2}
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The last term of the formula above can be reshaped as follows
h3
∫ 1
0
∫ 1
0
(Bˆτ B¯σ − Bˆτ A¯τ,σ)df(Qτ ) ∧ df(Qσ)dσdτ
= −h
3
2
∫ 1
0
∫ 1
0
(
Bˆτ A¯τ,σdf(Qτ ) ∧ df(Qσ) + BˆσA¯σ,τdf(Qσ) ∧ df(Qτ )
)
dσdτ
+
h3
2
∫ 1
0
∫ 1
0
(
Bˆτ B¯σdf(Qτ ) ∧ df(Qσ) + BˆσB¯τdf(Qσ) ∧ df(Qτ )
)
dσdτ
= −h
3
2
∫ 1
0
∫ 1
0
(
Bˆτ A¯τ,σdf(Qτ ) ∧ df(Qσ)− BˆσA¯σ,τdf(Qτ ) ∧ df(Qσ)
)
dσdτ
+
h3
2
∫ 1
0
∫ 1
0
(
Bˆτ B¯σdf(Qτ ) ∧ df(Qσ)− BˆσB¯τdf(Qτ ) ∧ df(Qσ)
)
dσdτ
=
h3
2
∫ 1
0
∫ 1
0
(Bˆτ B¯σ − BˆσB¯τ − Bˆτ A¯τ,σ + BˆσA¯σ,τ )df(Qτ ) ∧ df(Qσ)dσdτ
(3.5)
Therefore, if we require the condition given by (3.1a-3.1b), then the last two
terms in (3.4) vanish, and it yields
dpn+1 ∧ dqn+1 = dpn ∧ dqn,
which implies the symplecticity.
A very special class of separable Hamiltonian systems commonly considered
in practice is the system with Hamiltonian
H(p, q) =
1
2
pTM−1p+ V (q),
where M (mass matrix) is a constant, symmetric and invertible matrix, and the
corresponding Hamiltonian system becomes{
q˙ = M−1p,
p˙ = −∇qV (q).
If we let p˜ =M−1p, then we get{
q˙ = p˜,
˙˜p = −M−1∇qV (q),
which is in the form (2.2). By eliminating p˜, it reads
q¨ = −M−1∇qV (q). (3.6) {eq:Hs}
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For such a second order system, the csRKN method is
Qτ = qn + hCτ p˜n + h
2
∫ 1
0
A¯τ,σf(Qσ)dσ, τ ∈ [0, 1],
q1 = qn + hp˜n + h
2
∫ 1
0
B¯τf(Qτ )dτ,
p˜n+1 = p˜n + h
∫ 1
0
Bˆτf(Qτ )dτ,
(3.7) {scheme1}
where f(q) = −M−1∇qV (q) and p˜n = M−1pn.
By Theorem 3.1, if we require (3.1a-3.1b), then the one-step method (3.7)
mapping (p˜n, qn) to (p˜n+1, qn+1) is symplectic, i.e.,
dp˜n+1 ∧ dqn+1 = dp˜n ∧ dqn.
However, we are interested in the method in terms of the variables p and q,
rather than in terms of p˜ = q˙ and q. To address this issue, we observe that (3.7)
can be recast as
Qτ = qn + hCτM
−1pn + h2
∫ 1
0
A¯τ,σf(Qσ)dσ, τ ∈ [0, 1],
q1 = qn + hM
−1pn + h2
∫ 1
0
B¯τf(Qτ )dτ,
pn+1 = pn + hM
∫ 1
0
Bˆτf(Qτ )dτ,
(3.8) {scheme2}
where the last formula is derived by multiplying M from the left-hand side of
(3.7). By the similar arguments as the proof of Theorem 3.1, we can prove that
it still yields1
dpn+1 ∧ dqn+1 = dpn ∧ dqn.
Therefore, the csRKN method (3.8) remains symplectic under the conditions
(3.1a-3.1b).
3.2. Further characterizations for symplecticity
In what follows, we will show another useful result which shows the charac-
terizations for a csRKN method to be symplectic.
Now we introduce the ι-degree normalized shifted Legendre polynomial Pι(x)
by using the Rodrigues formula
P0(x) = 1, Pι(x) =
√
2ι+ 1
ι!
dι
dxι
(
xι(x − 1)ι
)
, ι = 1, 2, 3, · · · .
1A detailed proof will be found in our another coming paper.
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A well-known property of such Legendre polynomials is that they are orthogonal
to each other with respect to the L2 inner product in [0, 1]∫ 1
0
Pι(t)Pκ(t) dt = δικ, ι, κ = 0, 1, 2, · · · ,
and they as well satisfy the following integration formulae∫ x
0
P0(t) dt = ξ1P1(x) +
1
2
P0(x),∫ x
0
Pι(t) dt = ξι+1Pι+1(x) − ξιPι−1(x), ι = 1, 2, 3, · · · ,∫ 1
x
Pι(t) dt = δι0 −
∫ x
0
Pι(t) dt, ι = 0, 1, 2, · · · ,
(3.9) {property}
where ξι =
1
2
√
4ι2−1 and δij is the Kronecker symbol.
Similarly as the continuous-stage (P)RK methods discussed in [16], we will
use the simplifying hypothesis Bˆτ = 1, Cτ = τ throughout this paper. By
exploiting the orthogonal polynomial expansions we get the following result.
{construct_scsRKN}
Theorem 3.2. The csRKN method denoted by (A¯τ,σ, B¯τ , Bˆτ , Cτ ) with Bˆτ =
1, Cτ = τ is symplectic for solving system (2.1) (as a separable Hamiltonian sys-
tem), if A¯τ,σ and B¯τ take the following forms in terms of Legendre polynomials
B¯τ = 1− τ = 1
2
P0(τ) − ξ1P1(τ), τ ∈ [0, 1],
A¯τ,σ = α(0,0) + α(0,1)P1(σ) + α(1,0)P1(τ) +
∑
i+j>1
α(i,j)Pi(τ)Pj(σ), τ, σ ∈ [0, 1],
(3.10) {sym_cond}
where the expansion coefficients α(i,j) as real parameters satisfy
α(0,0) ∈ R, α(0,1) − α(1,0) = −
√
3
6
, α(i,j) = α(j,i), i+ j > 1.
Proof. By the assumption Bˆτ = 1, Cτ = τ and using (3.1a) we get
B¯τ = 1− τ = 1
2
P0(τ)− ξ1P1(τ),
inserting it into (3.1b), then it ends up with
A¯τ, σ − A¯σ, τ = τ − σ = ξ1(P1(τ) − P1(σ)) =
√
3
6
(P1(τ)− P1(σ)), (3.11) {eq:AB}
in which we have used the known equality τ = 12P0(τ) + ξ1P1(τ).
Next, assume A¯τ, σ can be expanded as a series in terms of the orthogonal
basis {Pi(τ)Pj(σ)}∞i,j=0 in [0, 1]× [0, 1], written in the form
A¯τ, σ =
∑
0≤i,j∈Z
α(i,j)Pi(τ)Pj(σ), α(i,j) ∈ R,
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and then by exchanging τ ↔ σ we have
A¯σ, τ =
∑
0≤i,j∈Z
α(i,j)Pi(σ)Pj(τ) =
∑
0≤i,j∈Z
α(j,i)Pj(σ)Pi(τ).
Substituting the above two expressions into (3.11) and collecting the like basis,
it gives
α(0,0) ∈ R, α(0,1) − α(1,0) = −
√
3
6
, α(i,j) = α(j,i), i+ j > 1,
which completes the proof.
4. Symplectic RKN methods based on csRKN
In this section, we discuss the construction of symplectic RKN methods
based on csRKN.
It is almost mandatory that the practical implementation of the csRKN
method (2.8a)-(2.8c) needs the use of numerical quadrature formula. By apply-
ing the quadrature formula (bi, ci)
r
i=1 of order p to (2.8a)-(2.8c), with abuse of
notations Qi = Qci, we derive an r-stage classical RKN method
Qi = qn + hCipn + h
2
r∑
j=1
bjA¯ijf(Qj), i = 1, · · · , r, (4.1a) {eq:rkn1}
qn+1 = qn + hpn + h
2
r∑
i=1
biB¯if(Qi), n ∈ N, (4.1b) {eq:rkn2}
pn+1 = pn + h
r∑
i=1
biBˆif(Qi), n ∈ N, (4.1c) {eq:rkn3}
where A¯ij = A¯ci,cj , B¯i = B¯ci , Bˆi = Bˆci , Ci = Cci , which can be formulated by
the following Butcher tableau
C1 b1A¯11 · · · brA¯1r
...
...
...
Cr b1A¯r1 · · · brA¯rr
b1B¯1 · · · brB¯r
b1Bˆ1 · · · brBˆr
(4.2) {tab:rknbutcher}
In particular, if we use the hypothesis B¯τ = Bˆτ (1−Cτ), Bˆτ = 1, Cτ = τ for
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τ ∈ [0, 1], we then get an r-stage RKN method with tableau
c1 b1A¯11 · · · brA¯1r
...
...
...
cr b1A¯r1 · · · brA¯rr
b¯1 · · · b¯r
b1 · · · br
(4.3) {RKN:qua}
where b¯i = bi(1− ci), i = 1, · · · , r.
The following result implies that we can construct symplectic RKN method
via symplectic csRKN method with the help of a quadrature formula.
Theorem 4.1. If the csRKN method denoted by (A¯τ,σ, B¯τ , Bˆτ , Cτ ) satisfies the
symplectic condition (3.1a-3.1b), then the associated RKN method (4.2) derived
by using a quadrature formula (bi, ci)
r
i=1 is still symplectic.
Proof. Recall that the sufficient condition for a classical RKN method denoted
by (a¯ij , b¯i, bi, ci) to be symplectic is [13]
b¯i = bi(1− ci), i = 1, · · · , r,
bi(b¯j − a¯ij) = bj(b¯i − a¯ji), i, j = 1, · · · , r.
By (3.1a-3.1b), we have the following equalities
B¯i = Bˆi(1− Ci), i = 1, · · · , r,
Bˆi(B¯j − A¯ij) = Bˆj(B¯i − A¯ji), i, j = 1, · · · , r.
Therefore, the coefficients (bjA¯i,j , biB¯i, biBˆi, Ci) of the associated RKNmethod
satisfy
biB¯i = biBˆi(1− Ci), i = 1, · · · , r,
biBˆi(bjB¯j − bjA¯ij) = bjBˆj(biB¯i − biA¯ji), i, j = 1, · · · , r,
which completes the proof by using the classical result.
4.1. Order conditions for RKN type methods
To construct symplectic RKN method with a preassigned order, let us in-
troduce the order conditions for RKN type methods.
It is known that the classical RKNmethod for solving (2.1) can be formulated
as
Qi = qn + hcipn + h
2
r∑
j=1
a¯ijf(tn + cjh,Qj), i = 1, · · · , r, (4.4a) {eq:grkn1}
qn+1 = qn + hpn + h
2
r∑
i=1
b¯if(tn + cih,Qi), n ∈ N, (4.4b) {eq:grkn2}
pn+1 = pn + h
r∑
i=1
bif(tn + cih,Qi), n ∈ N, (4.4c) {eq:grkn3}
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and as shown in [6], under the assumption
b¯i = bi(1− ci), i = 1, . . . , r, (4.5)
the number of order conditions are drastically reduced and there are rather
fewer order conditions need to be further considered, as listed below [6]
1)
r∑
i=1
bi = 1; 2)
r∑
i=1
bici =
1
2 ;
3)
r∑
i=1
bic
2
i =
1
3 ; 4)
r∑
i=1
r∑
j=1
bia¯ij =
1
6 ;
5)
r∑
i=1
bic
3
i =
1
4 ; 6)
r∑
i=1
r∑
j=1
bicia¯ij =
1
8 ;
7)
r∑
i=1
r∑
j=1
bia¯ijcj =
1
24 ; 8)
r∑
i=1
bic
4
i =
1
5 ;
9)
r∑
i=1
r∑
j=1
bic
2
i a¯ij =
1
10 ; 10)
r∑
i=1
r∑
j=1
r∑
k=1
bia¯ij a¯ik =
1
20 ;
11)
r∑
i=1
r∑
j=1
bicia¯ijcj =
1
30 ; 12)
r∑
i=1
r∑
j=1
bia¯ijc
2
j =
1
60 ;
13)
r∑
i=1
r∑
j=1
r∑
k=1
bia¯ij a¯jk =
1
120 ; 14) · · ·
If the condition 1) holds, then the RKN method is of order 1; if conditions
1)-2) hold, then the RKN method is of order 2; if conditions 1)-4) hold, then
the RKN method is of order 3; if conditions 1)-7) hold, then the RKN method
is of order 4; if conditions 1)-13) hold, then the RKN method is of order 5.
Similarly as the classical case, under the assumption B¯τ = Bˆτ (1 − Cτ ), we
have the following order conditions for csRKN method
1)
∫ 1
0 Bˆτdτ = 1; 2)
∫ 1
0 BˆτCτdτ =
1
2 ;
3)
∫ 1
0
BˆτC
2
τdτ =
1
3 ; 4)
∫ 1
0
∫ 1
0
Bˆτ A¯τ,σdσdτ =
1
6 ;
5)
∫ 1
0 BˆτC
3
τdτ =
1
4 ; 6)
∫ 1
0
∫ 1
0 BˆτCτ A¯τ,σdσdτ =
1
8 ;
7)
∫ 1
0
∫ 1
0 Bˆτ A¯τ,σCσdσdτ =
1
24 ; 8)
∫ 1
0 BˆτC
4
τ dτ =
1
5 ;
9)
∫ 1
0
∫ 1
0
BˆτC
2
τ A¯τ,σdσdτ =
1
10 ; 10)
∫ 1
0
∫ 1
0
∫ 1
0
Bˆτ A¯τ,σA¯τ,ρdρdσdτ =
1
20 ;
11)
∫ 1
0
∫ 1
0
BˆτCτ A¯τ,σCσdσdτ =
1
30 ; 12)
∫ 1
0
∫ 1
0
Bˆτ A¯τ,σC
2
σdσdτ =
1
60 ;
13)
∫ 1
0
∫ 1
0
∫ 1
0 Bˆτ A¯τ,σA¯σ,ρdρdσdτ =
1
120 ; 14) · · ·
Note that B¯τ = Bˆτ (1 − Cτ ) is naturally satisfied by the hypothesis Bˆτ =
1, Cτ = τ . Moreover, if the condition 1) holds, then the csRKN method is
of order 1; if conditions 1)-2) hold, then the csRKN method is of order 2; if
conditions 1)-4) hold, then the csRKN method is of order 3; if conditions 1)-7)
hold, then the csRKN method is of order 4; if conditions 1)-13) hold, then the
csRKN method is of order 5.
It is obvious that the conditions 1)-2) always hold, so the csRKN methods
presented in this paper are of order 2 at least. Moreover, it is found that
conditions 2), 3), 5), 8) are also naturally satisfied, so other conditions will be
further investigated when we try to construct higher order csRKN methods.
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4.2. Construction of symplectic RKN methods
Though it is possible to construct RKN type methods with arbitrarily high
order for some special purposes, here we will restrict ourselves on the con-
struction of symplectic integrators. By using expansion of Legendre orthogonal
polynomials, we have the following identities
1 = P0(τ),
τ =
1
2
P0(τ) +
√
3
6
P1(τ),
τ2 =
1
3
P0(τ) +
√
3
6
P1(τ) +
√
5
30
P2(τ),
τ3 =
1
4
P0(τ) +
3
√
3
20
P1(τ) +
√
5
20
P2(τ) +
√
7
140
P3(τ),
· · ·
(4.6)
which turn out to be very helpful for the investigation of the order conditions.
For convenience, here we provide the former several Legendre polynomials
P0(τ) = 1,
P1(τ) =
√
3(2τ − 1),
P2(τ) =
√
5(6τ2 − 6τ + 1),
P3(τ) =
√
7(20τ3 − 30τ2 + 12τ − 1),
· · ·
(4.7)
In what follows, we present the construction of symplectic integrators up to
order 5 and some examples will be given.
4.2.1. 2-order symplectic integrators
Although the csRKN methods presented in this paper are always of order
2 at least, but for a symplectic csRKN method, the coefficient A¯τ,σ should be
designed by Theorem 3.2, an example is given in what follows.
Example 4.1. If we take the coefficients (A¯τ,σ, B¯τ , Bˆτ , Cτ ) as
A¯τ,σ = α+ (β −
√
3
6
)P1(σ) + βP1(τ),
B¯τ = 1− τ, Bˆτ = 1, Cτ = τ,
(4.8) {eq:2coeff}
where α and β are two real parameters, then we get a two-parameter family of
2-order symplectic csRKN methods.
By using any numerical quadrature formula with order p ≥ 2 we can get the
classical symplectic RKN methods of order2 2, e.g., Gaussian quadrature with
2This can be easily checked by the classical order conditions that listed in subsection 4.1.
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1
2 α
1
2
1
0 14α−
√
3
2 β +
1
8
3
4α−
√
3
2 β − 18
2
3
1
4α−
√
3
6 β +
1
8
3
4α+
√
3
2 β − 18
1
4
1
4
1
4
3
4
1
3
3
4α−
√
3
2 β +
1
8
1
4α+
√
3
6 β − 18
1 34α+
√
3
2 β +
1
8
1
4α+
√
3
2 β − 18
1
2 0
3
4
1
4
0 12α−
√
3β + 14
1
2α− 14
1 12α+
1
4
1
2α+
√
3β − 14
1
2 0
1
2
1
2
Table 1: Symplectic RKN methods of order 2 by using different quadrature formulae. Top
Left: by Gaussian quadrature, Top Right: by Radau-left quadrature, Bottom Left: by Radau-
right quadrature, Bottom Right: by Lobatto quadrature. {exa:SRKN2}
1 node, Radau-left or Radau-right quadrature with 2 nodes, Lobatto quadrature
with 2 nodes. The corresponding symplectic RKN methods obtained by using
different quadrature formulae are shown in Table 1.
4.2.2. 3-order symplectic integrators
By inserting (3.10) into the fourth order condition and using the orthogo-
nality of the Legendre polynomials, it gives∫ 1
0
∫ 1
0
Bˆτ A¯τ,σdσdτ =
∫ 1
0
(α(0,0)+α(1,0)P1(τ)+
∑
i>1
α(i,0)Pi(τ))dτ = α(0,0) =
1
6
,
(4.9)
therefore, if we require α(0,0) =
1
6 , then we can get a class of 3-order symplectic
csRKN methods.
Example 4.2. If we take the coefficients (A¯τ,σ, B¯τ , Bˆτ , Cτ ) as
A¯τ,σ =
1
6
+ (α−
√
3
6
)P1(σ) + αP1(τ) + βP1(τ)P1(σ),
B¯τ = 1− τ, Bˆτ = 1, Cτ = τ,
(4.10) {eq:3coeff}
then we get a two-parameter family of 3-order symplectic csRKN methods.
By using any numerical quadrature formula with order p ≥ 3 we can get the
classical symplectic RKN methods of order 3, e.g., Gaussian quadrature with 2
nodes, Radau-left or Radau-right quadrature with 2 nodes, Lobatto quadrature
with 3 nodes. The corresponding symplectic RKN methods obtained by using
different quadrature formulae are shown in Table 2.
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3−
√
3
6
1+
√
3
12 − α+ 12β 1−
√
3
12 − 12β
3+
√
3
6
1+
√
3
12 − 12β 1−
√
3
12 + α+
1
2β
1
4 +
√
3
12
1
4 −
√
3
12
1
2
1
2
0 2−6
√
3α+9β
12 −
√
3
2 α− 34β
2
3
2−2
√
3α−3β
12
√
3
2 α+
1
4β
1
4
1
4
1
4
3
4
1
3
1−2
√
3α+β
4
−1+2
√
3α−3β
12
1 1+2
√
3α−3β
4
−1+6
√
3α+9β
12
1
2 0
3
4
1
4
0 6−18
√
3α+27β
54
1−6
√
3α
9 − 118 − 12β
1
2
1
9 −
√
3
6 α
1
9 − 118 +
√
3
6 α
1 19 − 12β 1+6
√
3α
9
−1+6
√
3α+9β
18
1
6
1
3 0
1
6
2
3
1
6
Table 2: Symplectic RKN methods of order 3 by using different quadrature formulae. Top
Left: by Gaussian quadrature, Top Right: by Radau-left quadrature, Bottom Left: by Radau-
right quadrature, Bottom Right: by Lobatto quadrature. {exa:SRKN3}
4.2.3. 4-order symplectic integrators
By inserting (3.10) with α(0,0) =
1
6 into the sixth order condition and using
the orthogonality of the Legendre polynomials, it gives∫ 1
0
∫ 1
0
BˆτCτ A¯τ,σdσdτ
=
∫ 1
0
∫ 1
0
τA¯τ,σdσdτ
=
∫ 1
0
(
1
2
P0(τ) +
√
3
6
P1(τ))(
∫ 1
0
A¯τ,σdσ)dτ
=
∫ 1
0
(
1
2
P0(τ) +
√
3
6
P1(τ))(
1
6
+ α(1,0)P1(τ) +
∑
i>1
α(i,0)Pi(τ))dτ
= α(1,0)
√
3
6
+
1
12
=
1
8
,
(4.11)
which provides α(1,0) =
√
3
12 .
Similarly, by exploiting the seventh order condition we obtain α(0,1) = −
√
3
12 ,
which coincides with the symplectic condition α(0,1) − α(1,0) = −
√
3
6 that given
in Theorem 3.2. Therefore, if we require
α(0,0) =
1
6
, α(1,0) =
√
3
12
, α(0,1) = −
√
3
12
,
then we can get a class of 4-order symplectic csRKN methods.
14
3−
√
3
6
1
12 +
1
2α
1−
√
3
12 − 12α
3+
√
3
6
1+
√
3
12 − 12α 112 + 12α
1
4 +
√
3
12
1
4 −
√
3
12
1
2
1
2
0
1+18α
54
−11+4
√
6+(−36+54
√
6)α
216
−11−4
√
6+(−36−54
√
6)α
216
6−
√
6
10
28−3
√
6
540
+
(−15+15
√
6)α
225
16+
√
6
216
+
(12−3
√
6)α
36
98−53
√
6
1080
+
(−240+15
√
6)α
900
6+
√
6
10
28+3
√
6
540
+
(−15−15
√
6)α
225
98+53
√
6
1080
− (240+15
√
6)α
900
16−
√
6
216
+
(12+3
√
6)α
36
1
9
7+2
√
6
36
7−2
√
6
36
1
9
16+
√
6
36
16−
√
6
36
4−
√
6
10
16−
√
6
216
+
(12+3
√
6)α
36
62−43
√
6
1080
− (240+15
√
6)α
900
− 8+3
√
6
540
+
−(15+15
√
6)α
225
4+
√
6
10
62+43
√
6
1080
− (240−15
√
6)α
900
16+
√
6
216
+
(12−3
√
6)α
36
− 8−3
√
6
540
+
−(15−15
√
6)α
225
1
43+2
√
6
216
+
−(6+9
√
6)α
36
43−2
√
6
216
+
−(6−9
√
6)α
36
1+18α
54
9+
√
6
36
9−
√
6
36
0
16−
√
6
36
16+
√
6
36
1
9
0
1+18α+12
√
5β
36
−1+6
√
5β
18
−2−18α+12
√
5β
36
1
2
5+6
√
5β
72
1−6
√
5β
9
−1+6
√
5β
72
1
2−9α+6
√
5β
18
5+6
√
5β
18
1+18α+12
√
5β
36
1
6
1
3
0
1
6
2
3
1
6
Table 3: Symplectic RKN methods of order 4 by using different quadrature formulae. First:
by Gaussian quadrature, Second: by Radau-left quadrature (β = 0), Third: by Radau-right
quadrature (β = 0), Fourth: by Lobatto quadrature. {exa:SRKN4}
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Example 4.3. If we take the coefficients (A¯τ,σ, B¯τ , Bˆτ , Cτ ) as
A¯τ,σ =
1
6
+
τ − σ
2
+ αP1(τ)P1(σ) + β(P2(τ) + P2(σ)),
B¯τ = 1− τ, Bˆτ = 1, Cτ = τ,
(4.12) {eq:4coeff}
then we get a two-parameter family of 4-order symplectic csRKN methods.
By using any numerical quadrature formula with order p ≥ 4 we can get the
classical symplectic RKN methods of order 4, e.g., Gaussian quadrature with 2
nodes, Radau-left or Radau-right quadrature with 3 nodes, Lobatto quadrature
with 3 nodes. The corresponding symplectic RKN methods obtained by using
different quadrature formulae are shown in Table 3. Note that, actually, more
free parameters can be taken into account.
4.2.4. 5-order symplectic integrators
By the previous discussions we have obtained that α(0,0) =
1
6 , α(1,0) =√
3
12 , α(0,1) = −
√
3
12 , now we shall insert (3.10) into the remaining order con-
ditions.
For condition 9): We compute∫ 1
0
∫ 1
0
BˆτC
2
τ A¯τ,σdσdτ
=
∫ 1
0
∫ 1
0
τ2A¯τ,σdσdτ
=
∫ 1
0
(
1
3
P0(τ) +
√
3
6
P1(τ) +
√
5
30
P2(τ))(
∫ 1
0
A¯τ,σdσ)dτ
=
∫ 1
0
(
1
3
P0(τ) +
√
3
6
P1(τ) +
√
5
30
P2(τ))(α(0,0) + α(1,0)P1(τ) +
∑
i>1
α(i,0)Pi(τ))dτ
=
1
3
α(0,0) +
√
3
6
α(1,0) +
√
5
30
α(2,0) =
1
10
,
which then gives α(2,0) =
√
5
60 .
For condition 10): Since∫ 1
0
∫ 1
0
∫ 1
0
Bˆτ A¯τ,σA¯τ,ρdρdσdτ
=
∫ 1
0
(
∫ 1
0
A¯τ,σdσ)(
∫ 1
0
A¯τ,ρdρ)dτ
=
∫ 1
0
(α(0,0) + α(1,0)P1(τ) +
∑
i>1
α(i,0)Pi(τ))
2dτ
= α2(0,0) + α
2
(1,0) +
∑
i>1
α2(i,0) =
1
20
,
16
substituting the values of α(0,0), α(1,0), α(2,0) into it, then we get
∑
i>2
α2(i,0) = 0
which means α(i,0) = 0 for all i > 2.
For condition 11): Since∫ 1
0
∫ 1
0
BˆτCτ A¯τ,σCσdσdτ
=
∫ 1
0
τ
( ∫ 1
0
A¯τ,σσdσ
)
dτ
=
∫ 1
0
(
1
2
P0(τ) +
√
3
6
P1(τ))
[ ∫ 1
0
(
α(0,0) + α(0,1)P1(σ) + α(1,0)P1(τ)
+
∑
i+j>1
α(i,j)Pi(τ)Pj(σ)
)(1
2
P0(σ) +
√
3
6
P1(σ)
)
dσ
]
dτ
=
∫ 1
0
(
1
2
P0(τ) +
√
3
6
P1(τ))
(1
2
α(0,0) +
1
2
α(1,0)P1(τ) +
1
2
∑
i>1
α(i,0)Pi(τ)
+
√
3
6
α(0,1) +
√
3
6
∑
i>0
α(i,1)Pi(τ)
)
dτ
=
1
4
α(0,0) +
√
3
12
α(0,1) +
√
3
12
α(1,0) +
1
12
α(1,1) =
1
30
,
this gives α(1,1) = − 110 .
For condition 12): By the very similar deduction as that for (9) we get
1
3
α(0,0) +
√
3
6
α(0,1) +
√
5
30
α(0,2) =
1
60
, (4.13)
which provides α(0,2) =
√
5
60 .
For condition 13): We have∫ 1
0
∫ 1
0
∫ 1
0
Bˆτ A¯τ,σA¯σ,ρdρdσdτ
=
∫ 1
0
(
∫ 1
0
A¯τ,σdτ)(
∫ 1
0
A¯σ,ρdρ)dσ
=
∫ 1
0
(
α(0,0) + α(0,1)P1(σ) +
∑
j>1
α(0,j)Pj(σ)
)(
α(0,0) + α(1,0)P1(σ)
+
∑
i>1
α(i,0)Pi(σ)
)
dσ
= α2(0,0) + α(0,1)α(1,0) +
∑
j>1
α(0,j)α(j,0) =
1
120
,
After substituting the values of α(0,0), α(0,1), α(1,0), α(2,0) into it, it brings out
that
∑
j>2
α(0,j)α(j,0) = 0. In addition, by Theorem 3.2 we have α(0,j) = α(j,0) for
17
5−
√
15
10
2−90α+60β
135
19−6
√
15+180α−120β
270
62−15
√
15+120β
540
1
2
19+6
√
15+180α−120β
432
1+15β
27
19−6
√
15−180α−120β
432
5+
√
15
10
62+15
√
15+120β
540
19+6
√
15−180α−120β
270
2+90α+60β
135
5+
√
15
36
2
9
5−
√
15
36
5
18
4
9
5
18
0 1−60
√
15α
270
−4−19
√
6+(240
√
15−180
√
10)α
2160
−4+19
√
6+(240
√
15+180
√
10)α
2160
6−
√
6
10
181−36
√
6+(84
√
15−72
√
10)α
2700
17+2
√
6+60
√
15α
540
301−136
√
6−(384
√
15−72
√
10)α
2700
6+
√
6
10
181+36
√
6+(84
√
15+72
√
10)α
2700
301+136
√
6−(384
√
15+72
√
10)α
2700
17−2
√
6+60
√
15α
540
1
9
7+2
√
6
36
7−2
√
6
36
1
9
16+
√
6
36
16−
√
6
36
4−
√
6
10
17−2
√
6−60
√
15α
540
211−104
√
6+(384
√
15+72
√
10)α
2700
1+6
√
6−(84
√
15+72
√
10)α
2700
4+
√
6
10
211+104
√
6+(384
√
15−72
√
10)α
2700
17+2
√
6−60
√
15α
540
1−6
√
6−(84
√
15−72
√
10)α
2700
1 536+79
√
6−(240
√
15+180
√
10)α
2160
536−79
√
6−(240
√
15−180
√
10)α
2160
1+60
√
15α
270
9+
√
6
36
9−
√
6
36 0
16−
√
6
36
16+
√
6
36
1
9
Table 4: Symplectic RKN methods of order 5 by using different quadrature formulae. First:
by Gaussian quadrature, Second: by Radau-left quadrature (β = 0), Third: by Radau-right
quadrature (β = 0). {exa:SRKN5}
j > 2, then it follows that
α(0,j) = α(j,0) = 0, j > 2.
In summary, for obtaining a symplectic csRKN method of order 5, we should
require that
α(0,0) =
1
6
, α(1,0) =
√
3
12
, α(0,1) = −
√
3
12
,
α(1,1) = −
1
10
, α(2,0) = α(0,2) =
√
5
60
,
α(0,j) = α(j,0) = 0, j > 2,
(4.14) {coef: fifth}
and other parameters α(i,j) can be freely assigned.
Example 4.4. If we take the coefficients (A¯τ,σ, B¯τ , Bˆτ , Cτ ) as
A¯τ,σ =
∑
i+j≤2
α(i,j)Pi(τ)Pj(σ) + α
(
P1(τ)P2(σ) + P2(τ)P1(σ)
)
+ βP2(τ)P2(σ),
B¯τ = 1− τ, Bˆτ = 1, Cτ = τ,
(4.15) {eq:5coeff}
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where α(i,j), i + j ≤ 2 satisfy (4.14) and α, β are real parameters, then we get
a two-parameter family of 5-order symplectic csRKN methods.
By using any numerical quadrature formula with order p ≥ 5 we can get the
classical symplectic RKN methods of order 5, e.g., Gaussian quadrature with 3
nodes, Radau-left or Radau-right quadrature with 3 nodes, Lobatto quadrature
with 4 nodes. The corresponding symplectic RKN methods obtained by using
different quadrature formulae are shown in Table 4.
Notice that based on 4-nodes Lobatto qudrature, the 4-stage 5-order sym-
plectic RKN method with coefficients denoted by (A¯, b¯, b, c) is too lengthy to be
shown in a Butcher tableau, we present it as follows in use of Matlab notations
A¯ =[
1− 60√15α+ 150β
360
,
−5− 3√5− (300√3− 60√15)α− 300β
720
,
−5 + 3√5 + (300√3 + 60√15)α − 300β
720
,
2 + 75β
180
;
29
720
− 11
√
5 + (100
√
3− 20√15)α+ 100β
1200
,
11 + 60
√
3α+ 30β
360
,
29− 15√5 + 30β
360
,− 1
720
+
√
5− (20√15 + 100√3)α− 100β
1200
;
29
720
+
11
√
5 + (100
√
3 + 20
√
15)α− 100β
1200
,
29 + 15
√
5 + 30β
360
,
11− 60√3α+ 30β
360
,− 1
720
−
√
5 + (20
√
15− 100√3)α+ 100β
1200
;
17 + 75β
180
,
145 + 33
√
5− (60√15 + 300√3)α− 300β
720
,
145− 33√5− (60√15− 300√3)α − 300β
720
,
1 + 60
√
15α+ 150β
360
],
b¯ =[
1
12
,
5 +
√
5
24
,
5−√5
24
, 0], b = [
1
12
,
5
12
,
5
12
,
1
12
], c = [0,
5−√5
10
,
5 +
√
5
10
, 1].
5. Diagonally implicit symplectic RKN methods
It is known that diagonally implicit methods are more attractive than fully
implicit methods for the sake of time cost savings and high efficiency in the
numerical computations. A diagonally implicit RKN method is a method (4.4a-
4.4c) with coefficient (a¯ij , b¯i, bi, ci) satisfying
a¯ij = 0, j > i. (5.1) {diag imp:condi}
By setting more parameters and solving a linear algebraic system, it is possible
to get diagonally implicit symplectic integrators.
For example, let us take
A¯τ,σ = α+ (β −
√
3
6
)P1(σ) + βP1(τ) + γP1(τ)P1(σ),
B¯τ = 1− τ, Bˆτ = 1, Cτ = τ,
(5.2) {diag imp:2coeff}
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where three real parameters α, β, γ are included. In such a case, by using
Radau-left, Radau-right and Lobatto quadrature with 2 nodes, respectively, it
gives
0 18 +
1
4α−
√
3
2 β +
3
4γ − 18 + 34α−
√
3
2 β − 34γ
2
3
1
8 +
1
4α−
√
3
6 β − 14γ − 18 + 34α+
√
3
2 β +
1
4γ
1
4
1
4
1
4
3
4
(5.3) {fully:RL}
1
3
1
8 +
3
4α−
√
3
2 β +
1
4γ − 18 + 14α+
√
3
6 β − 14γ
1 18 +
3
4α+
√
3
2 β − 34γ − 18 + 14α+
√
3
2 β +
3
4γ
1
2 0
3
4
1
4
(5.4) {fully:RR}
0 14 +
α
2 −
√
3β + 3γ2 − 14 + α2 − 3γ2
1 14 +
α
2 − 3γ2 − 14 + α2 +
√
3β + 3γ2
1
2 0
1
2
1
2
(5.5) {fully:LO}
and all of which are of order 2. If we impose the diagonally implicit requirements
(5.1), then by eliminating γ we then get the following two-parameter families of
diagonally implicit symplectic integrators
0 α−√3β 0
2
3
1
6 − 16 + α+
√
3
3 β
1
4
1
4
1
4
3
4
(5.6) {diag:RL}
1
3 α−
√
3
3 β 0
1 12 − 12 + α+
√
3β
1
2 0
3
4
1
4
(5.7) {diag:RR}
0 α−√3β 0
1 12 − 12 + α+
√
3β
1
2 0
1
2
1
2
(5.8) {diag:LO}
We point out that, if we further require the following conditions for explicit
RKN schemes (as a very special type of diagonally implicit schemes)
a¯ij = 0, j ≥ i, (5.9) {expl:condi}
then we derive a linear algebraic system in terms of α, β, γ for each case, which
can be easily solved and their solutions are
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(a) α = 18 , β =
√
3
24 , γ = − 18 for (5.3);
(b) α = 18 , β =
√
3
8 , γ = − 18 for (5.4);
(c) α = 14 , β =
√
3
12 , γ = − 112 for (5.5).
Consequently, by substituting them into (5.3), (5.4) and (5.5), it yields the
following three explicit symplectic integrators
0 0 0
2
3
1
6 0
1
4
1
4
1
4
3
4
1
3 0 0
1 12 0
1
2 0
3
4
1
4
0 0 0
1 12 0
1
2 0
1
2
1
2
It is worth mentioning that the right-hand tableau provides the well-known
Sto¨rmer-Verlet scheme, which has been the most widely used scheme by far in
many fields such as astronomy, molecular dynamics and so on [8].
More higher order diagonally implicit symplectic integrators with more stages
can be constructed by the same techniques. For instance, a 3-stage 4-order in-
tegrator can be obtained by imposing the diagonally implicit conditions to the
last table shown in Table 3, which means we should take α = 0, β =
√
5
30 . How-
ever, it is difficult to construct higher order explicit symplectic integrators along
the same line, as an explicit symplectic integrators generally can be completely
determined by the nodes ci of a quadrature formula [11], which means we can
not get explicit symplectic integrators by using a given quadrature formula (e.g.
the commonly used Gaussian, Radau and Lobatto type quadrature). However,
it is possible that an explicit symplectic integrator stems from a csRKN method
by using the associated quadrature formula.
6. Concluding remarks
We propose the continuous-stage Runge-Kutta-Nystro¨m (csRKN) methods
for solving second order ordinary differential equations in this paper, and the
construction of symplecticity-preserving integrators for separable Hamiltonian
systems is investigated. It is shown that the construction of csRKN methods
heavily relies on the Legendre polynomial expansion technique coupling with
the symplectic conditions and order conditions. Based on symplectic csRKN
methods, several new classes of symplectic RKN methods are obtained in use of
the quadrature formulae, and some free parameters are included in the Butcher
tableaux. It is interesting to see that we can use different quadrature formulae
to get different RKN schemes even for the same csRKN coefficients. In addition,
we can set many free parameters to get more methods, though we only provides
the methods with two free parameters. We have only considered the methods
up to order 5 in this paper, but it is possible to construct more higher order
methods with the same technique. It is stressed that our approach seems more
easier to construct RKN type methods than the traditional approaches which in
21
general have to solve the tedious nonlinear algebraic equations that stem from
the order conditions with many unknown coefficients.
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