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MODIFICATIONS OF TUTTE-GROTHENDIECK INVARIANTS AND
TUTTE POLYNOMIALS
MARTIN KOCHOL
Abstract. We transform Tutte-Grothedieck invariants thus also Tutte polynomials
on matroids so that the contraction-deletion rule for loops (isthmuses) coincides with
the general case.
1. Introduction
A Tutte-Grothendieck invariant (shortly a T-G invariant) Φ is a mapping from the
class of finite matroids to a commutative ring (R,+, ·, 0, 1) such that Φ(M) = Φ(M ′) if
M is isomorphic to M ′ and there are constants α1, β1, α2, β2 ∈ R such that
Φ(M) = 1 if the ground set of M is empty,
Φ(M) = α1 · Φ(M − e) if e is an isthmus of M ,
Φ(M) = β1 · Φ(M − e) if e is a loop of M ,
Φ(M) = α2 · Φ(M/e) + β2 · Φ(M − e) otherwise,
(1)
for every matroid M and every element e of M . We also say that Φ is determined by the
4-tuple (α1, β1, α2, β2). In certain sense (see [7, 2]), all T-G invariants can be reduced
from the Tutte polynomial of M
T (M ; x, y) =
∑
A⊆E
(x− 1)r(M)−r(A)(y − 1)|A|−r(A),(2)
where E and r denote the ground set and rank function of M , respectively. This is
very important invariant that encodes many properties of graphs and has applications
in combinatorics, knot theory, statistical physics and coding theory (see cf. [1, 2, 9]).
M − e = M/e if e is a loop or an isthmus of M . Thus the second (third) row of (1) is
contained in the fourth row if α1 = α2 + β2 (β1 = α2 + β2). In this case Φ is called an
isthmus-smooth (loop-smooth) T-G invariant.
We show that any T-G invariant can be transformed to an isthmus- and loop-smooth
T-G invariants. The transformations are studied in framework of matroid duality. Fur-
thermore, we discuss modifications of covariance and convolution formulas known for
the Tutte polynomial. Notice that transformations into isthmus-smooth invariants are
used by decomposition algorithms of T-G invariants in [5].
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2. General modifications
Lemma 1. Let α1, β1, α2, β2 be arbitrary elements of a commutative ring (R,+, ·, 0, 1).
Then T˜ (M ;α1, β1, α2, β2) = α
r(M)
2 β
r∗(M)
2 T (M ;α1/α2, β1/β2) is the unique T-G invariant
determined by (α1, β1, α2, β2).
Proof. For any matroidM , denote Φ(M) = T˜ (M ;α1, β1, α2, β2) (interpreting the formula
as the substitution x2 = α2, y2 = β2 in the polynomial T˜ (M ; x1, y1, x2, y2)). We use that
(T ; x, y) is determined by (x, y, 1, 1) and induction on |E|. The statement of lemma
holds true if |E| = 0, otherwise choose e ∈ E. If e is an isthmus of M , then
Φ(M) = α
r(M)
2 β
r∗(M)
2 T (M ;α1/α2, β1/β2) =
α
r(M−e)+1
2 β
r∗(M−e)
2 α1/α2T (M − e;α1/α2, β1/β2) = α1Φ(M − e)
by induction hypothesis. If e is a loop of M , then
Φ(M) = α
r(M−e)
2 β
r∗(M−e)+1
2 β1/β2T (M − e;α1/α2, β1/β2) = β1Φ(M − e).
If e is neither a loop nor an isthmus of M , then
Φ(M) = α
r(M/e)+1
2 β
r∗(M/e)
2 T (M/e;α1/α2, β1/β2)+
α
r(M−e)
2 β
r∗(M−e)+1
2 T (M − e;α1/α2, β1/β2) = α2Φ(M/e) + β2Φ(M − e).
This proves the statement. 
Lemma 1 also follows from results of Oxley and Welsh [7] (see [2, Corollary 6.2.6]).
Theorem 1. Let Φ be a T-G invariant determined by (α1, β1, α2, β2), β2 6= 0, and ξ ∈ R
be a multiple of β2. Then Φ
is
ξ (M) = ξ
|E|
(
α1−α2
β2
)r∗(M)
Φ(M) is an isthmus-smooth T-G
invariant such that for every matroid M ,
Φisξ (M) = 1 if E = ∅,
Φisξ (M) = ξβ1(α1 − α2)/β2Φ
is
ξ (M − e) if e is a loop of M ,
Φisξ (M) = ξα2Φ
is
ξ (M/e) + ξ(α1−α2)Φ
is
ξ (M−e) otherwise.
Proof. By Lemma 1, Φ(M) = α
r(M)
2 β
r∗(M)
2 T (M ;α1/α2, β1/β2) for each matroid M . Set-
ting ζ = ξ
(
α1−α2
β2
)
and using equality |E| = r(M) + r∗(M), we get
Φisξ (M) = ξ
r(M)ζr
∗(M)Φ(M) = (ξα2)
r(M)(ζβ2)
r∗(M)T (M ; ξα1
ξα2
, ζβ1
ζβ2
),
whence by Lemma 1, Φisξ is a T-G invariant determined by (ξα1, ζβ1, ξα2, ζβ2). Further-
more, ξα1 = ξα2 + ζβ2, i.e., Φ
is
ξ is an isthmus-smooth T-G invariant. 
Φisξ is called the ξ-isthmus-smooth modification of Φ. Notice that if Φ is an isthmus-
smooth invariant (i.e., if α1 = α2 + β2), then Φ
is
ξ (M) = ξ
|E|Φ(M) for every matroid
M .
If R has zero divisors, then ξ/β2 does not need to be unique. In this case we should
formally replace fraction ξ/β2 by ξ
′ where ξ = ξ′β2. On the other hand if α1−α2 = ξ
′′β2,
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it suffices to replace fraction (α1 − α2)/β2 by ξ
′′ and allow ξ to be any element of R. If
R contains no zero divisors, we can extend R into its quotient field and allow ξ to be
any element of R, or any element of the quotient field.
If Φ is a T-G invariant determined by (α1, β1, α2, β2), then define Φ
∗ as the T-G
invariant determined by (β1, α1, β2, α2). Clearly, Φ = (Φ
∗)∗. By Lemma 1, Φ(M) =
α
r(M)
2 β
r∗(M)
2 T (M ;α1/α2, β1/β2) and Φ
∗(M∗) = β
r∗(M)
2 α
r(M)
2 T (M
∗; β1/β2, α1/α2) for each
matroid M . The covariance formula (see [2]) is that T (M ; x, y) = T (M∗; y, x), whence
Φ(M) = Φ∗(M∗).(3)
Theorem 2. Let Φ be a T-G invariant determined by (α1, β1, α2, β2), α2 6= 0, and ξ ∈
R be a multiple of α2. Then Φ
ls
ξ (M) = ξ
|E|
(
β1−β2
α2
)r(M)
Φ(M) is a loop-smooth T-G
invariant such that for every matroid M ,
Φlsξ (M) = 1 if E = ∅,
Φlsξ (M) = ξα1(β1 − β2)/α2Φ
ls
ξ (M − e) if e is an isthmus of M ,
Φlsξ (M) = ξ(β1−β2)Φ
ls
ξ (M/e) + β2Φ
ls
ξ (M−e) otherwise.
Proof. Set Φlsξ = ((Φ
∗)isξ )
∗. By (3) and Theorem 1, Φlsξ (M) = ((Φ
∗)isξ )
∗(M) = (Φ∗)isξ (M
∗).
Applying Theorem 1 for Φ∗ and M∗, we get (Φ∗)isξ (M
∗) = ξ|E|
(
β1−β2
α2
)r(M)
Φ∗(M∗) =
ξ|E|
(
β1−β2
α2
)r(M)
Φ(M). Furthermore by definition of Φ∗ and Theorem 1, ((Φ∗)isξ )
∗ is
determined by (ξα1(β1 − β2)/α2, ξβ1, ξ(β1 − β2), ξβ2). 
Notice that Φlsξ = ((Φ
∗)isξ )
∗, whence Φisξ = ((((Φ
∗)∗)isξ )
∗)∗ = ((Φ∗)lsξ )
∗. Thus
Φlsξ = ((Φ
∗)isξ )
∗ and Φisξ = ((Φ
∗)lsξ )
∗.(4)
Φlsξ is called the ξ-loop-smooth modification of Φ. If Φ is an isthmus invariant, then
Φlsξ (M) = ξ
|E|Φ(M) for every matroid M .
In Theorems 1 and 2 we have assumed that β2 6= 0 and α2 6= 0, respectively. Let
lM (iM) denote the number of loops (isthmuses) in a matroid M . If α2 = 0, then by
(1), Φ(M) = α
r(M)
1 β
lM
1 β
r∗(M)−lM
2 , whence by (3), Φ(M) = β
r∗(M)
1 α
iM
1 α
r(M)−iM
2 if β2 = 0.
Thus Φ(M) is easy to evaluate if α2 = 0 or β2 = 0 (a contrast with the fact that the
Tutte polynomial is difficult to evaluate, see [3, 4, 8]).
3. Modifications of the Tutte polynomial
Let ξ ∈ Z[x, y]. Then ξ is a multiple of 1 whence by Theorem 1, the ξ-isthmus-smooth
modification of the Tutte polynomial of M is
T isξ (M ; x, y) = ξ
|E|(x− 1)r
∗(M)T (M ; x, y)(5)
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and satisfies
T isξ (M ; x, y) = 1 if E = ∅,
T isξ (M ; x, y) = ξy(x− 1)T
is
ξ (M − e; x, y) if e is a loop of M ,
T isξ (M ; x, y) = ξT
is
ξ (M/e; x, y) + ξ(x−1)T
is
ξ (M−e; x, y) otherwise.
(6)
By Theorem 2, the ξ-loop-smooth modification of the Tutte polynomial of M is
T lsξ (M ; x, y) = ξ
|E|(y − 1)r(M)T (M ; x, y)(7)
and satisfies
T lsξ (M ; x, y) = 1 if E = ∅,
T lsξ (M ; x, y) = ξx(y − 1)T
ls
ξ (M − e; x, y) if e is an isthmus,
T lsξ (M ; x, y) = ξ(y−1)T
ls
ξ (M−e; x, y) + ξT
ls
ξ (M/e; x, y) otherwise.
(8)
By (3), T lsξ (M ; x, y) = (T
ls
ξ )
∗(M∗; x, y), and by (4), (T lsξ )
∗(M∗; x, y) = (T ∗)isξ (M
∗; x, y).
By (2) and (1), we have T ∗(M∗; x, y) = T (M∗; y, x), whence (T ∗)isξ (M
∗; x, y) = T isξ (M
∗; y, x),
i.e., we have a variant of the covariance formula
T lsξ (M ; x, y) = T
is
ξ (M
∗; y, x).(9)
Kook, Reiner, and Stanton [6] introduced the convolution formula
T (M ; x, y) =
∑
A⊆E
T (M/A; x, 0) · T (M |A; 0, y),
(where M |A and M/A denote the restriction of M to A and the contraction of A from
M , respectively). Hence by (5) and (7),
T (M ; x, y) =
∑
A⊆E
ξ−|E|(−1)−r(M/A)T lsξ (M/A; x, 0)) · (−1)
−r∗(M |A)T isξ (M |A; 0, y).
Since r∗(M |A) = |A| − r(A), r(M/A) = r(M)− r(A), and 2r(A)− r(M)− |A| has the
same parity as r(M) + |A|, we get a variant of the convolution formula
T (M ; x, y) = ξ−|E|(−1)r(M)
∑
A⊆E
(−1)|A|T lsξ (M/A; x, 0) · T
is
ξ (M |A; 0, y).(10)
The ring Z[x, y] has no divisors of zero, therefore it has a quotient field F[x, y], con-
sisting of all rational polynomials with integral coefficients. Thus, as pointed out in the
remark after Theorem 1, for any ξ ∈ F[x, y], we can consider ξ-isthmus- and ξ-loop-
smooth modifications of the Tutte polynomial, thus also formulas (9), (10).
If Φ is a T-G invariant determined by (α1, β1, α2, β2) and ξ, ζ ∈ R, then by Lemma 1,
there exists a T-G invariant determined by (ξα1, ζβ1, ξα2, ζβ2) denoted by Φξ,ζ . Clearly,
Φξ,ζ(M) = ξ
r(M)ζr
∗(M)Φ(M) for each matroid M . Suppose that If Φξ,ζ is isthmus- and
loop-smooth in the same time. Then ξα1 = ζβ1 = ξα2 + ζβ2, whence ξ/ζ = β1/α1 =
β2/(α1 − α2) = (β1 − β2)/α2, and thus
β1 = α1β2/(α1 − α2).(11)
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On the other hand (11) implies β1/α1 = β2/(α1 − α2) and (β1 − β2)/α2 = β2/(α1 −α2).
Thus (11) is a necessary and sufficient condition for existence of ξ and ζ such that Φξ,ζ
is an isthmus- and loop-smooth invariant. Therefore this kind of transforation cannot
be applied for each Φ. In particular, (11) is not valid for the Tutte polynomial because
y 6= x/(x− 1).
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