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1 For example, although pattern-speciﬁc VEPs that ar
human VEPs can be recorded from awake macaque
anaethetised with Nembutal give no pattern-speciﬁc V
& Spekreijse, 1973).In the context of the technical possibilities of the time, this paper describes early attempts to employ
visual-evoked potentials (VEPs) as a tool for investigating human visual function, focussing on the con-
tributions of Henk Spekreijse and his colleagues. The topics covered are as follows: attempts to distin-
guish between true pattern-speciﬁc VEPs and the effects of responses to changes in local luminance;
retinal rivalry and interocular sustained suppression; the implications of VEPs elicited by equiluminant
chromatic patterns; VEPs speciﬁc to real and apparent motion; stereo VEPs; identiﬁcation of a visual–
auditory convergence area in the human brain.
 2008 Elsevier Ltd. All rights reserved.2 The main contribution to scalp-recorded EPs is made by neurons that lie1. Introduction
‘‘Perceiving, remembering, thinking, calculating, formulating
plans for current and future action and consciousness itself” all,
in Mountcastle’s (1978, 1979) view, depend on ‘‘the ensemble ac-
tions of large populations of neurons in the forebrain, organized
into complex interacting systems,” see also Mountcastle (1998).
In the mid-1960s fMRI, multiple microelectrode recording, the
technique of simultaneously recording both visual psychophysical
data and evoked single-unit activity in the visual cortex of alert
behaving monkeys, and even personal computers were things of
the future. The technique of using microelectrodes to record the
ﬁring of single neurons, one at a time, from the visual cortex of
anaesthetised animals was well established. However, it was
recognised that the researcher who recorded in great detail the
activities of a few neurons one-by-one had very limited access to
the co-operative activity of a large population. In addition, the ef-
fect of anaesthesia on stimulus-evoked brain responses was little
understood.1 If Mountcastle is correct, and the physiological corre-
late of any given visual percept is the ensemble activity of some large
population of neurons, then the single-unit recording techniques ofll rights reserved.
e similar to the corresponding
monkeys, monkeys that are
EPs at all (Padmos, Haaijman,the mid-1960s would be restricted in their ability to elucidate the
physiological correlate of a visual percept.
A visual stimulus can generate synchronous extracellular cur-
rents along the apical dendrites of pyramidal neurons in visual cor-
tex, and the resulting volume currents can reach the scalp, creating
potential differences (voltages) between different scalp locations
(Nunez, 1981). This visual-evoked potential (VEP) can be recorded
from electrodes held in contact with the scalp. In the mid-1960s
the evoked potential technique had the advantage, denied to those
who recorded single-unit activity from the brains of anaesthetized
animals, that the conscious human subjects could provide both
qualitative reports and quantitative psychophysical data on the
percepts elicited by the same stimuli that simultaneously evoked
the brain responses. In addition, evoked potentials reﬂect (in part2)
the ensemble activity of large populations of neurons. A comparative
disadvantage of the technique, however, was that locating the source
of an evoked potential posed a problem, and that continues to be the
situation today.perpendicular to the skull, while neurons parallel to the skull (e.g neurons in sulci)
make comparatively little contribution (Nunez, 1981). In addition, a group of neurons
whose orientations are irregular may generate a ‘‘closed ﬁeld” that does not reach the
scalp at all (Allison, Wood, & McCarthy, 1986; de No, 1947). Furthermore, distant as
well as nearby regions of the brain can contribute to the EP at any given scalp
location, and the ﬂow of extracellular current is distorted by variations in the
resistance of the brain associated with differences in skull thickness and the holes at
the ears and eyes (Nunez, 1981).
Fig. 1. Dawson’s electromechanical averager was used to record this, the ﬁrst
published time-domain averaged VEP. The upper trace is the average of the
occipital response to 110 bright ﬂashes. The lower trace depicts retinal potentials
recorded by Dawson’s superimposition technique, demonstrating that there is no
evidence of electrical spread from the retina to the VEP. Adapted from Cobb &
Dawson, 1960.
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made by Henk Spekreijse during the early years of VEP research,
andespecially onhis demonstration that a technique, previously lar-
gely conﬁned to phenomenology, could be used to apply nonlinear
systems analysis and mathematical modeling to studies of the hu-
man visual system (Spekreijse, 1966). But ﬁrst an outline of the two
evoked potential techniques that were available in themid-1960s.
2. Transient and steady-state-evoked potentials and -evoked
magnetic ﬁelds
The presentation (usually, but not necessarily, abrupt) of a suf-
ﬁcient visual stimulus produces a transient VEP. This VEP is com-
monly so small (a few microvolts) that it is buried in noisy
unrelated activity originating in widely dispersed regions of the
brain. One technique for enhancing the signal-to-noise ratio of
the transient VEP is to sum the responses to many identical stim-
ulus presentations and compute the average response.3 George
Dawson (1954) traced the concept of time-domain averaging back
to the late 18th century, when Laplace proposed it as a possible
method for detecting the atmospheric lunar tide, a suggestion that
was applied successfully by Sabine (1847). This pencil-and-paper
method, though effective for detecting EPs, is laborious. Dawson’s
automatic time-domain signal averager, a hybrid mechanical/elec-
tronic device, provided a convenient means for recording average
transient EPs (Dawson, 1951; Dawson, 1954). Trace 1 in Fig. 1 shows
the ﬁrst published average transient VEP recorded in this way (Cobb
& Dawson, 1960). Some 10 years after the introduction of Dawson’s
averager, all-electronic time-domain signal averagers became com-
mercially available (Clynes, 1962) and evoked potential research
was no longer limited to those who designed and made their own
equipment. Even so, the focus of most VEP research was restricted
to describing the morphology of the transient response to a brief
ﬂash. Typical responses comprised a sequence of positive and nega-
tive deﬂections, and researchers attempted to attach different prop-
erties to the various peaks and troughs.
Rather than enhancing signal-to-noise ratio by utilizing prior
knowledge of the exact instant at which the stimulus is abruptly
presented (i.e. the basis of time-domain signal averaging), a com-
plementary method utilizes prior knowledge of the exact fre-
quency of a long train of repetitive stimuli by subjecting the EEG
to Fourier series analysis during the repetitive stimulation (Regan,
1964; Regan, 1966a; Regan, 1989).4 By analogy with physics termi-3 Strictly speaking, a transient waveform is a response to a stimulus that is
repeated only once. Though commonly called the ‘‘transient” EP, the time-averaged
‘‘transient” EP can be regarded as a true transient response only to the extent that the
relevant brain mechanisms are in their resting states before each successive stimulus
and return to their resting states before the next stimulus. This requirement is
commonly violated. Averaging N samples of a waveform improves signal-to-noise
ratio by a factor
ﬃﬃﬃﬃ
N
p
providing that the following requirements are satisﬁed: (1) the
waveform to be averaged is the sum of two independent waveforms, namely the
signal waveform and the noise waveform. (Although Regan (1966a), Regan (1966b)
reported that, to a ﬁrst approximation, the running average of steady-state VEP
amplitude was not affected by epoch-to-epoch variations of alpha amplitude of up to
15-fold, and Jones and Armington (1977) found that ongoing alpha activity did not
become phase-locked to a periodic visual stimulus, nevertheless Kaufman and Locker
(1973) reported intermodulation between responses to ﬂicker and alpha activity. The
assumption of total independence has been questioned, see Vijn, Van Dijk, &
Spekreijse, 1991, and ﬁnally shown to be invalid, see Mast and Victor,1991); (2) the
signal waveform is produced by a process that is stationary from trial to trial, and its
variance is negligible; (3) the noise waveform is produced by a stationary random
process; (4) the N samples of noise are uncorrelated from trial to trial.
4 Just as with time-domain averaging, the underlying concept and mathematical
basis was far from new. Joseph Fourier submitted his lastingly-inﬂuential work for
publication in 1807 but, because of unfavourable peer review (and Napoleon’s high
regard for his talents as an administrator and pioneer Egyptologist) the substance of
Fourier’s work was not published until 1822 (in book form at Fourier’s expense). The
original manuscript of 255 handwritten pages suffered a publication delay of
165 years (Grattan-Guiness, 1972).nology (in particular, forced oscillations in electrical circuits) I called
this the steady-state-evoked potential technique. It is based on the
assumption that, some time after the initiation of repetitive stimula-
tion, the relevant sensory system reaches a steady-state mode of re-
sponse. This assumption is by no means necessarily valid and
requires to be veriﬁed for every experimental condition. Fig. 2 shows
the ﬁrst demonstration of (an approximate) steady-state-evoked po-
tential recorded by means of a hybrid mechanical/electronic device5
In contrast to the time domain technique of signal averaging in
which the response is conventionally displayed as a plot of volts ver-
sus time, and analyzed into multiple temporal components, the stea-
dy-state response can be analyzed into multiple frequency
components and described in terms of plots of volts (and phase) ver-5 I deﬁned an idealized steady-state evoked potential as a repetitive response
whose constituent discrete frequency components remain constant in amplitude and
phase over an inﬁnitely long time period (Regan, 1964; Regan, 1966a; Regan, 1972;
Regan, 1989). Although this deﬁnition does imply that the idealized steady-state
response is an inﬁnitely long train of identical waveforms, it is more helpful to think
of it in terms of constituent frequency components, because the properties of the
different frequency components of the waveform can be quite different (e.g. Regan,
1968a; Regan, 1968b; Regan, 1970). Note that, in principle, neither the repetition rate
of the response nor the repetition rate of the stimulus is germane to the deﬁnition: It
is not the case, as is sometimes stated, that the stimulus frequency must be high. The
running average presentation shown in Fig. 2 allows changes in the response to be
quickly detected. This is the basis of the sweep evoked potential (also called swept
parameter or averaging graphs) technique in both mechanical/electronic (Regan,
1973a, 1974, 1975a, 1989) and computerized (Nelson et al.,1984; Norcia & Tyler,
1985; Norcia, Tyler, & Hamer, 1988; Tyler, Apkarian, Levi, & Nakayama, 1979)
versions. It is also the basis of the evoked potential feedback technique, whereby the
brain exerts direct moment-to-moment control of the visual stimulus (Regan,1975a;
Regan,1975b; Regan,1979).The very high frequency selectivity of a Fourier series
analyzer is the basis of the frequency-tagging (also called the simultaneous
stimulation or multiple temporal frequency or multiple sites of stimulation)
technique that can be used in EP recording, either visual (Cartwright & Regan,
1974; Regan, 1976; Regan, 1983; Regan, 1989; Regan & Cartwright, 1970; Regan &
Heron, 1969; Regan & Regan, 1987; Regan & Regan, 1988a), or auditory (Regan &
Regan, 1988b; Regan & Regan, 1993), or when recording magnetic evoked brain
responses (Regan, He, & Regan, 1995; Tonini, Srinivasan, Russell, & Edelman, 1998).
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Fig. 2. First demonstration of a steady-state-evoked potential. A subject’s EEG was
fed into two analogue multipliers in parallel while he viewed a patch of light of
mean luminance Lm whose instantaneous luminance (Lt) was modulated sinusoi-
dally at frequency F Hz so that Lt = Lmsin(2pFt). One multiplier was fed a voltage
V1 = Ksin(2pFt) and the other a voltage V2 = Kcos(2pFt), and the outputs of the two
multipliers were low-pass ﬁltered so as to give the running averages marked h1 and
h2. The running average presentation allowed the constancy of response amplitude
and phase to be checked before obtaining the mean values of h1 and h2. The insert
shows how the amplitude S and phase u could be obtained from these mean values.
Adapted from Regan (1964), reprinted in Regan (1966b).
Fig. 3. The three parallel ﬂicker VEP subsystems. Evoked potentials produced by
ﬂickering an unpatterned stimulus fall into three frequency regions labeled ‘‘low-
frequency”, ‘‘medium-frequency”, and ‘‘high-frequency” regions. Particularly the
medium-frequency, but also the high-frequency responses are emphasized by using
large stimulus ﬁelds. VEPs to small checks (less than about 15–200) are emphasized
at temporal frequencies of 5–8 reversals per second. Modiﬁed from Regan (1969),
reprinted in Regan (1975b).
884 D. Regan / Vision Research 49 (2009) 882–897sus frequency, one pair of plots for each frequency component (Re-
gan, 1964; Regan, 1966a; Regan, 1972; Regan, 1989).6
For a linear system, the transient response can be derived math-
ematically from the steady-state response and vice versa (Brace-
well,1965; Papoulis,1962; Stuart, 1966). The visual system,
however, is far from linear, so the transient and steady-state re-
sponses can provide different information about the system.
The F-Hz steady-state VEP to F Hz sinusoidally-modulated
(ﬂickering) light rises to sharp peaks near 40–50 Hz, the high-fre-
quency subsystem (Regan, 1968a; van der Tweel & Verduyn Lunel,
1965) and near 9–10 Hz, the low-frequency subsystem (Van der
Tweel & Verduyn Lunel, 1965). A strong peak around 16–18 Hz,
the medium-frequency subsystem, was later reported (Regan,
1968b). These three peaks are depicted in Fig. 3. The high- and
low-frequency subsystems are already distinct at retinal level
(Spekreijse, 1966), and the medium- and high-frequency subsys-
tems are already distinct at the level of the optic nerve (Milner, Re-
gan, & Heron, 1974). The scalp-recorded manifestations of all three
subsystems are different and their cortical sources have different
spatial distributions.6 By replacing scalp electrodes with superconducting quantum interference devices
(SQUIDS) held close to the scalp, the exceedingly small magnetic evoked responses of
the brain to visual stimulation can be transformed into electrical signals (reviewed by
Cohen & Halgren, 2004; Hamalainen, Hari, Ilmoniemi, Mnuutila, & Lounasmaa, 1993;
Hari & Ilmoniemi, 1986; Lounasmaa, Hamalainen, Hari, & Salmelin, 1996; Lu, Sperling,
& Kaufman, 2003; Williamson & Kaufman, 1981). The transient and steady state
magnetic evoked responses can be elicited and analyzed as described in this Section.There are major differences in the properties of the high- and
medium-frequency subsystems. For example, the high-frequency
subsystem has a spectral sensitivity close to that of the observer’s
psychophysical relative luminosity curve, while the medium-fre-
quency subsystem is highly colour-dependent (Regan, 1968b; Re-
gan, 1970). (Over 20 years later it was shown that the properties
of the human high- and medium-frequency subsystems, respec-
tively, closely correspond to the properties of magnocellular and
parvocellular single cells in macaque monkey LGN, see Regan &
Lee, 1993).
3. Beyond phenomenology: Nonlinear analysis of the visual
system
A ﬁnding reported by Spekreijse and Van der Tweel provided
the conceptual basis on which Spekreijse developed a method for
applying nonlinear systems analysis to the human visual system,
thereby opening up a more sophisticated application of VEPs than
had previously been attempted.
First, some theoretical background. The four graphs in Fig. 4A–D
represent the relation between the input and output of some pro-
cessing stage in the visual system. We suppose that the character-
istic is smoothly curved for positive inputs and ﬂat for negative
inputs with an abrupt change of slope at the origin (a form of
half-wave rectiﬁer). In (A) and (B) the operating point is remote
from the origin on the smoothly-curved part of the characteristic.
For a strong input signal (A) the output waveform is strongly dis-
torted, but as the input signal is progressively weakened the per-
centage distortion in the output is progressively reduced (B). This
illustrates a nonessential (analytic) nonlinearity. The situation is
quite different when the operating point coincides with the discon-
tinuity in the input/output characteristic (Fig. 4C and D). The per-
centage distortion in the output is the same for a strong (C) and a
weak (D) input signal, the signature of an essential (nonanalytic)
nonlinearity.
Turning to empirical data, Spekreijse and van der Tweel (1965)
found that ﬂicker of approximately 5 Hz frequency gives an aver-
aged VEP that shows frequency doubling. For example, the VEP
to 5.6-Hz ﬂicker in Fig. 5A is an almost pure sinewave of 11.2 Hz.
This frequency doubling indicated the presence of a strong nonlin-
earity. Signiﬁcantly, the percentage nonlinear distortion did not
become weaker when the ﬂicker modulation depth was progres-
sively reduced. Spekreijse and van der Tweel then repeated the
VEP recording, but this time with a second ﬂickering light superim-
posed on the 5.6-Hz ﬂickering light. The intensity of this second
In In
InIn
Out
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OutOut
A B
C D
Fig. 4. Examples of analytic (nonessential) and nonanalytic (essential) nonlinearities. The input is plotted along the abscissa and the output along the ordinate. (A) and (B)
show that the percentage distortion caused by curvature of the characteristic can be reduced by reducing the amplitude of the input (i.e. by operating under small signal
conditions). (C) and (D) illustrate that the percentage distortion caused by a discontinuity in the characteristic is not reduced by reducing the amplitude of the input.
Fig. 5. Linearizing of VEPs by noise-modulated light. The two upper traces show
one cycle of the sinusoidal waveform that ﬂickered the stimulus. Averaged VEPs to
5.6-Hz ﬂicker (trace A) and to 11.2-Hz ﬂicker (trace B) both approximated 11.2 Hz
sinusoids, but when noise-modulated light was superimposed on the ﬂickering
stimulus the nonlinear frequency-doubled 11.2-Hz response was abolished (trace
C), whereas the linear 11.2-Hz response was relatively unaffected (trace D). From
Spekreijse and van der Tweel (1965).
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form). Trace C in Fig. 5 shows that adding the noise-modulated
light abolished the strong harmonic distortion in the VEP, leaving
only a comparatively weak 5.6-Hz response that had been present
but hidden in trace A. The right-hand side of Fig. 5 conﬁrms that
the effect was truly a selective abolition of nonlinear distortion
(the linearizing phenomenon) rather than a general attenuation of
the VEP, because when the 11.2-Hz VEP waveform was generated
by 11.2-Hz ﬂicker rather than by 5.6-Hz ﬂicker (trace B), the VEP
was almost unaffected by superimposing the noise-modulated
light (trace D).Spekreijse (1966) suggested that the second harmonic com-
ponent in the ﬂicker response in Fig. 5A was caused by a recti-
ﬁer-like nonlinearity early in the visual pathway. This idea
explained why the superimposed noise-modulated light exerted
a linearizing effect at the input to the nonlinearity. To aid fur-
ther analysis he replaced the noise-modulated light by sinusoi-
dal ﬂicker. Although his treatment of the linearizing
phenomenon was presented entirely in terms of (non-elemen-
tary) mathematics, the phenomenon can be understood intui-
tively as depicted in Fig. 6A and B. Fig. 6A shows the strong
nonlinear distortion with frequency doubling that is the signa-
ture of a half-wave rectiﬁer. In Fig. 6B a high-frequency auxil-
iary signal has been added to the low-frequency sinusoidal
input. An undistorted version of the low-frequency sinusoid
can be obtained either by ﬁltering out the high-frequency com-
ponent from the output or by a time-domain averager triggered
by the low-frequency input.
By using a sinusoidal auxiliary signal of variable amplitude
and frequency and by maintaining the linearizing effect constant
in a constant-criterion paradigm, Spekreijse (1966) was able to
measure the attenuation curve of the linear stage preceding
the rectiﬁer and hence to infer the attenuation curve of the lin-
ear stage subsequent to the rectiﬁer. In this way Spekreijse took
advantage of the nonlinearity to infer the sequence of process-
ing, a possibility not available for a sequence of linear systems.
He proposed a so-called ‘‘sandwich” model of ﬂicker processing
in which a rectiﬁer is sandwiched between two linear ﬁlters.
Figs. 7 and 8, respectively, depict Spekreijse’s models of the
low- and high-frequency ﬂicker subsystems (Spekreijse, 1966;
Spekreijse & Oosting, 1970; Spekreijse & Reits, 1982; Van der
Tweel & Spekreijse (1969)). However, note that Spekreijse’s ap-
proach applies only to a restricted class of nonlinear systems, as
indeed do all other methods of nonlinear systems analysis. In
particular, his approach is restricted to zero-memory systems
which are single valued).
With the aim of identifying a physiological basis for the recti-
ﬁer-like nonlinearity, Spekreijse repeated the linearizing experi-
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Fig. 6. The principle of linearizing, from van der Tweel and Spekreijse (1969).
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Goldﬁsh retinal ganglion cells showed a linearizing phenomenon
similar to that shown in Fig. 5 (Spekreijse, 1969). A similar effect
was also evident in monkey lateral geniculate body (Spekreijse,
Van Norren, & Van den Berg, 1971). Spekreijse and colleagues pro-
posed that the hypothesized rectiﬁer stage in the human visual
pathway is located peripheral to ganglion cell level. They pointed
out that the rectiﬁer-like action could be understood in terms of
a neuron with a resting rate of ﬁring near zero. For some neurons
of this kind an increment in light level would increase the ﬁring
rate, but a decrease would have little effect, because neurons can-
not ﬁre at a negative rate. Other neurons would ﬁre predominantly
to a decrease of light level.Time Average. F1 (8 Hz) Flicker
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Fig. 9. (A) Time-domain averaged VEP to 8 Hz sinewave ﬂicker. (B) Effect of superimpo
respectively. (E and F) The EEG recordings analyzed in (A) and (B), respectively, were
averaging. Ordinates are linear in (A–D) and logarithmic (four decades) in (E) and (F). The
264 cd/m2. Viewing was binocular. The 7- and 8-Hz ﬂickers had modulation depth of 20Spekreijse’s two-sinewave linearizing data were obtained using
a Computer of Average TransientsTM (CAT) designed by Manfred Cly-
nes (1962), the ﬁrst commercial time-domain signal averager.
Twenty-one years later a replication of his pioneering experiment
was carried out using a commercial device that could function not
only as a time-domain signal averager but could also perform ul-
tra-high resolution (e.g. 0.008 Hz in Fig. 9E and F) spectral analysis
over a wide bandwidth with frequency domain averaging. This
spectral analyser is based on the equation
DFDT  1 ð1Þ
where DF is the uncertainty in the frequency of an oscillation of
duration DT , a consequence of Heisenberg’s uncertainty principleTime Average. F1 (8 Hz) Flicker
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directly subjected to ultrahigh-resolution spectral analysis and frequency-domain
stimulus was a 10 diameter circular homogeneous white ﬁeld of mean luminance
% and 30%, respectively. From Regan (1989).
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Fig. 10. Demonstration of VEPs speciﬁc to a spatial pattern rendered visible by
luminance contrast. (A) The stimulus was a pattern of 200 checks of 3 diameter,
alternate checks marked (A) and (B). (B) Luminances of (A) and (B) checks,
respectively, shown by continuous and dashed lines. (C) The visual-evoked
potentials are demonstrated to be caused by a change in spatial contrast with
negligible intrusion of responses to local luminance. Modiﬁed from Spekreijse et al.
(1973).
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there is a tradeoff between the frequency resolution of a spectrum
and the recording duration. For example, if the entire duration of
an EEG recording of duration 500 s is subjected to Fourier analysis,
then the resolution of the resulting spectrum is approximately
0.002 Hz (Fig. 1.70B in Regan, 1989 and Fig. 2 in Regan & Regan,
1989a, provides an illustration).
Fig. 9A and B replicates the Spekreijse and Van der Tweel (1965)
experiment but, as in Spekreijse (1966), with a sinewave-modu-
lated rather than a noise-modulated auxiliary signal. While a sub-
ject viewed an unpatterned light that was ﬂickering at 8 Hz a
recording was made of both his EEG and a train of short pulses syn-
chronous with the 8-Hz ﬂicker. The recording was subjected to
time-domain averaging triggered by the recorded pulses. The pre-
dominantly second harmonic nonlinear response to 8 Hz ﬂicker
(Fig. 9A) was severely attenuated by adding a 7-Hz auxiliary signal
(Fig. 9B). The spectra of the time-averaged VEPs quantify this con-
clusion (Fig. 9C and D). This conﬁrmed the ﬁndings of the pioneer-
ing studies of Spekreijse and Van der Tweel. However, when the
same EEG record was subjected to ultrahigh resolution spectral
analysis and frequency domain averaging with no preceding
time-domain averaging (Fig. 9E and F) it became evident that the
time domain averaging of Fig. 9A and B had rejected data that, as
shown in Fig. 9C and D, could not be recovered by subjecting the
averaged VEPs to spectral analysis. Fig. 9E and F shows that, as ex-
pected, the alpha activity near 10 Hz had been rejected, but so
were many discrete components of frequency (nF1 + mF2) Hz (No
cross-modulation terms of frequency (nF1 – mF2) Hz were recorded
for reasons not yet understood.) A time-domain averager cannot
record all these components simultaneously, because they are
not harmonically related.
When the modulation depth of one of the ﬂickering lights was
held constant while the modulation depth of the other ﬂickering
light was progressively increased from zero, the amplitudes of
the various response components varied in a complex manner,
some rising then falling, others increasing monotonically (Regan
& Regan 1988). The behaviour was quite reproducible. Marian Re-
gan developed a mathematical method for calculating the behav-
iour expected of models consisting of multiple sequential
rectiﬁer-like stages, thus allowing candidate models of visual and
auditory pathways to be tested against both electrical (Regan & Re-
gan, 1988; Regan & Regan, 1989a; Regan & Regan, 1993) and mag-
netic (Regan & Regan, 1989b) brain-evoked response data.
4. Brain responses speciﬁc to spatial pattern
4.1. Patterns rendered visible by luminance contrast
Turning from brain responses evoked by changing luminance,
we next discuss the endeavour to identify brain responses that
are speciﬁc to spatial pattern. Some early researchers used ﬂashed
patterns as stimuli (Harter &White, 1968; Rietveldt, Tordoir, Hage-7 The scaling constant in Eq. (1) depends on how one chooses to deﬁne frequency
resolution (frequency bandwidth DF) and the duration of the signal DN. Gabor chose
the RMS deﬁnition of both frequency bandwidth and signal duration, giving
DFDNP 0.5. The DFDNP 1 version that we use here implies a different deﬁnition
of frequency bandwidth in which DF is measured between the ﬁrst two zero crossings
in the Fourier amplitude spectrum of a train of sinusoidal waves of ﬁnite duration (see
pp. 34, 76–79 and Fig. 1.55E in Regan, 1989; Thrane, 1979; Thrane, 1980).
8 The frequency resolution of the hybrid mechanical/analogue electronic device
used to record Fig. 2 was the same as that of the digital analyzer used to obtain the
data of Fig. 9E and F, i.e. the theoretical limit of spectral resolution. But, reﬂecting
advances in technology between 1963 and 1989, over the 1- to 26-Hz bandwidth of
Fig. 9E and F the more modern digital analyzer was equivalent to 3125 of the 1963
devices operating in parallel. When operating at a resolution of 0.002 Hz over a 1- to
50-Hz bandwidth, the digital analyzer is equivalent to about 25,000 of the 1963
devices operating in parallel.nouw, Lubbers, & Spoor, 1967; Spehlmann, 1965). The possibility
that the resulting VEP would be some combination of responses
to luminance and to pattern is evident. To counter this problem
the Amsterdam group developed the pattern onset/offset stimula-
tion technique whereby a uniformly-illuminated patternless ﬁeld
is presented for some time, then a checkerboard pattern appears,
remains for some time, then changes back to the patternless ﬁeld,
and so on. The mean luminance of the stimulus and the total light
ﬂux do not vary with time (Spekreijse, Van der Tweel, & Zuidema,
1973; Van der Tweel, Regan, & Spekreijse, 1969). The main compo-
nents of the responses to pattern onset and to pattern offset are of
opposite polarities. Additional distinctions are that the rate of
change of spatial contrast affects the offset response considerably
more than the onset response, and binocular viewing enhances
the offset response more than it enhances the onset response (Spe-
kreijse, Van der Tweel, & Regan, 1972; Van der Tweel et al., 1969).
The introduction of pattern-reversal stimulation was also in-
tended to eliminate the luminance contamination experienced
with ﬂashed pattern stimulation (Cobb, Morton, & Ettlinger,
1967; Spekreijse, 1966). In one kind of pattern-reversal stimula-
tion, e.g. by a pattern of sharp-edged bright and dim bars or checks,
the bright and dim pattern elements exchange places abruptly and
can be used to elicit either transient or steady-state VEPs. Provided
that there is an even number of pattern elements the reversals of
spatial contrast produces no change in the mean luminance of
the stimulus pattern, i.e. the total light ﬂux is constant. Pattern
reversal is also called counterphase modulation because it can be
achieved by modulating the luminance of alternate pattern ele-
ments in counterphase (i.e. with 180 difference in temporal
phase). There is general agreement that, if there are F pattern
reversals/s, the steady-state response consists of even harmonics
of F Hz with zero component of F/2 Hz, the counterphase-modula-
tion frequency. However, Spekreijse et al. (1973) pointed out that if
the physiological responses to equal increments and decrements of
local luminance are not exactly equal and opposite then, even if
there is no pattern-speciﬁc brain response whatsoever, a pattern
that is counterphase-modulated at F/2 Hz can generate a response
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Fig. 11. Demonstration of magnetic brain responses speciﬁc to a spatial pattern rendered visible by texture contrast. (A) Photograph of one of the two stimuli, both being the
appearance, and disappearance of texture-deﬁned checks. (B–G) Dissociation of responses to the onset and offset of texture-deﬁned checks from responses to changes of local
line orientation. When the onset of checkerboard form coincided with a local change from vertical to horizontal lines (B) the magnetic responses shown in (C) and (D) was
elicited. When the offset of checkerboard form coincided with a local change from vertical to horizontal lines (E) the magnetic responses shown in (F) and (G) were elicited.
Responses (C), (F) and (D), (G) are for different subjects. Each trace is an average of 120 sweeps. Two repeats of each trace are shown. One corner of a 4  4 pattern of 8  8
checks was ﬁxated so that stimulation was restricted to the lower left quadrant. Modiﬁed from Regan and He (1995).
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distortion precedes spatial summation. Such a response to changes
in local luminance would mimic a genuine pattern-speciﬁc re-
sponse to contrast reversals.9 In principle there might be some local
luminance contamination of responses to the onset and offset of pat-
tern, but such could not account for the asymmetry of the onset and
offset responses.
The Amsterdam group went on to describe the following solu-
tion to the problem of demonstrating the pattern-speciﬁcity of a
VEP (Spekreijse et al., 1973). Fig. 10A gives an impression of the
stimulus they used—a 3-deg. diameter, foveally-viewed pattern
of small checks, each of width 200. Fig. 10B shows the luminance
time course for the ‘A’ checks (continuous lines) and the ‘B’ checks
(dashed lines) for the two stimulus conditions. The resulting stim-
ulus was as follows: (1) an unpatterned 3 circular area of uniform
luminance presented for a duration of 250 ms; (2) the abrupt onset
of a pattern of bright and dim checks ﬁlling the 3 circular area pre-
sented for 250 ms; (3) the abrupt disappearance of the checks,
leaving an unpatterned 3 circular area of uniform luminance pre-
sented for 250 ms; and so on. The key concept was that in the left
half of Fig. 10B an increase of mean luminance coincided with pat-
tern onset and a decrease coincided with pattern offset, while in
the right half of Fig. 10B an increase of mean luminance coincided
with pattern offset and a decrease with pattern onset. Therefore, if9 In principle, this caveat also applies to the use of pattern-reversal stimulation in
single-unit studies.the resulting VEP is asymmetrical, it can be determined whether it
is predominantly a response to a change in spatial contrast or to a
change in luminance. Fig. 10C shows that this VEP was predomi-
nantly a response to a change in spatial contrast. If the VEP had
been a response to a change in luminance, the left and right halves
of either the leftmost or the rightmost VEP would have been
interchanged.
4.2. Patterns rendered visible by texture contrast and by chromatic
contrast
The Amsterdam group’s logic can be extended to spatial form
rendered visible by other than luminance contrast. For example,
the abrupt onset and offset of a texture-deﬁned pattern of checks
is necessarily accompanied by abrupt local changes in textons
(Textons are local features, differences in the spatial distributions
of which can render spatial form effortlessly visible, see Julesz,
1981; Julesz, 1984). A spatial difference in local orientation is an
especially effective stimulus for texture segmentation (Nothdurft,
1985; Nothdurft, 1991). Fig. 11A depicts one of two stimuli used
to elicit magnetic and electrical brain responses, each stimulus
being the abrupt appearance and disappearance of a pattern of
64 texture-deﬁned checks (Regan & He, 1995). Clearly, both the on-
set and the offset of the checks coincided with changes of local line
orientation. Fig. 11B and E brings out the difference between the
two stimuli. Fig. 11C, F and D, G shows responses to the two stim-
uli, and how responses to the onset and offset of texture-deﬁned
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Fig. 12. VEPs elicited by reversal of chromatic spatial contrast. Subjects viewed a
circular region of diameter 3.0 degrees that contained about 140 checks, each of
which was 0.18 degrees wide. The chromatic spatial contrast across the boundaries
of the checks reversed 6 times per second. This stimulus produced a repetitive
electrical signal in the subject’s brain that consisted almost entirely of a 6 Hz
frequency component. Filled and open circles, respectively, show how the ampli-
tude of this 6 Hz component depended on the green/red luminance ratio for a
colour-normal and a deuteranopic subject (red luminance was ﬁxed and green
luminance varied). The green light was of wavelength 547 nm (10 nm full
bandwidth at half power) and the red light was of wavelength 640 nm (56 nm
full bandwidth at half power). The overlap of spectral power was essentially zero.
Modiﬁed from Regan (1973b) and Regan and Spekreijse (1974).
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Fig. 13. Evidence that a subject with normal colour vision has no mechanism
speciﬁc for steep gradients of chromatic contrast across the edges of a pattern of
890 D. Regan / Vision Research 49 (2009) 882–897form could be dissociated from responses to changes of local
orientation.
Studies on VEPs elicited by colour-deﬁned form led to unex-
pected conclusions that have received little recent attention from
either single-unit or psychophysical researchers. In the experiment
whose results are shown in Fig. 12, the stimulus was a pattern of
alternate red and green sharp-edged small checks that abruptly ex-
changed places six times per second.10 The amplitude of the 6-Hz
component of the VEP was plotted versus the ratio (green lumi-
nance)/(red luminance). Any contribution of spurious retinal image
luminance contrast was effectively eliminated by canceling simulta-
neously (by means of an optical technique) longitudinal chromatic
aberration, chromatic differences of magniﬁcation and chromatic
variation of deviation of the principal ray (Regan, 1973b).11 At
equiluminance a colour-normal subject gave a clear response. This
response was considerably attenuated by a small defocus of the ret-
inal image, indicating that the sharply-accommodated edges within
the stimulus pattern were responsible for most if not all of the VEP.
Regan (1973b) concluded that, at the stage where sharp edges were
ﬁrst processed, the signals elicited by the red and green lights re-
mained at least partially segregated.
For a deuteranope (H. Spekreijse), response amplitude fell to
noise level at equiluminance (incidentally conﬁrming that any spu-10 In a monochromatic pattern-reversing pattern of checks the checks commonly
appear to dart around in apparent motion. This raises the possibility that the resulting
VEPs might be contaminated by stimulation of the mechanism that underlies
apparent motion. This is not the case for equiluminant red/green checks. No apparent
motion is visible for such a stimulus, indicating that equiluminant boundaries are not
an effective stimulus for apparent motion (Regan, 1973b).
11 Achromatizing lenses that correct for chromatic difference of focal length either
leave the chromatic difference of magniﬁcation unaltered or make it worse. Also, only
a small (1–2) ﬁeld can be used.rious retinal image luminance contrast there might have been at
equiluminance did not affect the response). This ﬁnding was not
surprising: the deuteranopic subject reported that at equilumi-
nance the stimulus appeared to be patternless, of homogenous
luminance, constant over time (Regan & Spekreijse, 1974).
At ﬁrst sight it might seem reasonable to conclude: (1) The col-
our-normal subject’s response at equiluminance were elicited by a
mechanism that was speciﬁcally sensitive to the steep gradient of
chromatic contrast across sharp edges, and that this mechanism
was similar to the opponent-colour mechanism that accounts for
ﬁndings (e.g. Hurvich & Jameson, 1957) obtained with spatially-
unstructured stimuli; (2) the deuteranope gave no response at
equiluminance because no neurons sensitive to chromatic contrast
were driven from his fovea. The results of our next experiment
showed that conclusion (1) was incorrect.
In the next experiment, we manipulated the red and green com-
ponents of the stimulus quite differently: red checks remained red
at all times and green checks remained green (Regan & Spekreijse,
1974). The luminances of red and green checks were squarewave-
modulated in antiphase at 1.85 Hz, with a modulation depth of
11%. When the mean luminances of red and green were equated
(by heterochromatic ﬂicker photometry) this meant that the lumi-
nance contrast across each check boundary reversed every 270 ms.small red and green sharp-edged checks. Red checks remained red and green checks
remained green, but their luminances were squarewave-modulated in antiphase.
The stimulus pattern contained approximately 47 checks rather than the 16 shown
here. The horizontal diameter of the ﬁeld was 2.2. Mean luminance was 8.3 cd/m2.
The red and green lights had the same speciﬁcations as those used in Fig. 12. A
colour blind (deuteranopic) subject gave clear pattern-reversal VEPs, but a colour-
normal subject did not give the pattern-reversal responses that would be expected
from an achromatic contrast mechanism. Traces labeled ‘‘+0.1 Log unit Red” and
‘‘0.1 Log unit Red” respectively, were obtained by brightening and dimming the
red component of the light by 18%. Reversals of luminance contrast across the edges
of the squares are marked by the arrowed Rs. From Regan and Spekreijse (1974).
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Fig. 14. Interocular sustained suppression. (A) VEPs elicited by the appearance
(onset) and disappearance (offset) of a checkerboard pattern presented to the left
eye. (B) Suppression of both the VEP and pattern perception by a high-contrast
static checkerboard pattern presented to the fellow eye. From Spekreijse et al.
(1972).
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deuteranopic subject gave a clear VEP to the equiluminance stim-
ulus. That is easily understood. He reported that the all checks
were the same colour. Therefore, at equiluminance the stimulus
was equivalent to counterphase-modulation of a monochromatic
pattern. However, the ﬁnding that reversals of luminance contrast
produced no responses for the colour-normal subject was puzzling.
Given that the red and green checks were equiluminant it was dif-
ﬁcult to avoid the conclusion that in the achromatic contrast sys-
tem there is something very different about the physiological
effect produced when two adjacent locations are illuminated by
lights of different luminances (L1 and L2 cd/m2) that have the same
wavelength, and the physiological effect produced when two adja-
cent locations are illuminated by lights of luminances L1 and L2 cd/
m2 that have different wavelengths (Regan & Spekreijse, 1974).
Nevertheless, in 1974 and still today those two lights are com-
monly said to have the same ‘‘luminance contrast”. In an attempt
to account for our ﬁndings, we offered the following hypothesis.
For a colour-normal subject the same mechanism processes the
steep gradients of both luminance spatial contrast and chro-
matic spatial contrast across sharp edges. It consists of two
(or more) parallel nonopponent sub-mechanisms that have dif-
ferent spectral sensitivities, none of which correspond to the
subject’s relative spectral luminosity curve.
This hypothesis accounts for the ﬁnding that the colour-normal
subject gave symmetrical contrast-reversal responses to mono-
chromatic stimuli but gave similar symmetrical responses to the
pattern of red and green checks depicted in Fig. 13 only when
the red luminance was considerably higher than the green lumi-
nance (and vice versa) and, furthermore, gave no VEP at
equiluminance.
In a subsequent report, the spectral sensitivities of two spatial
contrast mechanisms were described (peaking, respectively, at
approximately 545 and 590 nm), both of which differed from the
relative spectral luminosity curve, measured by heterochromatic
ﬂicker photometry, that peaked at approximately 555 nm (Regan,
1974). In this context, the ﬁnding that at equiluminance (as deter-
mined by heterochrochromatic ﬂicker photometry) a sharp bound-
ary between a red and a green region looks blurred (Kaiser, 1971;
Liebmann, 1927) suggests that, at equiluminance, the long-wave-
length and the medium-wavelength mechanisms that process
steep gradients of spatial contrast produce opposing signals, and
that these signals are summed.
Further support for the above hypotheses is as follows: Yamam-
oto and DeValois (1996) concluded on the basis of psychophysical
evidence that, ‘‘the data suggest the existence of colour-selective
detectors that respond to effective intensity differences—i.e. non
colour-blind ‘luminance’ mechanisms”. Similar conclusions were
reached by Ellis, Burrell, Wharf, and Hawkins (1975).
One implication of this line of thought is that it would be
impossible to totally ‘‘silence” the entire achromatic spatial con-
trast system. If the physiological basis of the achromatic system
is the magnocellular pathway, this implication would be consistent
with the reports that the minimum response of individual magno-
cellular neurons occurs at a balance between opposed red and
green stimulation that varies from cell to cell and is typically re-
moved from the point of psychophysical equiluminance (Lee, Mar-
tin, & Valberg, 1989).
5. Binocular rivalry and interocular sustained suppression
When one eye (#1) is stimulated by pattern-reversal while the
fellow eye (#2) views a rivalrous pattern, pattern-reversal VEPs are
strongly attenuated throughout the periods of perceptual suppres-
sion of eye #1 (Cobb et al. 1967). Because the pattern-speciﬁcity ofpattern-reversal VEPs has been called into question (see Section
4.1) Spekreijse et al. (1972) used pattern onset/offset VEPs. They
reported that when eye #1 viewed the appearance and disappear-
ance of a pattern of small low-contrast checks while eye #2 was
occluded, clear responses could be recorded (Fig. 14A). However,
when eye #2 viewed a pattern of high-contrast static checks, the
VEPs were strongly attenuated (Fig. 14B). Observers reported that
they saw a static high-contrast pattern of checks with some lumi-
nance ﬂicker: the pattern onset/offset stimulus was not visible. Un-
like the situation in retinal rivalry, this perceptual suppression was
sustained (Though when the contrast of the static checkerboard
was sufﬁciently reduced, binocular rivalry alternations started to
occur.).
The reported correlation between VEP amplitude and both riv-
alry and full-ﬁeld suppression has been brought into question on
the grounds that accommodation might have changed during the
periods of suppression, and pattern VEP amplitude is very sensitive
to accommodation (Spekreijse et al., 1972). This problem was
avoided as follows: It was found that when only part of the visual
ﬁeld of eye #2 was presented with the static high-contrast pattern
of checks, the resulting percept was one of a sharply-accommo-
dated pattern of static checks (seen through eye #2) with the
appearing/disappearing pattern in the remainder of the stimulated
ﬁeld (seen through eye #1), and this percept was stable (Spekreijse
et al., 1972). Since the VEPs elicited by stimulation of the different
regions of the visual ﬁeld have different distributions over the
scalp (Halliday & Michael, 1970; Jeffreys, 1971; Van der Tweel
et al., 1969), it was possible to determine whether the region of
perceptual suppression coincided with the region whose VEPs
were attenuated. Fig. 15 shows that sustained interocular suppres-
sion of the upper or lower visual half-ﬁeld had the same effect as
physical occlusion of the relevant half-ﬁeld. Spekreijse et al.
(1972) concluded that inaccurate accommodation could not ac-
count for the attenuation of the pattern VEPs from either upper
or lower half-ﬁeld.
Determining which area(s) of the visual cortex was responsible
for the suppression presented a knotty problem. It has been sug-
gested that the reason for the different distributions of the upper
and lower half-ﬁeld VEP to small checks is that the respective cor-
tical sources lie on the lower and upper surfaces of the calcarine
ﬁssure. In particular, it has been proposed that the ﬁrst and second
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Fig. 15. The left-hand column shows the similarity between the effects of physically occluding the top halves of the stimulus ﬁelds for both eyes and suppressing the top half
of the right eye’s stimulus pattern by a high-contrast static half-ﬁeld pattern presented to the left eye. The right hand column shows the similarity in the effects of bottom
half-ﬁeld occlusion and bottom half-ﬁeld suppression. From Spekreijse et al. (1972).
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Jeffreys & Axford, 1972a; Jeffreys & Axford, 1972b; Maier, Dagnelie,
Spekreijse, & Van Dijk, 1987; Van Dijk & Spekreijse, 1989). How-
ever, to infer the source locations of VEPs from their scalp distribu-
tions and polarities presents a major theoretical challenge, and
demands a number of assumptions. Therefore, after establishing
that the scalp-recorded VEP to pattern onset is similar in human
and awake macaque monkey (Van der Marel, Dagnelie, & Spe-
kreijse, 1981), Spekreijse and his colleagues investigated the VEPs
recorded from an array of 35 electrodes chronically implanted in
the brain of a macaque monkey (Dagnelie, Spekreijse, & Van Dijk,
1989). They concluded that the scalp-recorded VEP to pattern on-
set reﬂects activity in both V1 and V2, and noted that little activity
was recorded from electrodes over visual areas beyond V2.12
More recently there has been considerable interest in the phys-
iological correlates of binocular rivalry in monkeys (reviewed in
Logothetis, 1998). Cells that were affected by suppression were al-
most exclusively binocular, and their proportion was found to in-
crease in higher processing areas of the visual system. The
strongest correlation between perceptual suppression and single-
unit activity was found in the temporal lobe. Logothetis (1998, p.
1808) concluded ‘‘The notion that the striate cortex, or indeed
any one visual area is the ‘site’ of suppression is therefore incor-12 Research on the source locations of VEPs has recently been advanced by
combining MEG, functional magnetic resonance imaging (fMRI) with VEP recording
and dipole analysis (Di Russo, Martinez, Sereno, Pitzalis, & Hillyard, 2001; Di Russo,
Martinez, Sereno, Pitzalis, & Hillyard, 2005; Di Russo, Martinez, Sereno, Pitzalis, &
Hillyard, 2007).rect”. This might seem to conﬂict with the views of Spekreijse
and his colleagues, though it should be noted that Logothetis
(1998) restricted his discussion to research on action potentials,
slow-wave activity having been removed by high-pass ﬁlters. It
is also the case that many synapses in V1 carry downward signals
from higher cortical areas such as V2 and V4 (Desimone, Schein,
Moran, & Ungerleider, 1985; Van Essen, 1985).6. VEPs speciﬁc to motion
6.1. VEPs to real motion
6.1.1. Motion reversal
This section discusses the claim that changes in a target’s
velocity can produce motion-speciﬁc VEPs. We should ﬁrst note
that VEPs produced by a moving stimulus are not necessarily
genuine motion EPs (any more than EPs to a patterned stimulus
are genuine pattern EPs, see Section 4.1). For example, if a single
bright bar moves over the fovea, some or all of the resulting VEP
might be a luminance response. Again, a stimulus pattern can
suddenly be seen clearly at the instant of motion reversal
though the pattern appears blurred when in motion, so that mo-
tion reversal might give EPs that were partially or wholly caused
by pattern onset/offset. A further possibility is that eye move-
ments caused by changing the target’s velocity might be respon-
sible for EP-like signals. To show that an EP is genuinely
sensitive to motion, these possible confounding factors must ﬁrst
be ruled out.
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Fig. 16. VEPs elicited by motion onset and offset. A checkerboard pattern was
moved at constant velocity of 6 per second during an interval. The duration of
motion is listed at the left of each trace as well as by the dotted lines marked”
motion onset” and ‘‘motion offset”. From Spekreijse et al. (1985).
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gross luminance response into their movement VEPs by stimulat-
ing with visual noise rather than a single bar. They found that
reversing the direction of motion of a pattern of visual noise gave
clear EPs.
Motion-reversal VEPs, however, are suspiciously similar in both
waveform and topographical distribution to the VEPs produced by
a brief appearance of pattern (Clarke, 1973a; Clarke, 1973b; Clarke,
1974). MacKay and Rietvelt’s evidence against the possibility that
motion-reversal VEPs are contaminated by responses to the brief
appearance of pattern at the instant of motion reversal was that
the grain size of their pattern had different effects on VEPs to pat-
tern onset and VEPs to motion reversal.
A criterion for motion speciﬁcity that has been much favored by
psychophysicists is that adaptation to motion in one direction
should reduce sensitivity to test movement in the adapting direc-
tion more than to test movement in the opposite direction (Pantle
& Sekuler, 1969; Wohlgemuth, 1911). This criterion has also been
applied to VEP recording (MacKay & Regan, 1977; Tyler & Kaitz,
1977) (Of course, this shows only that a response is direction-spe-
ciﬁc and cannot demonstrate motion speciﬁcity that is not sensi-
tive to direction). Motion-reversal VEPs showed a degree of
direction-sensitive adaptation, so that at least some part of mo-
tion-reversal VEPs reﬂects the activities of a motion-sensitive brain
mechanism.
Clarke (1972) showed that eye movements could not account
for his motion-reversal VEPs by comparing VEPs elicited by aperi-
odic and by regularly periodic motion reversals. His argument was
that the latency of eye movements to an unpredictable stimulus is
150–200 ms, but for a regularly periodic stimulus, the brain uses
prior knowledge of the periodicity so as to achieve eye movements
with near-zero latency. Because he observed no differences be-
tween VEPs to periodic and to aperiodic stimulation within the
ﬁrst 180 ms, Clarke concluded that eye movements do not contrib-
ute artifacts to the ﬁrst 180 ms of motion-reversal VEPs.
The weight of evidence, then, is that the major part of the mo-
tion-reversal VEP is a genuine motion response.
6.1.2. Motion onset and motion offset
The bottom trace in Fig. 16 shows separate VEPs to the onset
and offset of motion. The stimulus was a checkerboard pattern that
moved at a constant speed of 6 per second for 167 ms. Onset and
offset waveforms are clearly quite different. Their scalp distribu-
tions differ also: the motion-onset VEPs to left or right half-ﬁeld
stimulation has a rather symmetrical distribution, whereas the
motion-offset VEPs have a contralateral bias (Spekreijse, Dagnelie,
Maier, & Regan, 1985).
In the experiment of Fig. 16, the independence of motion-onset
and motion-offset VEPs was tested by progressively reducing the
duration of motion. By decreasing the interval between onset and
offset of motion in steps of 8 ms and simultaneously decreasing the
distance travelled in steps of 30, stimulus velocity was maintained
constant at 6/s. The latency of the ﬁrst complex was constant
throughout the series, as would be expected if it were a true mo-
tion-onset response. The latency of the second complex changed
proportionately to the interval between onset and offset of motion
throughout the series, as would be expected if it were a true mo-
tion-offset response. The two complexes did not interact. For dura-
tions of motion less than about 33 ms the VEP closely resembled
that produced by pattern reversal.
The properties of these motion VEPs offer some support to the
notion that the onset and the offset of motion are processed in dif-
ferent channels. In addition, although motion onset gives VEPs
whose polarities are reversed for upper and lower half-ﬁeld stim-
ulation, motion-offset VEPs are not reversed, implying that thegenerators of pattern and motion responses do not have identical
locations within the brain.
6.2. VEPs to ‘‘short range” apparent motion
An illusion of sideways motion can be produced by suddenly
replacing a pattern of random dots by a second pattern identical
to the ﬁrst in all respects except that a central area of dots is bodily
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Fig. 17. VEPs speciﬁc to a change in binocular disparity and to short-range apparent
motion. (A–C) The central region of the static random-dot stereogram appeared to
jump forward and backward in depth at a rate of 0.45 times per second. (D–F) The
stimulus was the same except that the eye viewing the static reference pattern was
occluded so that no depth changes were seen by the subject. Therefore, the VEPs in
(D–F) were produced by sideways movement. A 100 sideways movement gave the
illusion that the central path of the dot pattern moved as a whole (global ‘‘short-
range motion”), and there were clear VEPs. But 200 (E) and 400 (F) movement
produced no illusion of coherent ‘‘short-range” motion and, correspondingly, VEPs
were much weaker or absent. Trace G shows the noise level (stimulus occluded).
Two repeats of each trace are shown. From Regan and Spekreijse (1970).
894 D. Regan / Vision Research 49 (2009) 882–897displaced by one or more pattern elements. For a displacement of
100, observers reported that the central area moved as a whole (Re-
gan & Spekreijse, 1970). This is in spite of the fact that no central
area could be recognized in the initial or ﬁnal pattern. When the
displacement was 200 or 400, however, the illusion failed and
observers reported only a sudden disorganized change in pattern-
ing.13 Anstis (1970) demonstrated that the process is also limited in
the time domain. The phenomenon was studied intensively by Brad-
dick (1974) who called it ‘‘short-range motion” to distinguish it from
the classical apparent motion effect.
Regan and Spekreijse (1970) showed that a displacement of 100
that gave an illusion of ‘‘global” motion also generated clear VEPs,
but no VEPs were generated by the larger 200 or 400 displacement,
which gave no illusion of ‘‘global” motion (Fig. 17D–F). These VEPs
are, therefore, unlikely to be due merely to local luminance
changes or to pattern stimulation but, rather, seem to reﬂect the
activities of brain mechanisms underlying ‘‘short-range” global
apparent motion.
7. VEPs speciﬁc to stereo depth
An early ﬁnding in VEP research was that correlations between
VEPs and perception were often poor especially, but not exclu-
sively, for stimulus that lacked spatial structure (discussed in Re-
gan, 1972). For example, psychophysical sensitivity to ﬂicker falls
steeply with increasing ﬂicker frequency while VEP amplitude is
rising steeply up the left ﬂank of the high-frequency VEP peak
(Fig. 3). Reasoning that such VEPs may be strongly inﬂuenced by
neural activities that take place at an early stage of visual process-13 On being shown this phenomenon by the author in 1969, Werner Reichardt
immediately pointed out that it demonstrated the spatial limit of his proposed
motion detector that was based on correlation (Reichardt, personal communication,
1969).ing, Regan and Spekreijse (1970) attempted to record VEPs that lar-
gely reﬂected central visual processing. Observers viewed a Julesz
static random dot stereogram through PolaroidsTM. The right eye
was continuously presented with one of the stereo pair (pattern
P1). The left eye viewed an identical pattern for 1.1 s that then
was abruptly replaced with a pattern (P2), which was identical to
P1 except that the central area was shifted. After 1.1 s, pattern P2
was replaced with P1, and so on (Fig. 17A–C). Observers reported
an initially ﬂat pattern of dots, then the central area jumped to-
wards them and remained static for some time, then jumped away
to again create a ﬂat area of dots. The abrupt towards/away
changes of disparity both produced a sharp positive-going deﬂec-
tion (with onset at approximately 94 ms after the stimulus and
maximum excursion at approximately 160 ms) followed by a
broad negatively (Fig. 17A–C). The EOG showed no such sharp
deﬂection.
Because we used a static Julesz stereogram, a change in dispar-
ity was necessarily accompanied by a monocularly-visible side-
ways movement of the central square. As mentioned in Section
6.2, Fig. 17D–F shows that, at least for displacements of 200 and
400, this monocularly-visible motion did not appreciably contribute
to the stereo VEPs shown in Fig. 17A–C. In addition, for the 100
stimulus (Fig. 17A) vertical displacements produced no sensation
of depth change and very small VEPs.
The introduction by Julesz of dynamic random noise stereo-
grams allowed changes in horizontal disparity to be achieved with-
out associated monocularly-visible motion. Careful analysis
showed a negative/positive/negative sequence of peaks at about
96/156/240 ms peak latencies, though signal-to-noise ratio was
not high (Lehmann & Julesz, 1978). Further studies on VEPs elicited
by dynamic random dot stereograms soon followed (Herpers, Ca-
berg, & Mol, 1981; Julesz, Kropﬂ, & Petrig, 1980).
A criticism of several reports on responses to dynamic random
dot stereograms is that, although the VEPs reported were gener-
ated by binocularly-driven neurons, they were not necessarily
tuned to binocular disparity. This can be understood by removing
the red/green or polarizing goggles while viewing a stereo display.
The hidden ﬁgure that cannot be seen through either eye alone
when the goggles are worn immediately becomes visible through
either eye alone. Therefore, mere binocular summation of the left
and right images breaks the camouﬂage of the hidden ﬁgure. When
not wearing the goggles the switches in the depth of the hidden
form are, of course, not seen. However, the appearance and disap-
pearance of the hidden form are clearly visible. Norcia, Sutter, and
Tyler (1985) improved on previous methods by arranging disparity
to switch between equal and opposite values, thus ensuring that
the stereoscopic VEPs were uncontaminated by responses to binoc-
ular correlation/anticorrelation just discussed. They reported that,
over a range of small disparities, VEP amplitude was approximately
proportional to log disparity, and that the extrapolated VEP thresh-
old coincided with psychophysical threshold. Their main ﬁnding
was that there is a step-like change of VEP phase and amplitude
between responses to large and small disparities, consistent with
the existence of rather separate ﬁne and coarse mechanisms. The
roughly ±200 limit for the ﬁne VEP properties is in fair agreement
with the limits for tuned neurons in monkey (Poggio & Poggio,
1984) and with the limits of the ﬁne mechanism assessed psycho-
physically in humans (Bishop & Henry, 1971; Ogle, 1952).
8. Convergence of visual and auditory signals
Suppose that a subject views a light that is ﬂickering at a fre-
quency of F Hz while listening to a sound that ﬂutters at the same
frequency. Now the ﬂutter frequency is gradually increased or de-
creased. The subject will, of course, hear the ﬂutter frequency go up
or down. But so also will the perceived ﬂicker frequency, even
D. Regan / Vision Research 49 (2009) 882–897 895though the physical frequency remains at F Hz (Knox, 1945; Ship-
ley, 1964). Knox (1945, p. 153) proposed that the basis of this effect
is that ‘‘one cortical oscillation (correlated with the auditory ﬂick-
er) tends to force another cortical oscillation (correlated with the
visual ﬂicker) to keep in step with it in regard to the rate of oscil-
lation”. By 1975 it had also been found that there are cells in mon-
key cortex that are sensitive to both visual and auditory stimuli
but, signiﬁcantly, only when the visual and auditory sources have
the same location (Morrell, 1972).
Taken with Knox’s suggestion, Morell’s ﬁndings were the basis
of an attempt to use evoked potentials to identify a visual–auditory
convergence area in the human brain (Regan & Spekreijse, 1977).
Subjects viewed a light that ﬂickered at 12 Hz. In some experi-
ments the auditory stimulus was a continuous train of clicks, and
in others a frequency-modulated 1000 Hz tone. First the auditory
stimulus was set so that the perceived visual ﬂicker frequency
was driven while steady-state VEPs were recorded. Then the audi-
tory ﬂutter frequency was changed so that perceived visual ﬂicker
frequency was not driven, again while steady-state VEPs were re-
corded. The rationale was as follows. Visual ﬂicker of frequency
F Hz elicits a VEP whose fundamental frequency is precisely F Hz.
The analyzer recorded this F Hz VEP only. It was hypothesized that
when the visual ﬂicker was being driven the F-Hz response would
be smaller than when the visual ﬂicker was not being driven. How-
ever, Regan and Spekreijse (1977) reported that the amplitude of
the F-Hz response was the same, whether or not perceived ﬂicker
frequency was driven, thus rejecting their hypothesis. Further-
more, the auditory driving of perceived ﬂicker frequency did not
require the two sources to share the same location, though the
intensity of the auditory stimulus had to be increased when the
two sources had different locations.
Nearly 20 years later Marian Regan and colleagues revisited this
question (Regan et al., 1995). Subjects viewed a light ﬂickering at
FV = 10.304 Hz while hearing a 1000-Hz tone that was amplitude-
modulated at FA = 5.054 Hz. Evoked magnetic brain responses were
recorded from 49 sites over the head and subjected to ultra-high
resolution (0.0078 Hz) spectral analysis over a bandwidth of 1–
50 Hz. The rationale was that any cross-modulation terms in the
steady-state response (i.e. terms of frequency nFV + mFA or
nFV mFA) must have arisen in nonlinear neurons that received
both visual and auditory inputs.
The source of an (FV + 2FA) term in the magnetic response was
localised some 2 cm inferior to the source of the 2FA auditory re-
sponse, in approximate agreement with the relative locations of
primary auditory cortex and a visual–auditory convergence area
in macaque monkey brain (Tigges & Tigges, 1985). Note, however,
that that this does not necessarily localize the region(s) of the brain
responsible for the perceptual phenomena discussed at the begin-
ning of this section, a point that takes us back to the quotation
from Mountcastle at the beginning of this paper.
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