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Non-Hermitian skin effect and critical skin effect are unique features of non-Hermitian systems.
In this Letter, we study an open system with its dynamics of single-particle correlation function
effectively dominated by a non-Hermitian damping matrix, which exhibits Z2 skin effect, and uncover
the existence of a novel phenomenon of helical damping. When adding perturbations that break
anomalous time reversal symmetry to the system, the critical skin effect occurs, which causes the
disappearance of the helical damping in the thermodynamic limit although it can exist in small size
systems. We also demonstrate the existence of anomalous critical skin effect when we couple two
identical systems with Z2 skin effect. With the help of non-Bloch band theory, we unveil that the
change of generalized Brillouin zone equation is the necessary condition of critical skin effect.
Introduction.— Research on non-Hermitian systems is
attracting growing attention as they demonstrate some
novel properties without Hermitian counterparts [1–21]
and many physical problems in photonic systems, elec-
trical systems and open quantum systems can be con-
verted to non-Hermitian Hamiltonian problems [22–28].
In general, a Markovian open quantum system can be
mapped to the problem of density matrix evolution in
terms of the Lindblad equation [29, 30]. If the Hamilto-
nian of the system is quadratic and the Lindblad opera-
tors are linear, the solution of Lindblad equation can be
reduced to solving quadratic non-Hermitian Liouvillian
matrix [31, 32]. While topological edge states of non-
Hermitian Hamiltonians have been intensively studied in
recent years [33–40], it is insufficient to study the unique
features of non-Hermitian matrix in open quantum sys-
tems [41–48].
One of unique features of non-Hermitian systems is the
non-Hermitian skin effect [13], which is characterized by
the emergence of some eigenstates which corresponding
to bulk continuous eigenvalues localized at the bound-
aries, accompanied with the inconformity of the open and
periodic boundary energy spectrum, and breakdown of
conventional bulk boundary correspondence [12–14, 49–
60]. Both phenomena can be understood in the scheme
of non-Bloch band theory by introducing the concept of
generalized Brillouin zone (GBZ). The GBZ is composed
of all possible values of z = ei(k+iκ), where k + iκ is the
complex analytical continuation of Bloch momentum k,
and κ is a function of k and band index. The complex
number z can be derived from the characteristic equa-
tion f(z, E) ≡ det(H(z) − E) = 0. By requiring a pair
of zeros of the polynomial f(z, E) to fulfill GBZ equa-
tion |zµ| = |zν | for the same E and certain µ, ν, the GBZ
of the system can be determined [61–64]. For systems
with different symmetries, we note that equations for de-
termining the GBZ may be different. By replacing BZ
with GBZ both the bulk wave functions and eigenvalues
of open boundary systems can be restored. Meanwhile,
the skin effect is also unveiled to be originated from in-
trinsic non-Hermitian topology, which can be enriched
by symmetry. This leads to the discovery of Z and Z2
non-Hermitian skin effect [62, 65]. For open quantum
systems related to non-Hermitian Hamiltonian with skin
effect, the chiral damping has been uncovered [47].
The critical skin effect (CSE) is a rather unique phe-
nomenon of the non-Hermitian system without Hermi-
tian analogy. Very recently, CSE was dubbed to describe
a novel critical behavior in the non-Hermitian system
with the energy spectrum and wave function jumping
discontinuously across a critical point [66]. It is revealed
by ref [66] that CSE occurs whenever one band subsys-
tems with different GBZs are coupled by even a van-
ishingly small k independent perturbation. According
to Ref. [66], CSE does not occur when two one-band
subsystems with the same GBZ are coupled by k inde-
pendent perturbation. We construct an example with
CSE by using perturbation to couple systems with same
GBZs, for which we call it anomalous critical skin ef-
fect. And we also construct an example that subsystems
with different GBZs are coupled by perturbations but
don’t support CSE. We shall explain these phenomena
and demonstrate that the change of GBZ equation is the
necessary condition of CSE.
In this paper, we shall work in open quantum systems
described by Lindblad equation as our another important
motivation is to explore new physical phenomenon asso-
ciated with the Z2 skin effect and CSE in open quantum
systems. We consider a system with internal spin degree
and demonstrate the existence of helical damping related
to Z2 skin effect. The helical damping is characterized
by the evolution of relative particle number n˜(x, t) with
exponentially decreasing intervals and power decreasing
intervals distinguished by sharp wave fronts with oppo-
site propagation directions. When the coupling pertur-
bation breaks the anomalous time reversal symmetry, we
demonstrate that the corresponding damping matrix ex-
hibits CSE which leads to the disappearance of helical
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FIG. 1: (a), (b) Red (Blue) dots denote open (periodic)
boundary spectrum of X. The parameter values are t1 = 1.2,
t2 = 1, γ = 0.2, δ1 = 0.1, δ2 = 0 for (a) and t1 = t2 = 1, γ =
0.4, δ1 = 0.1, δ2 = 0 for (b). (c) Sum of modular squares of
the wave function in each unit cell Ax for the open boundary
damping matrix with the same parameters as in (b).
damping under the thermodynamic limit. Our research
provides a framework for studying CSE and symmetry
protected skin effect in open quantum systems and re-
veal the origin of CSE.
Helical damping.— Open Markovian quantum systems
satisfy the Lindblad master equation [29, 30]:
dρ
dt
= −i[H, ρ] +
∑
µ
(2LµρL
†
µ −
{
L†µLµ, ρ
}
), (1)
where ρ is the density matrix, H is the Hamiltonian and
Lµ are the Lindblad operators describing quantum jumps
induced by the coupling to the environment. Consider a
one-dimensional (1D) lattice with the unit cell composed
of two orbits (sublattices) and each site can be occupied
by spin up and spin down fermions. In the momentum
space, the Hamiltonian is given by
h(k) = t1σx+(t2σy+δ1τx) sin k+t2σx cos k+δ2σzτx, (2)
where σx,y,z and τx,y,z act on orbit and spin degree of
freedom, respectively. Here we consider quantum jump
processes described by the following Lindblad operators:
Llx↑ =
√
γl
2
(cxA↑ − icxB↑), Lgx↑ =
√
γg
2
(c†xA↑ + ic
†
xB↑),
Llx↓ =
√
γl
2
(cxA↓ + icxB↓), L
g
x↓ =
√
γg
2
(c†xA↓ − ic†xB↓);
(3)
where s =↑, ↓ and o = A,B refer to the spin and orbit
index, respectively. And x is cell index.
Define ∆m,n = Tr(c
†
mcnρ) with m,n = (x, s, o), and
∆˜ = ∆ − ∆s with ∆s denoting the stead value of ∆.
After some derivations [67], the dynamical evolution of
∆˜ is governed by
d∆˜(t)
dt
= X∆˜(t) + ∆˜(t)X†, (4)
which gives rise to ∆˜(t) = eXt∆˜(0)eX
†t with the damping
matrix in the momentum space given by
X = i
[
HnSSH(k) +
iγ
2 δ1 sin k + δ2σz
δ1 sin k + δ2σz H
T
nSSH(−k) + iγ2
]
= (−γ
2
+ it1σx +
γ
2
σyτz) + i(t2σy + δ1τx) sin k
+it2σx cos k + +δ2σzτx. (5)
where ∆s =
γg
γ I with γ = γl + γg and
HnSSH(k) = (t1 + t2 cos k)σx + (t2 sin k − iγ
2
)σy (6)
takes the same form of the non-Hermitian Su-Schrieffer-
Heeger (SSH) model [4, 9, 13].
When δ2 = 0, X has anomalous time reversal sym-
metry, as it fulfills CX(−k)T = X(k)C with C = iτy
[19]. We can get the eigenvalues of X under open bound-
ary condition (OBC) and periodic boundary condition
(PBC) as shown in Fig.1(a) and (b). The mismatching
of eigenvalues under open and periodic boundary is a
characteristic sign of skin effect. Define the sum of mod-
ular squares of X’s eigen-wavefunction in each unit cell
as Ax =
∑
o,s |(Ψsx,o)|2. In Fig.1(c), we show the distri-
bution of Ax under the OBC. All the eigenstates of X are
localized on left and right boundaries, which is another
sign of skin effect. If we put two identical models to-
gether and add a small symmetry-allowed perturbation,
the skin effect is disappeared (SII in [67]). This is the
characteristic of Z2 skin effect.
Given nx,s,o ≡ ∆(x,s,o),(x,s,o) denoting the particle
number with spin s and orbit o at site x, we define the
local damping as Dx(t) =
√∑
s,o(
dnx,s,o(t)
dt )
2 and rela-
tive local particle number n˜x(t) =
∑
s,o ∆˜(x,s,o),(x,s,o). In
Fig.2 (a) and (b) we display log(Dx(t)) as a function of t
for different x. While Dx(t) under PBC is always a power
law function of t, Dx(t) under OBC changes from a power
law function to an exponential function of t during the
evolution. We find that the transition time tc decreases as
x increases for 0 < x < 20, and increases as x increases for
30 < x < 50. In order to see more clearly the dependen-
cies between tc and x, we plot the relative local particle
number evolution in Fig.3(a) and (b) for the periodic and
open boundary system, respectively. We find that there
are three main colors: dark blue, blue and purple, which
are separated by two straight lines as shown in Fig.3(b).
The separatrix of the dark blue area and the purple area
is the transition line. Such a phenomena is dubbed as
helical damping. Nevertheless, the Z2 skin effect is not
the sufficient condition of helical damping (see SIII in
3(a)
(b)
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FIG. 2: (a) and (b) illustrate site-resolved relative local parti-
cle number damping of the open boundary chain and periodic
chain (solid curve). The parameters are set as t1 = t2 = 1,
γ = 0.4, δ1 = 0.1 and δ2 = 0.
[67]), and we also require the Liouvillian gap of periodic
lattice to be zero and the open boundary Liouvillian gap
to be nonzero, where the Liouvillian gap is defined as
Λg = min[2Re(−λn)] with λn the eigenvalues of X. We
notice that [n˜x(t)]OBC[n˜x(t)]PBC may exist helical behavior even if
periodic boundary system is gapped[67]. When the peri-
odic boundary system is gapped (gapless), the short-time
behavior of damping fulfills exponential (power) law for
both the periodic and open boundary systems, since it
costs time for sites located not on the boundary to get
the boundary information. On the other hand, long-time
behavior of OBC’s damping fulfills exponential (power)
law when the open boundary system is gapped (gapless),
which will be explained further below.
Now we use non-Bloch band theory to explain heli-
cal damping. For open boundary system the bulk wave
function and eigenvalue of X matrix can be obtained by
replacing X(k) with X(k + iκ). All possible values of
ei(k+iκ) constitute GBZ. In Fig.3(c) and (d), we display
the GBZ of the system with different parameters, which
is composed of two closed curves with one inside and one
outside the Brillouin zone (BZ). The relative local parti-
cle number can be decomposed into every GBZ modes:
n˜k+iκ =
∑
s,o〈x, s, o|eX(k+iκ)teX
†(k+iκ)t|x, s, o〉. It fol-
lows max {n˜k+iκ} ∝ e2κ(x1−x)−γt [67]. Define the veloc-
ity of open boundary system as vk+iκ,α = Re(
i∂λk+iκ,α
∂k ),
where α is band index, λk+iκ,α is the eigenvalue of
X(k + iκ) corresponding to α band. For simplicity we
use v to label vk+iκ in the following text. If the pa-
rameter settings are the same as in Fig.3(b), we can
get vmax = −vmin ≈ 1 and κmax = −κmin = 0.2 at
k = pi [67]. For v = 1, κ = −0.2 and x1 − x = −vt,
x = x1 + vt ≥ t and e2κ(x1−x)−γt = e(−2vκ−γ)t = 1. The
decay factor cancels out, particle number damping ful-
fills a power law. Similarly, for v = −1, κ = 0.2 and
x = x1 + vt ≤ L − t, the decay factor also cancels out.
For x = x1 + vt<t and x = x1 + vt>L − t, this fac-
tor cannot be canceled out, and relative particle number
damping obeys an exponential law. Due to the anoma-
lous time reversal symmetry, we have nx(t) = nL−x(t),
which distributes symmetrically about x = L2 .
Dynamic Critical Skin Effect.— When the system ex-
hibits CSE, the open boundary energy spectrum is not
continuous under the small change of parameters in the
thermodynamic limit. For the finite size system, the open
boundary spectrum is always continuous under the small
change of parameters. Therefore, if CSE occurs, the en-
ergy spectrum of the system varies greatly with the size of
the system. Here we study whether the perturbation δ1
or δ2 will cause CSE. And we want to detect this effect in
dynamic experiments. With parameter set as δ1 = 0.02,
δ2 = 0 or δ1 = 0, δ2 = 0.02, we calculate the spectrum
of X of the system with different sizes. The result is
shown in Fig.4. In Fig.4(a)-(c), we set δ1 = 0, δ2 = 0.02
and display the spectrum of damping matrix for different
system sizes. While the periodic spectrum is not sensi-
tive to the system size L, the obvious change of open
boundary spectrum with the increase of L indicates the
existence of CSE, and the open boundary Liouvillian gap
Λg decreases as the system size increases.
To measure the Liouvillian gap from dynamic ex-
periment, we will deduce the relationship between
relative particle number evolution and Liouvil-
lian gap. The relative particle number is n˜x(t) =∑
i,j,s,o e
(λi+λ
∗
j )t〈x, s, o|Ψi〉LR〈Ψi|Ψj〉LR〈Ψj |x, s, o〉,
where subscripts R and L denote the right and left
eigenvectors of X. Consider the case with large enough
t. In this case, modes with −Re(λi + λ∗j ) > 2Λg can be
omitted, and it follows n˜x(t) ≈ ce−2Λgt. Assume that
log(n˜x(t)) = α(t)t+ β, then α ≈ −2Λg. We numerically
calculate the values of 2Λg and α for different size
systems. As illustrated in Fig.4(g), the numerical results
are consistent with our theoretical analysis. We also
analyze the scaling of the Liouvillian gap with the system
size, which indicates log(2Λg) ≈ −2.3log(L)+6.8 around
L = 200 and the absolute value of this slope increases
as L increases. When the system is large enough that
−2Λg > αmax, the helical damping is hidden. When
the system is small enough that −2Λg < αmin, the
helical damping is manifested. Here αmax/αmin is the
maximum/minimum slope of log(n˜x(t)) in the power
law interval. In Fig.4(d)-(f), we set δ1 = 0.02, δ2 = 0.
It is clearly shown that there is no CSE, and the open
boundary Liouvillian gap Λg(L) does not change as
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FIG. 3: (a) and (b) display the time evolution of n˜x(t) for
the periodic and open boundary chain, respectively. (c) and
(d) show the GBZ of damping matrix X, whereas the solid
line shows GBZ and the dotted line shows the BZ, which is a
unit circle given by the trajectory of |z| = 1. The parameters
are t1 = t2 = 1, γ = 0.4, δ1 = 0.1, δ2 = 0 for (a)(b)(d), and
t1 = t2 = 1, γ = 0.4, δ1 = δ2 = 0 for (c).
the system size increases. Therefore we can detect the
presence of CSE by measuring the damping spectra of
systems of different sizes in this case. Remarkably, we
construct an example that two irreducible subsystems
with different GBZs are coupled together but no CSE
occurs. Specifically, X is constructed by coupling two
systems iHnSSH(k) − γ2 and iHTnSSH(−k) − γ2 , which
have different GBZs. The perturbation term of δ1
couples iHnSSH(k)− γ2 and iHTnSSH(−k)− γ2 , but there
is no CSE.
Here we give an explanation in terms of GBZ. The bulk
spectrum of open boundary X is composed of eigenval-
ues of X(k + iκ), and thus it is a continuous function
of GBZ. On the other hand, the solution of a certain
GBZ equation is a continuous function of parameters of
X. Therefore the only origin of energy spectrum’s dis-
continuity is the change of GBZ equation. For case 1
with δ1 = δ2 = 0, X is reducible, and the characteris-
tic polynomial is f1(z, λ) = det(iHnSSH − γ2 − λI) and
f2(z, λ) = det(iH
T
nSSH − γ2 − λI), where z = eik. The
roots of f1 = 0 and f2 = 0 are z
a
1 , z
a
2 and z
b
1, z
b
2, re-
spectively, where |za1 | ≤ |za2 |, zbi = 1/zai (i = 1, 2). The
GBZ equations are |za1 | = |za2 | and |zb1| = |zb2| [61, 62]. If
X is irreducible non-Hermitian matrix, the characteristic
polynomial is f(z, λ) = det(X − λI), and the solution of
f(z, λ) = 0 is z1, z2, z3, z4, where |z1| ≤ |z2| ≤ |z3| ≤ |z4|.
For case 2 with δ1 = 0 and δ2 6= 0, X does not have any
symmetry, and the GBZ equation is |z2| = |z3|. For case
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FIG. 4: Open (green) and periodic (black) boundary spec-
trum of X for systems with t1 = t2 = 1, γ = 0.4 and other
parameters set as: δ1 = 0, δ2 = 0.02 for (a), (b) and (c)
with different sizes, and δ1 = 0.02, δ2 = 0 for (d), (e) and
(f) with different sizes, respectively. The red dots denote
the open boundary spectrum of X with parameters set as
t1 = t2 = 1, γ = 0.4, δ1 = δ2 = 0. (g) Long-time damping
slopes α and −2Λg as a function of size L with parameters
set as t1 = t2 = 1, γ = 0.4, δ1 = 0, δ2 = 0.02.
3 with δ1 6= 0 and δ2 = 0, X has anomalous time rever-
sal symmetry. The GBZ equations are |z1| = |z2| and
|z3| = |z4| and the roots satisfy z2+i = 1/z3−i (i = 1, 2)
[64]. We emphasize that the GBZ equation of case 1 and
case 3 are equivalent [67]. So there is a change of GBZ
equation from case 1 to case 2, which causes the dis-
continuity of eigenvalues and wave functions under the
time-reversal-breaking perturbation. The GBZ equation
will not change from case 1 to case 3, therefore CSE does
not occur in this process.
Anomalous Critical Skin Effect.—Here we construct a
model that couples two irreducible subsystems with same
GBZs but shows CSE. It is anomalous critical skin effect.
We consider the model described by
X1 =
[
X iδ3σx
iδ3σx X
]
. (7)
The parameters are set as t1 = t2 = 1, γ = 0.4, δ1 =
0.1, δ2 = 0 and δ3 = 0.01. It couples two identical sys-
tems of X described by Eq.(5), but exhibits CSE (See SII
in [67]).
When δ3 = 0, the GBZ equations of X1 are |z1| = |z2|
5and |z3| = |z4|. When δ3 6= 0, the characteristic poly-
nomial of X1 is g(z) = det(X1(z) − λI), with the solu-
tion of g(z, λ) = 0 given by z˜1, z˜2, ..., z˜8, where |z˜1| ≤
|z˜2| ≤ ... ≤ |z˜8|. The GBZ equations are |z˜3| = |z˜4| and
|z˜5| = |z˜6|. The GBZ equation also changes when CSE
occurs. The reason for the discontinuity is the change in
GBZ equation. Furthermore, changes in GBZ equation
require changes of symmetries of the system or number
of roots of characteristic equation. In this case, when
δ3 changes from zero to non-zero, the unitary symmetry
σzX1 = X1σz disappears. Therefore, changes in GBZ
equation are necessary conditions for CSE, but the re-
verse is not correct. An example is that no matter how
GBZ equation changes for a Hermitian system, there will
be no CSE. The symmetry H† = H keeps the GBZ to be
still a unit circle, even if the GBZ equation changes.
Conclusion.—When the open boundary spectrum of
the damping matrix of system is gapped and the peri-
odic boundary spectrum is gapless, this system has a
non-trivial damping spectrum. If the system also has Z2
skin effect, helical damping occurs. Adding perturbations
which break anomalous time reversal symmetry, CSE oc-
curs and helical damping disappears for systems in the
thermodynamic limit, but still exists for small size sys-
tems. Coupling two identical models with Z2 skin effects
by perturbation, we can realize anomalous critical skin
effect. And we unveil the origin of the discontinuity com-
ing from the change of GBZ equation. These phenomena
can be verified in open quantum system by measuring
local particle number evolution.
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SI: DERIVATION OF EVOLUTION EQUATION OF SINGLE-PARTICLE CORRELATION MATRIX
Next we derive the expression of evolution equation of single-particle correlation matrix ∆ with ∆mn = Tr(c
†
mcnρ).
Inserting the Lindbald equation into into
(
d∆mn
dt
)
= Tr(c†mcn
dρ
dt
),
we have
(
d∆mn
dt
)
=Tr
[
c†mcn
(
−i[H, ρ] +
∑
µ
(2LµρL
†
µ −
{
L†µLµ, ρ
}
)
)]
=Tr
[
−ic†mcnHρ+ ic†mcnρH +
∑
µ
(
2c†mcnLµρL
†
µ − c†mcnL†µLµρ− c†mcnρL†µLµ
)]
=Tr
{[
−ic†mcnH + iHc†mcn +
∑
µ
(
2L†µc
†
mcnLµ − c†mcnL†µLµ − L†µLµc†mcn
)]
ρ
}
=Tr
{[
−i[c†mcn, H] +
∑
µ
(
2L†µc
†
mcnLµ − 2L†µLµc†mcn + L†µLµc†mcn − c†mcnL†µLµ
)]
ρ
}
=Tr
{[
−i[c†mcn, H] +
∑
µ
(
2L†µ[c
†
mcn, Lµ] + [L
†
µLµ, c
†
mcn]
)]
ρ
}
.
(8)
Here H =
∑
j,k hjkc
†
jck, Lµ = L
g
µ or L
l
µ with L
g
µ =
∑
kD
g
µkc
†
k and L
l
µ =
∑
kD
l
µkck, j, k,m, n, is fermion index and
µ, ν is Lindblad operator’s index. And we define Mgjk =
∑
µD
g∗
µjD
g
µk and M
l
jk =
∑
µD
l∗
µjD
l
µk. The first term gives:
Tr(−i[c†mcn, H]ρ) =
∑
j,k
Tr(−ihjk[c†mcn, c†jck]ρ)
=
∑
j,k
−ihjkTr(c†m
{
cn, c
†
j
}
ckρ− c†j
{
ck, c
†
m
}
cnρ)
=
∑
j,k
−ihjkTr(δn,jc†mckρ− δk,mc†jcnρ)
=
∑
k
−ihnkTr(c†mckρ) +
∑
j
ihjmTr(c
†
jcnρ)
=
∑
k
(−ihnk∆mk + ihkm∆kn),
(9)
8the second term gives
∑
µ
Tr(2L†µ[c
†
mcn, Lµ]ρ) =
∑
µ
Tr(2Lg†µ [c
†
mcn, L
g
µ]ρ+ 2L
l†
µ [c
†
mcn, L
l
µ]ρ)
=
∑
µjk
Tr(2Dg∗µjD
g
µkcj [c
†
mcn, c
†
k]ρ+ 2D
l∗
µjD
l
µkc
†
j [c
†
mcn, ck]ρ)
=
∑
µjk
Tr(2Dg∗µjD
g
µkcjc
†
m
{
cn, c
†
k
}
ρ− 2Dl∗µjDlµkc†j
{
ck, c
†
m
}
cnρ)
=
∑
µjk
Tr(2δn,kD
g∗
µjD
g
µkcjc
†
mρ− 2δk,mDl∗µjDlµkc†jcnρ)
=
∑
µj
Tr(2Dg∗µjD
g
µncjc
†
mρ− 2Dl∗µjDlµmc†jcnρ)
=
∑
j
2Mgjn(δmj −∆mj)− 2M ljm∆jn
=2Mgmn −
∑
j
(2Mgjn∆mj + 2M
l
jm∆jn),
(10)
and the third term gives
∑
µ
Tr
(
[L†µLµ, c
†
mcn]ρ
)
=
∑
µjk
Tr
(
Dg∗µjD
g
µk[cjc
†
k, c
†
mcn]ρ+D
l∗
µjD
l
µk[c
†
jck, c
†
mcn]ρ
)
=
∑
µjk
Tr
[
Dg∗µjD
g
µk
(
−{cj , c†m} c†kcn + c†mcj {c†k, cn}) ρ+Dl∗µjDlµk (c†j {ck, c†m} cn − c†m {cn, c†j} ck) ρ]
=
∑
jk
Tr
[
Mgjk
(
−δj,mc†kcn + δk,nc†mcj
)
ρ+M ljk
(
δk,mc
†
jcn − δj,nc†mck
)
ρ
]
=Tr
∑
k
−Mgmkc†kcnρ+
∑
j
M ljnc
†
mcjρ+
∑
j
M ljmc
†
jcnρ−
∑
k
M lnkc
†
mckρ

=
∑
k
(−Mgmk∆kn +Mgkn∆mk +M lkm∆kn −M lnk∆mk).
(11)
Combining them together, we get:
(
d∆mn
dt
)
=2Mgmn +
∑
k
(−ihnk∆mk + ihkm∆kn − 2Mgkn∆mk − 2M lkm∆kn −Mgmk∆kn +Mgkn∆mk +M lkm∆kn −M lnk∆mk)
=2Mgmn +
∑
k
(−ihnk∆mk + ihkm∆kn −Mgkn∆mk −M lkm∆kn −Mgmk∆kn −M lnk∆mk)
=
(
2Mg + i
[
hT ,∆
]− {Mg +M lT ,∆})
mn
=
(
2Mg +X∆ + ∆X†
)
mn
,
(12)
where X = ihT − (Mg +M lT ). For h and Lµ given by Eq.(2) and (3) in the main text, we can calculate that Mg =
γg
2 (σ0τ0−σyτz), M l = γl2 (σ0τ0 +σyτz) and X = it1σx+i(t2σy+δ1τx) sin k+i(t2σx+δ2σyτx) cos k− γl+γg2 (σ0τ0−σyτz),
which gives Eq.(5) in the main text. Let d∆dt = 2M
g +X∆ + ∆X† = 0, the solution is ∆s =
γg
γ I. We can verify that
2Mg +X∆s + ∆sX
† = γg(σ0τ0 − σyτz)− 2γgγ γl+γg2 (σ0τ0 − σyτz) = 0
9SII: MODEL FOR EXHIBITING ANOMALOUS CRITICAL SKIN EFFECT
In this section, we show that the skin effect and helical damping is not stable to symmetry-allowed perturbation δ3
in Eq.(7) of the main text. The considered damping matrix is given by
X1 =
[
X iδ3σx
iδ3σx X
]
.
(13)
The open boundary and periodic boundary spectrum of X1 are displayed in Fig.5. While the periodic boundary
spectrum is not sensitive to the lattice size, the shape of open boundary spectrum changes obviously with the increase
in the lattice size. Such an obvious change of open boundary spectrum is induced by the perturbation term of δ3.
In Fig.6, we show the distribution of Ax under the OBC, where Ax =
∑
α |Ψxα|2 is sum of modular squares of the
amplitude of the wave function of of X1 in each unit cell, α is degrees of freedom in each cell and x is the cell index.
It is clear that some eigenstates of X1 spread over all the lattices. We find that there is no skin effect for this model.
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FIG. 5: Open (green) and periodic (black) boundary spectrum with parameters t1 = t2 = 1, γ = 0.4, δ1 = 0.1, δ2 = 0, δ3 = 0.01
for (a), (b) and (c) with different sizes. The red dots denote the open boundary spectrum of X1 with parameters t1 = t2 =
1, γ = 0.4, δ1 = 0.1, δ2 = δ3 = 0.
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FIG. 6: Sum of modular squares of the wave function in each unit cell Ax for the open boundary damping matrix of X1. The
parameters of X1 are set as: t1 = t2 = 1, γ = 0.4, δ1 = 0.1, δ2 = 0, δ3 = 0.01. The system size is L = 50.
SIII: EXAMPLE WITH Z2 SKIN EFFECT BUT NO HELICAL DAMPING AND GENERALIZED
HELICAL DAMPING
In this section, we show that Z2 skin effect is not a sufficient condition for the occurrence of helical damping of
particle number. When particle number damping in the periodic boundary system fulfills an exponential law, the
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FIG. 7: Open (green) and periodic (black) boundary spectra of X matrix. The parameters are taken as t1 = 1, γg = 0.2, δ = 0.2
with the system size L=100.
particle number damping in the open boundary system always follows an exponential law. In this case, the Liouvillian
gap is not zero. Consider a one-dimensional lattice with each cell having one orbit and spin degree of freedom.
described by the following Hamiltonian in the momentum space:
h(k) = 2t1 cos kx + 2δτx, (14)
where τα (α = x, y, z) act on spin space. Suppose that the Lindblad operators are given by
Lgx1 =
√
γg
2
(c†x↑ − c†x↓ + ic†x+1↑ + ic†x+1↓),
Lgx2 =
√
γg
2
(c†x↑ + c
†
x↓ + ic
†
x+1↑ − ic†x+1↓),
(15)
it follows ∆˜(t) = ∆(t) −∆s = eXt∆˜(0)eX†t, where X = 2it1 cos kx − 2γgτ0 + (2iδτx + 2γgτz) sin k and ∆s = I. We
display the spectrum of X matrix under PBC and OBC in Fig.7, which indicates the existence of nonzero Liouvillian
gap for both periodic and open boundary systems. The disappearance of skin modes, after putting two identical
models together and adding a small symmetry-allowed perturbation, indicates the existence of Z2 skin effect.
Set the initial state as the state without particle occupation, and we can get ∆˜ = −I. We show the relative
local particle number damping for different cells in Fig.8(a). And we calculate the evolution of |n˜x(t)| and display
the numerical results in Fig.8(b) and (c), which indicates the particle number damping under both PBC and OBC
fulfilling exponential law. In Fig.8(d), we display the evolution of (|n˜x(t)|)OBC(|n˜x(t)|)PBC , which exhibits helical behavior. And
we call it generalized helical damping. The generalized helical damping is a more inclusive physical phenomenon than
helical damping, and it don’t need the periodic boundary Liouvillian gap to be gapless. The mismatch of open and
periodic boundary damping spectrum is the necessary condition.
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FIG. 8: (a) illustrates site-resolved relative local particle number damping for different cells. (b) and (c) show the evolution of
|n˜x(t)| for system under (b) PBC and (c) OBC, respectively. (d) shows the evolution of (|n˜x(t)|)OBC(|n˜x(t)|)PBC . The parameters are set
as t1 = 1, γg = 0.2, δ = 0.2 with the system size L = 50.
SIV: THE DECAY FACTOR OF RELATIVE PARTICLE NUMBER
The k + iκ component relative particle number in each cell is:
n˜x,k+iκ =
∑
s,o
〈(x, s, o)|eX(k+iκ)teX†(k+iκ)t|(x, s, o)〉
=
∑
s,o,x1,s1,o1
〈(x, s, o)|eX(k+iκ)t|(x1, s1, o1)〉〈(x1, s1, o1)|eX†(k+iκ)t|(x, s, o)〉
=
∑
s,o,x1,s1,o1
|〈(x, s, o)|eX(k+iκ)t|(x1, s1, o1)〉|2
=
∑
α
∑
s,o,x1,s1,o1
|〈(x, s, o)|eX(k+iκ)t|k + iκ, α〉RL〈k + iκ, α|(x1, s1, o1)〉|2
=
∑
α
∑
s,o,x1,s1,o1
|〈(s, o)|α〉RL〈α|(s1, o1)〉ei(k+iκ)(x1−x)+λk+iκ,αt|2
∝
∑
α
∑
s,o,x1,s1,o1
|ei(k+iκ)(x−x1)+λk+iκ,αt|2,
(16)
and
max {n˜x,k+iκ} ∝max
{∑
α
∑
s,o,x1,s1,o1
|ei(k+iκ)(x−x1)+λk+iκ,αt|2
}
∝|e2i(k+iκ)(x−x1)−γt|
∝e2κ(x1−x)−γt,
(17)
where α is band index, λk+iκ,α (|k + iκ, α〉R) is the eigenvalue (eigenvector) of X(k + iκ) corresponding to α band,
max {Re(λk+iκ,α)} = −γ2 , 〈x|k + iκ〉R = ei(k+iκ)x and L〈k + iκ|x1〉 = e−i(k+iκ)x1 .
For parameter values t1 = t2 = 1, γ = 0.4, δ1 = 0.1 and δ2 = 0, we illustrate the GBZ, Re(iλ) versus k
and v as a function of k in Fig.9 (a)-(c), respectively. We can get vmax = max
{
Re(
i∂λk+iκ,α
∂k )
}
≈ 1, vmin =
12
min
{
Re(
i∂λk+iκ,α
∂k )
}
≈ −1, κmax = 0.2, and κmin = −0.2 at k = pi. There is an accidental symmetry σzτz(X + γ2 ) =
−(X + γ2 )σzτz, which protects vmax = −vmin.
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FIG. 9: (a) The GBZ of Eq.(5). Parameter values are t1 = t2 = 1, γ = 0.4, δ1 = 0.1 and δ2 = 0. Two bands correspond to
red curves and the other two to blue curves. (b) Re(iλk+iκ) as a function of k and band index, there are four bands and each
band corresponds to one curve. There are two red curves and two blue curves. (c) Velocity v =
i∂λk+iκ,α
∂k
as a function of k
and band index. Curves in (a) (b) and (c) with the same color are corresponding each other.
Furthermore, if δ1, δ2,
γ
t1
 1:
X ≈i
[
HnSSH(k) +
iγ
2 0
0 HTnSSH(−k) + iγ2
]
=(−γ
2
+ it1σx +
γ
2
σyτz) + it2σy sin k + it2σx cos k.
(18)
The eigenvalues of open boundary X matrix are:
λk+iκ,α=1,2,3,4 = −γ
2
± i
√
t21 + t
2
2 + 2t1t2 cos(k + iκ)−
γ2
4
± iγt2 sin(k + iκ). (19)
We can get vmax = −vmin ≈ min {t1, t2} and κmax = −κmin ≈ γ2t1 at k = pi. So helical damping still exists for
δ1, δ2,
γ
t1
 1 and t1 < t2.
SV: PROVE THE EQUIVALENCE OF GBZ EQUATIONS FOR CASE 1 AND CASE 3
For case 1, the GBZ equations are |za1 | = |za2 | and |zb1| = |zb2|, where |za1 | ≤ |za2 | and zbi = 1zai (i = 1, 2). Without loss
of generality, we assume that |za2 | ≤ 1. Then the roots of f(z) = 0 are za1 , za2 , zb1, zb2 with |za1 | ≤ |za2 | ≤ |zb2| ≤ |zb1|, and
GBZ equations are |za1 | = |za2 | and |zb1| = |zb2|, where zbi = 1zai . And it is the GBZ equation of case 3.
