This paper establishes structural properties of the throughput of a large class of queueing networks with i.i.d. new-better-than-used service times. The main result obtained in this paper is applied to a wide range of networks including tandems, cycles and fork-join networks with general blocking and starvation as well as certain networks with splitting-merging of tra c streams, to deduce concavity of their throughput as a function of system parameters such as bu er and initial job con guration, and blocking and starvation parameters. These results have important implications for the optimal design and control of such queueing networks by providing exact solutions, reducing the search space over which optimization need be performed, or establishing the convergence of optimization algorithms. In order to obtain results for such disparate networks in a uni ed manner, we introduce the framework of constrained discrete event systems (CDES), which enables us to characterize any permutable and non-interruptive queueing network through its constraint set. The main result of this paper establishes comparison properties of the event occurence processes of CDES as a function of the constraint sets, which are then translated into the above-mentioned concavity of the throughput as a function of system parameters in the context of queueing networks.
Introduction
This paper establishes structural properties of the throughput of a large class of queueing networks with i.i.d. new-better-than-used (NBU) (see De nition 3.2) service times. In particular, the main result (Theorem 3.3) obtained in this paper is applied to a wide range of networks including tandems, cycles, and fork-join networks with general blocking and starvation as well as certain networks with splitting-merging of tra c streams, to deduce concavity of their throughput as a function of system parameters such as bu er and initial job con guration, and blocking and starvation parameters. Such concavity results were rst established in the literature for speci c classes of queueing systems with i.i.d. exponential service times. Prominent amongst these are papers by Shanthikumar In order to obtain results for a large class of disparate networks in a uni ed manner, we introduce the framework of constrained discrete event systems (CDES). This framework not only simpli es the exposition but also provides additional insight into the logical/geometrical structures that cause these results to hold. A CDES is characterized completely by a constraint set T , which is some subset of the multi-dimensional integer lattice. This set captures all essential information on topology, routing, bu er con guration and initial job con guration of the network being modelled, that is required to determine the departure process, D, from the service time sequence. The main result in this paper (Theorem 3.3) establishes structural properties of the map T ! D for CDES with i.i.d. NBU service times. As special cases of this general result, we deduce the monotoniciy and concavity of the above map. The main result may then be combined with the derivation of the constraint set from the system parameters for particular queueing networks with i.i.d. NBU service times to deduce structural properties of the arrival and departure processes as a function of system parameters such as bu er and initial job con gurations, etc. (Proposition 4.4 and Corollary 4.5).
In summary, the principal aims of this paper are to (a) introduce the class of CDES as a uni ed framework to model disparate queueing systems, (b) establish a fairly general comparison result for the CDES model with i.i.d. NBU clock sequences, and (c) use these properties, stated in terms of constraint sets, to derive structural properties, including monotonicity and concavity, for several classes of queueing networks with i.i.d. NBU interarrival and service time processes.
The rest of this paper is organized as follows: In Section 2 we describe the logical and temporal components of timed discrete event systems (TDES) and introduce CDES as a special class of TDES. We precisely state the main comparison result of this paper in Section 3. We present an important subclass of CDES with examples of queueing networks and illustrate applications of the main comparison result to these in Section 4. Details of the proof of the main theorem, as well as another auxillary theorem, are deferred to the Appendix.
REMARK. Throughout this paper, we denote vectors and vector-valued functions by boldface characters and their components by the same characters in normal typeface { for instance, F = (F 1 ; : : : ; F m ). Further, note that Z Z + denotes the set of non-negative integers, 0 = (0; : : : ; 0) denotes the zero vector in Z Z m + , and 1 = (0; : : : ; 0; 1; 0; : : : ; 0) denotes the unit vector in Z Z m + along the -th direction. Any comparison of vectors is assumed to be componentwise.
Timed Discrete Event Systems (TDES)
In this section we describe framework of TDES which provide concise models for a whole range of queueing systems 31], 13], 5]. The presentation below follows the conventional seperation of a TDES into its logical component which speci es all feasible sequences of successive event occurrences, and the temporal component which, based on the sequence of clock times, selects one particular sequence of events and their occurrence times.
The Logical Component
The logical component of a TDES is a ve-tuple fT ; A;E; ; ag, where T is a set of states, A is a nite set of events, E : T ! 2 A is the enabling function, : T A ! T is the transition function, and a 2 T is the initial state of . The TDES starts out in the state a and the events in E(a) are enabled. One of the events 2 E(a) is chosen to occur or re according to some rule (which, in our case, is governed by the temporal component to be described later). The system then moves to the state y := (a; ). The set of enabled events is now E(y). Events other than are said to be newly enabled if they belong to the set E(y)nE(a), and are disabled if they belong to the set E(a)nE(y). The event itself is newly enabled i it belongs to E(y), and is disabled if it does not. The system evolves through a succession of states, as in each state one of the enabled events is chosen to re and the system changes to a new state based on the transition function. If = (1); (2); : : : ; (n) is a string of events that can re successively, causing the state of to change from a to x, we denote by (a; ) the state x, and by E(a; ) the set of events E(x).
Let N be a queueing network with m stations, where exogenous arrivals are modelled by stations with an in nite supply of jobs present in their bu ers. In the TDES that models N, it is customary to take A to be the set of station indices f1;:::;mg. An enabled event corresponds to service being in progress at station , and consequently the set E(a)
contains those stations at which the server is not idle or disabled due to the absence of jobs or downstream bu er spaces. The ring of corresponds to service completion at station . The choice of a logical state is particular to the network being modelled, but usually the set of queue lengths at various stations may be identi ed as the state if it is possible to determine the enabling/disabling of various servers from the queue length con guration at various stations. Thus the transition of the TDES from one state to another when an event res, is analogous to the transformation of the queue length con guration when a service completion takes place.
The language L generated by is the collection of all strings of events that can re successively, i.e., the language is the set L = f (1) (2) : : : (n) : n 0; (k) 2 E(a; (1) ; 2 E(x); 6 = ) 2 E( (x; )). See 10] for a more detailed exposition of the above.
In the context of queueing networks, permutability means that the enabling or disabling of a server is a function solely of the total numbers of service completions at various servers (as opposed to requiring the entire sequence of service completions, for instance). Noninterruptiveness means that an enabled server may be disabled only after it has completed the service currently in progress.
The Temporal Component
Next, we need to describe the temporal mechanism that speci es how the clock sequence ! = f! 1 (k); : : :; ! m (k)g 1 k=1 gives rise to a particular event sequence f (k)g 1 k=1 that re at ring or occurrence times ft(k)g 1 k=1 . The clock time ! (k) represents the time required by event to re for the k-th time. If the TDES models a queueing network, then ! (k) would represent the duration of service required by the k-th customer at station . Since more than one event can re at any time, we say that the k-th event to re, (k), does so at epoch k which corresponds to the occurence time t(k). Let t(0) := 0. The TDES starts o in the state a with a certain set E(a) of enabled events. Associated with each enabled event 2 E(a) is its residual time R (0) = ! (1) , which is the time remaining before that event res. The clocks run down continuously, and the rst event res at the time t(1) = minfR (0) : 2 E(a)g. If there is a unique event scheduled for that time, then that event res, and we set (1) = arg min 2E(a) fR (0)g. In case of ties, we assume that the event that res is chosen from the set farg min 2E(a) fR (k)gg in some non-anticipative manner; (1) = minfarg min 2E(a) fR (k)gg is an example of one such choice. At epoch 1, the clock of any event 2 E(a), 6 = (1), shows the residual time R (1) = R (0) ? (t(1) ? t(0)). The clock of any newly enabled event 6 = (1) is set to R (1) = ! (1) . If the event (1) is also enabled then its clock is set to R (1) = ! (1) (2) . Suppose that ft(l)g k l=0 , f (l)g k l=1 and fR(l) := (R 1 (l); : : :; R m (l))g k l=0 have been speci ed. The next event occurrence is scheduled for the time t(k+1) = t(k)+minfR (k) : 2 E(a; (1) ; : : : ; (k))g. Note that the minimum can be 0; in which case the next event res immediately. Of all events that can potentially occur at epoch (k + 1), we choose one and let it re, i.e., We will use the symbols s or t to refer to a continuous time index, and n or k to refer to discrete time. Thus, there should not be occasion for any confusion on whether a particular reference is to the continuous-time process or to the embedded discrete-time sequence. If were used to model a queueing system N as described above then D (t; !), 1 m, t 0, would represent the number of service completions at station up to time t.
REMARK. In general, the event counting process depends on the order in which successive ties are resolved. However, for the special case where the TDES is permutable and noninterruptive the evolution of the event counting process does not depend on the order in which ties are resolved (see 23, Lemma 6.1]).
Constrained Discrete Event Systems
We now introduce CDES as a special class of TDES in order to provide an elegant framework for modelling all permutable and non-interruptive TDES. Glasserman 
The Comparison Result
In this section we state the main comparison result in Theorem 3.3. We begin by de ning the class of functions F and the clocks ! for which the comparison result holds. It can be shown that (a) Gamma distributions with index 1, (this includes exponential and Erlang distributions), (b) Weibull distributions with parameter 1, (c) Uniform distributions, and (d) Exponential-PERT-type distributions, i.e., maxima of sums of independent exponentials (de ned in Baccelli and Liu 3]), are all NBU. In fact, all the above examples have non-decreasing hazard rate. The class of distributions on IR + with non-decreasing hazard rate is closed under weak convergence, and is a proper subset of the class of NBU distributions (see Stoyan 29] , then we borrow its residual time to set the -th clock in p , and if is not enabled, then we set the -th clock in p to 0. Since p is constructed from residual times of 0 driven by independent NBU clock times from !, we may expect p to be stochastically smaller than !. Therefore, replacing p by the stochastically larger clock sequence ! in (3.4), we expect the result to follow from the well-known property that the departure process is monotone as a function of the clock sequence.
In the appendix, we establish the above-mentioned claims in three steps (1) the construction of p (!), (2) where !(l) = (! 1 (l); : : :; ! m (l)) and (l) = ( 1 (l); : : :; m (l)).
Having concluded these three steps, we may appeal to a result on coupling due to Kamae et al. 19] (Propositions 1 and 2 ) and to Kolmogorov's consistency theorem to show from (3.5), the existence of a common probability space ( ; F which is the result we seek to establish. The proof of (3.4) above is based on a forward induction on the sequence of epochs. Next, we relate the key induction steps (assertions 3 and 4 below) used in the proof to the condition (3.1) (also assertion 0 below) on the constraint sets. The following theorem, which depends only on the logical component of CDES, may be of independent interest. Before stating the theorem, we introduce the successor function ' Then, (0) ) (1) , (2) , (3) , (4) .
REMARK. Assertions (0) and (1) if an event were allowed to occur in each of the systems if enabled, then the resulting departure process vectors would continue to satisfy that inequality. Assertion (4) implies that if events that are not enabled in system 0 were allowed to occur repeatedly in each of the other systems while enabled, then the resulting departure process vectors would continue to satisfy that inequality. Proof. The proof of these assertions is presented in the appendix for ease of exposition.
Structural Properties for Queueing Networks
In this section, we rst present an important subclass of CDES, matrix CDES with examples of queueing networks that may be modelled as matrix CDES. We then apply the main result presented in the previous section, Theorem 3.3, to obtain structural properties for queueing networks modelled by this subclass.
For a number of important queueing networks such as open and closed tandems, and fork-join networks with general blocking and starvation, the number of occurrences of an event is allowed to exceed the number of occurrences of the event by at most a constant amount u , which depends on the network parameters 12], 6], 24]. We may abstract this simple feature to de ne the class of matrix CDES as a subclass of CDES. Proof. It is not di cult to see that the concavity of the corresponding constraint sets, i.e., for l p k < l l p k+1 :
The precise sequence of event occurences D p (l); l = l p k + 1; : : : ; l p k+1 is unimportant as long as we generate a feasible string in p and do so in a nonanticipative manner.
Let the j-th clock to be set correspond to event p (j). If clocks for multiple events are to be set at epoch l of system p , then the event with the smallest index is chosen to be set rst. Let (2) : : : p (j)] be the score of the string p (1) p (2) : : : p (j). Note that the event p (j) is newly enabled for the B p p (j) (j)-th time, at the epoch l p (j) of the system p , and that Step 2 { Proof of (3. Step 3 { Proof of (3.5): Fix some p, 1 p r. Our aim is to show that the clock sequence p is stochastically smaller than !, or equivalently, smaller than the clock sequencê ! which was used in (A.3). Rather than directly compare the two clock sequences, we de ne a sequence of clock times j = f j where B p (0) := 0. First, note that 0 =!. Further, j di ers from j?1 merely in that the j-th clock time used in the former is from the clock sequence p , rather than from!. Finally, if 1 were de ned by 1 (q) = lim j!1 j (q), then it is easy to see that 1 = p . In order to compare! and p , it su ces to show that each clock sequence j is stochastically smaller than the clock sequence j?1 , i.e., that given any n = 1; 2; : : : and a non-decreasing non-negative bounded measurable function h n : IR mn + ! IR, E E h n ( j (1); : : : ; j (n))jF(k p (l p (j)))] E E h n ( j?1 (1); : : : ; j?1 (n))jF(k p (l p (j)))] ;
where j (l) := ( j 1 (l); : : :; j m (l)). In the sequel we will suppress the superscript p. In light of the construction of the clock p and the F(k p (l p (j)))-measurability of the associated random variables it is easy to deduce the following:
1. For all 1 m and q B (j)+1, j (q) = j?1 (q) =! (q), and all of these random variables are independent of F(1) := _ 1 k=1 F(k).
2. For all 1 m and 1 q < B (j), j (q) = j?1 (q) = p (q), and all of these random variables are measurable with respect to F(k(l(j))), having already been \used up" in p by the epoch l(j). l(j))) ), 0;
otherwise:
