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Although magnetic reconnection takes place in three-dimensional space, reconnection theory has
focused on two-dimensional models for more than sixty years. Well-posed three-dimensional math-
ematics associated with the theory of fluid mixing provides a predictive and compelling explanation
for why fast magnetic reconnection is prevalent—exponentially large variations in the separations
between magnetic field lines. The proofs have been simplified to remove any rational reason to
maintain a focus on two dimensional models, which fail to represent the mathematical properties of
three-dimensional space.
Fast magnetic reconnection is traditionally based
on two-dimensional models [1, 2]. Such models do
not represent the three-dimensional evolution in a
well-posed problem with (i) credible boundary con-
ditions and (ii) a drive for the evolution.
For a well-posed problem [3], consider an initial z-
directed magnetic field that intercepts two perfectly-
conducting planes, Figure 1a. The z = 0 sur-
face moves with a divergence-free flow ~w = zˆ ×
~∇H(x, y, t) while the z = L surface is rigid. The
plasma between the planes is highly conducting—
initially perfectly conducting—so [4] the magnetic
field lines are unbroken and move with a velocity ~u;
∂ ~B
∂t
= ~∇× (~u× ~B). (1)
Each magnetic field line has the initial coordinates
(x0, y0) for all z. At z = 0, dx/dt = −∂H/∂y and
dy/dt = ∂H/∂x. At z = L, x = x0 and y = y0
for all t. The evolution time is given by the typical
gradient in ~w, τev = 1/||~∇~w||.
The evolution makes the lines of ~B ever more com-
plicated until line-breaking effects, such as resistiv-
ity, become competitive. To be competitive, resistive
effects must be enhanced by the magnetic Reynolds
number Rm ≡ τη/τev, where τη = µ0a2/η and a is
a characteristic spatial scale. For example, in the
solar corona [1] Rm ∼ 1012. Without justification,
two-dimensional simulations are started with a cur-
rent sheet in which the current density is Rm times
larger than the characteristic density jc ≡ B/µ0a.
Many stream functions H(x, y, t) are physically
reasonable [5], but except for special cases, neigh-
boring streamlines in the z = 0 surface separate ex-
ponentially as in Figure 1b. As will be shown, the
evolution of the magnetic field implies the ideal so-
lution fails on the time scale ∼ τev ln(Rm).
An understanding of magnetic field line breaking
requires an Ohm’s law. A standard form in a plasma
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Figure 2. Visualization of footpoint mapping between two end plates, for the initial condition with E⊥ = 1.4 × 10−3. The left panel shows a 5 × 5 checkerboard
pattern at the top plate; the right panel shows the pattern at the bottom plate, when the checkerboard pattern is pulled back by the footpoint mapping.
(A color version of this figure is available in the online journal.)
is defined as
Q = δrmax
δrmin
+
δrmin
δrmax
(13)
measured at the top plate. In the limit σ (L) ≫ 1, the exponent
σ (L) is related to the squashing factor Q by the relation Q ≃
e2σ (L). However, note that neighboring field line exponentiation
is a more general concept, in the sense that the squashing factor
Q depends only on the field line mapping from one end plate
to another, but not on the field line separation that occurs in the
region between the two plates.
In this study, individual field lines are treated as fundamental
entities, labeled by their footpoints at the bottom plate. Along
each field line, we calculate the following quantities.
1. The maximum value of the exponent σmax ≡ max
06z6L
σ (z).
This provides information of the locations where the
neighboring field lines strongly exponentiate apart.
2. Drift of footpoints of magnetic field lines at the top
plate between two consecutive snapshots separated by one
Alfve´n transit time (= 10 in the simulation) when the
footpoints at the bottom plate are held fixed. Without non-
ideal effects, the footpoint drift should be identically zero.
3. Kinetic energy density
∫ L
0 (1/2)|∇⊥φ|2dz. This provides
information of where the energy conversion from magnetic
field to kinetic energy occurs.
4. Parallel electric voltage
∫
E · dl = ∫ L0 ηJdz. This is often
employed as a proxy for reconnection rate in 3D (Schindler
et al. 1988; Hesse & Schindler 1988; Hesse et al. 2005).
By using field lines as the fundamental entities, we effectively
reduce the 3D information to 2D. We typically trace 400× 400
field lines arranged in a uniform array at the bottom plate in
each snapshot.
We visualize the field line mapping between two plates as
follows. First a checkerboard pattern is laid out at the top
plate, which is then pulled back to the bottom plate by the
field line mapping. The resulting pattern at the bottom plate
gives a visualization of the field line mapping. Figure 2 shows
an example of such visualization for the initial condition with
E⊥ = 1.4×10−3. Here we have made use of the doubly periodic
boundary condition in defining field line mapping between the
two plates, such that the top plate of the simulation box is exactly
mapped to the bottom plate. As a result of neighboring field
line exponentiation, the checkerboard pattern becomes highly
distorted when pulled back to the bottom plate.
Table 1
Simulation Parameters of the Runs Reported in This Paper
Run E⊥ η Resolution
A1 1.25× 10−3 10−5 5123
A2 1.25× 10−3 5 × 10−6 5123
A3 1.25× 10−3 2.5 × 10−6 5123
A4 1.25× 10−3 10−6 5123
B1 1.4× 10−3 10−5 5123
B2 1.4× 10−3 5 × 10−6 7683
B3 1.4× 10−3 2.5 × 10−6 7683
Notes. The viscosity ν and friction coefficient λ are kept constant
with ν = 10−6 and λ = 0.1.
4. SIMULATION RESULTS
Two sets of simulations have been carried out for this study,
withE⊥ = 1.25×10−3 andE⊥ = 1.4×10−3, respectively. Both
initial conditions are ideally stable, i.e., they remain unchanged
for a long time when η is set to zero. The two initial conditions
are subjected to resistive relaxation with different η. Parameters
of the reported simulations in this paper are listed in Table 1.
A convergence test has been carried out for selected runs.
Specifically, Run B2 and Run B3 have been tested with a lower
resolution 5123, and the results are essentially the same as the
higher resolution runs presented in the paper.
4.1. Case A: E⊥ = 1.25× 10−3
The first set of simulations A1–A4 start with the initial
condition set by E⊥ = 1.25 × 10−3. The initial profile and
histogram of σmax are shown in Figure 3. As shown in the
left panel, regions with high σmax typically form layers. The
histogram in the right panel shows that for the majority of field
lines, σmax is around 2. The maximum σmax in the whole domain
is approximately 7.1.
When the simulation is run with η ̸= 0, the magnetic field
decays resistively. Figure 4 shows a snapshot of diagnostics
at t = 315 from Run A3. The top left panel shows the
time history of maximum current Jmax and flow velocity umax
within the whole domain, where the vertical line indicates
the time the snapshot is taken. The remaining five panels
show key diagnostics: field line mapping, and profiles of σmax,
footpoint drift, kinetic energy density, and parallel voltage. All
the snapshots from this Run are available online as a movie.
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gives a visualization of the field line mapping. Figure 2 shows
an example of such visualization for the initial condition with
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for a long time when η is set to zero. The two initial conditions
are subjected to resistive relaxation with different η. Parameters
of the reported simulations in this paper are listed in Table 1.
A convergence test has been carried out for selected runs.
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The limit Φ→ 0 produces a zero-volume flux tube, coinciding
with a magnetic field line. Any flux function χ satisfies the flux
surface differential equation B ·∇χ = 0, which forms the basis
of our analysis below.
2. BACKGROUND AND NUMERICAL EXPERIMENT
To examine the spatial complexity of χ (x, y, z) in the
presence of turbulence, we adopt a specific magnetic field
model, B = B0 + b, where B0 = B0̂ z is a uniform mean field
and bis the fluctuating component. Anisotropy associated with a
strong mean magnetic field (Shebalin et al. 1983; Oughton et al.
1994; Bigot et al. 2008) is of substantial importance in space
and astrophysics (Zank & Matthaeus 1992b; Bieber et al. 1994;
Goldreich & Sridhar 1995). To capture this effect, we employ a
reduced magnetohydrodyna ic (RMHD) model (Strauss 1976;
Montgomery 1982; Zank & Matthaeus 1992a), a nonlinear
model valid when the normalized fluctuation amplitude δb/B0 is
a small parameter. Here, δb is the rms strength of he fluctuations
b. The total magnetic field is written as
B(x, y, z) = B0̂ z +∇⊥ × ẑa(x y, z), (1)
where∇⊥ = (∂/∂x, ∂/∂y), and the magnetic potential a varies
in three Cartesian directions, but only slowly ith z. The RMHD
model incorporates both variance anisotropy, i.e., b · B0 = 0,
and spectral (or correlation) anisotropy, in that ∂/∂x ∼ ∂/∂y ≫
∂/∂z. This magnetic field is weakly three dimensional (3D) and
is sometimes classified as “Alfve´nic turbulence,” because the
polarization is reminiscent of linear Alfve´n waves, or “quasi-
two-dimensional,” because the wavevectors are mostly within a
small angle of the (x, y) plane.
For a uniform mean magnetic field with transverse fluctua-
tions, the flux surface equation, B · ∇χ = 0, becomes
∂χ
∂z
+
b
B0
· ∇⊥χ = 0. (2)
Equation (2) is of the same form as an ideal two-dimensional
passive scalar equation (Matthaeus et al. 1995; Kadomtsev &
Pogutse 1979), with correspondence of ∂/∂z with a (slow) time
derivative, and of b/B0 with a two-dimensional incompressible
velocity field. In analogy with passive tracers (Matthaeus et al.
1995), we expect flux surfaces to become increasingly “mixed”
and complex with increasing z, even when the boundary data
on χ , say at z = 0, are smooth. We now quantitatively describe
this development of spatial complexity.
To analyze flux surfaces we specify B everywhere, choose
a flux function χ (x, y, z = 0), and then solve Equation (2)
for increasing z. To obtain b we perform a series of direct
numerical simulations of RMHD turbulence, with resolution
10243, extracting the data at the time of peak nonlinear activity
(after ≈one nonlinear time). Det ils on the code can be found
in Oughton et al. (2004). The d main is Lx = Ly = 2πL0, and
Lz = 9Lx . The dimensional wavevectors may be written as k=
(mx/L0,my/L0,mz/(9L0)) for intege triplets (mx,my,mz).
Initial conditions consist of a random phased superposition
of Fourier modes for the magnetic and velocity fields, in the
(dimensionless) wavenumber band 4 6
√
m2x + m
2
y 6 150
and |mz| 6 25. The total fluctuation level is δb = 1. The
perpendicular and parallel correlation lengths for b, computed
as the integral of its correlation functions, are ℓ⊥ = 0.088L0 and
ℓz = 0.615L0, respectively, where L0 is a characteristic lengt .
Note that the derivation of the RMHD dynamical equations
Figure 1. Flux function χ (x, y, z) at two distinct altitudes z˜ = z/ℓz, namely,
z˜ = 0.4 and 9.4. Two groups of field lines, starting from different topological
regions, are al o shown. Smooth initial flux tubes become complex, developing
finer scales.
(A col r version of this figure is available in the online journal.)
requires that B0 ≫ δb, while the parallel and perpendicular
derivatives are ordered such that B0(∂/∂z) ∼ b · ∇⊥ . In
code units, the lengths nd mean magnetic field are rescaled
consistent with the lat er relation
To solve Equation (2), we employ a separate fully de-aliased
(2/3 rule) pseudospectral code, with fourth-order Runge–Kutta
nt gration along z. mooth boundary data are specified as
χ (x, y, z = 0) ∼ cos x cos y, on a N2 = 10242 Cartesian
collocation grid.
In the diagnostics presented here, the value of B0 is varied in
order to explore different Kubo numbers:
R = δb
B0
ℓz
ℓ⊥
, (3)
specifical y cases with R = 0.116, 1.16, a d 11.6.
It is well established that statistical transport properties of
flux surfaces and fiel lines are regulated by the Kubo number
(Kadomtsev & Pogutse 1979; Isichenko 1991). Organization of
transport effects according to Kubo number has proven useful
in various studies, for example, the small pitch angle cross
field diffusion of cosmic rays (Hauff et al. 2010) and field-line
separation effects on electron heat transport in coronal l ops
(Bitane et al. 2010). In the present context it is readily apparent
from examination of Equation (2) that the Kubo number is the
only parameter that enters in an RMHD description of flux
surface transport (as well as the magnetic field-line random
walk; see lso Ruffolo & Matthaeus 2013).
Figure 1 shows cross-sections of the flux function for R =
1.16 at two distinct altitudes z˜, where z˜ = z/ℓz is the nor-
malized parallel coordinate. Tracing the magnetic surface(s)
along z˜, a dramatic increase in complexity is observed. This
effect was previously described as a qualitative context for de-
velopment of no linear theori s of magnetic field-line random
walk (Matthaeus et al. 1995) and of perpendicular diffusion of
charged particles (Matthaeus et al. 2003). Here, we will de-
scribe the phenomenon q antitativ ly, with refined techniques
and more detailed analysis of the RMHD magnetic fields.
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Figure 5. The beh viour of magnetic field lines when σ . 6 is illustrated for the case of a force-free static equilibrium with a strong
z-directed magnetic field [43]. The field is periodic in the x– y planes, and one period in z = L plane is separated into 2× 2 boxes, which
are distinguished by different colours. The field lines in each box are followed to their periodic equivalents in the z = 0 plane, and the z = 0
image of e ch coloured box is illustrat d. The equilibrium was defined by a few Fourier harmonics of j||, which is nowhere large. The
im ges of the boxes in equilibria wit larger exponentiations σ become too contorted to plot. Details of the model are given in [43].
irrational magnetic surface. Stochastic magnetic field lines
cov r a volume. But, only regions in which magnetic field
lines cover a surface, which means each line comes arbitrarily
close to every point on the surface, provide a basis for robust
plasma confi eme t.
A heuri ic meth d for determining when a p rturbed
magnetic field becomes stochastic is the Cherikov island
overlap criterion [46], which says the overlap of islands from
differ nt ration l surfaces causes the field lines to b com
stochastic.
• Separation in ordinary space
The exponentiation σc characterizes the separation of
neighbouring magnetic field lines in the ca onical coordinates
of the magnetic field line Hamiltonian, but the separation of
neighbouring magnetic fi ld lines in ordinary space is generally
of greater physical importance. This is particularly true when
the magnetic field is undergoing an ideal evolution, whi h
m ans the magnetic field lin H miltonian can be chosen to
be independ nt of time, but the function x⃗(ψt , θ,ϕ, t), which
gives the spatial l cation at time t of a point in canonical
coordinates, is evolving.
The matrix row vector δ⃗†c ≡ (δψt , δθ) gives the separation
of neighbouring points in nonical coordina es at fixed ϕ
d time t . The separati n of these points in ordinary space
δ⃗x ≡ δx⃗ obeys δ2x = δ⃗†c · ↔g · δ⃗c, where the metric tensor is
↔
g ≡
⎛⎜⎜⎝
(
∂ x⃗
∂ψt
)2
∂ x⃗
∂ψt
· ∂ x⃗
∂θ
∂ x⃗
∂ψt
· ∂ x⃗
∂θ
(
∂ x⃗
∂θ
)2
⎞⎟⎟⎠ . (204)
The metric tensor is positive definite and symmetric, so it
an be diagona iz d with real positive e g nvalues. When an
eigenvalue of ↔g becomes exponentially large as a function of
ϕ, then the magnetic field lines are stochastic in ordinary space
even if they are not stochastic in canonical coordinates.
A less formal treatment can used to determine whether
neighbouring magnetic field lines exponentiate apart in
ordinary space. Magnetic field lines are given by the solutions
to the differential equation
dx⃗
dℓ
= bˆ(x⃗), where (205)
bˆ ≡ B⃗|B⃗| (206)
is the unit vector along the magnetic field. Let x⃗0(ℓ) be one
solution and x⃗(ℓ) = x⃗0(ℓ) + δ⃗x(ℓ) be a neighbouring solution.
Neighbouring means in the limit as |δ⃗x | → 0. The equation
for δ⃗x is
dδ⃗x
dℓ
= δ⃗x · ↔β(ℓ), (207)
where ↔β(ℓ) is the three-by-th ee matrix of derivatives ∇⃗b⃗
evaluated along the trajectory x⃗0(ℓ). The expone tiation in
ordinary space is σ = ln (|δ⃗x(ℓ)|/|δ⃗x(0)|).
When the number of exponentiations between neighbour-
ing magnetic field lines in ordinary spaceσ becomes large com-
pared to unity, the breaking of magnetic field line connections
becomes inevitable [47] because of exponentially sensitivity,
∝eσ , to effects that can break connections, sectio 6.1.
5.2.4. Tangles at separatrices. Tokamak plasmas are
generally bounded by an axisymmetric separatrix, which
serves to divert outwardly diffusing plasma into a special
divertor chamber where pumps are located, figure 6. The
application of non-axisymmetric magnetic fields to the
separatrix is considered an important method of controlling the
edge-localized mode (ELM), which can cause an unacceptable
level of power to b deposite in the divertor chamber
[48]. When perturbed by a non-ax symmetric magnetic field
[49, 50], a separatrix develops a peculiar lobe-like structure,
figure 6, which is called a tangle. In addition to the
effect on ELMs, which is not well understood, the break
up of the divertor separatrix is an important element in
29
FIG. 1: A i al m gnetic evoluti is driven by n -
tially stra ght lines of ~B int rs cting p rfec cond c ors,
a flowing nductor t z = 0 and a fixed conductor a
z = L. T di tortio of square flux tubes by a periodic
flow, Figure 1b, w s calc lat by Yi-Min Huang and
u ed in A H. Boozer, Nucl. Fusion 55, 025001 (2015).
moving wit a v lo ity ~v is
~E + ~v × ~B =
(
c
ωpe
)2
µ0
∂~j
∂t
+ ~R. (2)
he ∂~j/∂t ter i due to t e inerti f h light-
e t curr nt-carrying particle, which is the electron;
ωpe ≡
√
ne2/0me, where n is the n b r de sity
of electrons of mass m . The magnetic evolution
∂ ~B/∂t = −~∇× ~E is si plified by d fi ing n effec-
tive magnetic field
~B ≡ ~B + ~∇×
((
c
ωpe
)2
~∇× ~B
)
(3)
using ~∇ × ~B = µ0~j. Ampere’s law ignores the dis-
placement current, but if it were kept, ~∇ × ~B →
~∇× ~B − (1/c2)∂ ~E/∂t, a small correction indeed.
Using the effective magnetic field ~B, Equation (2)
can be rewritten as
~E + ~u× ~B =
(
c
ωpe
)2
µ0
∂~j
∂t
− ~∇Φ + Eni~∇`. (4)
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The ~B× components of Equation (2) are balanced
by ~u× ~B, which defines the velocity ~u. The ~B· com-
ponents can in large part be balanced by ~B · ~∇Φ,
but Φ must be a well-behaved, single-valued poten-
tial. The non-ideal electric field Eni~∇`, where ` is
the distance along an effective magnetic field line, is
introduced to make this possible.
Eni is constant along the effective magnetic field
lines and is chosen to obtain the correct conditions at
boundaries and null points [5] or for the loop voltage
in a torus.
The evolution equation for the effective magnetic
field is
∂ ~B
∂t
= ~∇
(
~u× ~B − Eni~∇`
)
. (5)
When ~B(~x, t) is known, Equation 3 can be solved for
the true magnetic field ~B(~x, t).
Equation (1) for an ideal evolution is broken by
both the finiteness of the electron skin depth c/ωpe
and the non-ideal part of the electric field Eni. Both
quantities are extremely small in both natural and
laboratory plasmas of practical interest. The c/ωpe
term in Equation (3) is diffusive, ~∇×~∇× ~B = −∇2 ~B.
As shown in [5], two magnetic field lines that come
within c/ωpe at any point along their trajectories
become indistinguishable in an evolution. Recon-
nection can freely occur on the c/ωpe scale, so this
distance must be extremely small compared to a typ-
ical scale a for an ideal evolution to be a useful ap-
proximation. In the solar corona, c/ωpe ∼ 10−9a.
While estimating the magnitude of Eni, one can ig-
nore the effect of c/ωpe. The non-ideal electric field
Eni ≈ ηj¯, where j¯ is an average of the current density
along the magnetic field lines and η is the resistivity.
The characteristic value of Eni is ηB/µ0a. The mag-
netic Reynolds number is Rm =
∣∣∣~u× ~B∣∣∣ /(ηB/µ0a),
which is consistent with Rm ≡ τη/τev. Typical val-
ues of Rm are given in [1].
An analytic expression for the growth of the non-
ideal part of ~B can be obtained while the non-ideal
part is small. Write the effective magnetic field in
the Clebsch form [6], ~B = ~∇α × ~∇β. Since Eni is
constant along the lines of ~B, the effective electric
field has the functional form Eni(α, β, t). Equation
(5) and a direct differentiation of ~B = ~∇α× ~∇β,
∂ ~B
∂t
= ~∇×
(
∂α
∂t
~∇β − ∂β
∂t
~∇α− ~∇g
)
, (6)
give ∂B/∂t in two forms, which can be equated. Us-
ing ~u× ~B = (~u · ~∇β)~∇α− (~u · ~∇α)~∇β, the result is
three scalar equations
∂α
∂t
+ ~u · ~∇α = ∂g
∂β
;
∂β
∂t
+ ~u · ~∇β = − ∂g
∂α
; (7)
∂g
∂`
= Eni(α, β, t). (8)
The gauge function g can depend on all three spatial
coordinates and time, g(α, β, `, t).
Positions in ordinary Cartesian coordinates are
given as functions of the Clebsch coordinates
by ~x(α, β, `, t) = x(α, β, `, t)xˆ + y(α, β, `, t)yˆ +
z(α, β, `, t)zˆ. The notation ∂/∂t implies the Carte-
sian coordinates are held fixed while (∂/∂t)c implies
the Clebesch coordinates are held fixed;
0 =
∂~x
∂t
(9)
=
(
∂~x
∂t
)
c
+
∂~x
∂α
∂α
∂t
+
∂~x
∂β
∂β
∂t
+
∂~x
∂`
∂`
∂t
; (10)
~u =
∂~x
∂α
~u · ~∇α+ ∂~x
∂β
~u · ~∇β + ∂~x
∂`
~u · ~∇` (11)
for an arbitrary vector ~u. The velocity of the Clebsch
coordinates through the Cartesian coordinates is(
∂~x
∂t
)
c
= ~u− ∂~x
∂α
∂g
∂β
+
∂~x
∂β
∂g
∂α
−
(
∂`
∂t
+ ~u · ~∇`
)
∂~x
∂`
. (12)
Since ~u · ~B is arbitrary, the choice ∂`/∂t+~u · ~∇` = 0
can and will be made.
~B evolves ideally when Eni = 0, and the gauge
g(α, β, `, t) can be chosen to be zero. The Cleb-
sch coordinates that have this feature (αI , βI , `) are
called ideal. The resulting equation (∂~x/∂t)c = ~u
implies ~x(αI , βI , `, t) is the transformation to the
Lagrangian coordinates of the field line flow. Not
surprisingly, the Clebsch coordinates of an ideally
evolving ~B move with the flow of the lines of ~B.
While non-ideal effects are small, the effective
magnetic field can be taken to be an ideally evolving
field plus a non-ideal field, ~B = ~BI + ~Bni. Retaining
only the first order deviation from an ideal evolution,
the Clebsch coordinates obey
α = αI − ∂Ani`
∂βI
; β = βI +
∂Ani`
∂αI
; (13)
Ani ≡ −
∫ t
0
Enidt, and ~Bni = ~∇Ani × ~∇`. (14)
Ani(αI , βI , t)~∇` is the non-ideal part of the vector
potential, and ~BI = ~∇αI × ~∇βI .
2
The ideal Clebsch coordinates ~x(αI , βI , `, t) are
the Lagrangian coordinates (∂~x/∂t)c = ~u of the flow
of the effective field ~B, and ~x0 ≡ ~x(αI , βI , `, t = 0).
The Jacobian matrix of the transformation from the
initial ~x0 to the time t coordinates ~x(αI , βI , `, t) and
the gradient of an arbitrary function f(αI , βI , `) are
J
↔ ≡

∂x
∂x0
∂x
∂y0
∂x
∂z0
∂y
∂x0
∂y
∂y0
∂y
∂z0
∂z
∂x0
∂z
∂y0
∂z
∂z0
 = U↔ ·
 Λu 0 00 Λm 0
0 0 Λs
 ·↔V †
= UˆΛuuˆ+ MˆΛmmˆ+ SˆΛssˆ and (15)
~∇f =
(
J
↔−1
)†
· ~∇0f
=
uˆ · ~∇0f
Λu
Uˆ +
mˆ · ~∇0f
Λm
Mˆ +
sˆ · ~∇0f
Λs
Sˆ. (16)
Equation (15) is the Singular Value Decomposition
(SVD) of J
↔
. In almost all natural flows, the largest
singular value Λu increases exponentially in time,
the smallest Λs decreases exponentially, and the
middle singular value Λm is slowly varying. See Fig-
ure 1b for an illustration and [5] for examples. The
unit vectors Uˆ , Mˆ , Sˆ in x, y, z space are the orthonor-
mal eigenvectors of U
↔
, and uˆ, mˆ, sˆ in the x0, y0, z0
space are the orthonormal eigenvectors of
↔
V . The
Jacobian or determinant of the Jacobian matrix is
J = ΛuΛmΛs, which is related to the divergence of
the field line flow (∂J/∂t)c = J ~∇ · ~u. Typically,
Λu = e
γut, where γu ∼ 1/τev is the Lyapunov expo-
nent of the flow.
The ideal evolution of the effective magnetic field
can be written as [1, 7], ~BI(~x, t) = (J
↔
/J) · ~B0, where
~B0 is the effective magnetic field at t = 0, so
B2I =
(
uˆ · ~B0
ΛmΛs
)2
+
(
mˆ · ~B0
ΛuΛs
)2
+
(
sˆ · ~B0
ΛuΛm
)2
,(17)
The term in B2I proportional to (uˆ · ~B0)2 goes to
infinity exponentially in time. The term propor-
tional to (sˆ · ~B0)2 goes to zero exponentially. A
bounded magnetic field strength is only possible for
a time long compared to τev when the effective mag-
netic field points in the Mˆ direction, ~BI(~x, t) →(
mˆ · ~B0/ΛuΛs
)
Mˆ . The forces associated with the
magnetic field will constrain the flow velocity ~u to
ensure this happens. This is no more obscure than
how a stream flowing down a mountain twists and
turns to follow a gulley.
Equation (16) for the gradient of a function
has the asymptotic form ~∇f →
(
sˆ · ~∇0f/Λs
)
Sˆ,
and becomes exponentially large in the direction in
which streamlines of ~u approach each other exponen-
tially; Λs goes to zero exponentially. Consequently
~∇Ani → Sˆ(sˆ · ~∇0Ani)/Λs. The magnetic field lines
become oriented in the Mˆ direction, so Equation
(16) when applied to ~∇` implies ~∇` → Mˆ/Λm plus
a term in the Sˆ direction. Equation (14) then shows
that the non-ideal part of the magnetic field grows
exponentially in time [8],
~Bni → Sˆ × Mˆ
ΛmΛs
sˆ · ~∇0Ani(αI , βI , t). (18)
Λs approaches zero exponentially. The non-ideal
field is oriented in the direction in which neighboring
flow streamlines exponentiate apart; Sˆ × Mˆ = −Uˆ .
On a time scale, ∼ τev lnRm the effective mag-
netic field will enter a state of fast magnetic recon-
nection. On a time scale ∼ τev ln(a/(c/ωpe)), elec-
tron inertia produces a large scale magnetic recon-
nection.
Reconnection theory from Sweet [10] and Parker
[11] in the 1950’s to the present [12] has focused
on two-dimensional models of three-dimensional sys-
tems. Modern two-dimensional models were re-
viewed in 2016 by Zweibel and Yamada [1] and
by Loureiro and Uzdensky [2]. Magnetic reconnec-
tion in two-dimensional models is fundamentally dif-
ferent than in three-dimensional systems. In two-
dimensions, but not in three, an exponential in-
crease in field strength is required for magnetic field
lines to exponentiate apart. Resistivity can compete
with evolution in two dimensions only if the cur-
rent density becomes nearly singular, j ≈ RmB/µ0a,
by the formation of a current sheet of thickness
δj ≈ a/Rm. Standard two-dimensional theory as-
sumes but does not explain the formation of this
current sheet and consequently makes no predic-
tion on when an evolving magnetic field reaches
a rapidly reconnecting state. In three-dimensional
theory [5], the current density when reconnection
occurs is ∼ ln(Rm)(B/µ0a).
The dominance of two-dimensional thoery has
been sufficient that the presence of a near-singular
current is often considered a requirement for fast
magnetic reconnection. A magnetic null, ~B = 0,
seems a likely place for a near-singular current den-
sity [13, 14]. However, authors have not considered
the implications of the indistinguishability of mag-
netic field lines that pass near either a null or an X-
point. Lines within a magnetic flux tube of radius
c/ωpe do not remain distinguishable in an evolution,
so distinguishable lines do not come within a dis-
tance (a2c/ωpe)
1/3 of a null [5]. In a torus, a similar
3
argument implies distinguishable lines do not come
within a distance
√
ac/ωpe of an X-point.
The near-singular current of two dimensional the-
ory dissipates magnetic energy, ~j · ~E ∼ ηj2, on the
time scale of the reconnection and the strong electric
field can accelerate particles. In three-dimensional
theory, magnetic energy is transferred into Alfve´n
waves, but the full equations for particle drift mo-
tion predict particle acceleration [15].
The reconnection due to magnetic field line sepa-
ration is related to the enhancement of reconnection
by turbulence [16, 17]. Turbulent flow velocities have
a short correlation distance compared to the scale of
the reconnecting region, which produces an intrinsi-
cally slower process than mixing on the scale of the
ideal flow velocity ~u.
Fast magnetic reconnection is an application of
advection-diffusion theory, which explains why the
temperature T in a typical room relaxes in tens of
minutes, not several weeks as expected for thermal
diffusion in air, D ≈ 2 × 10−5 m2/s. The math-
ematical explanation is in the 1984 paper by Has-
san Aref [9]. If D were zero, a divergence-free flow
of air would move points with fixed T about the
room on a time scale τev = a/v without breaking
constant-T contours. The surface area of constant-
T contours would increase exponentially in time as
would the rate at which diffusion relaxes tempera-
ture gradients; τd/τev ∼ 104. At least two spatial
dimensions are required. In one dimension, an ex-
ponential increase in diffusive relaxation would re-
quire exponentially large variations in the density of
the air. Divergence-free stirring requires two singu-
lar values of the Jacobian matrix, hence two spatial
dimensions. The applicability of advection-diffusion
theory to the magnetic field requires three spatial
dimensions to avoid an exponential increase in the
magnetic field strength. The mathematics of a three-
dimensional magnetic evolution is not represented in
a two-dimensional model despite sixty years of ef-
fort. The vorticity, ~ω ≡ ~∇ × ~v, in divergence-free
fluid mechanics has similar evolution properties.
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