The quality-of-service (QoS) 
Introduction
Bluetooth is a low-power short-range wireless network technology. From the IEEE 802.15.1 standard [5] , Bluetooth devices establish wireless personal area networks (WPANs) that can be used to provide useful services such as wireless Internet access or mobile multimedia applications in mobile ad hoc network (MANET) systems [2] [3] . Many researchers [1] [4] [6] have recently attempted to develop QoS-extension routing scheduling in Bluetooth scatternets. First, Cordeiro et al. [4] proposed dynamic slot assignment (DSA) and enhanced DSA (EDSA) schemes. A direct slave-to-slave communication model is presented in [4] to provide QoS requirements. Unfortunately, no interpiconet scheduling mechanism has been devised when the source and destination nodes are located in distinct piconets. A QoS * This work was supported by the National Science Council of the Republic of China under grant nos. Table 1 . Bluetooth ACL data packets scheduling mechanism for scatternets was recently investigated by Kim et al. [6] . The algorithms proposed by Kim et al. are suitable for tree-structure scatternets [12] . The success rate of QoS-aware scheduling algorithms drops off for non-tree-structure scatternets. It also degrades the bandwidth utilization of each Bluetooth device. In this paper, we address these on-demand quality-of-service routing and interpiconet scheduling problems. A credit-based QoS (CQ) routing protocol is developed which considers different Bluetooth packet types which have different bandwidth utilization levels [8] . This work can improve the bandwidth utilization of Bluetooth scatternets. Interpiconet scheduling problems can be resolved by our CQ approach. Both centralized and distributed algorithms are provided to improve bandwidth utilization. The simulation results illustrate that our CQ routing algorithm performs better than Kim et al.'s approach [6] . The rest of this paper is organized as follows. Section 2 introduces some preliminary work. In Section 3, we develop the centralized QoS routing protocol and the distributed QoS routing protocol. Section 4 discusses the experimental results. Finally, Section 5 concludes this paper.
Preliminary

ACL/SCO Link Properties of Bluetooth
According to Bluetooth specifications [5] , two types of the traffic links are used: one is the asynchronous connectionless (ACL) link and the other one is the synchronous connection-oriented (SCO) link. This paper only discusses QoS problems for data transmission in ACL links. In the following, we only investigate QoS issues in ACL links. The packet of an ACL link may have one, three, or five time slots h   D   {0,1,4,5,6,7,8,9,10,11,12,13}   {0,1,2,3,4,5,6,7,8,9,14,15}   6 7 12 13   2 3 14 15  12 13   {0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15}   {2,3,6,7,10,11,14,15} {2,3 as shown in Table 1 [5] [8] . This fact motivated us to develop an efficient QoS routing protocol in this work by taking different packet types with various bandwidth utilization levels into account.
A high-performance QoS routing protocol is designed if the protocol has better time slot utilization. To simplify our presentation, we only discuss the time-slot reservation scheme for even-numbered time slots to indicate the fact that each traffic pair adds the POLL or ACK. packets.
Basic Idea of the CQ Protocol
Lower bandwidth utilization of each Bluetooth device is the drawback of Kim et al.'s approach [6] . Only using DM1 packets leads to the problem of lower bandwidth utilization. Furthermore, Kim et al.'s approach [6] is only suitable for tree-structure scatternets [12] . The lower success rate of searching for a QoS route is obtained for non-tree-structure scatternets. To improve the bandwidth utilization and success rate, a new QoS scheduling scheme was investigated which not only adopts DM1 packets but also uses DM3 and DM5 packets for the QoS scheduling.
In the following, we use an example to point out the drawback of Kim et al.'s scheme. This example attempts to find a QoS route (S, e, B, g, a, D) with the QoS requirement of transmitting 51 bytes per polling interval. Fig. 1 shows an example of bandwidth usage of a Bluetooth scatternet before finding a QoS route. The divide-and-conquer approach used in Kim et al.'s scheme [6] repeatedly splits the trafficload matrix defined in [6] into traffic-load sub-matrices until the traffic-load sub-matrix contains only DM1 packets to prevent contention for the time slot reservation. That is to say, only DM1 packets are used to construct a QoS route in
←→ XY denote the traffic link between Bluetooth devices X and Y . But it failed to find three DM1 packets in link ← → ga , and therefore it failed to search for a QoS route.
To transmit 51 bytes per polling interval, we can use three DM1 packets or one DM3 packet from Table 1 . Our main idea is to possibly use DM5, DM3, and DM1 packets to achieve the goal of using fewer free time slots. This work mainly attempts to improve the bandwidth utilization and promote the success rate of searching for a QoS route. Given the same scenario as in Fig.1 , the QoS scheduling result using Kim et al.'s scheme fails. Fig. 2 gives a successful QoS scheduling result using our new scheduling scheme. Therefore, a QoS route (S, e, B, g, a, D) with the QoS requirement of transmitting 51 bytes is successfully constructed. Packets with different types of support for Figure 2 . QoS scheduling result using our scheme.
QoS requests produce different bandwidth utilization levels. This obviously causes the problem of low bandwidth utilization and degradation of the success rate. Developing a new scheduling scheme by adopting DM1, DM3, and DM5 packets is the key idea of our work.
A Centralized On-Demand QoS Routing Protocol
Phase I: Free Time-Slot Information Collection
A Bluetooth scatternet is assumed to initially be formed by existing formation protocols [7] [9] [12] . The detailed collection of free time-slot information from source to destination nodes is performed. The source node initiates the QoS REQuest, or BQ REQ, packet and floods into Bluetooth scatternets until the BQ REQ packets arrive at the destination node. Each BQ REQ packet records all free time-slot information of links along a path from the source node to the destination node.
In the following, we describe how to calculate free time slots between two adjacent nodes in Bluetooth scatternets. Let {α 1 , α 2 , ..., α k } denote a free time-slot set for a Bluetooth device in a Bluetooth scatternet. For instance as shown in Fig. 1, {0, 1, 2, 3, 4 , 5, 8, 9, 10, 11, 14, 15} is the free time-slot set of node S. Given a pair of adjacent nodes, A and B, free time-slot sets of A and B are {α 1 ,α 2 ,...,α k1 } and {β 1 ,β 2 ,...,β k2 }, where 
. Each row of matrix M f denotes the shared free time slots Fig. 3(a) . The first row of matrix M f is {0, 1, 2, 3, 4, 5, 8, 9, 10, 11, 14, 15} for L(S, e).
consider route (S, e, B, g, a, D), matrix M f is constructed for links L(S, e), L(e, B), L(B, g), L(g, a), and L(a, D) as illustrated in
Let F (X, Y ) and B(X, Y ) denote the free time slots and busy time slots of link L(X, Y
) or ←→ XY . Given route (s 0 , M 1 , s 1 , M 2 , · · · , W, X, Y, Z · · · , M i , s i ), we con- sider three adjacent links, ← − → W X, ←→ XY , and ← → Y Z, along the route. Number list P (δ) L(X,Y ),L(Y,Z) is constructed by P (δ i ) L(X,Y ),L(Y,Z) , where 0 ≤ i ≤ polling interval. Each P (δ i ) L(X,Y ),
L(Y,Z) denotes a credit value of i-th time slots for links L(X, Y ) and L(Y, Z) as follows.
where 0 ≤ i < polling interval.
Similarly, number list P (δ) L(X,Y ),L(W,X) is used to denote the credit values of links L(X, Y ) and L(W, X), where every
Let p denote the permutation of any packet types to satisfy the QoS requirement. For example, the QoS requirement is 224 bytes per cycle time, and four different packet types are produced, i.e., p = 4; (1) a DM5 packet, (2) two DM3 packets, (3) one DM3 packet and eight DM1 packets, and (4) 16 DM1 packets. For the other example shown in Fig. 3(a) , p = 2 for the QoS requirement of 51 bytes for L(e, B) and one DM3 packet and three DM1 packets are produced.
With P (δ) L(e,B),L(S,e) + P (δ) L(e,B),L(B,g)
, there are m conditions of time reservation if we only consider one kind of packet type to satisfy the QoS requirement. For the same example of L(e, B) shown in Fig. 3(a) , if we consider one DM3 packet, it can be reserved for time slot (8, 9, 10, 11) . Therefore, m = 1. If we consider three DM1 packets, they can be reserved on (0, 1), (4, 5) , and (8, 9) or (0, 1), (4, 5) and (10, (e,B),L(B,g) , then time-slot reservation is given as follows.
with a lower number of shared free time slots, such that route
If there is more than one link with the same fewer number of free time slots, then we randomly select one link from them. (C2) With the QoS requirement, we first try possible DM5 packets to satisfy the QoS requirement of link L(X, Y ). If these do not satisfy the QoS requirement, we continue to try possible DM3 packets to satisfy the QoS requirement. Then, if the QoS requirement is still not satisfied, we continue to try possible DM1 packets to satisfy it. All of the above operations depend on the priority of the summed number For instance as shown in Fig. 3(a) , a route (S, e, B, g, a, D) with M f is split into two sub-paths, (S, e) and (B, g, a, D) , with M f and M f , since ← → eB has eight free time slots. The QoS requirement is 51 bytes per cycle time. As illustrated in Fig. 3(a) , DM3 is reserved to L(e, B), and DM3 is recursively reserved to L(S, e). Sub-matrix M f for (B, g, a, D) is split into  (B, g) and (a, D) after DM3 is allocated to L(g, a) . Finally, 3 DM1 packets are reserved in L(B, g) and one DM3 is allocated to L(a, D) .
After performing the time-slot reservation operation, the destination node replies with a REPly (RREP) packet from the destination node to the source node to reserve time slots with the QoS requirement and which releases all unrelated time slots in all other routes. The time complexity of the credit-based algorithm is given.
Optimal Algorithm
To provide an optimal solution for constructing a QoS route, an optimal algorithm is presented as follows. Given route 
and matrix M f , the optimal time slot reservation is given. The centralized QoS on-demand routing protocol suffers from a scalability problem. To reduce the scalability problem, a distributed credit-based QoS (DCQ) protocol can be easily applied if every three-hop neighboring nodes simply execute the CCQ protocol. We omit the details herein.
Performance Analysis
Our study mainly presents a new credit-based time-slot reservation protocol. To evaluate our credit-based protocol and Kim et al.'s protocol [6] , we have implemented them using the Network Simulator (ns-2) [10] and BlueHoc [11] . The performance metrics of the simulation are given below.
• Success rate: the number of successful QoS route requests divided by the total number of QoS route requests. Fig. 4(a), (b) , (c), and (d). In general, COQ, CCQ, and DCQ had higher success rates than did KIM. This is because KIM wastes too many POLL time slots using DM1 packets. The low success rate for KIM seriously occurred in the case of DM 1: DM 3: DM 5 = 1: 1: 3 as shown in Fig. 4(d) . Fig. 6 shows throughput vs. the number of QoS requests under four QoS requirement scenarios. The higher the success rate is, the higher the throughput will be. In addition, Fig. 6(a)(c)(d) show the lower performance of KIM when the number of QoS requests increases. Therefore, the KIM has the lowest throughput. This also explains why DM 1: DM 3: DM 5 = 3: 1: 1 has smooth curves for the success rate and throughput in Fig. 4(b) and Fig. 6(b) , respectively. Fig. 6 shows that the average throughput of KIM is about 50% of those values for COQ, CCQ, and DCQ. Fig. 7 shows the bandwidth efficiency vs. number of QoS requests under four QoS requirement scenarios. Basically, Fig. 7 illustrates that the bandwidth efficiency of COQ > that of CCQ > that of DCQ > that of KIM for the four QoS requirement scenarios.
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Conclusions
In this paper, we address on-demand QoS routing and interpiconet scheduling problems. A centralized credit-based QoS routing protocol was developed which considers different Bluetooth packet types. Both centralized and distributed algorithms were investigated to improve the bandwidth utilization. The simulation result illustrates that our algorithm had better performance compared to Kim et al.'s approach. The QoS scheduling is expectably designed in the L2CAP to possibly implement our scheduling scheme in actual Bluetooth devices. 
