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a b s t r a c t
A parametric family of n-dimensional extreme-value copulas of Marshall–Olkin type
is introduced. Members of this class arise as survival copulas in Lévy-frailty models.
The underlying probabilistic construction introduces dependence to initially independent
exponential random variables by means of first-passage times of a Lévy subordinator.
Jumps of the subordinator correspond to a singular component of the copula. Additionally,
a characterization of completely monotone sequences via the introduced family of copulas
is derived. An alternative characterization is given by Hausdorff’s moment problem in
terms of random variables with compact support. The resulting correspondence between
random variables, Lévy subordinators, and copulas is studied and illustrated with several
examples. Finally, it is used to provide a general methodology for sampling the copula in
many cases. The new class is shown to share some properties with Archimedean copulas
regarding construction and analytical form. Finally, the parametric form allows us to
compute different measures of dependence and the Pickands representation.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
It is appropriate to start with the definition of a copula. Standard references on this topic include e.g. the books [1–3].
Definition 1.1 (Copula). A copula is an n-dimensional distribution function C : [0, 1]n → [0, 1] of a random vector
(U1, . . . ,Un), where the marginal law of Ui is the uniform distribution on [0, 1] for all i ∈ {1, . . . , n}.
Copulas have become a popular tool in practical applications, since the concept of copulas is relatively simple and, by
the celebrated Sklar’s Theorem (see [4]), it serves as an elegant approach for imposing a dependence structure on pre-
determined marginal distributions. While there are numerous examples of bivariate copulas, high-dimensional copulas are
complicated and only few parametric families are known. Popular classes are the families of elliptical and of Archimedean
copulas (see [5] Chapters 5 and 6); both are of convenient functional form. Whereas in the bivariate case copulas can be
visualized via scatterplots, properties of high-dimensional copulas are typically quantified via dependence measures or
by only analyzing combinations of bivariate marginals. Examples of multivariate dependence measures are n-dimensional
extensions of the bivariate Spearman’s Rho, Kendall’s Tau, and Blomqvist’s Beta (see e.g. [6,7]) or extremal dependence
coefficients as introduced by [8]. In this regard, it is convenient to know a probabilistic interpretation of a copula which
accompanies the analytical form and explains how the dependence structure arises.
For n ≥ 2 and a given sequence {ak}k=0,...,n−1 themain purpose of the present paper is to study the function Cn : [0, 1]n →
[0, 1],
Cn(u1, . . . , un) =
n∏
i=1
uai−1(i) , (1)
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where u(1) ≤ u(2) ≤ · · · ≤ u(n) denotes the ordered list of the real numbers u1, . . . , un. It is evident from Eq. (1) that Cn
satisfies the extreme-value propertyCn(ut1, . . . , u
t
n) = Cn(u1, . . . , un)t for all t > 0 and is invariant under permutations of its
arguments. A necessary and sufficient condition on the sequence {ak}k=0,...,n−1 for Cn to be a copula is given in Theorem 3.1:
{ak}k=0,...,n−1 has to be n-monotone. In this case, all k-dimensional marginals are also of form Ck, with k = 2 being the
bivariate Cuadras–Augé copula. If {ak}k=0,...,n−1 is defined via the moments of a random variable on [0, 1], an n-dimensional
random vector with survival copula Cn and univariate exponential marginals is constructed, which suggests a sampling
methodology.
Copulas of form (1) are interesting for several reasons.
• Firstly, well-known copulas are included: if the sequence {ak}k=0,...,n−1 is chosen as ak = αk for some α ∈ [0, 1], then
Cn coincides with the exchangeable version of a copula presented in [9], a sampling routine for which is constructed
in [10]. If {ak}k=0,...,n−1 is chosen as a0 = 1, ak = α ∈ [0, 1], k ≥ 1, then Cn coincides with a copula that occurs
in [11], on page 124. Multivariate distributions of this kind were introduced by [12]. The probabilistic interpretation of
univariate marginals being coupled via a common shock is illustrated in [13]. More generally, if {ak}k=0,...,n−1 is chosen
as ak = Ψ (k + 1) − Ψ (k) for a Laplace exponent Ψ of a suitable Lévy subordinator, then [14] show that Cn is a copula.
The present work embeds these copula families into a general framework.
• Secondly, there is a deep connection of the presented family to Archimedean copulas. Recall that Archimedean copulas
can be interpreted as survival copulas in frailty models; see e.g. [15,16]. The underlying construction introduces
dependence to initially independent exponential random variables by means of a joint trigger variable; see e.g. [17].
The resulting parametric form is determined by the Laplace transform of the trigger. In the present framework, a Lévy
subordinator replaces the static trigger and the resulting copula is of form (1). In parallel to the Archimedean case, the
parameters of the copula depend on the Laplace transform of the common factor, which is now a Lévy subordinator. For
this interpretation, the term Lévy-frailty copula is used.
• Thirdly, Lévy-frailty copulas constitute an interesting characterization of completely monotone sequences with
multivariate distribution functions. This complements a theorem of [18] on the relation of completely monotone
functions and Archimedean copulas.
• Finally, an important property of Cn is its singular component. While such copulas often have complicated
representations, the simple parametric form (1) allows us to derive quantitative results on the dependence structure;
compare Corollaries 4.2 and 4.3. Moreover, it is possible to determine the Pickands representation of the extreme-value
copula Cn and the associated measure on the n-dimensional unit simplex.
The remainder of the paper is organized as follows. Section 2 recalls required notions and results. Section 3 presents as
main theorems a necessary and sufficient condition on the parameters for Cn to be a copula and a probabilistic construction
of Cn. Statistical properties of the copula are established in Section 4. Section 5 studies a correspondence between random
variables and Lévy subordinators which is crucial for sampling applications. Section 6 gives a list of specific examples of
Lévy-frailty copulas. Finally, Section 7 concludes and the Appendix contains the proofs.
2. Mathematical background
The first required concept is the notion of extreme-value copulas. Results for this class are important for the present
investigation, since the copula of interest is of this type.
Definition 2.1 (Extreme-Value Copula). A copula C : [0, 1]n → [0, 1] is called an extreme-value copula if it satisfies the
extreme-value property C(ut1, . . . , u
t
n) = C(u1, . . . , un)t for all t > 0.
Examples for such copulas include the independence copula Π(u1, . . . , un) = ∏ni=1 ui and M(u1, . . . , un) =
min{u1, . . . , un}, the upper Fréchet–Hoeffding bound. The defining property of extreme-value copulas is easily verified to
hold for Cn as defined in Eq. (1). Each extreme-value copula admits a so-called Pickands representation (see [19]), which is
essential in the proof of Theorem 3.1.
Theorem 2.2 (Pickands Representation). C(u1, . . . , un) is an extreme-value copula if and only if there exists a positive finite
measure H on the n-dimensional unit simplex S := {(u1, . . . , un) ∈ [0, 1]n | u1 + · · · + un = 1}, subject to the condition∫
S ujdH(u1, . . . , un) = 1, for all j ∈ {1, . . . , n}, such that
C(u1, . . . , un) =
(
n∏
i=1
ui
)B log u1n∑
k=1
log uk
,...,
log un
n∑
k=1
log uk

,
where B, called the Pickands dependence function, is defined on S and given by
B(w1, . . . , wn) =
∫
S
max {u1w1, . . . , unwn} dH(u1, . . . , un).
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A property of sequences, extensively used later on, is completemonotonicity. Standard references for completelymonotone
and completely alternating sequences are e.g. [20–23]. The notation of [24] is adopted in the following.
Definition 2.3 (Complete Monotonicity). For any sequence {ak}k∈N0 of real numbers the difference operator ∇ is defined as
∇ak := ak− ak+1 for all k ∈ N0. The sequence {ak}k∈N0 is called completely monotone if∇ jak ≥ 0 for all k ∈ N0 and all j ∈ N0,
with the convention ∇0ak := ak. The sequence {ck}k∈N0 is called completely alternating if ∇ jck ≤ 0 for all k ∈ N0 and all
j ∈ N.
By iterating the difference operator it follows that (see [24], page 30)
∇ jak =
j∑
i=0
(−1)i
(
j
i
)
ak+i, k ∈ N0, j ∈ N0.
For the remainder of the article it is further convenient to consider the following notion of n-monotonicity for finite
sequences. Intuitively, a finite sequence {ak}k=0,...,n−1 is n-monotone if∇ j−1ak ≥ 0whenever this expression iswell-defined.
Definition 2.4 (n-Monotonicity for Finite Sequences). A finite sequence {ak}k=0,...,n−1 is called n-monotone if it satisfies
∇ j−1ak ≥ 0, k = 0, . . . , n− 1, j = 1, . . . , n− k. (2)
Condition (2) is partially redundant, i.e. it is possible to equivalently define n-monotonicity using fewer conditions as shown
in Lemma 2.5.
Lemma 2.5. The sequence {ak}k=0,...,n−1 is n-monotone if and only if
∇n−1−kak ≥ 0, k = 0, . . . , n− 1.
Proof. The proof is postponed to Appendix A.2. 
The following lemma establishes a 1–1 relation between completely alternating sequences with c0 = 0 and completely
monotone sequences.
Lemma 2.6. Let {ak}k∈N0 be completely monotone. Then the sequence {ck}k∈N0 , defined by c0 := 0, ck :=
∑k−1
i=0 ai, k ≥ 1, is
completely alternating. Conversely, let {ck}k∈N0 be completely alternating with c0 = 0. Then the sequence {ak}k∈N0 , defined by
ak := −∇ck, k ≥ 0, is completely monotone.
Proof. This is an elementary computation. 
The last required object is a Lévy subordinator. This notion will be the key to a probabilistic interpretation of Cn. For
further background on Lévy processes we refer the reader to the books of [25–29].
Definition 2.7 (Lévy Subordinator). A stochastic processΛ = {Λt}t≥0 on a probability space (Ω,F , P) is a Lévy subordinator
if it is stochastically continuous, non-decreasing, and has independent and stationary increments. The Laplace transform of
such a process is known to admit the form
E[e−xΛt ] = e−t Ψ (x), ∀x ≥ 0, t ≥ 0,
where the functionΨ : [0,∞)→ [0,∞) is called the Laplace exponent ofΛ. It is completely determined by a non-negative
drift µ ≥ 0 and a positive measure ν on (0,∞], called the Lévy measure, via the Lévy–Khintchine formula
Ψ (x) = µ x+
∫
(0,∞]
(1− e−t x) ν(dt).
Note that the convention exp(−∞) := 0 is applied and ν({∞}) > 0 is supported, meaning that the processΛmay jump to
the absorbing state infinity. Moreover, the convention 0 · ∞ = 0 is used which implies that Ψ (0) = 0, even though ν may
assign positive mass to infinity.
Finally, this section closes with two fundamental theorems that emphasize the relevance of sequences as mentioned in
Definition 2.3. Theorem 2.8 is a well-known result of [30] which gives the solution of the so-called moment problem for
distributions on the unit interval. This result suggests an elegant way to construct high-dimensional parametric families of
Lévy-frailty copulas; compare Corollary 3.4.
Theorem 2.8 (Hausdorff [30]). The sequence {ak}k∈N0 is completely monotone and a0 = 1 if and only if there exists a random
variable X : Ω → [0, 1] such that ak = E[Xk] for all k ∈ N0. Moreover, the random variable X is uniquely determined by its
moments.
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Proof. See page 225 ff in [21]. 
Theorem 2.9 is a recent result of [24], who study the moment problem for convex distribution functions and derive their
result as byproduct. Being the key to a probabilistic interpretation of Cn, Theorem 2.9 combined with a construction of [14]
yields Theorem 3.3, which implies a sampling methodology as discussed in Section 5.
Theorem 2.9 (Gnedin, Pitman [24]). The sequence {ck}k∈N0 with c0 = 0 is completely alternating if and only if there exists a
Lévy subordinator Λ with Laplace exponent Ψ such that ck = Ψ (k) for all k ∈ N0. Moreover, Λ is uniquely determined by this
sequence.
Proof. See [24], Corollary 4.2. 
Note that the uniqueness in Theorems 2.8 and 2.9 follows from a classical result of Müntz and Szász; see [31,32]. Two
special cases of completely alternating sequences require extra attention.
Remark 2.10 (Special Cases). Firstly, if c0 = c1 = · · · = 0, then the corresponding Lévy subordinator is identically zero.
Secondly, if c0 = 0 and ck = α > 0 for all k ≥ 1, then the subordinator is determined by zero drift and a Lévymeasurewhich
concentrates all mass at infinity. From a probabilistic point of view this means that the subordinator is identically zero until
it jumps to the absorbing state infinity. The expected number of such jumps per unit of time is α. From an analytical point
of view, the Laplace exponent Ψ in this case is not continuous. Applying the convention 0 ·∞ = 0, positive mass at infinity
introduces a point of discontinuity at zero. In the present example this yields Ψ (x) = α 1{x>0}. Generally, isolating the mass
at infinity allows us to rewrite Ψ as
Ψ (x) = µ x+
∫
(0,∞)
(1− e−x t) ν(dt)+ 1{x>0} ν({∞}).
By Theorem 1.3.23(2) in [28], Ψ is a so-called Bernstein function.
3. Main theorem
It is now explored under what conditions the function Cn of Eq. (1) is a copula. Theorem 3.1 solves this question bymeans
of a necessary and sufficient condition on the sequence {ak}k=0,...,n−1: the required condition is n-monotonicity. Moreover,
if Cn is considered for all n ≥ 2 simultaneously, a characterization of complete monotonicity via Lévy-frailty copulas is
deduced.
Theorem 3.1 (Main Theorem). Cn(u1, . . . , un) = ua0(1) ·ua1(2) · · · uan−1(n) is a copula if and only if the sequence {ak}k=0,...,n−1 satisfies
a0 = 1 and is n-monotone.
Proof. The proof of Theorem 3.1 is given in detail in Appendix A.3. 
An interesting byproduct of the proof of sufficiency is the explicit form of the measure H defining the Pickands
dependence function; compare Corollary 4.1. Proving necessity leads to a probabilistic interpretation of the parameters
of the copula as well as the upper-extremal dependence coefficient in closed form. These results are summarized in
Corollary 4.2. The following example illustrates Theorem3.1 bywriting out the condition of n-monotonicity on the sequence
of parameters for the low-dimensional cases n ∈ {2, 3, 4}.
Example 3.2 (Low-Dimensional Examples).
(a) In the bivariate case, Theorem 3.1 corresponds to
min{u1, u2} ·max{u1, u2}a1 is a copula ⇔ 0 ≤ a1 ≤ 1.
This family coincides with the bivariate Cuadras–Augé family; see [9].
(b) In the trivariate case, using Lemma 2.5 and Theorem 3.1 implies
u(1) u
a1
(2) u
a2
(3) is a copula ⇔ 0 ≤ a2 ≤ a1, 2 a1 ≤ 1+ a2.
(c) In the case n = 4, using Lemma 2.5 and Theorem 3.1 implies
u(1) u
a1
(2) u
a2
(3) u
a3
(4) is a copula ⇔ 0 ≤ a3 ≤ a2, 2 a2 ≤ a1 + a3,
1− 3 a1 + 3 a2 − a3 ≥ 0.
Next, a probabilistic construction for the copula Cn is derived. Assuming that the sequence {ak}k=0,...,n−1 can be extended
to a completely monotone sequence {ak}k∈N0 with a0 = 1, it is shown that Cn may be interpreted as a survival copula in a
certain frailty model. Note that the first nmembers of a completely monotone sequence are always n-monotone. However,
not every n-monotone sequence can be extended to a completely monotone sequence. A simple example is the 3-monotone
sequence (1, 1/2, )with  < 1/4. This is due to the fact that the secondmoment of a random variable with values in [0, 1]
and mean 1/2 is greater than or equal to 1/4 by Jensen’s inequality. By Theorem 2.8 it is thus impossible for a completely
monotone sequence to start with (1, 1/2, ) for  < 1/4.
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Theorem 3.3 (Construction of Cn). Assume that {ak}k=0,...,n−1 can be extended to a completely monotone sequence {ak}k∈N0 and
a0 = 1. A random vector (U1, . . . ,Un) with copula Cn can be constructed as follows: let E1, . . . , En be i.i.d. unit exponential
random variables. Combining Lemma 2.6 and Theorem 2.9 there exists a Lévy subordinator Λwith Laplace exponent Ψ satisfying
Ψ (k+ 1)− Ψ (k) = ak, k ∈ N0, independent of E1, . . . , En. The random vector (τ 1, . . . , τ n), defined by
τ i := inf {t ≥ 0 : Λt ≥ Ei} , i = 1, . . . , n, (3)
has survival copula Cn and each τ i is unit exponentially distributed. It follows that the random vector (U1, . . . ,Un), defined by
Ui := exp(−τ i) for i = 1, . . . , n, has joint distribution function Cn.
Proof. The construction (3) is used in the context of credit–risk modeling by [14]. For the reader’s convenience, the proof is
repeated in Appendix A.4. 
A distinctive property of Cn is the singular component. As regards Theorem 3.3, the possibility that the Lévy subordinator
jumps across more than one trigger variable at a time results in a positive probability of two or more random variables τ i to
have the same value. In practical applications the subordinatorΛmight be interpreted as a stochastic clock which triggers
certain events at times τ 1, . . . , τ n by exceeding the levels E1, . . . , En. A strong growth of Λ thereby corresponds to a time
period with multiple events. It is further possible to adjust the univariate distribution of τ i by replacing t with a suitable
increasing function hi(t); see [14].
Applying Theorem2.8 allowsus to parameterize a large subclass ofCn via themoments of a randomvariable,whichmakes
testing {ak}k=0,...,n−1 for n-monotonicity obsolete.Moreover, a probabilistic construction of such copulas can be derived from
Theorem 3.3. More precisely, let X be some random variable taking values in [0, 1] and define
Cn(u1, . . . , un) :=
n∏
i=1
uE[X
i−1]
(i) .
Then Cn is a copula, since Theorem 2.8 implies that {E[Xk]}k=0,...,n−1 is an n-monotone sequence. This sequence can be
extended to a completely monotone sequence, so Theorem 3.3 applies.
Theorem 3.1 gives another characterization of completely monotone sequences by means of a copula which deserves to
be formulated as a corollary.
Corollary 3.4 (Hausdorff’s Theorem for Copulas). The following statements are equivalent.
(a) The sequence {ak}k∈N0 is completely monotone with a0 = 1.
(b) There exists X : Ω → [0, 1] such that ak = E[Xk] for all k ∈ N0.
(c) The function Cn from Eq. (1) is a copula for all n ≥ 2.
Proof. The first equivalence is the classical result of [30]. For the second equivalence it is enough to observe that a sequence
{ak}k∈N0 is completely monotone if and only if the finite sequence {ak}k=0,...,n−1 is n-monotone for every n ≥ 2. Thus,
Theorem 3.1 establishes the claim. 
Remark 3.5 (Similarity to Archimedean Copulas). A copula C : [0, 1]n → [0, 1] is called Archimedeanwith generator function
ϕ, subject to certain conditions, if it admits the functional form
C(u1, . . . , un) = ϕ
(
ϕ−1(u1)+ · · · + ϕ−1(un)
)
. (4)
Thus, Archimedean copulas are completely parameterized by a function ϕ. A necessary and sufficient condition on the
function ϕ for being the generator of an Archimedean copula is presented in [17]: ϕ has to be n-monotone. In contrast,
Cn is parameterized by a sequence instead of a function. Complementary to the result in [17], the necessary and sufficient
condition on this sequence for Cn to be a copula is n-monotonicity. Moreover, Eq. (4) defines a copula for all n ≥ 2 if and only
if ϕ is completely monotone, i.e. if it is the Laplace transform of a non-negative random variable; see [18]. In Corollary 3.4 it
is stated that Cn is a copula for all n ≥ 2 if and only if the sequence of parameters is completely monotone, i.e. the sequence
of moments of a random variable on the unit interval. In this regard, the present investigation is complementary to [18,17].
Comparing the probabilistic construction of Cn to that of Archimedean copulas leads to even closer insight into the
similarity between the two families. Parallel to the construction presented in Theorem 3.3 let E1, . . . , En be i.i.d. unit
exponential random variables. As a common factor letW be any random variable taking values in [0,∞), independent of
E1, . . . , En. Denote by ϕ the Laplace transform ofW , i.e. ϕ(x) = E[exp(−xW )]. Then the random vector (E1/W , . . . , En/W )
has an Archimedean survival copula which is given by the generator ϕ. Thus, the construction of Cn is related to that of
Archimedean copulas, the difference being that the common factorW is replaced by a Lévy subordinatorΛ and first-passage
times are considered instead of fractions. The fact thatΛ is a stochastic process, in contrast to a random variableW , results
in the ordering that occurs in Eq. (1).
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4. Statistical properties of Cn
This section collects statistical properties of the copula Cn. First of all, the Pickands representation of Cn is given in
Corollary 4.1.
Corollary 4.1 (Pickands Representation of Cn). Assume {ak}k=0,...,n−1 to be n-monotone and a0 = 1. The measure H on the n-
dimensional unit simplex S corresponding to the Pickands dependence function of the extreme-value copula Cn(u1, . . . , un) =
ua0(1) · ua1(2) · · · uan−1(n) is given by
H =
n−1∑
j=0
(
n− 1
j
)
∇ jan−1−j H(j),
where for j ∈ {0, . . . , n− 1} the measure H(j) is discrete and defined by
H(j)
({
1
j+ 1 (ei0 + · · · + eij)
})
= j+ 1(
n−1
j
) , 1 ≤ i0 < · · · < ij ≤ n,
with H(j) zero otherwise, and el = (0, . . . , 0, 1, 0, . . . , 0)′ is the l-th unit vector in Rn. In particular, the Pickands dependence
function is given by B(w1, . . . , wn) =∑ni=1 an−iw(i).
Proof. This representation is derived in the proof of sufficiency in Theorem 3.1. 
Note that Corollary 4.1 extends Example 4.3.2 of [11], where the Pickands dependence function is derived for the case
a1 = · · · = an−1 = α. Next, a probabilistic interpretation of the parameters of Cn is given. In the bivariate case the coefficient
of upper-tail dependence is 1 − a1. This is in agreement with a well-known property of bivariate Cuadras–Augé copulas;
see [9]. Another direct consequence of the proof of Theorem 3.1 is a formula for a multivariate extension of upper-tail
dependence. To this end, recall the upper-extremal dependence coefficient (UEDC) as introduced by [8]. For a random vector
(U1, . . . ,Un)with standard uniformly distributed univariate marginals and copula C it is defined as
UEDCC = lim
t↑1 P (min{U1, . . . ,Un} > t | max{U1, . . . ,Un} > t) .
Heuristically speaking, UEDCC may be interpreted as the probability that all univariatemarginals are large given that at least
one of them is large.
Corollary 4.2 (Formula for ak and the UEDC of Cn).
1. The proof of Theorem 3.1 constitutes a probabilistic interpretation of the sequence {ak}k=1,...,n−1, namely
ak = lim
t↑1 P (U1 ≤ t, . . . ,Uk ≤ t | Uk+1 > t)
= 1− lim
t↑1 P (max{U1, . . . ,Uk} > t | Uk+1 > t) ,
where (U1, . . . ,Un) is a random vector with joint distribution function Cn.
2. The upper-extremal dependence coefficient of Cn is given by
UEDCCn =
∇n−1a0
a0 + · · · + an−1 .
Proof. 1. The parameter ak = (1/a0)∇0ak is computed as a byproduct of the proof of necessity in Theorem 3.1; compare
Eq. (10) with j = 1.
2. With cn = a0 + · · · + an−1 the expression (1/cn)∇n−1a0 is computed as a byproduct of the proof of necessity in
Theorem 3.1; compare Eq. (10) with k = 0 and j = n. 
Another multivariate dependence measure is Spearman’s Multivariate Rho; see [6]. For a given n-dimensional copula C ,
Spearman’s Multivariate Rho ρn is defined via
ρn :=
∫
[0,1]n C(u1, . . . , un)d(u1, . . . , un)−
∫
[0,1]n Π(u1, . . . , un)d(u1, . . . , un)∫
[0,1]n M(u1, . . . , un)d(u1, . . . , un)−
∫
[0,1]n Π(u1, . . . , un)d(u1, . . . , un)
= n+ 1
2n − (n+ 1)
(
2n
∫
[0,1]n
C(u1, . . . , un)d(u1, . . . , un)− 1
)
.
Note that ρn can be interpreted as the normalized average distance between the copula C and the independence copulaΠ .
The case ρ2 agrees with the commonly used Pearson’s correlation coefficient; see [2], page 137.
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Corollary 4.3 (Spearman’s Multivariate Rho for Cn). Suppose one is given the copula Cn(u1, . . . , un) = ua0(1) · ua1(2) · · · uan−1(n) .
Spearman’s Multivariate Rho for Cn is given by
ρn = n+ 12n − (n+ 1)
2n−1 n! ( n∏
k=2
(
k+
k−1∑
i=0
ai
))−1
− 1
 .
Proof. See Appendix A.5. 
5. Sampling Lévy-frailty copulas
The construction of Cn in Theorem 3.3 suggests a natural sampling methodology. Recall that a subclass of Cn is given by
sequences ak := E[Xk] of moments of a random variable on [0, 1]; compare Corollary 3.4. In particular, each parametric
family of distributions on [0, 1] corresponds to a parametric family of Lévy-frailty copulas. In order to sample such a copula,
the probabilistic construction presented in Theorem 3.3 requires one to find the Lévy subordinator which corresponds to
the given random variable X . This section addresses this issue. To begin with, an important 1–1 correspondence between
random variables on [0, 1] and a certain set of subordinators is pointed out. Note that a random variable X is identified
with its distribution function and a Lévy subordinator with its Laplace exponent. Regarding the required sampling of Lévy
processes, the reader is referred to Chapter 6 of [29] and the references therein.
Remark 5.1 (1–1 Correspondence). Let (Ω,F , P) be a probability space. There is a bijection
{X : Ω → [0, 1] random variable}
1−1↔ {{ak}k∈N0 completely monotone | a0 = 1} by Theorem 2.8
1−1↔ {{ck}k∈N0 completely alternating | c0 = 0, c1 = 1} by Lemma 2.6
1−1↔ {Λ Lévy subordinator on (Ω,F , P) | Ψ (1) = 1} by Theorem 2.9.
In the sequel denote byH the mapping from the set of subordinators to the set of random variables, and byH−1 its inverse
mapping.
The mapping H is studied in what follows. Before giving specific examples of random variables and their associated
subordinators in Section 6, two general lemmata are establishedwhich solve this issue for a broad class of random variables.
Lemma 5.2 (Distributions with Atoms). If Λ is a subordinator with deterministic drift µ and Lévy measure ν such that one is
a fixpoint of the Laplace exponent, it holds that P(H(Λ) = 1) = µ. Moreover, for a ∈ [0, 1) it holds that P(H(Λ) = a) =
(1 − a) ν({− log a}). Here, − log 0 := ∞, so the mass of H(Λ) at zero determines the mass of ν at infinity. In particular, this
implies that discrete random variables correspond to discrete Lévy measures.
Proof. See Appendix A.6. 
Lemma 5.3 (Absolutely Continuous RandomVariables). Let X be an absolutely continuous random variable on [0, 1]with density
fX defined on (0, 1). ThenH−1(X) has drift µ = 0 and Lévy measure
ν(dx) = e
−x
1− e−x fX
(
e−x
)
dx. (5)
Note in particular that the corresponding Laplace exponent Ψ satisfies Ψ (1) = 1. Conversely, let Λ be a subordinator with
Ψ (1) = 1, zero drift, and Lévy measure ν(dx) = fν(x)dx, absolutely continuous with respect to the Lebesgue measure. Then
X := H(Λ) is absolutely continuous with density given by
fX (x) = 1− xx fν (− log x) , x ∈ (0, 1). (6)
Proof. See Appendix A.7. 
As a byproduct it is possible to characterize the random variables which correspond to subordinators of compound Poisson
type, i.e. processes with only finitely many jumps on bounded time intervals. In terms of the Lévymeasure this is equivalent
to ν((0, ]) <∞ for some  > 0. As long as unbiased sampling strategies for the jump size distribution are available, paths
of these subordinators can be simulated without discretization bias. Moreover, Lemma 5.4 illustrates that the mass of the
Lévy measure near zero corresponds to the mass of the associated random variable near one.
Lemma 5.4 (Subordinators of Finite/Infinite Activity). Let Λ be a Lévy subordinator with Laplace exponent Ψ , satisfying Ψ (1) =
1, drift µ, and Lévy measure ν . The following equality holds in R ∪ {∞}:
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lim
n→∞Ψ (n) = E
[
1
1−H(Λ)
]
.
In particular,Λ is of compound Poisson type if and only if
E
[
1{H(Λ)<1}
1−H(Λ)
]
<∞.
Proof. See Appendix A.8. 
6. Concrete examples of Lévy-frailty copulas
Lemmata 5.2 and 5.3 are now applied to present examples of random variables and their associated Lévy subordinators
(and vice versa). For a given random variable X , sampling paths of the associated subordinatorH−1(X) leads to a sampling
methodology for the copula Cn whose parameters equal the moments of X .
6.1. Independence copula and Fréchet–Hoeffding upper bound
Choosing X ≡ 0 one obtains the subordinator H−1(X) which has zero drift and a Lévy measure ν that satisfies
ν((0,∞)) = 0 and ν({∞}) = 1. This example was already mentioned in Remark 2.10. The corresponding copula is the
Fréchet–Hoeffding upper boundM which represents complete comonotonicity. Choosing X ≡ 1 one obtainsH−1(X)t = t .
This corresponds to the independence copulaΠ .
6.2. Exchangeable Cuadras–Augé copula
Choosing X ≡ α ∈ (0, 1) one obtainsH−1(X)t = log(1/α)Nt , where N is a Poisson process with intensity 1/(1 − α).
Note that in this case Cn coincides with a copula presented in [9] that was mentioned earlier. Since Poisson processes
are particularly easy to sample (see [29], Algorithm 6.1, page 174), this family can efficiently be sampled even in high-
dimensional applications (see [10]).
6.3. Marshall–Olkin family
Choosing X ∼ Binomial(1, α) for some α ∈ (0, 1) one obtains E[Xk] = α, k ≥ 1. The resulting copula Cn coincides
with the family mentioned in the introduction. References are [11, Example 4.3.2, page 124] and [13]. It is a special case of
a distribution which was first considered in [12] and is motivated by a frailty system. From a probabilistic perspective, a
common shock affecting all univariate marginals simultaneously corresponds to a jump of the Lévy subordinator to infinity.
More precisely, the subordinator H−1(X) is determined by the drift µ = α and the Lévy measure ν such that all mass is
concentrated at infinity with ν({∞}) = 1− α.
6.4. Families obtained from discrete random variables
If X is a discrete random variable taking values in {xk}k∈N, xk ∈ [0, 1), with corresponding probabilities {pk}k∈N, then by
Lemma 5.2 the corresponding subordinatorH−1(X) has zero drift and a discrete Lévy measure ν. More precisely, the mass
of ν is concentrated on the set {− log xk}k∈N with corresponding weights {pk/(1 − xk)}k∈N. This corresponds to a weighted
sum of Poisson processes as subordinator. If P(X = 1) > 0 is supported, the subordinator has an additional drift.
Example 6.1 (A Two-Parametric Family). Illustrating the preceding observation, a two-parametric family of copulas can be
constructed as follows: let γ1, γ2 ∈ [0, 1] be such that γ1 + γ2 ≤ 1. Considering the random variable X whose law is
determined by P(X = 0) = 1 − γ1 − γ2, P(X = 1/2) = γ1, and P(X = 1) = γ2, the corresponding Lévy-frailty copula is
given by
Cn(u1, . . . , un) = u(1)
n∏
i=2
u2
−i+1 γ1+γ2
(i) .
Note in particular that the choice γ1 = 0 leads to the Marshall–Olkin family of the preceding example. Applying
Corollaries 4.2 and 4.3 yields
UEDCCn =
1− γ2 − (1− 2−(n−1)) γ1
1+ (n− 1) γ2 + (1− 2−(n−1)) γ1 ,
ρn = n+ 12n − n− 1
 2n−1 n!n∏
k=2
(
k+ 1+ (k− 1) γ2 + (1− 2−(k−1)) γ1
) − 1
 .
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Fig. 1. The left-hand graph shows 2 500 samples of (U1,U2,U3) ∼ C3(u1, u2, u3); the parameters in Example 6.1 are chosen such that (a1, a2) =
(3/5, 2/5). The right-hand graph illustrates the projection of the trivariate samples onto the U1U2-plane. Note that this is the bivariate Cuadras–Augé
case. Both plots show that the copula assigns positive mass to the diagonal and exhibits a positive upper-extremal dependence coefficient.
Fig. 1 illustrates samples of C3 with parameters (γ1, γ2) = (4/5, 1/5). The sampling was done using the construction of
Theorem 3.3; the required subordinator is found as described above.
6.5. A family based on the Gamma distribution
Let Y ∼ Gamma(b, p) for b, p > 0, i.e. Y is defined via the density fY (y) = bp yp−1e−b y 1{y≥0}/0(p). Choosing
X = exp(−Y ), the sequence of moments of X is given by ak = bp/(b + k)p, k ∈ N0. The associated Lévy subordinator
H−1(X) has zero drift and by a density transformation and Lemma 5.3 its Lévy measure is given by
ν(dx) = b
p
0(p)
e−x b
1− e−x x
p−1dx.
Note thatH−1(X) is of compound Poisson type for p > 1 and the jump intensity of this process in the case b = 1 equals the
value of the Riemann zeta function at p > 1. Moreover, note that if b = p = 1, X is uniformly distributed and the Laplace
exponent ofH−1(X) interpolates the harmonic series.
Generalizing the Gamma distribution to the case when X = exp(−Y ), where Y is an arbitrary absolutely continuous
random variable on [0,∞) with density fY , H−1(X) has zero drift and its Lévy measure is given by ν(dx) = fY (x)/(1 −
exp(−x))dx.
6.6. A family based on the Beta distribution
If X ∼ Beta(p, q)with p, q > 0, i.e. the density of X for x ∈ (0, 1) is given by
fX (x) = 1B(p, q) x
p−1 (1− x)q−1, B(p, q) = 0(p)0(q)
0(p+ q) ,
one obtains from Lemma 5.3 thatH−1(X) has zero drift and Lévy measure
ν(dx) = 1
B(p, q)
e−p x (1− e−x)q−2dx.
In this case, according to [33], page 35, the sequence of moments of X which determines the copula Cn is given by
E[Xk] = 0(p+ k)0(p+ q)
0(p)0(p+ q+ k) , k ∈ N0.
Note that in the case q = 2 the subordinatorH−1(X) is a compound Poisson process. Its jump intensity is 1+ p; the jump
size distribution is an exponential distribution with parameter p.
Applying Corollaries 4.2 and 4.3, one observes that the upper-extremal dependence coefficient and Spearman’s
Multivariate Rho ρn are given as follows:
UEDCCn =
B(p, q+ n− 1)
B(p, q− 1)− B(p+ n, q− 1) ,
ρn = n+ 12n − n− 1
 2n−1 n! B(p, q)n−1n∏
k=2
(k B(p, q)+ B(p, q− 1)− B(p+ k, q− 1))
− 1
 .
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7. Conclusion
A parametric family of n-dimensional extreme-value copulas was presented. Each member of this family is specified
by n − 1 parameters. More precisely, it was shown that the function Cn as defined in Eq. (1) is a copula if and only if
the (finite) sequence of its parameters is n-monotone. Considering this result for all n ≥ 2 simultaneously, an alternative
characterization of completelymonotone sequences {ak}k∈N0 subject to the condition a0 = 1was foundbymeans of a copula.
As a corollary to the proof of Theorem 3.1 several qualitative properties of the copula were derived. Firstly, the
Pickands dependence function and the corresponding measure on the unit simplex were found. Secondly, a probabilistic
interpretation of the parameters was given. Thirdly, the upper-extremal dependence coefficient was computed explicitly.
Moreover, the proof of Theorem 3.3 is constructive; hence, a probabilistic interpretation of a subclass of copulas of form (1)
is available. In particular, the induced dependence structure equals that of first-passage times of a Lévy subordinator across
independent exponential random variables. Finally, Spearman’s Multivariate Rho was derived for the new family.
Motivated by the probabilistic construction of the copula, a bijection between the set of all random variables on [0, 1]
and the set of Lévy subordinators such thatΨ (1) = 1 is a fixpoint of their Laplace exponent was investigated. This mapping
was determined for all discrete and absolutely continuous random variables. This result is relevant for practical applications,
since sampling the copula boils down to sampling paths of the associated subordinator. Thus, specifying a copulaCn bymeans
of the moments of a random variable, the above-mentioned bijection allows us to find the corresponding subordinator.
Summarizing, we believe that the family of copulas presented is interesting for several reasons. Firstly, the class of high-
dimensional copulas is enlarged by another parametric family. This class is made tractable for statistical applications by the
present paper. Secondly, the copula exhibits a relevant dependence structurewhich seems suitable for practical applications.
Properties such as a singular component and a positive upper-extremal dependence coefficient are desirable for some
applications; see [14] for an application to credit–risk modeling. Finally, in the process of exploring the properties of the
copula, interesting connections between classical mathematical issues such as moment problems, Lévy subordinators, and
the theory of copulas were presented. Therefore, we hope that the results of this work will be inspiring for applications and
further research beyond the field of copulas.
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Appendix
A.1. A summation identity
Let {ak}k=0,...,n be a finite sequence. Then it holds that
a0 =
n∑
i=0
(n
i
)
∇n−iai. (7)
Proof. Eq. (7) is extracted from the proof of Hausdorff’s moment problem and follows from the more general reciprocity
formula for sequences; see page 225 in [21]. 
A.2. Proof of Lemma 2.5
Necessity in Lemma 2.5 is clear. Sufficiency follows from the claim below using l = 0.
Claim. For all l ∈ {0, . . . , n− 1} it holds that
∇n−1−kak ≥ 0, k = l, . . . , n− 1 ⇒
∇ j−1ak ≥ 0, k = l, . . . , n− 1, j = 1, . . . , n− k.
Proof. The claim is shown by backward induction over l. For l = n − 1 the statement is clear. Assuming that the claim
holds for l ∈ {1, . . . , n − 1}, it is shown that it also holds for l − 1. Assume ∇n−1−kak ≥ 0 for all k = l − 1, . . . , n − 1. In
particular, one observes that ∇n−lal−1 ≥ 0. By the induction hypothesis it follows that ∇ j−1ak ≥ 0 for all k = l, . . . , n − 1
and j = 1, . . . , n− k. What is left to show is that ∇ j−1al−1 ≥ 0 for all j = 1, . . . , n− l. For this, note that
∇ j−1al−1 = ∇ j−1al +∇ jal−1 (8)
for all j = 1, . . . , n− l. The first summand∇ j−1al is non-negative by the induction hypothesis for all j of concern. The second
summand ∇ jal−1 is also non-negative for j = n − l by the induction hypothesis. From these two observations, the claim
follows by a second backward induction over j from Eq. (8). 
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A.3. Proof of Theorem 3.1
Two technical lemmata are required for the proof.
Lemma A.1 (Technical Lemma 1). For j ∈ N and i ∈ {0, . . . , j− 1} the following equality holds:
j
j∑
l=i+1
(−1)l
(
j
l
)
= (i+ 1) (−1)i+1
(
j
i+ 1
)
.
Proof. The claim is easily verified for i = j−1. Now, assume that the statement holds for i. It is then shown that this implies
that the equality also holds for i− 1.
j
j∑
l=i
(−1)l
(
j
l
)
= j
j∑
l=i+1
(−1)l
(
j
l
)
+ j (−1)i
(
j
i
)
= (i+ 1) (−1)i+1
(
j
i+ 1
)
+ j (−1)i
(
j
i
)
= (−1)i
((
j
i
)
j− (i+ 1)
(
j
i+ 1
))
(∗)= (−1)i j
(
j− 1
i− 1
)
= (−1)i i
(
j
i
)
.
For (∗) it is used that(
j
i
)
=
(
j− 1
i− 1
)
+
(
j− 1
i
)
, (i+ 1)
(
j
i+ 1
)
= j
(
j− 1
i
)
.
Thus, the claim is verified by a backward induction over i. 
Lemma A.2 (Technical Lemma 2). For an arbitrary sequence {ak}k=0,...,n−1 (not necessarily n-monotone) of non-negative real
numbers,w1, . . . , wn ∈ R, and n ∈ N it holds that
n∑
i=1
an−iw(i) =
n−1∑
j=0
 ∑
1≤i0<···<ij≤n
max{wi0 , . . . , wij}
 ∇ jan−1−j.
Proof. For n = 1 the claim is easily verified. Now assume that the claim holds for n ≥ 1. It is shown that the claim then holds
for n + 1. Firstly, without loss of generality assume wn+1 = w(n+1) (obviously, the claimed statement does not depend on
the order of thewi, so re-indexing is possible). Then, using the induction hypothesis (IH) on the two sequences {ak}k=0,...,n−1
and {∇ak}k=0,...,n−1, one obtains
n+1∑
i=1
an+1−iw(i) =
n∑
i=1
an+1−iw(i) + a0wn+1
=
n∑
i=1
an−iw(i) −
n∑
i=1
(∇an−i) w(i) + a0wn+1
(IH)=
n−1∑
j=0
 ∑
1≤i0<···<ij≤n
max{wi0 , . . . , wij}
 ∇ jan−1−j
−
n−1∑
j=0
 ∑
1≤i0<···<ij≤n
max{wi0 , . . . , wij}
 ∇ j(an−1−j − an−j)+ a0wn+1
=
n−1∑
j=0
 ∑
1≤i0<···<ij≤n
max{wi0 , . . . , wij}
 ∇ jan−j + a0wn+1.
Note that the first equality in the computation above implicitly uses the assumptionwn+1 = w(n+1), which implies that the
ordered list of the n numbersw1, . . . , wn equals the first n numbers in the ordered list of the n+ 1 numbersw1, . . . , wn+1.
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Next it is observed that∑
1≤i0<···<ij≤n
max{wi0 , . . . , wij} =
∑
1≤i0<···<ij≤n+1
max{wi0 , . . . , wij} −
∑
1≤i0<···<ij≤n+1
at least one il=n+1
max{wi0 , . . . , wij}. (9)
Thus, establishing the claim is equivalent to showing
(∇na0) wn+1 = a0wn+1 −
n−1∑
j=0
 ∑
1≤i0<···<ij≤n+1
at least one il=n+1
max{wi0 , . . . , wij}
 ∇ jan−j
= a0wn+1 − wn+1
n−1∑
j=0
(
n
j
)
∇ jan−j.
Using Eq. (7) from the beginning of the Appendix, changing the order of summation, and using symmetry of the binomial
coefficient, it follows that
a0 =
n∑
j=0
(
n
j
)
∇n−jaj =
n∑
j=0
(
n
n− j
)
∇ jan−j =
n∑
j=0
(
n
j
)
∇ jan−j.
Hence, Eq. (9) is valid and the claim is established. 
We start by proving necessity. By the uniform marginals property of a copula one has Cn(u, 1, . . . , 1) = u for all u ∈ [0, 1].
This implies ua0 = u for all u ∈ [0, 1]. Hence, a0 = 1. Now let (U1, . . . ,Un) be a random vector with distribution function
Cn. We define the sequence c0 := 0, ck :=∑k−1i=0 ai, k = 1, . . . , n. It will be shown that, equivalently to Condition (2), cj > 0
and (1/cj)∇ j−1ak ≥ 0 for all k = 0, . . . , n − 1, j = 1, . . . , n − k. The following computation of (1/cj)∇ j−1ak is to be read
twice. In the first place we let j = 1; then cj = c1 = a0 = 1 and ∇ j−1 = ∇0 is the identity operator. Thus, it is verified that
ak ≥ 0 for all k = 0, . . . , n− 1. From this it follows that cj ≥ c1 = 1 > 0 for all j = 1, . . . , n. Therefore, 1/cj is well-defined
and the second reading for arbitrary j is justified.
1
cj
∇ j−1ak = − 1cj
j−1∑
i=0
ai+k (−1)i+1
(
j− 1
i
)
= − 1
j cj
j−1∑
i=0
ai+k (−1)i+1
(
j
i+ 1
)
(i+ 1)
L. A.1= − 1
cj
j−1∑
i=0
ai+k
j∑
l=i+1
(−1)l
(
j
l
)
= − 1
cj
j∑
l=1
(−1)l
(
j
l
) l−1∑
i=0
ai+k
= − 1
cj
j∑
l=1
(−1)l
(
j
l
)
(cl+k − ck)
= − 1
cj
j∑
l=1
(−1)l
(
j
l
)
cl+k + 1cj
(
j∑
l=1
(−1)l
(
j
l
))
ck
= lim
t↑1
j∑
l=1
(−1)l
(
j
l
)
cl+k tcl+k−1
−cj tcj−1 − limt↑1
−ck tck−1
−cj tcj−1
(∗)= lim
t↑1
1+
j∑
l=1
(−1)l
(
j
l
)
tcl+k
1− tcj − limt↑1
1− tck
1− tcj
= lim
t↑1
1+
j∑
l=1
(−1)l ∑
1≤m1<···<ml≤j
tcl+k
1− tcj − limt↑1
1− tck
1− tcj .
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For Identity (∗) the rule of L’Hospital is used. Furthermore, for i ≥ 2 it holds that
tci = t
i−1∑
s=0
as =
i∏
s=1
tas−1 = Ci(t, . . . , t),
and by the principle of inclusion and exclusion applied to the sets
Al = {U1 ≤ t, . . . ,Uk ≤ t} ∩ {Uk+l ≤ t}, l = 1, . . . , j,
one obtains
P
({max{U1, . . . ,Uk} > t} ∪ {Uk+1 > t, . . . ,Uk+j > t}) = 1− P( j⋃
l=1
Al
)
= 1+
j∑
l=1
(−1)l
∑
1≤m1<···<ml≤j
P
(
l⋂
z=1
Amz
)
= 1+
j∑
l=1
(−1)l
∑
1≤m1<···<ml≤j
Ck+l(t, . . . , t).
Thus, it is concluded that
1
cj
∇ j−1ak = lim
t↑1
1+
j∑
l=1
(−1)l ∑
1≤m1<···<ml≤j
tcl+k
1− tcj − limt↑1
1− tck
1− tcj
= lim
t↑1
(
P
({max{U1, . . . ,Uk} > t} ∪ {Uk+1 > t, . . . ,Uk+j > t})
P
(
max{U1, . . . ,Uj} > t
) − P (max{U1, . . . ,Uk} > t)
P
(
max{U1, . . . ,Uj} > t
) )
= lim
t↑1
P
({U1 ≤ t, . . . ,Uk ≤ t} ∩ {Uk+1 > t, . . . ,Uk+j > t})
P
(
max{U1, . . . ,Uj} > t
) . (10)
The computation proves non-negativity of (1/cj)∇ j−1ak, since probabilities are non-negative, which carries over to the limit.
Concluding, it is proved that it is necessary for {ak}k=0,...,n−1 to satisfy Condition (2). Hence, it is n-monotone.
Now turn to the proof of sufficiency. For this, first observe that a0 = 1 and n-monotonicity imply that
a0 = 1, ∇n−1−jaj ≥ 0, j = 0, . . . , n− 1. (11)
For j = 0, . . . , n−1 define p(n−1)j :=
(
n−1
j
)
∇n−1−jaj. By (11) it follows that p(n−1)j ≥ 0 for all j = 0, . . . , n−1. Furthermore,
using Eq. (7) from the beginning of the Appendix it follows that the p(n−1)j sum to a0 = 1. Therefore, changing the order of
summation and using the symmetry of the binomial coefficient, it is verified that
1 =
n−1∑
j=0
p(n−1)n−1−j =
n−1∑
j=0
(
n− 1
n− 1− j
)
∇ jan−1−j =
n−1∑
j=0
(
n− 1
j
)
∇ jan−1−j
is a convex combination of one (note in particular that all summands are non-negative). For j = 0, . . . , n − 1 and
(w1, . . . , wn), on the n-dimensional unit simplex S, defining the function
Bj(w1, . . . , wn) =
∑
1≤i0<···<ij≤n
(
n− 1
j
)−1
max{wi0 , . . . , wij}
it is observed that Bj is a Pickands dependence function corresponding to the measure
H(j)
({
1
j+ 1 (ei0 + · · · + eij)
})
= j+ 1(
n−1
j
) , 1 ≤ i0 < · · · < ij ≤ n,
with H(j) = 0 otherwise, where el = (0, . . . , 0, 1, 0 . . . , 0)′ denotes the lth unit vector in Rn. Note in particular
that
∫
S ukdH
(j)(u1, . . . , un) = 1 for all k ∈ {1, . . . , n}. Since Pickands dependence functions are stable under convex
combinations (see page 123 in [11]), it follows that the function
B(w1, . . . , wn) :=
n−1∑
j=0
(
n− 1
j
)
∇ jan−1−j Bj(w1, . . . , wn)
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defines again a Pickands dependence function. Finally, it was shown in Lemma A.2 that B(w1, . . . , wn) = ∑ni=1 an−iw(i).
Therefore the Pickands Representation Theorem 2.2 shows that the function
(
n∏
i=1
ui
)B log u1n∑
l=1
log ul
,...,
log un
n∑
l=1
log ul

=
n∏
i=1
uai−1(i)
is a copula. Thus, the claim is established.
A.4. Proof of Theorem 3.3
According to Lemma 2.6 define the sequence c0 := 0, ck+1 :=∑ki=0 ai for k ∈ N0 and verify that
∇ jck = −∇ j−1ak ≤ 0, ∀k ∈ N0, j ∈ N,
i.e. the sequence {ck}k∈N0 is completely alternating with c0 = 0. By Theorem 2.9 there exists a Lévy subordinator Λ with
Laplace exponent Ψ satisfying Ψ (k) = ck for all k ∈ N0. Therefore, one can rewrite the function Cn as
Cn(u1, . . . , un) =
n∏
i=1
uai−1(i) =
n∏
i=1
uci−ci−1(i) =
n∏
i=1
uΨ (i)−Ψ (i−1)(i) . (12)
The last equality shows that Cn is the claimed survival copula as was first proved in [14], Theorem 4.3. For the sake of
completeness the proof is repeated in the sequel. To this end, let E1, . . . , En be independent exponential random variables
with mean one. LetΛ be an independent Lévy subordinator with Laplace exponentΨ satisfyingΨ (k) = ck for k ∈ N0. Then,
define the random variables
τ i := inf {t ≥ 0 : Λt ≥ Ei} , i = 1, . . . , n.
For arbitrary x1, x2, . . . , xn ∈ [0,∞)with ordered list x(1) ≤ . . . ≤ x(n) and x(0) := 0 it is verified that
n∑
i=1
(n+ 1− i) (Λx(i) −Λx(i−1)) = n∑
i=1
(n+ 1− i)Λx(i) −
n−1∑
i=0
(n− i)Λx(i)
=
n∑
i=1
Λxi .
Λ being a Lévy process implies that the random vector of increments(
Λx(n) −Λx(n−1) , . . . ,Λx(1) −Λx(0)
)
has independent components and the componentΛx(i) −Λx(i−1) has the same distribution asΛx(i)−x(i−1) . Hence, one obtains
E
e− n∑i=1Λxi
 = n∏
i=1
E
[
e−(n+1−i)Λ(x(i)−x(i−1))
]
=
n∏
i=1
exp
(−(x(i) − x(i−1))Ψ (n+ 1− i)) .
From this, using conditional independence, it is straightforward to compute
W (x1, . . . , xn) := P
(
τ 1 > x1, τ 2 > x2, . . . , τ n > xn
)
= P (E1 > Λx1 , E2 > Λx2 , . . . , En > Λxn)
= E
[
n∏
i=1
e−Λxi
]
= E
e− n∑i=1Λxi

=
n∏
i=1
exp
(−(x(i) − x(i−1))Ψ (n+ 1− i)) .
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In the univariate case one obtains by the same argument for i = 1, . . . , n and x ≥ 0 that
P
(
τ i > x
) = P (Ei > Λx) = e−xΨ (1) = e−x.
Thus, the τ i are exponentially distributed with mean one. By an analogue of Sklar’s Theorem for survival copulas (see [3],
page 195 ff), there exists a unique copula Cˆ , called the survival copula of (τ 1, . . . , τ n), which satisfies
W (x1, . . . , xn) = Cˆ
(
e−x1 , . . . , e−xn
)
.
On the other hand, since exp(−x) is decreasing, Eq. (12) implies
Cn
(
e−x1 , . . . , e−xn
) = n∏
i=1
e−x(i) (Ψ (n+1−i)−Ψ (n−i))
=
n∏
i=1
e−x(i) Ψ (n+1−i)
n−1∏
i=1
ex(i) Ψ (n−i)
=
n∏
i=1
e−x(i) Ψ (n+1−i)
n∏
i=1
ex(i−1) Ψ (n+1−i)
= W (x1, . . . , xn).
Thus, by uniqueness of Cˆ , it holds that Cˆ = Cn.
A.5. Proof of Corollary 4.3
For an arbitrary sequence {ak}k=1,...,n−1 of non-negative numbers define
I(a1,...,an−1)n := n!
∫ 1
0
u1
∫ 1
u1
ua12
∫ 1
u2
ua23 . . .
∫ 1
un−1
uan−1n dun . . . du1.
Solving the innermost integral it is observed that
I(a1,...,an−1)n = n!1+ an−1
∫ 1
0
u1
∫ 1
u1
ua12
∫ 1
u2
ua23 . . .
∫ 1
un−2
uan−2n−1
(
1− uan−1+1n−1
)
dun−1 . . . du1
= n
1+ an−1
(
I(a1,...,an−2)n−1 − I(a1,...,an−3,an−2+an−1+1)n−1
)
. (13)
Since it is easily verified that I(a1)2 = 1/(a1 + 3), Eq. (13) implies a recursion for I(a1,...,an−1)n which is used to prove that for a
sequence {ak}k=0,...,n−1 of non-negative numbers with a0 = 1 and n ≥ 2 it holds that
2 I(a1,...,an−1)n = n!
(
n∏
k=2
(
k+
k−1∑
i=0
ai
))−1
. (14)
This claim is easily verified in the case n = 2. For n ≥ 3 induction over n is used. The first equality of the following
computation uses the recursion (13), the second equality the induction hypothesis (IH).
2 I(a1,...,an)n+1 =
n+ 1
1+ an
(
2 I(a1,...,an−1)n − 2 I(a1,...,an−2,an−1+an+1)n
)
(IH)= n+ 1
1+ an
 n∏k=2 kk+ k−1∑
i=0
ai
−
n−1∏k=2 kk+ k−1∑
i=0
ai
 n
n+
n−1∑
i=0
ai + 1+ an

= n+ 1
1+ an
n−1∏
k=2
k
k+
k−1∑
i=0
ai
 n
n+
n−1∑
i=0
ai
− n
n+
n−1∑
i=0
ai + 1+ an

= n (n+ 1)
1+ an
n−1∏k=2 kk+ k−1∑
i=0
ai
 1+ an(
n+
n−1∑
i=0
ai
) (
n+ 1+
n−1∑
i=0
ai + an
)
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= n+ 1
n+ 1+
n−1∑
i=0
ai + an
n∏
k=2
k
k+
k−1∑
i=0
ai
=
n+1∏
k=2
k
k+
k−1∑
i=0
ai
.
Thus, Eq. (14) is established. Denoting by Sn the set of all n! permutations on {1, . . . , n} it holds that∫
[0,1]n
Cn(u1, . . . , un)d(u1, . . . , un) =
∑
σ∈Sn
∫
{uσ(1)<···<uσ(n)}
Cn(u1, . . . , un)d(u1, . . . , un)
= n!
∫
{u1<···<un}
Cn(u1, . . . , un)d(u1, . . . , un)
= I(a1,...,an−1)n .
Applying this observation gives
ρn = n+ 12n − (n+ 1)
(
2n
∫
[0,1]n
Cn(u1, . . . , un)d(u1, . . . , un)− 1
)
= n+ 1
2n − (n+ 1)
(
2n−1 2 I(a1,...,an−1)n − 1
)
.
The claim then follows from Eq. (14).
A.6. Proof of Lemma 5.2
Define X := H(Λ) to simplify notation and denote by Ψ the Laplace exponent of Λ. Then, using the Lévy–Khintchine
representation, the bounded convergence theorem, and the definition ofH , it holds that
µ = lim
n→∞
(
µ+
∫
(0,∞]
e−n t (1− e−t) ν(dt)
)
= lim
n→∞ (Ψ (n+ 1)− Ψ (n))
= lim
n→∞E[X
n] = E[ lim
n→∞ X
n] = E[1{X=1}] = P(X = 1).
For a ∈ (0, 1) a similar calculation yields
P(X = a) = E[1{X=a}]
= E
[
lim
n→∞
(
1− (X − a)2)n]
= lim
n→∞E
[(
1− (X − a)2)n]
= lim
n→∞E
[
n∑
i=0
(n
i
)
(−1)i (X − a)2 i
]
= lim
n→∞
n∑
i=0
(n
i
)
(−1)i E [(X − a)2 i]
= lim
n→∞
n∑
i=0
(n
i
)
(−1)i E
[
2 i∑
k=0
(
2 i
k
)
(−a)2 i−k Xk
]
= lim
n→∞
n∑
i=0
(n
i
)
(−1)i
2 i∑
k=0
(
2 i
k
)
(−a)2 i−k E[Xk]
(∗)= lim
n→∞
n∑
i=0
(n
i
)
(−1)i
2 i∑
k=0
(
2 i
k
)
(−a)2 i−k
(
µ+
∫
(0,∞]
e−k t (1− e−t) ν(dt)
)
= lim
n→∞
n∑
i=0
(n
i
)
(−1)i
(
(−a)2 i µ
2 i∑
k=0
(
2 i
k
)
(−1/a)k
+ (−a)2 i
∫
(0,∞]
(1− e−t)
2 i∑
k=0
(
2 i
k
)
(−e−t/a)k ν(dt)
)
(∗∗)= lim
n→∞
n∑
i=0
(n
i
)
(−1)i
(
µ (a− 1)2 i +
∫
(0,∞]
(1− e−t) (e−t − a)2 i ν(dt)
)
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= lim
n→∞
(
µ
n∑
i=0
(n
i
)
(−1)i ((a− 1)2)i + ∫
(0,∞]
(1− e−t)
n∑
i=0
(n
i
)
(−1)i ((e−t − a)2)i ν(dt))
(∗∗∗)= µ · 0+
∫
(0,∞]
(1− e−t) lim
n→∞
((
1− (e−t − a)2)n) ν(dt)
(∗∗∗∗)= (1− a) ν ({− log a}) .
For this computation the following identities are used:
(∗) : E[Xk] = Ψ (k+ 1)− Ψ (k),
(∗∗) :
2 i∑
k=0
(
2 i
k
)
(−1/a)k =
(
a− 1
a
)2 i
,
2 i∑
k=0
(
2 i
k
)
(−e−t/a)k =
(
a− e−t
a
)2 i
,
(∗ ∗ ∗) :
n∑
i=0
(n
i
)
(−1)i ((a− 1)2)i = (1− (a− 1)2)n ,
n∑
i=0
(n
i
)
(−1)i ((e−t − a)2)i = (1− (e−t − a)2)n ,
(∗ ∗ ∗∗) : lim
n→∞
((
1− (e−t − a)2)n) = 1{t=− log a}.
Finally, for a = 0 a similar argument yields
P(X = 0) = lim
n→∞E
[
(1− X)n] = ν ({∞}) .
A.7. Proof of Lemma 5.3
Starting with a density fX it is first shown that Eq. (5) does indeed define a Lévy measure, i.e. that
∫ 1
0 x
2 ν(dx) < ∞ and
ν((1,∞]) <∞. To establish this claim, a simple substitution yields∫ 1
0
x2 e−x
1− e−x fX
(
e−x
)
dx =
∫ 1
e−1
log2 y
1− y fX (y)dy <∞,∫ ∞
1
e−x
1− e−x fX
(
e−x
)
dx = E
[
1{X<e−1}
1
1− X
]
≤ 1
1− e−1 <∞.
Moreover, note that Ψ (1) = ∫∞0 1 − exp(−t) ν(dt) = ∫ 10 fX (x)dx = 1. Starting with a Lévy measure ν(dx) = fν(x)dx it
is then shown that Eq. (6) defines a density on (0, 1). It is obvious that fX is non-negative, since fν is non-negative. Another
substitution yields∫ 1
0
fX (x)dx =
∫ ∞
0
(1− e−y) fν(y)dy = Ψ (1) = 1.
Thus, it remains to show that the mappingH transforms the densities as claimed. For this, note thatH links the moments
of a random variable X on [0, 1] to the Laplace exponent Ψ of a Lévy subordinator with fixpoint Ψ (1) = 1 via
E[Xn] = Ψ (n+ 1)− Ψ (n).
Assuming X to be absolutely continuous with density fX and the Lévy measure ν(dx) = fν(x)dx of the subordinator (with
zero drift) to be absolutely continuous with respect to the Lebesgue measure, one obtains∫ 1
0
xn fX (x)dx = E[Xn]
= Ψ (n+ 1)− Ψ (n)
=
∫
(0,∞)
e−n x (1− e−x) fν(x)dx
=
∫ 1
0
xn
1− x
x
fν (− log x) dx.
This equality implies that the transformsH andH−1 map the densities onto each other as claimed.
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A.8. Proof of Lemma 5.4
If the drift µ of Λ is positive, by Lemma 5.2 it holds that P(H(Λ) = 1) = µ > 0, so the equality trivially holds with
infinity. Therefore, without loss of generality one can assume µ = 0. Then,
lim
n→∞Ψ (n) = limn→∞
n−1∑
i=0
Ψ (i+ 1)− Ψ (i) = lim
n→∞
n−1∑
i=0
E
[
H(Λ)i
]
= E
[ ∞∑
i=0
H(Λ)i
]
= E
[
1
1−H(Λ)
]
.
Thus, the first claim is verified. For the second statement, note that one has
Λ exhibits infinite activity ⇔ ν ((0,∞]) = ∞
⇔
∫
(0,∞]
lim
n→∞(1− e
−n t) ν(dt) = ∞
⇔ lim
n→∞
∫
(0,∞]
(1− e−n t) ν(dt) = ∞
⇔ lim
n→∞ (Ψ (n)− µ n) = ∞.
Now define a subordinator Λ˜ via defining its Laplace exponent as
Ψ˜ (x) :=
∫
(0,∞)
(1− e−x t) ν(dt)+ 1{x>0} (ν({∞})+ µ)
= Ψ (x)− µ x+ µ 1{x>0}.
Note that Ψ˜ (1) = Ψ (1)−µ+µ = 1. The second claim follows from the first if one can show thatH(Λ˜) = H(Λ) 1{H(Λ)<1}.
To establish this, for all k ∈ N0 it is computed that
E
[
H(Λ˜)k
] = Ψ˜ (k+ 1)− Ψ˜ (k)
= Ψ (k+ 1)− Ψ (k)− µ
= E [H(Λ)k]− µ
= E [H(Λ)k 1{H(Λ)<1}] .
SinceH(Λ˜) is completely determined by its moments, the claim follows.
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