In 2004 new reimbursement policies for hospitals based on Diagnosis Related Groups (DRGs) were introduced in Germany. These force hospitals to minimize the cost of treatment and improve quality of care, in order to attract more patients and become more competitive. To achieve these goals hospital processes need to be optimized and compared with processes in competing hospitals. Regarding this, the scheduling of patient treatment poses a huge challenge. For purpose of analysis, optimization and validation of hospital processes -especially interaction of processes and effects of interconnection -it is necessary to develop validated and executable models. In (Salzwedel et. al. 2007) the processes of a cancer treatment center were modeled and optimized. This paper describes our developments toward automatically optimizing scheduling of patients, reducing processing time and optimizing resource usage in a cancer center using genetic algorithms.
INTRODUCTION
Health care costs in Germany have been rising continuously. They increased by 34.2% to 278.3 billion Euros within 1999 and 2009 and became the highest in Europe (Statistisches Bundesamt 2012). To overcome this problem, in 2004 a new reimbursement system for hospital services based on disease patterns was enacted by the German government. Following these new reimbursement rules, hospitals are no longer reimbursed according to the number of days a patient is cared for, based on Diagnosis Related Groups (DRGs), independent of the actual treatment time. Now hospitals have to reduce processing time and resources for patient treatment, in order to reduce costs. In this context the income of hospitals can be defined as:
Income = (DRG-payment -treatment costs) x number of Patients treated.
If treatment costs are reduced and the number of patients treated is increased, income and profit of hospitals grow. Treatment costs are strongly related to processing time and the number of hospital resources used for treatment. Processing time for patients can be defined as:
Processing time (hospital residence time) = treatment time + waiting time.
Measurement of processing time is a common instrument. By optimizing and reducing processing time, hospital resources can be used to treat more patients and so increase income. The mean hospital residence time in Germany is 20% higher than in comparable European countries (Statistisches Bundesamt 2011). Hence, there is a potential for optimizing processing time to reduce treatment costs.
Kühn showed that scheduling of patient treatment has a large influence on reducing processing time and increasing efficient usage of hospital resources (Kühn 2006) . Rixen and Hackl demonstrated that genetic algorithms can optimize complex scheduling problems of production processes (Rixen 1997; Hackl 2000) . This paper describes the application of a genetic algorithm for optimizing patient scheduling processes in hospitals for an example of a cancer treatment center utilizing computer simulation. For modeling, simulation, validation and optimization the SW tool MLDesigner is used (Mission Level Design Inc. 2011). Section 2 points out the benefits of using genetic algorithms instead of other heuristics or other mathematic methods. Section 3 represents the current developments in scheduling patients in hospitals. Section 4 describes the development and structure of the genetic algorithm utilized. Furthermore, this section shows how the algorithm is linked to the model of the cancer treatment center. Section 5 summarizes the results. scheduling of perience and paper shows mized using a of genetic problems of a following for ter. Figure 2 for a genetic genetic a ,
First, a startup population with a defined number of individuals is generated (parent individuals). In this case 5 individuals are generated randomly. Each individual contains a number of 34 patients with associated treatment plan. This number equals the average of patients treated each day in the cancer center. Every patient has an identification number and an appointment time when he is planned to be treated at the cancer center. In analogy to biology, animals and plants have chromosomes in their cells, which contain genetic material (Gene). Different species can have different numbers of chromosomes. But, for each species the number of chromosomes is the same in every cell. In this example, the cells of each individual contain one chromosome with 34 genes (equals 34 patients). This was implemented as a vector as shown in figure 3. In the next step the fitness function (target function) quantifies the fitness of each parent individual. Therefore every individual is sent through the simulation model of the cancer center. At the end, key properties for each individual are calculated, such as total processing time of the patients and average waiting time per patient. To compare the individuals the fitness function was designed to calculate a benchmark value for each individual. The result is a fitness value for the quality of each individual in order to reduce the processing time and the waiting time of patients. In every fitness test, the best fitness value computed at that time is compared with the current fitness value. If the current fitness value is better than the values reached, the individual and the current fitness value are saved in a file as shown in figure 6 .
The fitness function is designed as follows:
Collection of required data -Calculation of accumulated waiting time of all patients of an individual: (begin taking blood sample -end of admission) + (begin of examination -end of taking blood sample) + (begin of therapy -end of examination) + (discharge -end of therapy is calculated). Following the general sequence in Figure 2 , the next step is to select parent individuals based on their fitness value (Selection). One child is generated out of two parent individuals. Selection is a genetic operator, which controls the search direction in the search room. It determines which parents can pass their genetic attributes to a child. Individuals with better genetic material (higher fitness value) are more likely selected. During several iterations, the children population converges to an optimum. To prevent stagnation at a local optimum, it is important to keep population variety sufficient and genetic material diverse. Therefore, parent individuals with low fitness value also need to be selectable. This keeps the population "alive". In our algorithm, this is realized through normalization of fitness values of each individual of a parent population. Based on this, individuals are selected randomly. Thus, individuals with high fitness are more likely selected and individuals with low fitness can also be selected.
Furthermore, a parent individual can be used as child individual without any genetic changes. In the current case this is related to the so called "Reproduction". Reproduction rate defines the likelihood that a parent individual is used as child individual.
In addition, children individuals can be an output of a genetic operator "Recombination". Within evolution theory Recombination (Crossover) of genetic information is located between Selection and Mutation regarding to its contribution to achieving the optimum. Recombination means exchanging selected genes of two individuals. Thus genetic information is being passed. In order to do this, a crossover point for both individuals is selected randomly, as shown in figure 4a (vertical line). At the selected point the parent individuals are split into two parts. 
