Abstract-Hysteresis in power amplifiers (PAs) is investigated in detail with the aid of an efficient analysis method, compatible with commercial harmonic balance. Suppressing the input source and using, instead, an outer-tier auxiliary generator, together with the Norton equivalent of the input network, analysis difficulties associated with turning points are avoided. The turning-point locus in the plane defined by any two relevant analysis parameters is obtained in a straightforward manner using a geometrical condition. The hysteresis phenomenon is demonstrated to be due to a nonlinear resonance of the device input capacitance under near optimum matching conditions. When increasing the drain bias voltage, some points of the locus degenerate into a large-signal oscillation that cannot be detected with a stability analysis of the dc solution. In driven conditions, the oscillation will be extinguished either through synchronization or inverse Hopf bifurcations in the upper section of the multivalued curves. For an efficient stability analysis, the outer-tier method will be applied in combination with pole-zero identification and Hopf-bifurcation detection. Departing from the detected oscillation, a slight variation of the input network will be carried out so as to obtain a high-efficiency oscillator able to start up from the noise level. All the tests have been carried out in a Class-E GaN PA with measured 86.8% power-added efficiency and 12.4-W output power at 0.9 GHz.
I. INTRODUCTION

C
LASS-E power amplifiers (PAs) have been receiving increased attention due to their potential for simultaneously providing linear and efficient amplification when employed in bias-or load-modulation architectures [1] . However, it is not uncommon to observe instability phenomena in these amplifiers, some of which have been reported in [2] and [3] . Indeed, hysteresis can be found under near-optimum input-matching conditions, which gives rise to sudden transitions or jumps [2] , [4] , [5] between different sections of the power-transfer curve when either increasing or decreasing the input power. From a geometrical viewpoint, the hysteresis is due to the presence of turning points or infinite-slope points [5] , [6] in the solution curve, which, in designs based on commercial harmonic balance (HB), have been detected [2] , [4] , [7] with the aid of an auxiliary generator (AG). However, there is little insight into the mechanism for the appearance of these turning points, often observed when approaching the intended operation conditions [2] , [3] .
In the GaN HEMT-based Class-E PA studied here, the nonlinear input capacitance resonates with the inductive input matching network, as will be demonstrated analytically. For an accurate prediction/suppression of the phenomenon, the outer-tier method presented in [8] will be adapted to the case of the PA with hysteresis, which will allow tracing the multivalued solution curves in an efficient manner, with no need for parameter switching [7] , [9] - [11] . This method will also enable a direct calculation of the turning-point locus in terms of any practical analysis parameter, such as the gate bias voltage, the input matching capacitor, or the input power, by simply imposing a geometrical condition [8] .
The observation of the hysteresis phenomenon studied in detail in [3] is often empirically associated with the onset of oscillations under a relatively small variation of the circuit parameters or element values. This paper expands [3] by studying the relationship between these two phenomena, apparently quite different, which will be done through a detailed analysis of the impact of the drain bias voltage on the turning-point locus. As will be shown, the turning-point locus, which at zero drain bias voltage is solely due to the input nonlinear capacitance, spreads over lower input power values. From certain , some discrete points of the locus reach zero input power and degenerate into free-running oscillations that coexist with a stable dc solution. As will be demonstrated in this work, under most input matching conditions, this oscillation cannot be detected with any standard stability analysis, as it coexists with a stable dc regime even for gate bias voltages above the conduction threshold. When injecting the input power, it will give rise to a stable self-oscillating mixer regime, coexisting with the stable periodic solution at the frequency of the input source. The oscillation will be extinguished either through synchronization [5] , [12] , for input frequencies near the free-running oscillation frequency, or through inverse Hopf-type bifurcations [5] , [6] , [12] . This paper expands [3] with a detailed analysis of the oscillatory solution and the mechanisms for the oscillation extinction. Synchronization of an oscillation with an injection source occurs at particular types of turning points, at which a local-global bifurcation takes place [5] , [12] , [13] , also known as a limit cycle on saddle node in the Poincaré map. Therefore, these bifurcations will belong to the turning-point locus that is efficiently detected with the outer-tier method. Another contribution relative to [3] is the derivation of a methodology for the Hopf bifurcations, which will be carried out combining this outer-tier method with a zero-amplitude oscillation condition, imposed with the aid of a small-signal AG [2] , [5] , [11] . Since the Hopf bifurcations may take place in any section of the multivalued curves, the combination of this limit-oscillation condition with the outer-tier method is very advantageous since it avoids the need for a large-signal nonperturbing AG to sustain solutions in sections of the multivalued curve to which commercial HB does not converge by default. Another extension with respect to [3] will be the combination of the outer-tier methodology with pole-zero identification to obtain the whole evolution of the stability properties of the multivalued solution curve in a single sweep with no need to perform any parameter switching.
The ease of application of the bifurcation detection methodologies will allow an in-depth investigation of the impact of the most relevant parameters, such as the gate bias voltage, the input matching capacitor, and the input power, on the global stability of the PA. This will provide insight into the various instability mechanisms observed in the PA and the relationships between them. A final contribution expanding [3] is the derivation of an oscillator design methodology based on a controlled selection of the element values that should turn the Class-E PA into a highly efficient oscillator [14] , able to start up from the noise level. RF power oscillators may be of interest for the implementation of high-power density and fast response resonant dc/dc converters [15] , wireless power transmission links [16] , etc. This paper is organized as follows. Section II presents the study of the hysteresis using a high-efficiency Class-E PA demonstrator. The stability of the resulting multivalued curves is analyzed in Section III with the aid of the outer-tier method. In Section IV, the detected free-running oscillation is related to the hysteresis phenomenon. Finally, a high efficient RF power oscillator is presented.
II. STUDY OF HYSTERESIS
A. Class-E PA Demonstrator
A PA at 900 MHz was designed in [3] with the aim of obtaining a very high value of power-added efficiency (PAE). Among many choices, the high efficiency of Class-E operation was exploited, minimizing the switching loss associated with the transistor output capacitance. A CGH35030F GaN on SiC HEMT from Cree Inc. was selected as the switching element due to the very low value of its on resistance times output capacitance product and high breakdown voltage (over 120 V).
Initially, the transistor was experimentally characterized in an Arlon 25N substrate ( mm, m) for a typical drain bias voltage V, after verifying the peak value of the voltage waveform, [17] , would stay below the process breakdown figure. The gate bias voltage was set slightly below pinch-off:
V, while the output capacitance and off-state resistance were estimated from the measured parameter [3] . The measured values of on-state resistance, output capacitance, and off-state resistance at 900 MHz are 0.6 , 3.5 pF, and 5.1 k , respectively. An ideal dc voltage source, a capacitor, and a resistance were added to the already accurate and reliable Cree's proprietary large-signal transistor model to finely adjust, respectively, the values of the gate threshold voltage, output capacitance, and off-state resistance in simulations to the measured device parameters.
As a first approximation, the output network was designed based on the optimum or nominal conditions for a 50% switching duty cycle and maximum output power found by Raab [17] , (1) Unfortunately, the required inductance value in the classic Class-E output network may be too large to be obtained with commercially available coils, as their self-resonant frequency could be below the most significant higher order harmonics to be properly terminated [18] . One not uncommon solution for lumped-element Class-E implementations at UHF band [19] is to take advantage of a high-coil with a self-resonant frequency in between the second-and third-order harmonics [20] so that a high enough impedance (either inductive or capacitive) is presented. Here, a slightly different strategy was adopted. A smaller inductor, in the schematic of Fig. 1(a) , was selected, with an associated smaller equivalent series resistance at dc, trying to minimize its contribution to the circuit conduction loss [21] . In addition, advantage was taken from its higher self-resonant frequency at about the fifth-order harmonic for properly terminating most of them. The optimum reactance value in (1) was adjusted with a section of microstrip transmission line, while the capacitor to ground allowed synthesizing the desired . The reflection coefficient of the resulting output network, , is represented in the Smith chart in Fig. 1(b) , together with the simulated load-pull contours for drain efficiency (solid line) and output power (dashed line). A typical single low-pass section was used to match the input of the PA to increase the gain and thus the PAE. The experimental value of the input matching capacitor was 10 pF, a bit lower than the one used in simulations. A resistance was introduced in the gate biasing path to improve stability at lower frequencies. Although not included in the schematic for simplicity, a capacitor of 56 pF and a bank of high-valued capacitors (1, 10, and 100 nF and 1 and 10 F) were added in the gate and drain dc lines. The employed measurement setup is shown in Fig. 1(c) . As can be seen, two low-pass filters with cutoff frequency at 1 GHz are included just before the power sensor to exclude any possible contribution of harmonics different than the fundamental to the output power. Table I includes the measurement results and a comparison with other RF Class-E PAs in the literature.
In Fig. 2 , the PAE of the amplifier is represented versus the input power . When increasing , a jump is observed for 10 dBm. When decreasing the input power there is no longer a jump at 10 dBm, but at a lower value of about 7 dBm. This behavior is evidence of hysteresis. Looking at the simulated curve, two turning points or infinite slope points are found, responsible for the undesired phenomenon. The multivalued curve has been traced with the method described in Section II-C. Note that default HB is unable to pass through the infinite slope points. Any other solution curve (output power, power gain, dc consumption, etc.) represented versus the input power will fold at the same values of as the curve in Fig. 2 .
B. Study of the Parametric Hysteresis
The hysteresis phenomenon observed in the solution curve of Fig. 2 is caused by a nonlinear resonance of the device input capacitance (due to the gate-to-source and the input-reflected gate-to-drain Miller capacitances [29] ) with the inductive impedance of the input network. An analytical study will be carried out short circuiting the transistor drain and source terminals, and modeling the transistor input with only its nonlinear gate-to-channel capacitance, as depicted in Fig. 3 (a). The input matching network considered is the one in the original design in Fig. 1(a) , but neglecting the impact of the parasitics in the lumped elements, the transmission line, and the RF choke.
A describing function of the corresponding nonlinear charge will be used, assuming a sinusoidal input waveform . This allows formulating the circuit at the fundamental frequency, (2) where a complex function has been defined. Calculating the derivatives of the real and imaginary part of (2) with respect to and , the Jacobian matrix is shown in (3) at the bottom of this page, where . The singularity condition is (4) The expression of the input power (in dBm) is obtained squaring and adding the real and imaginary parts of (2),
Results obtained with the analytical formulation (5) and with HB are compared in Fig. 3(b) . As shown in the figure, the simplified analytical study of the input network is able to predict (3) the existence of two turning points. Each of these two turning points fulfills the condition (4). Discrepancies come from contributions of the extrinsic parameters inside the transistor model, not considered when calculating the nonlinear charge in the frequency domain.
C. Analysis Method
The multivalued solution curves will be obtained by adapting the outer-tier method, developed in [8] for injection-locked oscillators, to the case of PAs. The input generator is suppressed using, instead, an AG [5] , [11] at the gate terminal, which operates at the input frequency (Fig. 4) . This enables the calculation of the outer-tier admittance function , where is the current through the AG at the fundamental frequency and is the AG amplitude. The admittance function will be combined with the Norton equivalent of the input network at the gate terminal, which can be calculated from its scattering matrix. The combination of both functions provides an outer-tier equation, which relates the gate voltage amplitude at the fundamental frequency (agreeing with ) and the input generator current , (6) where
To obtain a power-transfer curve, is swept, calculating the function at each sweep step. The input generator current enabling each voltage is determined with the outer tier equation given by (6) . Note that the outer-tier (6) is combined with the full HB system, acting as an inner tier, so all the circuit variables are available at each sweep step. Therefore, relevant magnitudes such as the output power or efficiency can be calculated in a straightforward manner. The outer-tier method provides the multivalued solution curves with no need of parameter switching unlike previous works [5] , [30] . The method has been applied to complete the solution curve in Fig. 2 and to trace the whole one in Fig. 3 in simulation. It has also been used to analyze the impact of the gate bias voltage on the PAE curves ( Fig. 5 ). It must be emphasized that here a complete description of the input network is considered, including full models of the passive components, the transmission line, and the RF choke.
The evolution of the hysteresis region versus a relevant parameter , affecting the nonlinear resonance, can be efficiently investigated by tracing the turning-point locus in the plane defined by the particular parameter and the input power, following the method in [8] . One of these analysis parameters . To obtain the turning-point locus one should consider the surface described by (6) on the plane defined by and . The turning-point locus is the set of points of satisfying zero partial derivative with respect to , i.e., the zero-level contour,
The locus resulting from (7) when using as a parameter has been superimposed on the solution curves of Fig. 5 via the dashed line. As can be seen, the locus passes through all the turning points of the solution curves. Fig. 6 shows the same turning-point locus represented in the plane defined by and . The hysteresis region decreases with and vanishes to zero near the pinch-off voltage . Measurement points are superimposed.
To get some insight into the reasons for the observation of the phenomena in the lower range, one must take into account that in these subthreshold conditions the transistor gain increases with the excitation amplitude. As a result, the conductance function, when looking into the circuit nonlinear section from the AG terminals (Fig. 4) , initially increases with the excitation amplitude and then decreases as expected in any physical device. Since the frequency of each coexisting solution agrees with the frequency of the input source, the phase shift between the driving source and the AG excitation voltage is a relevant variable. Fig. 7 shows the contour plots of total conductance and total susceptance equal to zero in the plane defined by the AG phase and amplitude, when the input power is set to 8 dBm. The total conductance/susceptance functions include contributions from both the linear and nonlinear sections of the PA at the observation node. There is a steady-state solution for each intersection of the two contour plots so three steady-state solutions , , and coexist for this value, in agreement with the results of Fig. 2 . The high dependence of the total admittance function on the excitation amplitude gives rise to two zero susceptance contours and a bending of the zero conductance contour. This favors the occurrence of three intersections, corresponding to the three solutions that coexist for the particular value. Next, the impact of the matching capacitance will be analyzed. In [3] , the turning-point locus was represented in the plane defined by and for different values of . This allowed to suppress the hysteresis. The final measurements results for an experimental capacitor value of 8.2 pF are 85.4% of PAE, 16.1 dB of power gain, and 12.3 W of output power. Here, the turning-point locus is represented in the plane defined by and for different values of the drain bias voltage . For V, one obtains the small-size locus in Fig. 8 , existing for capacitor values between 31.3 and 52.3 pF. This locus characterizes the hysteresis phenomenon that is solely due to the nonlinear input capacitance, as studied in Section II-B. For each constant value, the locus provides the input power values at which the hysteresis jumps are produced. When increasing , there is also an influence of the nonlinear transfer characteristic [29] , and the locus expands over larger intervals of and . From a certain value, the locus decays to zero value and this will give rise to an oscillation phenomenon. For a detailed analysis, the typical drain bias voltage V will be considered, as this is the one selected for the high-efficiency design.
The analysis versus will be extended to the quality factor of the input network . For estimating , the transistor has been represented by a resistance in series with a linear capacitance, whose values were obtained from the device small-signal input impedance at V below pinchoff when short circuiting the drain and source terminals. Despite neglecting the nonlinear nature of the device input capacitance, this approximation may be appropriate enough as long as the signal excursion does not take the gate-to-source junction into conduction, as described in [31] . In these conditions, the general definition of the quality factor is applied, (8) where and are, respectively, the resistance and reactance of the circuit and . The frequency of resonance is found for each value of , computing through a finite difference for calculating the derivative. An additional axis is included in Fig. 8 with the values of corresponding to each value in the label. Fig. 9(a) presents the turning-point locus for V. In the results presented so far and in [3] , a model of the input matching capacitor, including the parasitics, is used. For those analysis using as a parameter, a lower value is selected, for which no hysteresis is found, and then an ideal capacitor is connected in parallel. In this way, the value of the capacitance can be varied continuously. As can be seen in Fig. 9(a) , there are two capacitor values for which the turning-point locus reaches the axis (zero input power value). At these two particular points, and , the locus should degenerate into two free-running oscillations. An interesting fact is that the dc solution of the PA is stable for all the capacitor values considered in Fig. 9(a) , as the device is biased below pinch-off. In measurements, the dc solution was found stable for all the capacitor values tested, even when biasing the transistor above pinch-off. In simulations, the dc solution only becomes unstable in a very reduced region when biasing the transistor above pinch-off for large capacitor values. Therefore, the oscillations in Fig. 9 (a) cannot be detected with a small-signal stability analysis of the PA. The relationship between the hysteresis and the oscillations obtained in Fig. 9 (a) will be investigated with a stability analysis methodology adapted to the case of multivalued solutions.
III. STABILITY ANALYSIS THROUGH THE MULTIVALUED SOLUTIONS
The application of a complementary stability analysis through multivalued solution curves is demanding since HB will converge to the default solution, usually corresponding to the one with the smallest output power, or will not converge at all. To cope with this problem, the outer-tier method will be combined with pole-zero identification [32] , [33] and bifurcation detection [2] , [5] , [11] , [30] , [34] , as explained in the following.
A. Stability Analysis
In the analysis of Fig. 4 , the whole solution curve is traced suppressing the input source and using an AG to calculate the outer-tier admittance function considered in (6) . The curve is then obtained by sweeping the AG amplitude in HB. The input power is calculated from using the Norton equivalent. Thus, turning points only result from the composition of any of the circuit state variables with the input power. In this way, the equivalent system (6) provides the same solutions that would be obtained with a suitably initialized HB system. Therefore, the stability can be analyzed with the AG connected to the circuit, instead of the driving source (Fig. 4) . Note that unlike other previous methods the AG does not fulfill a nonperturbation condition. In the presence of this AG, a small-signal current source at the incommensurate frequency is introduced at a sensitive circuit node (the gate terminal). This source is used to linearize the circuit about the large-signal periodic regime at each HB sweep step with the conversion-matrix approach [35] , [36] . The following calculation is performed: where is the gate node voltage and is the current of the small-signal source. The stability analysis is performed applying pole-zero identification [32] , [33] to the function (9) obtained for each value. For the stability analysis to work properly, a difference with respect to [3] and [8] must be remarked: the filter should only stop the frequency of the input generator (0.9 GHz), allowing for a proper impedance termination at other harmonic mixing terms.
For validation, the stability analysis has been applied to the solution point in Figs. 2 and 7 . Note that it is a point to which the HB method converges by default, as gathered from the solid line simulation in Fig. 2 . The transfer functions obtained with the original circuit and performing the topology change (suppression of the input source plus introduction of the outer-tier AG) are compared in Fig. 10 . The results in the two different analysis conditions overlap.
B. Hopf-Bifurcation Detection
The degenerate points and in the turning-point locus of Fig. 9(a) evidence the existence of a free-running oscillation for some capacitor values. In the presence of a relatively small input power, this oscillation will give rise to a quasi-periodic regime. Therefore, when injecting input power, one may expect the occurrence of Hopf bifurcations, leading to a transition between the periodic and quasi-periodic regime or vice versa. In previous works [2] , [5] , [30] , Hopf bifurcations are detected by introducing an AG at the oscillation frequency and solving the steady-state oscillation condition for oscillation amplitude tending to zero. Again, a problem arises when dealing with multivalued solution curves as the Hopf bifurcation may occur in the curve sections to which commercial HB does not converge by default. Here, the outer-tier method will be used to avoid the need of an extra AG to initialize/sustain these coexisting solutions.
Let a Hopf bifurcation leading to the generation/extinction of an oscillation at the frequency be considered. The oscillation amplitude tends to zero at the bifurcation point so this bifurcation can be detected linearizing the circuit about the largesignal periodic solution at each HB sweep step with the conversion-matrix approach [35] , [36] . A small-signal current source at is connected to a sensitive node of the circuit in Fig. 4 . At each Hopf bifurcation, the following system of combined steady-state plus bifurcation equations must then be fulfilled: (10) where is the sensitive node voltage and is the current of the small-signal source. System (10) is solved through optimization of and . Note that the standard AG-based procedure [11] would also require the optimization of the amplitude and phase of the extra AG that is used to achieve convergence to the upper section(s) of the solution curve, and therefore, it is a more demanding optimization process. Parameter switching in this extra AG would be needed for the calculation of the whole Hopf-bifurcation locus versus two relevant parameters, such as and . The Hopf-bifurcation locus obtained with (10) has been superimposed in the plane defined by and in Fig. 9(a) . As can be seen, the Hopf locus is composed by three different sections. Section 1 corresponds to Hopf bifurcations in the lower sections of the multivalued curves. Section 2 corresponds to Hopf bifurcation in the upper sections of the multivalued curves and Section 3 to Hopf bifurcations obtained for capacitor values at which the solution curve is no longer multivalued. The accuracy of the Hopf-bifurcation locus calculated with (10) has been validated through comparison with the one obtained with the previous method [11] , which, by default, can only detect Hopf bifurcations in the nonmultivalued sections of the curves. As shown in Fig. 11 , the results of both methods are totally overlapped.
In Section IV, the described approach will be applied for a detailed investigation of the relationship between the hysteresis and the oscillatory phenomena detected in Fig. 9(a) .
IV. RELATIONSHIP BETWEEN HYSTERESIS AND SELF-OSCILLATION
The turning-point locus in Fig. 9(a) indicates the presence of free-running oscillations that cannot be detected with an ordi-nary stability analysis of the dc solution. This is because the periodic solution at the input drive frequency is stable when the transistor is biased below pinch-off. The interval for which these oscillations exist will be analyzed using one of the two degenerate turning points at W as an initial value for a free-running oscillator analysis. Using an AG [5] , the free-running oscillation curve has been traced versus at constant V, in Fig. 9(b) . As can be seen, the solution curve exhibits a turning point at pF. For , there is no oscillatory solution. For , there are two coexisting steady-state oscillations for each value. The infinite slope point at implies that a real pole passes through zero at this particular capacitor value [5] . Therefore, the two sections of the oscillation curve must exhibit different stability properties. As has been verified with pole-zero identification [32] , applied through the oscillation curve, the upper section of this curve is stable and the lower section is unstable.
At each of the two points of the turning-point locus in Fig. 9 (a) obtained for W, the PA solution degenerates into a free-running oscillation, having approximately the same frequency as the input generator (0.9 GHz). In fact, there are two capacitor values for which the free-running frequency agrees with this precise value, as gathered from Fig. 9(c) . Each of them is responsible for one of the two degenerate points in the turning-point locus of Fig. 9(a) .
With the values considered in the measurements and under a full variation of , the dc solution was always stable so dc solutions were physically obtained in the whole bias voltage range going from 8 to 2.3 V. Despite this fact, a free-running oscillation coexists with each dc solution, which in measurements could only be observed by injecting input power up to a certain level and then decreasing this power to zero. The described situation prevents the detection of this oscillation when performing a stability analysis of the dc solution. As an example, Fig. 12(a) presents the closed oscillation curve obtained for pF versus . The oscillation amplitude does not decay to zero for any value so there are no Hopf bifurcations in dc regime. This is why this oscillation does not start up from the noise level. Arguably, the oscillation in Fig. 9(b) should arise at a Hopf bifurcation from the dc regime, obtained versus the gate bias voltage for some combinations of the capacitor and other circuit element values. Fig. 12(b) presents the variation of the dominant poles of the dc solution versus the gate bias voltage. The poles approach the imaginary axis, but do not cross this axis, which prevents the detection of the coexisting high amplitude oscillation of the PA. As already stated, to obtain this oscillation in measurements it was necessary to inject the circuit with enough input power from the driving source and then reduce to zero for a particular value of . Once oscillating, can be varied to obtain the measurement points. The measurement points obtained in this way are superimposed in Fig. 12(a) . The reason why the input power is able to start the oscillation will be understood after a thorough stability analysis of the periodic solution curves obtained versus the input power.
The impact of the free-running oscillation in Fig. 12(a) on the stability properties of the PA power-transfer curves will be analyzed considering variations in the capacitor , which di- rectly affects the input matching and oscillation conditions, as gathered from Fig. 9 . This capacitor will be varied from 12 to 23 pF. Fig. 13 presents the turning-point and Hopf-bifurcation loci, calculated with (7) and (10), respectively, in the plane defined by the input power and the capacitance . The values (starting at pF) that give rise to a free-running oscillation, as detected from the solution curve in Fig. 9(b) , are indicated with a thick vertical line at W. For these capacitor values when increasing from zero, the oscillation associated will give rise to a self-oscillating mixing regime coexisting with the periodic stable solution. This quasi-periodic regime has never been observed experimentally when increasing the input power from zero. Once the circuit is operating in the upper section of a given periodic solution curve, it is observed when reducing the input power. There is then a transition from a periodic regime at to a self-oscillating mixer solution. This solution is mathematically extinguished at certain input power so it only exists in the lower input power range. Depending on the input frequency value, it can be extinguished in two different manners: through synchronization or through an inverse Hopf bifurcation.
Synchronization will occur for capacitor values such that the free-running oscillation frequency is close enough to the fre- quency of the input generator . Due to the similarity of the two frequencies, the input source will have a significant influence over the self-oscillation. Therefore, the synchronization will take place for rather low input power values. Inverse Hopf bifurcations will be obtained for capacitor values such that the free-running oscillation frequency is farther away from . Due to the larger frequency difference, a higher input power will be required for extinction of the oscillation. As described in the following, the parameter region for the occurrence of each of the two phenomena is easily determined from inspection of Fig. 13 .
As already stated, a stable free-running oscillation will exist for all the capacitor values in the thick solid line in Fig. 13 . In the neighborhood of the degenerate point , the transition to periodic regime will take place when crossing the turning-point locus as the input power is increased. In fact, turning points do not always indicate jump phenomena, but may also correspond to synchronization (limit cycle on a saddle node in the Poincaré map), as described in [6] and [12] .
As a general rule, turning points near the free-running oscillation, having no Hopf bifurcations in the neighborhood, will correspond to synchronization [5] . In the diagram of Fig. 13 , this will be the case for values between 15.8 and 20.8 pF. Oscillation extinction through an inverse Hopf bifurcation takes place for a higher difference between and the original free-running value. In the diagram of Fig. 13 , this occurs when Section 2 of the Hopf-bifurcation locus is crossed when increasing the input power. This is the case for capacitor values pF. It is important to emphasize that the free-running oscillation in Fig. 13 cannot be detected with a small-signal stability analysis.
Section 1 of the Hopf locus corresponds to Hopf bifurcations in the lower section of the multivalued curves. Their implications on the circuit solution will be better understood when superimposing the Hopf-bifurcation locus on the power-transfer curves obtained for different values. Fig. 14(a) and (b) presents the power-transfer curves obtained for pF and pF, respectively. The turning-point locus obtained with (7) passes through all the infinite-slope points of the solution curves (marked in the figure with a ), as can be verified through simple inspection. On the other hand, the Hopf locus obtained with (10) passes through all the Hopf bifurcaton points (marked with ), as will be validated later with pole-zero identification. The case of pF will be initially considered. The lower section of the power-transfer curve, up to the point , is stable. This is because, when injecting the input power, it emerges from a stable dc regime. At the Hopf bifurcation, a quasi-periodic regime is generated, which should be extinguished from certain input power, due to the natural reduction of the negative resistance with the input amplitude. When the oscillation is extinguished, a jump takes place to the upper section of the periodic curve, with stable behavior. Now, reducing the input power, the circuit remains in the stable periodic solution up to the Hopf bifurcation , where an oscillation is generated. Note that when increasing the input power from zero, the self-oscillation [due to the existence of free-running solutions in Fig. 9(b) ] is extinguished at this same bifurcation. However, because of the coexistence of the stable periodic solution with this oscillatory regime, it will be rare to observe this oscillation when increasing the input power from zero. The upper section of the periodic curve is unstable between the turning point and the Hopf bifurcation so the potential jump point is never reached physically. In the case of pF, when increasing from zero, the periodic solution curve will be stable up to the Hopf-bifurcation point . In a manner similar to the previous case, a transition to quasi-periodic regime will occur at this point and then to the upper section of the periodic curve, with stable behavior. When decreasing the input power, the upper section of the curve keeps stable up to the turning point , which is, in fact, a synchronization point. The reason for the different behavior is that the input frequency 0.9 GHz is quite close to the free-running oscillation frequency obtained for pF so the transition to quasi-periodic regime is through a loss of synchronization.
For pF, there is no longer a free-running oscillation, as gathered from Fig. 9(b) , so, as can be expected, there is no Hopf bifurcation in the lower section of the periodic solution curve in Fig. 14(c) , in agreement with Fig. 13 . The two turning points will give rise to jumps between different sections of the multivalued periodic curve (hysteresis). For pF, a regular curve showing gain expansion (with neither oscillation nor jumps) is obtained.
As gathered from the bifurcation loci in Fig. 13 , there can be Hopf bifurcations in the lower section of the curves (Section 1 of the Hopf-bifurcation locus) even when there are no free-running oscillations. The quasi-periodic regime generated at these points should exhibit a turning point when increasing the input power (as those reported in [5] and [11] ) and be extinguished in a saddle-connection bifurcation in the Poincaré map [12] . This is a global bifurcation [12] that requires the presence of a saddle point such as those in the intermediate section of the multivalued solution curves. The saddle-connection bifurcation is also associated with co-dimension two bifurcations, at which the turning-point and the Hopf-bifurcation loci merge, such as the ones indicated with in Figs. 9(a) and 13. The accuracy of the Hopf-bifurcation detection has been validated with pole-zero identification. Fig. 15 shows the evolution of the critical poles of the solution curve corresponding to pF. The pole locus indicates that the lower section is stable up to dBm, where the poles cross to the right-hand side of the complex plane (RHP), giving rise to a Hopf bifurcation from periodic regime. The poles merge and split into two real poles, and for dBm, one of the real poles crosses to the left-hand side of the complex plane (LHP) at a turning point Fig. 14(a) obtained for pF.
in the solution curve. This real pole crosses again to the RHP at dBm, giving rise to the second turning point in the solution curve. When further increasing the input power, the two real poles merge on the RHP and split into two pairs of complex-conjugate poles (associated with a same pair of Floquet multipliers [5] , [6] , [37] ). At dBm, the poles cross to the LHP giving rise to an inverse Hopf bifurcation from which the periodic solution curve becomes stable. The pole analysis is in total agreement with the results of the bifurcation analysis in Figs. 13 and 14(a) .
The PA measurements for an input matching capacitor of 12 pF have been superimposed in Fig. 14(a) . The capacitor value is significantly lower in measurements that the one used in simulations. As mention in Section II-A, the capacitor value that best matched the input of the PA in measurements was already lower than the one used in simulations. The shift in the capacitor value is attributed to modeling inaccuracies. One must also take into account that the value used in the simulations was a combination of a lower capacitor value and an ideal capacitor connected in parallel, to be able to vary the capacitance continuously, as explained in Section III-A. Even under this unavoidable accuracy limitations, the qualitative behavior and power levels are reproduced satisfactory. The measured spectra at different input power values are shown in Fig. 16 . At low input power, the spectrum is periodic, as shown in Fig. 16(a) . When continuously increasing the input power, a Hopf bifurcation is obtained at dBm, which gives rise to the quasi-periodic spectrum in Fig. 16(b) . When further increasing the input power, the self-oscillation vanishes due to a turning point in the quasi-periodic solution curve so a jump takes place at dBm to the upper section of the periodic solution curve. Fig. 16(c) shows the spectrum obtained for dBm. Now, when reducing the input power, the PA keeps behaving in the periodic regime up to the input power dBm, at which the circuit undergoes a Hopf bifurcation. Below dBm, the circuit operates in a quasi-periodic regime [see Fig. 16(d) ] that is never observed when increasing the input power from zero. The results are in total agreement with the two Hopf-bifurcation points that were detected with (10) and displayed in Figs. 13 and 14(a) . With the discrete capacitor values available during the experimental tests, it was not possible to observe a synchronization phenomenon with the input frequency GHz. This is because, for those capacitor values, the frequency of the free-running oscillation that coexists with the dc solution is too different from GHz. To validate the existence of the phenomenon, a small shift was applied to the input frequency, using, instead, the value GHz, together with the capacitor pF. With these parameter values, synchronization could be measured. The typical near-synchronization spectrum, with a triangular shape [38] , is shown in Fig. 16(e) .
As previously shown, the input power is able to start an oscillation in the PA, which persists when reducing the power to zero, even when the dc solution is stable in the whole range considered. In Section IV-A, the above study will allow turning the PA into a highly efficient free-running power oscillator.
A. High-Efficiency RF Class-E Power Oscillator
In simulation, a shift of the pole locus in Fig. 12(b) to the right is observed when suppressing the 50-load of the input source. This gives rise to an interval of values for which the dc solution becomes unstable, allowing the oscillation to start up from the noise level. Fig. 17(a) presents the free-running oscillation curve obtained for the original capacitor value pF in the design of Fig. 1(a) . Note that the oscillation persists in a large gate bias voltage interval. The Hopf bifurcation from the dc regime is subcritical [5] , [12] , [39] so the oscillation amplitude grows for decreasing values of . In measurements, the value of for which the oscillation starts up ( 2.8 V) agrees with the Hopf-bifurcation point obtained in simulation. The evolution observed versus is in total agreement with the predicted results.
In comparison with other configurations, requiring an accurate synthesis of a feedback network [39] , the oscillator topology is greatly simplified. Indeed, the feedback path is provided here by the device gate-to-drain capacitance . In Fig. 17(a) , the efficiency variation has also been represented versus the gate bias voltage. A peak value as high as 86.4% was measured for V, staying above 80% for V. The gate bias voltage provides a simple way to control the oscillation frequency. For the voltage interval considered in Fig. 17(a) , it varies between 0.826 and 0.98 GHz.
Finally, the phase noise spectral density was captured for several oscillation frequencies and no noticeable difference was appreciated. In Fig. 17(b) , it is represented at V. Phase noise values of 114.8 and 141.4 dBc/Hz were estimated for frequency offsets of 100 kHz and 1 MHz, respectively, in the ranges reported in the literature for GaN HEMT based oscillators [40] .
V. CONCLUSION
An in-depth investigation of hysteresis in a Class-E PA has been presented, demonstrating that it is due to a nonlinear resonance of the transistor input capacitance with the inductive input matching network. The different set of circuit parameters and operating conditions that give rise to turning points in the solution curves are efficiently detected with an outer-tier method, under a geometrical condition for infinite slope. Under an increase of the drain bias voltage, the locus evolves so as to give rise to a free-running oscillation that for the most usual circuit element values cannot be detected with any standard stability analysis, even under an exhaustive variation of the bias voltages. Under input power injection, this oscillation will give rise to an undesired self-oscillating mixer regime, extinguished either through synchronization or inverse Hopf bifurcations. The Hopf bifurcations in the multivalued curves can be efficiently detected combining the outer-tier method with a limit-oscillation condition imposed with the aid of a small-signal AG. The great flexibility in the bifurcation analysis has enabled a thorough investigation of the circuit stability properties under extensive variations of bias voltages, input power, and circuit element values. In this way, it has been possible to modify the original PA design, close to the state-of-the-art for the UHF band so as to make a practical use of the oscillation originally associated with the degenerated turning points. It has been possible to obtain a high-efficiency Class-E oscillator with a slight variation of the input network, providing 154 MHz of frequency coverage with an efficiency figure above 80%.
