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Abstract
We study Maxwell’s equations in time domain for an anisotropic medium of a special type, characterized by the polarization
independent velocity of the wave propagation. In particular, this property is satisfied by all isotropic media. The analysis is based on
an invariant formulation of the system of electrodynamics as a Dirac type first order system on a Riemannian 3-manifold. We study
the properties of this system in the first part of the paper. The second part is devoted to the inverse problem of the identification
of the Riemannian manifold M and the corresponding system of equations from the dynamic boundary data. These data are the
boundary ∂M and the admittance map ZT . Physically, this map corresponds to the measurements of the tangential components of
the electric and magnetic fields on the boundary at a finite time interval [0, T ]. It is shown that, for sufficiently large T > 0, ZT
determines the Riemannian manifold and the underlying electromagnetic parameters. Similar results are proven in the case when
the boundary data are given only on an open part of the boundary. In domains of R3, we describe the group of transformations
which preserve the admittance map ZT , providing a complete characterization of the non-uniqueness of the underlying physical
problem. In the isotropic case with M ⊂ R3, we prove that the boundary data given on an open part of the boundary determine the
domain M , the permittivity ε and the permeability μ uniquely.
© 2006 Elsevier SAS. All rights reserved.
Résumé
Nous étudions les équations de Maxwell dans un domaine temporel pour un milieu d’un type particulier, où la vitesse de la
propagation des ondes est indépendante de la polarisation. En particulier, tout milieu isotrope a cette propriété. L’analyse utilise
une formulation des équations de Maxwell en termes de système du premier ordre de type Dirac. Dans la première partie de cet
article, nous étudions les propriétés de ce système ; la deuxième partie traite le problème inverse de l’identification de la variété
riemannienne M et du système d’équations correspondant pour des données aux limites dynamiques sur une partie ouverte, non
vide, du bord.
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In this paper we study direct and inverse boundary value problems for Maxwell’s equations in Euclidean domains
in R3 and on compact manifolds. In a bounded smooth domain M int ⊂ R3, Maxwell’s equations for the electric and
magnetic fields E and H and the associated electric displacement D and magnetic flux density B are:
curlE(x, t) = −Bt(x, t) (Maxwell–Faraday), (1)
curlH(x, t) = Dt(x, t) (Maxwell–Ampère). (2)
Under the assumption of a non-conducting, linear and non-chiral medium, these are augmented with the constitutive
relations
D(x, t) = ε(x)E(x, t), B(x, t) = μ(x)H(x, t). (3)
Here electric permittivity ε and magnetic permeability μ are smooth 3 × 3 time-independent positive matrices.
The initial boundary value problem we mainly deal with in this paper is (1)–(3) with the homogeneous initial data
and a prescribed tangential component of the electric field E, that is,
E(x, t)|t=0 = 0, H(x, t)|t=0 = 0, (4)
n×E|∂M×R+ = f, (5)
where n is the unit exterior normal vector to ∂M . The inverse problem associated with (1)–(5), which we are looking
at, is the problem of describing all possible electromagnetic parameters ε(x) and μ(x) having the same impedance
map:
Z :n×E|∂M×R+ → n×H |∂M×R+ .
In this connection, the present work consists of two parts. In the first part, we pursue further the invariant formu-
lation of Maxwell’s equations (1)–(3). In the invariant approach to Maxwell’s equations, the domain M is considered
as a 3-manifold and the vector fields E, H , D, and B as differential forms. This alternative formulation has several
advantages both from the theoretical and practical points of view. First, the invariance of the system and boundary
measurements with respect to the diffeomorphisms of M that preserve the part of the boundary where these mea-
surements are done is essential for the inverse problem. Second, the formulation of electrodynamics in terms of
differential forms reflects the way in which these fields are actually observed. For instance, flux quantities are ex-
pressed as 2-forms while field quantities that correspond to forces are naturally written as 1-forms. Therefore, the
electromagnetic material parameters ε(x) and μ(x) should be interpreted as Hodge-type operators from 1-forms to
2-forms thus defining two underlying Riemannian metrics gε and gμ on M . This point of view has been adopted
in modern physics, see, e.g., [18], as well as in applications where the numerical treatment of the equations is done
using the Whitney elements. An extensive treatment of this topic can be found in [11,12]. For the original reference
concerning the Whitney elements, see [71].
The Hodge-type operators ∗ε and ∗μ generated by ε(x) and μ(x) may or may not be proportional. The former
case, where they are equal, up to some multiplicative scalar function, is the one addressed in this paper, see discussion
in Section 1.1. Wave velocity is then independent of polarization, contrary to what happens in the latter case. Wave-
fronts may look ellipsoidal from the point of view of the outside observer who is using the vacuum natural metric.
However, they are actually spherical with respect to the metric that makes both ∗ε and ∗μ scalar multiples of the
associated Hodge operator defined by the underlying travel time metric. This metric is responsible for the velocity of
the electromagnetic wave propagation in the medium. In other words, anisotropy is only apparent, genuine anisotropy
only occurring when Hodge operators ∗ε and ∗μ are not proportional. On the level of the material parameters, ε and μ
are 3 × 3 matrices that represent the action of the Hodge-operations in a given coordinate frame. In these coordinate
frame proportionality of the Hodge operators ∗ε and ∗μ means that
μ = α2ε, (6)
where α is a positive scalar function. In literature, the parameter α is called the wave impedance, see, e.g., [30,31,52].
When ε and μ are constant matrices, i.e., independent of x, with α being a constant scalar parameter, the corresponding
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not exist. In this paper we say that the material corresponding to ε and μ has scalar wave impedance α(x) > 0 if (6)
is satisfied.
Summarizing the above, we consider direct and inverse problems for the most general subclass of Maxwell’s equa-
tions which is distinguished by the fact that electromagnetic fields with different polarization propagate with the
same velocity which, of cause, may depend on the propagation direction. This case is encountered in many physi-
cal situations. For instance, in a curved spacetime with coordinates (x, t) ∈ R3 × R and a “time-independent” metric
ds2 = gjk(x) dxj dxk − dt2, Maxwell’s equations with scalar permittivity and permeability correspond, in the coordi-
nate invariant form to Maxwell’s equations (1)–(3) with scalar wave impedance, see [18, Sec. 14.1.c] or [42, Sec. 90].
Clearly, all isotropic media, i.e., with scalar ε and μ, have a scalar wave impedance.
The invariant approach leads us to formulate Maxwell’s equations on 3-manifolds as a first order Dirac type
system. From the operator theoretic point of view, this formulation is based on an elliptization procedure by ex-
tending Maxwell’s equations to the bundle of the exterior differential forms over the manifold. This is a generalization
of the elliptization of Birman and Solomyak and Picard (see [2,60]).
In the second part of the work, we consider an inverse boundary value problem for Maxwell’s equations with
scalar wave impedance. In physical terms, the goal is to determine the material parameter tensors ε and μ in a
bounded domain from field observations at the boundary or a part of the boundary of that domain. It is possible to
prove unique identifiability in the invariant formulation and then use this result to completely characterize the groups
of transformations between indistinguishable parameters ε and μ in the case M ⊂ R3. In particular, when ε and μ
are scalar functions, this result implies the uniqueness of the determination of ε, μ, and M from data on a part of
boundary not assuming an a priori knowledge of M .
As inverse problems of electrodynamics have a great significance in physics and applications, they have been
studied starting from the 30s, see, e.g., [43,63], where the one-dimensional case was considered. However, results
concerning the multidimensional inverse problems in electrodynamics are relatively recent. The first breakthrough
achieved in [65,14,57,58] was based on the use of the complex geometrical optics. These papers were devoted to the
identifiability of isotropic material parameters ε and μ from the fixed-frequency data collected on ∂M , namely, the
stationary admittance map. Under some mild geometric assumptions it was shown there that these data determine
isotropic ε and μ and also isotropic conductivity, σ , uniquely. These works were based on the ideas previously
developed in [68,53–56] to tackle the scalar Calderón problem, introduced in [13]. Other approaches to the isotropic
inverse problem for Maxwell’s equations work directly in the time domain, see [8,61]. Regarding the case σ = 0 which
is considered in this paper, the result obtained in [61] proves the identifiability of ε and μ from the time-dependent data
collected on the whole ∂M in the case when M , considered as a Riemannian manifold with metric dl2 = εμ|dx|2, is
simple geodesic. We remind the reader that a Riemannian manifold with boundary is called simple geodesic if any two
points x, y ∈ M can be connected by a unique geodesic. Constructions of [8] make it possible to find the product, εμ
of unknown parameters ε,μ. Moreover, the results of [8] are of a local nature making it possible to find this product
only in some collar neighbourhood of ∂M . The time-dependent inverse problem for isotropic Maxwell’s equations
was also considered in [10] which used the time Fourier transform to reduce the problem to the one in the frequency
domain so that to apply the results of [57,58].
Much less is known in the anisotropic case, where the material parameters are matrix valued functions. The case
of anisotropic ε = μ was considered in [6] where it was shown that the time-dependent admittance map known on
∂M makes it possible to recover ε = μ locally, i.e., in some collar neighbourhood of ∂M . In spite of a very little
knowledge, it is, however, clear from the study of the scalar anisotropic problems that, instead of uniqueness, one
obtains uniqueness only up to a group of transformations, involving proper coordinate changes, see, e.g., [49,66,7,33,
26,48,47]. A similar result for Maxwell’s equations was conjectured in [67], based on the analysis of the linearized
inverse problem. Therefore, it is natural to split the study of this problem into two steps. First, to formulate and solve
the corresponding coordinate-invariant inverse problem, i.e., an inverse problem on a manifold. Second, to analyse
the properties resulting from an embedding of the manifold into R3. For a systematic development of this approach,
see [27].
In recent years, inverse problems with data on a part of the boundary have attracted much interest, see [20,26,32,
22,48]. Part of the motivation come from the physical setting when only a part of the boundary is accessible. However,
as far as we know, there are currently no results on identifiability of the shape of the domain M and/or the material
parameters ε,μ on it from inverse data collected on an arbitrary open subset, Γ ⊂ ∂M .
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be the boundary control method, originated in [5] for the isotropic acoustic wave equation. In the anisotropic context,
it has been developed for the Laplacian on Riemannian manifolds [7] and for general anisotropic self-adjoint [34,35]
and certain non-selfadjoint inverse problems [37].
The current article pursues the study of inverse problems for Maxwell’s equations significantly further dealing with
the global reconstruction of the shape of the domain or, more general, 3-manifold M , metric tensor g and scalar wave
impedance α, the latter two being equivalent to the reconstruction of ε and μ. Being based on the boundary control,
the method developed here combines ideas of the articles [38] and [39] with those of [57] and [58]. What is more,
to be able to study anisotropic Maxwell’s equations, we introduce two essential new ideas. First, we characterize
the subspaces controlled from the boundary by duality, thus avoiding the difficulties arising from the complicated
topology of the domains of influence but still providing necessary information about the structure of achievable sets,
see, e.g., Theorem 1.16 in Section 1.5. This makes our approach much different from that in [6,8] also based on the
boundary control method. Indeed, the method of [6,8] requires local controllability in the domains of influence which
is no more valid for large times, see, e.g., [9] thus making the constructions of [6,8] inappropriate outside a collar
neighbourhood of ∂M . Second, we develop a method of focused waves which enables us to recover the pointwise
values of electromagnetic waves on the manifold and, therefore, reconstruct not only the metric g, as in [8], but also
the impedance α.
The main results of this paper can be summarized as follows:
(1) The knowledge of the complete dynamical boundary data over a sufficiently large finite period of time deter-
mines uniquely the compact manifold endowed with the travel time metric as well as the scalar wave impedance
(Theorem 2.1). This is valid also when measurements are made on a part of the boundary (Theorem 2.15). The
necessary time of observation is double of the time required to fill the manifold from the observed part of the
boundary.
(2) For the corresponding anisotropic inverse boundary value problem with scalar wave impedance for bounded
domains in R3, the non-uniqueness is completely characterized by describing the class of possible transformations
between material tensors that are indistinguishable from the observed part of the boundary (Theorem 2.19).
(3) For the corresponding isotropic inverse boundary value problem for bounded domains in R3, the shape of the
domain and the material parameters inside it are uniquely determined from the measurements done on a part of
the boundary (Theorem 2.21).
Some of the results of the paper have been announced in [40,41].
1. Maxwell’s equations on a manifold
This section is devoted to Maxwell’s equations on a compact oriented 3-manifold with boundary. We concentrate
on the properties of these equations important for the inverse problem considered in Section 2.
We start with the formulation of Maxwell’s equations for the 1- and 2-forms. These equations are augmented to a
complete Maxwell system on the full bundle of exterior differential forms over a 3-dimensional Riemannian manifold.
This allows us to define and analyze properties of an elliptic operator related to Maxwell’s equations and to study
the corresponding initial boundary value problem. Crucial results of Sections 1.3 and 1.4 are the Blagovestchenskii
formula, Theorem 1.10, enabling us to evaluate the inner products of electromagnetic waves in terms of the admittance
map Z , also defined in Section 1.3, and the unique continuation result for Maxwell’s equations with Cauchy data on
the lateral boundary. Building on these results, we obtain local and global controllability for electromagnetic waves
generated by boundary sources and define, in a usual manner, spaces of generalized sources.
1.1. Invariant definition of Maxwell’s equations
To define Maxwell’s equations invariantly, consider a smooth compact oriented connected Riemannian 3-manifold
M , ∂M = ∅, with a metric g0, that we call the background metric. Clearly, in physical applications we take M ⊂ R3
with g0 being the Euclidean metric. Analogously to (1) and (2), Maxwell’s equations on the manifold M are equations
of the form:
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curlH(x, t) = Dt(x, t). (8)
Here E,H,D,B ∈ ΓM , the space of C∞-smooth vector fields on M . They are related by the constitutive relations:
D(x, t) = ε(x)E(x, t), B(x, t) = μ(x)H(x, t), (9)
where ε and μ are C∞-smooth positive-definite (1,1)-tensor fields on M . We remind that, for X ∈ ΓM ,
(curlX) = ∗0 dX, divX = − ∗0 d ∗0 X. (10)
Here, d is the exterior differential,  is the fiberwise duality between 1-forms and vector fields,
X ∈ ΓM → X ∈ Ω1M, X(Y ) = g0(X,Y ),
with Ω1M and, generally, ΩkM standing for the bundle of the differential k-forms on M . We define the 1-forms
E = E and H = H and the 2-forms B = ∗0B and D = ∗0D, where ∗0 is the Hodge operator with respect to the
metric g0, acting fiberwise,
∗0 :ΩkM → Ω3−kM.
Then we can write Maxwell’s equations (7), (8) in terms of differential forms as
dE = −Bt , dH=Dt , (11)
where we used the identity ∗0∗0 = id valid in the 3-dimensional case.
Consider now the constitutive relations (9). Starting with equation D = εE, we will next construct a metric gε such
that the Hodge-operator with respect to this metric, denoted by ∗ε , would satisfy the identity:
D = ∗0(εE) = ∗εE . (12)
For such metric, in local coordinates (x1, x2, x3), the middle term of (12) yields
∗0(εE) = √g0gij0 ejpqg0,ij εjkEk dxp ∧ dxq =
√g0ejpqεjkEk dxp ∧ dxq,
where ejpq is the totally antisymmetric permutation index and g0 = det(g0,ij ). Likewise, the right-hand side reads,
∗εE = √gεgijε ejpqg0,ikEk dxp ∧ dxq,
so evidently equality (12) is valid if we set
√gεgijε g0,ik =
√g0εkj .
By taking the determinants of the both sides we find that √gε = √g0 det(ε). Thus we see that for the metric tensor
gijε =
1
det(ε)
gik0 ε
j
k (13)
identity (12) is valid. In the same fashion, we see that for the metric gijμ = det(μ)−1gik0 μjk , we have:
B = ∗0(μH) = ∗μH.
Thus the constitutive relations take the form
D(x, t) = ∗εE(x, t), B(x, t) = ∗μH(x, t). (14)
In general, the metrics gμ and gε can be very different from each other. In this article, we consider a particular case
where the metrics gμ and gε are equal up to a scalar factor.
Definition 1.1. We say that a material has a scalar wave impedance, if the metrics corresponding to the tensors ε and
μ satisfy,
gijε = α4gijμ , or equivalently ∗ε = α−2∗μ :Ω1M → Ω2M, (15)
where the wave impedance α = α(x) is a smooth positive function on M .
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This allows us to introduce a new metric, g on M by:
gij = 1
α2
gijε = α2gijμ . (16)
As we see later, this metric defines the velocity of the electromagnetic wave propagation and we call it the travel-time
metric. In other words, in this case of the scalar wave impedance the electromagnetic wave propagation has only one
wave velocity to each direction, i.e., the wave velocity does not depend on polarization.
Next we consider the waves that satisfy the initial conditions,
B(x, t)|t=0 = 0, D(x, t)|t=0 = 0. (17)
Operating with divergence to the Maxwell equations, this implies that
divB(x, t) = 0, divD(x, t) = 0, for t > 0, x ∈ M.
In terms of differential forms these read as
dD = 0, dE = 0. (18)
In the further considerations, we will use only the pair (E,B) and, as an auxiliary tool, we will consider a more
general system of equations than the physical Maxwell equations. To reflect this we will denote (E,B) by a pair
(ω1,ω2), where
ω1 = E ∈ Ω1M, ω2 = B ∈ Ω2M. (19)
Then Eqs. (11), (14), and (18) imply:
ω1t = δαω2, δαω1 = 0, (20)
ω2t = −dω1, dω2 = 0. (21)
where δα :ΩkM → Ω3−kM is the α-codifferential, given by
δαω
k = (−1)k ∗ α d 1
α
∗ωk, (22)
and ∗ is the Hodge operator with respect to the travel-time metric, g. These equations are called Maxwell’s equations
for forms in the divergence free case on a Riemannian manifold with a scalar wave impedance, (M,g,α).
To extend the above equations to the full bundle of exterior differential forms ΩM = Ω0M × Ω1M × Ω2M ×
Ω3M , we introduce auxiliary forms, ω0 ∈ Ω0M and ω3 ∈ Ω3M , which vanish in the electromagnetic theory, by
ω0t = δαω1, ω3t = −dω2.
Since ω0 = 0 and ω3 = 0 in electromagnetics, we can modify equations (20) and (21) to read
ω1t = −dω0 + δαω2, ω3t = −dω2, (23)
ω2t = −dω1 + δαω3, ω0t = δαω1, (24)
or, in the matrix form,
ωt +Mω = 0, (25)
where ω = (ω0,ω1,ω2,ω3) ∈ΩM , and the operator M (without prescribing its domain at this point, i.e., defined as
a differential expression) is given as
M=
⎛⎜⎝
0 −δα 0 0
d 0 −δα 0
0 d 0 −δα
⎞⎟⎠ . (26)
0 0 d 0
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to the physical electromagnetic waves in the absence of internal sources but only those with ω0 = 0 and ω3 = 0
(cf. Lemma 1.6). For similar extensions, see [2,60].
Note that, identifying ΩM with Ω0M ⊕Ω1M ⊕Ω2M ⊕Ω3M , the complete Maxwell operator can be written as
M= d − δα, (27)
i.e., it becomes a Dirac-type operator on ΩM .
An important property of M is that
M2 = −diag(0α,1α,2α,3α)= −α,
where the operator kα acts on the k-forms as
kα = dδα + δαd = kg +Qk(x,D). (28)
Here kg is the Laplace–Beltrami operator in the metric g and Qk(x,D) is a first order perturbation. Hence, if ω
satisfies Eq. (25), it satisfies also the wave equation:(
∂2t +α
)
ω = (∂t −M)(∂t +M)ω = 0. (29)
This formula legitimates the notion of the travel time metric and makes it clear that in the Maxwell system with scalar
wave impedance, the electromagnetic waves of different polarization propagate with the same speed determined by
the metric g. On the other hand, as follows from [24,25] (see also [16]), when ε and μ are not proportional, waves
with different polarization propagate with different velocity.
We end this section with a representation of the energy of electric and magnetic fields in terms of the corresponding
differential forms, setting:
E(E) = 1
2
∫
M
g0(εE,E)dV0 = 12
∫
M
1
α
ω1 ∧ ∗ω1,
E(B) = 1
2
∫
M
g0(μH,H)dV0 = 12
∫
M
1
α
ω2 ∧ ∗ω2,
where dV0 is the volume form of (M,g0). These formulae serve as a motivation for our definition of the inner products
in the following section.
1.2. The Maxwell operator
In this section we establish a number of notational conventions and definitions concerning differential forms used
in this paper.
We define the L2-inner products for the k-forms in ΩkM as(
ωk,ηk
)
L2 =
∫
M
1
α
ωk ∧ ∗ηk, ωk, ηk ∈ ΩkM,
and denote by L2(ΩkM) the completion of ΩkM in the corresponding norm. We also define:
L2(M) = L2(Ω0M)×L2(Ω1M)×L2(Ω2M)×L2(Ω3M),
with the Sobolev spaces Hs(M), Hs0(M), s ∈ R, given as
Hs(M) = Hs(Ω0M)×Hs(Ω1M)×Hs(Ω2M)×Hs(Ω3M),
Hs0(M) = Hs0
(
Ω0M
)×Hs0 (Ω1M)×Hs0 (Ω2M)×Hs0 (Ω3M).
Here, Hs(ΩkM) is the Sobolev space of the k-forms and Hs0 (Ω
kM) is the closure in Hs(ΩkM) of the set of the
k-forms in ΩkM , which vanish near ∂M .
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H
(
d,ΩkM
)= {ωk ∈ L2(ΩkM) | dωk ∈ L2(Ωk+1M)},
and a natural domain of δα is
H
(
δα,Ω
kM
)= {ωk ∈ L2(ΩkM) | δαωk ∈ L2(Ωk−1M)}.
In the sequel, we drop the sub-index α from the codifferential.
The operators d and δ are adjoint, i.e., for the C∞0 -forms ωk,ηk+1,(
dωk, ηk+1
)
L2 =
(
ωk, δηk+1
)
L2 .
To extend this formula to less regular forms, let us fix some notations. For ωk ∈ ΩkM , we define its tangential and
normal boundary components on ∂M as
tωk = i∗ωk, nωk = i∗(α−1 ∗ωk),
respectively, where i∗ :ΩkM → Ωk∂M is the pull-back of the natural imbedding i : ∂M → M . With these notations,
Stokes’ formula for forms can be written as(
dωk, ηk+1
)
L2 −
(
ωk, δηk+1
)
L2 =
〈
tωk,nηk+1
〉
, (30)
where, for ωk ∈ ΩkM and ηk+1 ∈ Ωk+1M ,〈
tωk,nηk+1
〉= ∫
∂M
tωk ∧ nηk+1.
There are well defined extensions of the boundary trace operators t and n to H(d,ΩkM) and H(δ,ΩkM). The
following result is due to Paquet [59]:
Proposition 1.2. The operators t and n can be extended to continuous surjective maps:
t :H
(
d,ΩkM
)→ H−1/2(d,Ωk∂M),
n :H
(
δ,Ωk+1M
)→ H−1/2(d,Ω2−k∂M),
where the space H−1/2(d,Ωk∂M) is the space of the k-forms ωk on ∂M satisfying
ωk ∈ H−1/2(Ωk∂M), dωk ∈ H−1/2(Ωk+1∂M).
Formula (30) is instrumental for characterizing the spaces of forms with vanishing boundary data. Introducing
˚H(d,ΩkM) = Ker(t) and ˚H(δ,Ωk+1M) = Ker(n) and applying Stokes’ formula, one can prove in standard way the
following lemma:
Lemma 1.3. The adjoint of the operator,
d :L2
(
ΩkM
)⊃ H (d,ΩkM)→ L2(Ωk+1M),
is the operator δ :L2(Ωk+1M) ⊃ ˚H(δ,Ωk+1M) → L2(ΩkM) and vice versa. Similarly, the adjoint of
δ :L2
(
Ωk+1M
)⊃ H (δ,Ωk+1M)→ L2(ΩkM)
is the operator d :L2(ΩkM) ⊃ ˚H(d,ΩkM) → L2(Ωk+1M).
When there is no risk of confusion we will write for brevity H(d) = H(d,ΩkM) and similarly, mutatis mutandis
for the other spaces.
For later references, we point out that Stokes’ formula for the complete Maxwell system can be written as
(η,Mω)L2 + (Mη,ω)L2 = 〈tω,nη〉 + 〈tη,nω〉, (31)
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H = H(d)× [H(d)∩H(δ)]× [H(d)∩H(δ)]×H(δ),
η ∈ H1(M), tω = (tω0, tω1, tω2), nω = (nω3,nω2,nω1), and
〈tω,nη〉 = 〈tω0,nη1〉+ 〈tω1,nη2〉+ 〈tω2,nη3〉. (32)
With these notations, we give the following definition of the Maxwell operator with electric boundary condition.
Definition 1.4. The Maxwell operator with electric boundary condition, Me, is an operator in L2(M), with
D(Me) = ˚Ht := ˚H(d)×
[
˚H(d)∩H(δ)]× [ ˚H(d)∩H(δ)]×H(δ),
and Meω, ω ∈D(Me) is given by the differential expression (26).
In terms of physics, the electric boundary condition is associated with electrically perfectly conducting boundaries,
i.e., n × E = 0, n · B = 0, where n is the exterior normal vector at the boundary. In terms of differential forms, this
means simply that tE = tω1 = 0 and t ∗0 B = tω2 = 0. Although not used in the sequel, the Maxwell operator with
magnetic boundary condition, Mm, is given by (26) with the domain
D(Mm) = ˚Hn := H(d)×
[
H(d)∩ ˚H(δ)]× [H(d)∩ ˚H(δ)]× ˚H(δ).
Consider the intersections of spaces in the definition of D(Me) and D(Mm). Let
˚H 1t
(
ΩkM
)= {ωk ∈ H 1(ΩkM) | tωk = 0},
˚H 1n
(
ΩkM
)= {ωk ∈ H 1(ΩkM) | nωk = 0}.
It is a direct consequence of Gaffney’s inequality (see [64]) that
˚H
(
d,ΩkM
)∩H (δ,ΩkM)= ˚H 1t (ΩkM),
H
(
d,ΩkM
)∩ ˚H (δ,ΩkM)= ˚H 1n (ΩkM).
The following lemma is a straightforward application of Lemma 1.3 and the classical Hodge–Weyl decomposi-
tion [64].
Lemma 1.5. The electric Maxwell operator has the following properties:
(i) The operator Me is skew-adjoint;
(ii) The operator Me defines an elliptic differential operator in M int;
(iii) Ker(Me) = {(0,ω1,ω2,ω3) ∈ ˚Ht | dω1 = 0, δω1 = 0, dω2 = 0, δω2 = 0, δω3 = 0};
(iv) Ran(Me) = L2(Ω0M)× (δH(δ,Ω2M)+ d ˚H(d,Ω0M))(δH(δ,Ω3M)+ d ˚H(d,Ω1M))× d ˚H(d,Ω2M).
By the skew-adjointness, it is possible to define weak solutions to initial boundary-value problems needed later.
1.3. Initial-boundary value problem
In the sequel, we denote the forms ω(x, t) by ω(t) or ω when there is no danger of misunderstanding.
By a weak solution to the initial boundary value problem,
∂tω +Mω = ρ ∈ L1loc
(
R,L2(M)
)
,
tω|∂M×R = 0, ω(0) = ω0 ∈ L2, (33)
we mean the form ω(t) ∈ C(R,L2(M)) defined as
ω(t) = U(t)ω0 +
t∫
U(t − s)ρ(s) ds, (34)0
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initial data at t = T , T ∈ R. Assuming ρ ∈ C(R,L2), the solution has more regularity, ω ∈ C(R,L2) ∩ C1(R,H′),
where H′ denotes the dual of H.
The following result gives a sufficient condition for a weak solution of the complete system to be also a solution of
Maxwell’s equations.
Lemma 1.6. Assume that the initial data ω0 is of the form ω0 = (0,ω10,ω20,0), where δω10 = 0, dω20 = 0, and ρ = 0.
Then the weak solution ω(t) of form (34) satisfies also Maxwell’s equations (20), (21), i.e., ω0 = 0 and ω3 = 0.
Proof. As seen from (29), ω0(t) satisfies the wave equation
0αω
0 +ω0t t = 0,
with the Dirichlet boundary condition tω0 = 0. The initial data for ω0 is:
ω0(0) = ω00 = 0, ω0t (0) = δω1
∣∣
t=0 = δω10 = 0.
Hence, ω0(t) = 0 for all t ∈ R.
Similarly, ω3(t) satisfies the wave equation with the initial data,
ω3(0) = ω03 = 0, ω3t (0) = −dω2
∣∣
t=0 = −dω20 = 0.
As for the boundary condition, we observe that
tδω3 = tω2t − tdω1 = ∂t tω2 − dtω1 = 0,
i.e., the Neumann data for the function ∗ω3 vanish at ∂M . Thus, ω3(t) = 0. 
Assume that ω(t) is a smooth solution of the complete system (33). The complete Cauchy data of ω(t) consist of(
tω(x, t),nω(x, t)
)
, (x, t) ∈ ∂M × R.
The Cauchy data for the solutions ω(t) of Maxwell’s equations have a particular structure. Indeed, by taking the
tangential trace of Eq. (21), we obtain tω2t = −dtω1. Further, by integrating,
tω2(x, t) = tω2(x,0)−
t∫
0
d
(
tω1(x, t ′)
)
dt ′, x ∈ ∂M. (35)
Similarly, by taking the normal trace of Eq. (20), we find that nω1t = dnω2, so by integrating,
nω1(x, t) = nω1(x,0)+
t∫
0
d
(
nω2(x, t ′)
)
dt ′, x ∈ ∂M. (36)
In this work, we consider mainly the case ω(0) = 0, when the lateral Cauchy data for the original problem of electro-
dynamics is simply:
tω =
(
0, f,−
t∫
0
df (t ′) dt ′
)
, (37)
nω =
(
0, g,
t∫
0
dg(t ′) dt ′
)
, (38)
where f and g are functions of t with values in Ω1∂M . The following theorem implies that solutions of Maxwell’s
equations are solutions of the complete Maxwell system and gives sufficient conditions for the converse result.
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ωt +Mω = 0, t > 0, (39)
with ω(0) = 0, and ω0(t) = 0, ω3(t) = 0, then tω, nω are of the form (37), (38).
Conversely, if tω, nω are of the form (37), (38) for 0 t  T , and ω(t) satisfies (39), with ω(0) = 0, then ω(t) is
a solution of Maxwell’s equations (20), (21), i.e., ω0(t) = 0, ω3(t) = 0.
Proof. The first part of the theorem follows from the above considerations if we show that ω(t) is sufficiently regular.
For ω2 ∈ C(R,H(δ,Ω2M)), by Proposition 1.2, nω2 ∈ C(R,H−1/2(Ω1∂M)) with dnω2 ∈ C(R,H−1/2(Ω2∂M)).
As δω1t (t) = δδω2(t) = 0, it holds also that
nω1t ∈ C
(
R,H−1/2(Ω2∂M)
)
,
implying (38). To prove (37), we use the Maxwell duality: Consider the forms
η3−k = (−1)k ∗ α−1ωk.
Then η = (η0, η1, η2, η3) satisfies the complete system dual to the Maxwell system, ηt + M˜η = 0, where M˜ is the
Maxwell operator with metric g and scalar impedance α−1. Then formula (38) for the solution η implies (37) for ω.
To prove the converse, we observe that the equations,
∂tω
0(t)− δω1(t) = 0, ∂tω1(t)+ dω0(t)− δω2(t) = 0, (40)
imply that
ω0t t (t)+ δ dω0(t) = 0.
In addition, ω0(0) = 0, ω0t (0) = 0, and from (37), tω0(t) = 0. Thus, ω0 = 0 for 0  t  T . By the Maxwell duality
described earlier, this implies also that ω3(t) = 0. 
The following definition, where R is a right inverse to the mapping t, fixes the solutions of the forward problem
used in this work.
Definition 1.8. Let h = (h0, h1, h2) ∈ C∞([0, T ],Ω∂M). The solution ω(t) of the initial boundary value problem,
ωt +Mω = 0, t > 0,
ω(0) = ω0 ∈ L2(M), tω = h,
is given by:
ω(t) = Rh(t)+ U(t)ω0 −
t∫
0
U(t − s)(MRh(s)+Rhs(s))ds.
When ω0 = 0 and h is a smooth boundary source of form (37),
h =
(
0, f,−
t∫
0
df (t ′) dt ′
)
, f ∈ C∞0
(]0, T [,Ω1∂M),
ω(t) is called the solution of Maxwell’s equations in M × [0, T ] with the boundary condition tω1 = f and the initial
condition ω(0) = 0.
To emphasize the dependence of ω(t) on f above, we write occasionally
ω(t) = ωf (t) = (0, (ωf )1, (ωf )2,0). (41)
We note that f could be chosen from a wider class, e.g., from H 1/2(∂M × [0, T ]).
We use the notation
•
C∞([0, T ],Ω1∂M) for the space of C∞ functions [0, T ] → Ω1∂M vanishing near t = 0.
Theorem 1.7 motivates the following definition.
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ZT : •C∞
([0, T ],Ω1∂M)→ •C∞([0, T ],Ω1∂M), tω1|∂M×[0,T ] → nω2|∂M×[0,T ],
where ω(t) is the solution of Maxwell’s equations (20), (21), in M × [0, T ] with ω(0) = 0.
Note that in the classical terminology of the electric and magnetic fields, ZT maps the tangential electric field
n×E|∂M×[0,T ] to the tangential magnetic field n×H |∂M×[0,T ].
The following result, which relates the boundary data and the energy of the electromagnetic field, is crucial for
boundary control. It is a version of the Blagovestchenskii formula (see [4] for the scalar case).
Theorem 1.10. (1) For any T > 0 and f,h ∈ •C∞([0,2T ],Ω1∂M), the knowledge of the admittance map Z2T allows
us to evaluate the inner products:((
ωf
)j
(t),
(
ωh
)j
(s)
)
L2 , j = 1,2, 0 s, t  T .
(2) For any T > 0 and f ∈ •C∞([0, T ],Ω1(∂M)), ZT determines the energy of the field ωf at t = T , defined as
ET (ωf )= 1
2
∥∥(ωf )1(T )∥∥2
L2 +
1
2
∥∥(ωf )2(T )∥∥2
L2 .
Proof. (1) Let ω(t) = ωf (t) and η(s) = ωh(s) with Fj (s, t) = (ωj (s), ηj (t))L2 , j = 1,2. By (28), (29),(
∂2s − ∂2t
)
Fj (s, t) = (ωjss(s), ηj (t))L2 − (ωj (s), ηjtt (t))L2
= −((dδ + δd)ωj (s), ηj (t))
L2 +
(
ωj (s), (dδ + δd)ηj (t))
L2 = bj (s, t). (42)
We apply Maxwell’s equations (20), (21) and the commutation relations,
tdωj = dtωj , nδωj = t ∗ ∗d 1
α
∗ωj = dt 1
α
∗ωj = dnωj , (43)
where j ∈ {1,2}, and d , in the right-hand side, is the exterior derivative on ∂M . A straightforward applications of
Stokes’ formula (30), yields
b1(s, t) = 〈nω2s (s), tη1(t)〉− 〈tω1(s),nη2t (t)〉,
b2(s, t) = 〈nω2(s), tη1t (t)〉− 〈tω1s (s),nη2(t)〉.
As Z2T determines b1(s, t) and b2(s, t) for t, s < 2T and
Fj (0, t) = Fj (s,0) = 0, F js (0, t) = Fjt (s,0) = 0, (44)
the function Fj (s, t) can be found from the wave equation (42) for s + t < 2T .
(2) Again, by differentiating and using Maxwell’s equations and Stokes’ formula, we obtain:
∂tE t
(
ωf
)= −〈tω1(t),nω2(t)〉= −〈f (t),ZT f (t)〉.
As E0(ωf ) = 0, the energy is readily obtained for t  T . 
1.4. Unique continuation results
For further applications to inverse problems, in this section we consider the unique continuation of the Holmgren–
John type for Maxwell’s equations. We start with an extension of differential forms outside the manifold M . Let
Γ ⊂ ∂M be open and M˜ be an extension of M across Γ , i.e., M ⊂ M˜ , Γ ⊂ M˜ int and ∂M \ Γ ⊂ ∂M˜ . Let g˜, α˜ be
smooth continuations of g and α to M˜ . In this case, we say that the manifold (M˜, g˜, α˜) is an extension of (M,g,α)
across Γ .
Let ωk be a k-form on M and ω˜k its extension by zero to M˜ . It follows from Stokes’ formula (30) that for
ωk ∈ H(d,ΩkM) with tωk|Γ = 0, we have ω˜k ∈ H(d,ΩkM˜). Similarly, if ωk ∈ H(δ,ΩkM) and nωk|Γ = 0, then
ω˜k ∈ H(δ,ΩkM˜). These yield the following result:
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complete Maxwell system (25) in M × [0, T ]. Let ω˜ be its extension by zero across Γ ⊂ ∂M . Then ω˜(t) satisfies the
complete Maxwell system (25) in M˜ × [0, T ].
We are particularly interested in the solutions of Maxwell’s equations. The following result extends Proposi-
tion 1.11 to this case.
Lemma 1.12. Let ω(t) ∈ C1(R,L2) ∩ C(R,H) be a solution of Maxwell’s equations (20), (21) in M × [0, T ], i.e.,
ω0(t) = 0, ω3(t) = 0. In addition, let tω1|Γ×[0,T ] = 0, nω2|Γ×[0,T ] = 0, and ω(0) = 0. Then ω˜(t) ∈ C1(R,L2(M˜))∩
C(R,H(M˜)) is a solution of Maxwell’s equations (20), (21) in M˜ × [0, T ].
Proof. The above conditions together with Theorem 1.7 imply that
tω =
(
0, tω1,−
t∫
0
dtω1 dt ′
)
= 0, nω =
(
0,nω2,
t∫
0
dnω2 dt ′
)
= 0
in Γ × [0, T ]. Therefore, by Proposition 1.11, ω˜(t) satisfies (25) in M˜ × [0, T ]. Clearly, also ω˜0(t) = 0, ω˜3(t) = 0 in
M˜ × [0, T ], and ω˜(0) = 0. 
When we deal with a general solution to Maxwell’s equations (20)–(21), which may not satisfy zero initial condi-
tions, and try to extend them by zero across Γ , the arguments of Lemma 1.12 fail. Indeed, if ω(0) = 0, then (36) show
that nω2 = 0 is not sufficient for nω1 = 0. However, by differentiating with respect to t , the parasite term nω1(0)
vanishes. This is the motivation why Theorem 1.13 below deals with the time derivatives of the weak solutions.
Let, again, Γ ⊂ ∂M be open and T > 0. Denote by K(Γ,T ) the double cone of influence with the base on the
slice t = T ,
K(Γ,T ) = {(x, t) ∈ M × [0,2T ] | τ(x,Γ ) < T − |T − t |},
where τ(x, y) is the distance function on (M,g) (see Fig. 1).
We prove the following unique continuation result for the time derivatives of the fields.
Theorem 1.13. Let ω(t) be a weak solution (34) of the initial boundary value problem (33). Assume that
ω0 = (0,ω10,ω20,0), δω10 = 0, dω20 = 0, and ρ = 0. If nω2 = 0 on Γ × ]0,2T [, then ωt = 0 in K(Γ,T ).
Proof. When ω(t) ∈ C2(]0,2T [,L2) ∩ C1(]0,2T [,H), then η(t) = ωt(t) ∈ C1(]0,2T [,L2) ∩ C0(]0,2T [,H) also
satisfies Maxwell’s equations (20), (21). Let M˜ be the extension of M across Γ and η˜ be the extension of η by zero. In
follows from (35) and (36) that tη2 = −dtω1 = 0 and nη1 = dnω2 = 0 in Γ ×]0,2T [. Therefore, by Proposition 1.11,
η˜(t) ∈ C1(]0,2T [,L2(M˜))∩C0(]0,2T [,H(M˜)),
is a solution of the complete system and obviously, also a solution of Maxwell’s equations (20), (21) in M˜ × ]0,2T [.
Fig. 1. Left: The double cone of influence. Right: For T large enough, the double cone contains a slice {T/2} ×M .
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any σ > 0, η˜ = 0 in the double cone,{
(x, t), x ∈ M˜, t ∈ R | τ˜(x, M˜ \M)< T − σ − |T − t |}.
Thus, η = 0 in K(Γ,T ).
When ω(t) ∈ C0(]0,2T [,L2) is a weak solution, we use Friedrich’s mollifier in t ,
ωσ = ψσ ∗ω, ψσ (t) = (1/σ)ψ(t/σ ) for σ > 0,
where ψ ∈ C∞0 ([−1,1]),
∫
ψ(s) ds = 1. Then ωσ (t) satisfies the conditions of the theorem with Γ ×]0,2T [ replaced
by Γ × ]σ,2T − σ [. As
Mjωσ = (−∂t )jωσ ∈ C∞
(]σ,2T − σ [,L2(M)), for any j > 0,
we have, in particular, that ωσ (t) ∈ C2(]σ,2T −σ [,L2)∩C1(]σ,2T −σ [,H). By the above, ∂tωσ (t) = 0 in Kσ (Γ,T ),
where
Kσ (Γ,T ) =
{
(x, t) | τ˜(x, M˜ \M)< T − σ − |T − t |}.
As ∂tωσ (t) → ∂tω(t) in the distribution sense, the result follows. 
Remark 1.14. The article [17], based on results of Tataru [69,70] deals with scalar ε and μ. However, due to the
polarization independence of the wave velocity, it is, in principle, possible to generalize it to the scalar impedance
case. Another way to prove the desired unique continuation for the sufficiently smooth solutions of Eq. (29) is to
use the simplified version of Tataru’s construction, given in [27, Section 2.5]. There, the unique continuation result is
based on local Carleman estimates for the solutions of the scalar wave equation, utt − aij (x)∂i∂ju+A1(x,D)u = 0,
where A1(x,D) is a first-order differential operator. These estimates utilized a function φ(x, t) that is pseudoconvex
with respect to the metric aij , and absorbed the perturbation due to A1(x,D) into the main terms of the Carleman
estimates. By (28) and (29), the operator M2 is, in local coordinates, a principally diagonal operator with the same
second order differential operator, gij ∂i∂j , acting on all components of ω(t). As in [27], one can treat the first-order
terms as a perturbation and obtain a desired Carleman estimate. In this manner, the constructions in [27] can be
word-by-word generalized to the considered case of Maxwell’s equations with scalar wave impedance.
Remark 1.15. It is clear from the above arguments that if ω(t) is a weak solution of the initial boundary value
problem (33) and ω(t) ∈ C∞(]0,2T [,L2(M)), then
ω(t) ∈ C∞(]0,2T [,D∞(Me)), ω(t) ∈ C∞(M int × ]0,2T [),
where we used the notation D∞(Me) =⋂N>0D(MNe ).
1.5. Controllability results
In this section we derive controllability results for Maxwell’s equations. We divide these results into local results,
i.e., controllability at short times and global results, where the time of control is long enough so that the controlled
electromagnetic waves fill the whole manifold. Both types of results are based on the unique continuation of Theo-
rem 1.13.
Let ωf (t), f ∈ C∞0 (R+,Ω1∂M) be a solution of Maxwell’s equations in the sense of Definition 1.8 with the initial
condition ωf (0) = 0. Let ω˜ be the weak solution of (33) given by (34) with ρ = 0 and ω˜(T ) = ω0 = (0,ω10,ω20,0).
Similar considerations to those in the proof of Theorem 1.10, show that
(
ωf (T ),ω0
)
L2 = −
T∫
0
〈
tωf (t),nω˜(t)
〉
dt, (45)
which we will refer to as the control identity.
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In this section, we study the differential 1-forms in M generated by boundary sources active for short periods of
time. Instead of a complete characterization of these forms, we show that they form a sufficiently large subspace in
L2(Ω1M). The difficulty that prevents a complete characterization of this subspace lies in the topology of the domains
of influence, which can be very complicated.
Let Γ ⊂ ∂M be open and T > 0. The domain of influence, M(Γ,T ), is defined as
M(Γ,T ) = {x ∈ M | τ(x,Γ ) < T },
M(Γ,T )× {T } = K(Γ,T )∩ {t = T }. (46)
Let C∞0 (]0, T [,Ω1Γ ) ⊂ C∞0 (]0, T [,Ω1∂M) consists of the forms supported in Γ × [0, T ] and
X(Γ,T ) = clL2
{(
ωf
)1
(T ) | f ∈ C∞0
(]0, T [,Ω1Γ )}. (47)
Furthermore, let
H
(
δ,M(Γ,T )
)= {ω2 ∈ H (δ,Ω2M) | supp(ω2) ∈ M(Γ,T )}.
For S ⊂ M , we define H 10 (ΩkS) ⊂ H 10 (ΩkM) consisting of the k-forms with support in S.
Theorem 1.16. For any open Γ ⊂ ∂M and T > 0,
δH 10
(
Ω2M(Γ,T )
)⊂ X(Γ,T ) ⊂ clL2(δH (δ,M(Γ,T ))). (48)
Proof. The rightmost inclusion being an immediate corollary of (20), we concentrate on the leftmost one.
Let ω10 ∈ L2(Ω1M) satisfy:(
ω10,
(
ωf
)1
(T )
)
L2 = 0 for all f ∈ C∞0
(]0, T [,Ω1Γ ). (49)
By the Hodge decomposition (see [64]) in L2(Ω1M), we have:
ω10 = ωˆ10 + δη20, (50)
where dωˆ10 = 0, tωˆ10 = 0 and η20 ∈ H(δ,Ω2M). Thus, (49) is equivalent to(
δη20,
(
ωf
)1
(T )
)
L2 = 0. (51)
Let ω˜(t) be the weak solution to (33) with ρ = 0 and the initial data at t = T given by ω˜(T ) = (0, δη20,0,0). By the
control identity (45), the orthogonality (49) and the particular form of the boundary data for solutions of Maxwell’s
equations (37), (38), we see that
0 =
T∫
0
〈
tωf (t),nω˜(t)
〉= T∫
0
〈
t
(
ωf
)1
(t),nω˜2(t)
〉= T∫
0
〈
f,nω˜2(t)
〉
,
i.e., nω˜2 = 0 on Γ × ]0, T [. Since
ω˜(T + t) = (0, ω˜1(T − t),−ω˜2(T − t),0),
also nω˜2 = 0 on Γ × ]T ,2T [. Thus nω˜2|Γ×]0,2T [ is supported on Γ × {T }. Since (ωf (t), ω˜(t))L2 is a continuous
function of t , we see by applying formula (45) for ω0 = (0, δη20,0,0) and variable t that
nω˜2 = 0 on Γ × ]0,2T [.
Therefore, by Theorem 1.13, ∂t ω˜2 = 0 in K(Γ,T ), In particular, dδη20 = −∂t ω˜2(T ) = 0 in M(Γ,T ). In other
words, if ω10 ∈ X(Γ,T )⊥, then the term η20 in the decomposition (50) satisfies dδη20 = 0 in M(Γ,T ). For any
ν2 ∈ H 10 (Ω2M(Γ,T )), we have therefore (
δν2,ω10
)
L2 =
(
ν2, dδη20
)
L2 = 0,
and thus δν2 ∈ (X(Γ,T )⊥)⊥. This is equivalent to the leftmost inclusion in (48). 
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ω
f
t (t) = ω∂tf (t), we see by using
X(Γ,T ) ⊂ clL2
{(
ω
f
t (T )
)1 | f ∈ •C∞([0, T ],Ω1∂M)} (52)
and (20), that the inclusions (48) remain valid when X(Γ,T ) is replaced with the right-hand side of (52).
1.5.2. Global controllability
This section is devoted to the study of controllability results when the control times are large enough so that the
waves fill the whole manifold.
For Γ ⊂ ∂M and T > 0, we define:
Y(Γ,T ) = {ωft (T ) | f ∈ C∞0 (]0, T [,Ω1Γ )}, (53)
where Ω1Γ is the set of the 1-forms in Ω1∂M supported on Γ and abbreviate Y(∂M,T ) = Y(T ). Our objective is to
characterize Y(Γ,T ) for T large enough. In the following theorem, we use the notation
radΓ (M) = max
x∈M τ(x,Γ ), rad(M) = rad∂M(M). (54)
Theorem 1.18. For an open non-empty Γ ⊂ ∂M and T  T0 > 2 radΓ (M), we have clL2(M) Y (Γ,T ) = Y , where
Y = {0} × δH(δ)× d ˚H(d)× {0}. (55)
Proof. Let ω(t) = ωf (t) be the solution, in the sense of Definition 1.8, of the initial boundary-value problem with
f ∈ C∞0 ([0, T0],Ω1Γ ). Since f = 0 for T  T0, we have tω1(T ) = 0, and consequently, for ωt(T ) = −Mω(T ),
ωt(T ) =
(
0, δω2(T ),−dω1(T ),0) ∈ {0} × δH(δ)× d ˚H(d)× {0}.
To prove the converse, we will show that Y(Γ,T ) is dense in {0} × δH(δ) × d ˚H(d) × {0}. To this end, let
ω0 ∈ {0} × δH(δ)× d ˚H(d)× {0} and ω0 ⊥ Y(Γ,T ), i.e.,(
ω0,ωt (T )
)
L2 =
(
ω10,ω
1
t (T )
)
L2 +
(
ω20,ω
2
t (T )
)
L2 = 0, (56)
for any f ∈ C∞0 ([0, T0],Ω1Γ ).
Let ω˜ be the weak solution of the problem,
ω˜t +Mω˜ = 0, tω˜ = 0, ω˜(T ) = ω0.
Observe that ω0 satisfies δω10 = 0 and dω20 = 0, so that ω˜ satisfies Maxwell’s equations (20), (21). Consider the
function F :R → R, F(t) = (ω˜(t),ωt (t))L2 . By Maxwell’s equations,
Ft (t) =
(
ω˜(t),ωtt (t)
)
L2 +
(
ω˜t (t),ωt (t)
)
L2
= −(ω˜1, δdω1)
L2 −
(
ω˜2, dδω2
)
L2 +
(
dω˜1, dω1
)
L2 +
(
δω˜2, δω2
)
L2 ,
and further, by Stokes’ formula (30),
Ft(t) = −
〈
tω˜1(t),ndω1(t)
〉− 〈nω˜2(t), tδω2(t)〉.
However, tω˜ = 0 and δω2 = ω1t . Thus,
Ft(t) = −
〈
nω˜2(t), tω1t (t)
〉= −〈nω˜2(t), ft (t)〉.
On the other hand, since ω(0) = 0, the orthogonality condition (56) implies that F(0) = F(T ) = 0, i.e.,
T∫ 〈
nω˜2(t), ft (t)
〉
dt = −
T∫
Ft(t) dt = 0.0 0
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ω˜tt = 0 in the double cone K(Γ,T /2). Since T0 > 2 radΓ (M), this double cone contains a cylinder of the form
C = M × ]T/2 − s, T /2 + s[ with some s > 0. (See Fig. 1.)
As ω˜tt satisfies Maxwell’s equations with the homogeneous boundary condition tω˜tt = 0, this implies that ω˜tt = 0
in M × R. Therefore, ω˜(t) = ω1 + tω2, where ω1 and ω2 do not depend on t . Again, by Maxwell’s equations,
ω2 = ω˜t =Mω1 + tMω2.
Therefore, ω2 =Mω1 and Mω2 = 0. But then Stokes’ formula implies that
(ω2,ω2)L2 = (ω2,Mω1)L2 = −(Mω2,ω1)L2 = 0,
i.e., ω2 = 0 and Mω1 = 0. Furthermore, by the choice of ω0,
ω1 = ω˜(T ) = ω0 =
(
0,−δν2, dν1,0)=Mν,
with ν ∈ {0} × ˚H(d)×H(δ)× {0}. By a further application of Stokes’ formula,
(ω1,ω1)L2 = (ω1,Mν)L2 = −(Mω1, ν)L2 = 0,
i.e., ω1 = 0 and, therefore, ω0 = 0. 
1.6. Generalized sources
So far, we dealt only with smooth boundary sources and the corresponding fields. Later, we need more general
sources which are described in this section.
Let WT be the wave operator,
WT :C∞0
(]0, T0[,Ω1∂M)→ Y, f → ωft (T ),
where T  T0 > 2 rad(M). Let ‖ · ‖F be a quasinorm on the space of boundary sources defined via WT ,
‖f ‖F =
∥∥WT f ∥∥L2 . (57)
By the energy conservation, this norm is independent of T  T0 and by Theorem 1.10, if the admittance map ZT is
given, we can evaluate ‖f ‖F for f ∈ C∞0 (]0, T0[,Ω1∂M).
Using the standard procedure in PDE-control, e.g., [62,44], there is a Hilbert space of generalized boundary sources
with the norm defined by (57). Indeed, we first introduce the space F([0, T0]),
F([0, T0])= C∞0 (]0, T0[,Ω1∂M)/∼,
where f ∼ g iff WT f = WT g, and then complete it with respect to the norm (57) to obtain F([0, T0]). By
Theorem 1.18, WT is an isometry between F([0, T0]) and Y for any T  T0 > 2 rad(M). The elements of F([0, T0])
are equivalence classes of Cauchy sequences (fj )∞j=1 and we denote them by fˆ = (fj )∞j=1. (This is a slight abuse
of notations, as (fj )∞j=1 is a representative of the equivalence class fˆ .) To put it in another way, for any ω0 ∈ Y ,
there is a sequence (fj )∞j=0 with fj ∈ C∞0 (]0, T0[,Ω1∂M), defining a generalized source fˆ ∈F([0, T0]), and for the
corresponding wave,
ω
fˆ
t (t) := lim
j→∞ω
fj
t (t) for t  T0, (58)
we have ωfˆt (T ) = ω0. Since in this work T0 is considered as a fixed parameter, we denote F([0, T0]) for brevity as F .
We say that hˆ ∈F is a generalized time derivative of fˆ ∈F , if for T = T0,
lim
σ→0+
∥∥∥∥ fˆ (·+σ)− fˆ (· )σ − hˆ
∥∥∥∥F = 0, (59)
and write hˆ = Dfˆ , or simply hˆ = ∂t fˆ . We also need spaces with s generalized derivatives, F s =D(Ds), with s ∈ Z+,
and F∞ =⋂ F s . As in Remark 1.15, if fˆ ∈F s ,s∈Z+
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fˆ
t ∈
s⋂
j=0
(
Cs−j
([T0,∞[,D(Mje ))∩ Ran(Me)), (60)
so that ωfˆt (T ) ∈ Hsloc(M int) for T  T0.
We need also the dual of the space D(Mse). Since Hs0 ⊂ D(Mse), we have (D(Mse))′ ⊂ H−s . Similarly,
H−s0 ⊂ (D(Mse))′. These facts will be used later to construct focusing sequences.
1.7. Continuation of the boundary data
Theorems 1.10 and 1.18 make it possible to continue boundary data, originally given for t  T to larger times
t > T , when T is large enough, by using essentially the same ideas as in the scalar case, [27,38] (see also [10] for
another continuation method).
Lemma 1.19. The admittance map ZT , given for T > 2 rad(M), uniquely determines Z t for any t > 0.
Proof. Let 2ε = T − 2 rad(M). For f ∈ C∞0 ([0, T ],Ω1∂M), Theorem 1.18 guarantees that there is a sequence
fn ∈ C∞0 ([ε,T ],Ω1∂M) with
lim
n→∞ω
fn
t (T ) = ωft (T ) in L2
(
Ω1M
)×L2(Ω2M), (61)
or, equivalently, in terms of the energy of a field,
lim
n→∞E
T
(
ωgn
)= 0, gn = ∂t (f − fn). (62)
By using Theorem 1.10 one can verify, for an arbitrary sequence (fn)∞n=1, whether the convergence condition (62) is
valid or not. Moreover, condition (62) is valid for some sequence (fn)∞n=1. Thus, when the map ZT is given, one can
find a sequence (fn)∞n=1 that satisfies condition (62).
From the definition (34) of a weak solution, (61) implies that
lim
n→∞ n∂t
(
ωfn
)2∣∣
∂M×]T ,∞[= n∂t
(
ωf
)2∣∣
∂M×]T ,∞[. (63)
Let hn(x, t) = fn(x, t +ε) ∈ C∞0 ([0, T −ε]). Since the function ZT hn determines n∂t (ωfn)2|∂M×]T ,T+ε[, we see that
ZT determines the form n(ωf )2|∂M×]T ,T+ε[. Iterating this procedure, we construct Z t for any t > 0. 
In the sequel, we need ZT with various values T > 2 rad(M). Taking into account Lemma 1.19, we denote simply
by Z the admittance map known for all t .
Remark 1.20. The controllability results, Theorem 1.18 together with the Blachovestchenskii formula, Theorem 1.10,
make it is possible to verify from the knowledge of ZT whether the condition T > 2 rad(M) holds or not. Indeed,
T  2 rad(M) if and only if, for any ε > 0,
M
(
∂M, (T − ε)/2) = M(∂M,T/2).
This is equivalent to the fact that there are fn ∈ C∞0 (∂M × ]0, T /2[), n = 1,2, . . . , such that (ωfn)1(T /2) form a
Cauchy sequence in L2(M), have norm one and converge to a function that is orthogonal to all (ωh)1((T − ε)/2),
h ∈ C∞0 (∂M × ]0, (T − ε)/2[). When ZT is given, this can be verified for all fn and h.
2. Inverse problem
This section is devoted to the inverse problem of electrodynamics. Building on the properties of Maxwell’s equa-
tions obtained in Section 1, we prove the following uniqueness result.
Theorem 2.1. The boundary ∂M and the admittance map ZT , T > 2 rad(M), uniquely determine the manifold M ,
the travel-time metric g, and the scalar wave impedance α.
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Having (M,g), we then identify those boundary sources which generate the electromagnetic waves focusing in a
fixed point in M at time T > 2 rad(M). These sources are instrumental in reconstructing the impedance α. What is
more, in Section 2.4 we prove a generalization of the main Theorem 2.1 for the case where the admittance map is
given only on a part of the boundary.
At the end, we return to R3 to characterize group of transformations of the parameters ε and μ leaving the boundary
data intact.
2.1. Reconstruction of the manifold
In this section we determine the manifold M and the travel time metric g from the admittance map Z . The idea is
to use a slicing procedure to control the supports of the waves from the boundary in order to determine the set of the
boundary distance functions.
We start by fixing certain notations. Let T0 < T1 < T2 satisfy:
T0 > 2 rad(M), T1  T0 + diam(M), T2  2T1.
Let Γj ⊂ ∂M be arbitrary open disjoint sets and 0 < τ−j < τ+j < diam(M) be arbitrary times, 1 j  J . We define a
set S = S({Γj , τ−j , τ+j }Jj=1) ⊂ M as an intersection of slices,
S =
J⋂
j=1
(
M
(
Γj , τ
+
j
) \M(Γj , τ−j )). (64)
(See Fig. 2.) Our first goal is to find, in terms of Z , whether the set S contains an open ball or not. To this end, we use
the following definition.
Definition 2.2. The set Q = Q({Γj , τ−j , τ+j }Jj=1) ⊂ F∞ consists of the generalized sources fˆ such that the waves,
ωt = ωfˆt , satisfy:
(i) ω1t (T1) ∈ X(Γj , τ+j ), for all j , 1 j  J ,
(ii) ω2t (T1) = 0,
(iii) ωtt (T1) = 0 in M(Γj , τ−j ), for all j , 1 j  J .
Observe that Maxwell’s equations for ωt = ωfˆt , fˆ ∈ Q imply that ωtt = (0, δω2t ,−dω1t ,0), so, in particular, at
t = T1, we have ωtt (T1) = (0,0, dη1,0), where η1 = −ω1t (T1) has the support property supp(dη1) ⊂ S.
The central tool for the reconstruction of the manifold is the following theorem.
Theorem 2.3. Let S and Q be defined as above. Then:
(1) If S contains an open ball, then dim(Q) = ∞,
(2) If S does not contain an open ball, then Q = {0}.
The proof of Theorem 2.3 is given later.
Fig. 2. The set S in the case when J = 2.
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Proof. Let fˆ = (fk)∞k=0 be a generalized source. By Remark 1.17, Condition (i) of the definition of Q is equivalent
to the existence of a sequence hˆ = (h)∞=0, h ∈
•
C∞([0, τ+j ],Ω1Γj ), such that
lim
k,→∞
∥∥(ωfkt )1(T1)− (ωht )1(τ+j )∥∥= 0. (65)
By the linearity of the initial boundary value problem, we have:∥∥(ωfkt )1(T1)− (ωht )1(τ+j )∥∥= ∥∥(ωgk,)1(T1)∥∥,
where the source gk, is
gk,(t) = ∂t
(
fk(t)− h
(
t + τ+j − T1
)) ∈ C∞0 (]0, T1[,Ω1∂M).
Using Lemma 1.10, we can evaluate the norm ‖(ωgk, )1(T1)‖ for various (h) and thus verify condition (65).
In a similar fashion, Condition (ii) is valid for fˆ , if
lim
k→∞
∥∥(ωfkt )2(T1)∥∥= 0,
which can also be verified via Z by Lemma 1.10.
Finally, consider Condition (iii) for fˆ satisfying Conditions (i) and (ii). Observe that
(∂t +M)ωtt = 0 in M × R+,
where ωtt = ωfˆtt , and tωtt = 0 in ∂M × [T0,∞[. If Condition (iii) holds, then, by the finite propagation speed,
ωtt = 0 in Kj =
{
(x, t) ∈ M × R+ | τ(x,Γj )+ |t − T1| < τ−j
}
,
i.e., ωtt vanishes in the double cone of influence of Γj × ]T1 − τ−j , T1 + τ−j [, for all j = 1, . . . , J . Therefore, in
each Kj , ωt does not depend on time, and, by Condition (ii), ω2t = 0 in Kj . Hence,
nω2t =Zf = 0 on Γj × ]T1 − τ−j , T1 + τ−j [. (66)
Conversely, if condition (66) holds together with Conditions (i) and (ii), then ωt satisfies,
(∂t +M)ωt = 0 in M × R+,
with the boundary conditions
tω1t = 0, nω2t = 0 in Γj × ]T1 − τ−j , T1 + τ−j [,
because T1 − τ−j > T0, so that fˆ = 0 in Γj × ]T1 − τ−j , T1 + τ−j [. Thus, by Theorem 1.13, ωtt = 0 in Kj and, in
particular, Condition (iii) is valid. As (66) is given in terms of Z , this completes the proof. 
Proof of Theorem 2.3. Assume that there is an open ball B ⊂ S and let ϕ ∈ Ω2M with supp(ϕ)  B . By Theo-
rem 1.18, there is fˆ ∈F such that
ω
fˆ
t (T1) = (0, δϕ,0,0), (67)
clearly, ϕ ∈D∞(Me), so that fˆ ∈F∞.
Let us show that fˆ ∈ Q. Conditions (i), (ii) are immediate from (67) and Theorem 1.16. Finally, since
ω
fˆ
tt (T1) = −Mωfˆt (T1) = (0,0, dδϕ,0), supp(dδϕ) B,
Condition (iii) is also valid. This proves the first part of the theorem.
To prove the second part, assume that S does not contain an open ball and, however, there is fˆ ∈ Q, fˆ = 0. Let
ω(t) = ωfˆ (t). Then, by Conditions (i), (ii),
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(
ωt(T1)
)⊂ J⋂
j=1
M
(
Γj , τ
+
j
)= S+, (68)
implying, due to ωtt (T1) = −Mωt(T1), that supp(ωtt (T1)) ⊂ S+. On the other hand, by Condition (iii),
ωtt (T1) = 0 in
J⋃
j=1
M(Γj , τ
−
j ) = S−.
Thus, supp(ωtt (T1)) ⊂ S+ \ S−, which is nowhere dense in M . Since ωtt (T1) is smooth, ωtt (T1) = 0, and, therefore,
dω1t (T1) = −ω2t t (T1) = 0. (69)
However, by Theorem 1.18,
ω1t (T1) = δη2, with η2 ∈ H
(
δ,Ω2M
)
.
Combining this equation with (69) and using tω1t (T1) = 0, we obtain, by Stokes’ formula (30), that(
ω1t (T1),ω
1
t (T1)
)
L2 =
(
δη2,ω1t (T1)
)
L2 =
(
η2, dω1t (T1)
)
L2 = 0,
i.e., ω1t (T1) = 0. Also, by Condition (ii), ω2t (T1) = 0. These imply that fˆ = 0. 
We are now ready to construct the set of the boundary distance functions, rx , which are defined, for any x ∈ M , as
continuous functions on ∂M ,
rx : ∂M → R+, rx(z) = τ(x, z), z ∈ ∂M.
They define the boundary distance map R :M → C(∂M), R(x) = rx , which is continuous and injective [36,27]. The
set of all boundary distance functions, i.e., the image of R,
R(M) = {rx ∈ C(∂M) | x ∈ M},
can be endowed, in a natural way, with a differentiable structure and a metric tensor g˜, so that (R(M), g˜) becomes
isometric to (M,g), see, e.g., [36,27]. Hence, in order to reconstruct M (or more precisely, the isometry type of M),
it suffices to determine the set R(M). The following result is therefore crucial.
Theorem 2.5. For any h ∈ C(∂M), it is possible, given Z , to determine whether h ∈R(M) or not.
Proof. The proof is based on a discrete approximation process. First, we observe that h ∈R(M) if and only if, for
any finite subset {z1, . . . , zJ } of ∂M , there is an x ∈ M with
h(zj ) = τ(x, zj ), 1 j  J.
Denote τj = h(zj ). By the continuity of the distance function, τ :M × ∂M → R+, the above condition is equivalent
to the following one: For any ε > 0, there are open sets Γj ⊂ ∂M , zj ∈ Γj with diam(Γj ) < ε, such that
int
(
J⋂
j=1
M(Γj , τj + ε) \M(Γj , τj − ε)
)
= ∅. (70)
On the other hand, by Theorem 2.3, condition (70) is equivalent to
dim
(
Q
({Γj , τj + ε, τj − ε}Jj=1))= ∞,
a condition that can be verified in terms of Z by means of Theorem 2.4. 
As a consequence, we obtain the main result of this section.
Corollary 2.6. The boundary ∂M and the admittance map,
Z : •C∞(∂M × R+) →
•
C
∞(∂M × R+),
determine uniquely the manifold M and the travel time metric g.
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of the boundary distance functions R(M) and an isometric copy of (M,g) from ∂M and the admittance map Z . Given
a finite approximation of ∂M and the admittance map Z and using, e.g., finite elements, it is possible to construct
a finite metric space that is close to (M,g) in the Gromov–Hausdorff sense (for the construction in the scalar case,
see [29]). For a numerical realization of a similar method for scalar equations, see [23, Ch. 4].
Having found (M,g), we proceed in the next section to the reconstruction of the impedance α.
2.2. Focusing sequence
In this section, we construct sequences of sources, (fˆp)∞p=1 with the property that (ω
fˆp
t )
2(T1) = 0 and the sets
supp((ωfˆpt )1(T1)) converge, when p → ∞, to a single point in M int, i.e., the time derivative of the electric field
focuses to a single point.
Let y ∈ M int and δy denote the Dirac delta at y in the sense that∫
M
1
α
δy(x)∧ ∗φ(x) = φ(y) for any φ ∈ C∞0 (M).
Since the Riemannian manifold (M,g) is already found, we can choose Γjp ⊂ ∂M , 0 < τ−jp < τ+jp < diam(M),
j = 1, . . . , J (p), so that
Sp+1 ⊂ Sp,
∞⋂
p=1
Sp = {y}, Sp = S
({
Γjp, τ
−
jp, τ
+
jp
}J (p)
j=1
)
. (71)
Then, Qp = Q({Γjp, τ−jp, τ+jp}J (p)j=1 ) are the spaces of the boundary sources, which correspond, by Definition 2.2, to
the sets Sp .
Definition 2.8. For y ∈ M int, let Sp , p = 1,2, . . . , be given by (71). A sequence (fˆp)∞p=1 with fˆp ∈ Qp , is called afocusing sequence of boundary sources of the order s, s ∈ Z+, if there is a distribution form Ay on M , Ay = 0, such
that
lim
p→∞
(
ω
fˆp
t (T1), η
)
L2 = (Ay, η)L2 when η ∈D
(Mse). (72)
With a slight abuse of notations, we use the same notation for the inner product in L2 and for the distribution
duality. We denote a focusing sequence converging to y by f˜y = (fˆp)∞p=1.
The following theorem characterizes a class of the limit distributions that can be produced by focusing sequences.
This class is large enough for our further goal to solving the inverse problem. What is more, the sequences from this
class can be constructed via the admittance map.
Theorem 2.9. (1) Let y ∈ M int and (fˆp)∞p=1 be a sequence of boundary sources, fˆp ∈ Qp . Given the admittance
map, Z , it is possible to determine, for any s ∈ Z+, whether (fˆp) is a focusing sequence of the order s or not;
(2) Let f˜y be a focusing sequence. Then supp(Ay) = {y};
(3) For s = 3, the limit distribution Ay has the form
Ay =
(
0, δ
(
λ(y)δy
)
,0,0
)
, (73)
where λ(y) ∈ Λ2T ∗y M , with ΛkT ∗y M being the space of k-forms over TyM;
(4) For any y ∈ M int and λ(y) ∈ Λ2T ∗y M , there is a focusing sequence f˜y , of the order s = 3, with
(Ay)
1 = δ(λ(y)δy).
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η1 ∈D
(Mse)∩ Y, η2 ∈D(Mse)∩ Y⊥.
As U(t) in (34) is unitary in D(Mse), by Theorem 1.18 there is a boundary source hˆ ∈ F s such that η1 = ωhˆt (T1).
Observe that (ωfˆpt (T1), η2)L2 = 0, so that (fˆp) is a focusing sequence if and only if there is a limit,
(Ay, η)L2 = lim
p→∞
(
ω
fˆp
t (T1),ω
hˆ
t (T1)
)
L2 when hˆ ∈F s . (74)
By Theorem 1.10, the existence of this limit can be verified in terms of Z .
Conversely, assume that the limit (74) does exist for all hˆ ∈ F s . Then, by the Principle of Uniform Boundedness,
the functionals
η → (ωfˆpt (T1), η)L2, p ∈ Z+,
are uniformly bounded in the dual of (D(Mse))′. By the Banach–Alaoglu theorem, there is a weak∗-convergent sub-
sequence,
ω
fˆp
t (T1) → Ay ∈
(D(Mse))′,
where Ay is the sought after distribution for which (72) is valid.
(2) Let f˜y = (fˆp)∞p=1 be a focusing sequence. Since fˆp ∈ Qp , Condition (ii) of Definition 2.2 implies that
Ay = (0,A1y,0,0) and Conditions (i)–(iii), together with (71), yield
supp
(
dA1y
)⊂ lim inf
p→∞ supp
(
d
(
ω
fˆp
t
)1
(T1)
)⊂ ∞⋂
p=1
Sp = {y}. (75)
As ωfˆpt (T1) ∈ Y , δA1y = limp→∞ δ(ωfˆpt )1(T1) = 0. Thus,
supp
(
αA
1
y
)⊂ {y}. (76)
On the other hand, by Condition (i) of Definition 2.2,
(
ω
fˆp
t
)1
(T1) = 0 in M \ S+p , S+p =
J (p)⋂
j=1
M
(
Γjp, τ
+
jp
)
.
By the definition (72) of a focusing sequence, A1y = 0 in M \ S+p . As rad(M) < diam(M), we can always choose
Γjp, τ
+
jp , so that M \ S+p is non-empty. By the unique continuation principle for elliptic systems (see, e.g., [21]), it then
follows from the support property (76) that supp(A1y) ⊂ {y}. Since Ay is non-zero by assumption, supp(A1y) = {y}.
(3) Let s = 3. By part (2) of the theorem, in local coordinates the components of Ay are finite sums of the derivatives
of the delta-distribution. Since Ay ∈ (D(Mse))′ ⊂ H−3(M), it follows that
A1y =
3∑
i,j=1
c
j
i ∂j δy dx
i +
3∑
i=1
c˜iδy dx
i. (77)
Substituting (77) into the identity δA1y = 0, we obtain (73).
(4) Let ψp ∈ C∞0 (Sp), p = 1,2, . . . , be 2-forms that converge to λδy in H 1−s(Ω2M). By the global control
Theorem 1.18, there are boundary sources fˆp such that ω
fˆp
t (T1) = (0, δψp,0,0). Then f˜y = (fˆp)∞p=1 is a desired
focusing sequence. 
As y runs over M int, we get a parameterized family of the focusing sequences {f˜y}y∈M int which defines a map
y → λ(y). However, the admittance map does not provide a direct access to the values λ(y). Although this mapping
is unknown, we have the following result.
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C∞-function in M int.
Proof. Let {Ay}y∈M int be a family of distributions of form (73) corresponding to a family {f˜y}y∈M int of the focusing
sequences. Assume that y → λ(y) is smooth, i.e., λ ∈ Ω2M int. Then, for any generalized source hˆ = (hj ) ∈F∞, we
have: (
Ay,ω
hj (T1)
)
L2 =
(
δλδy,
(
ωhj
)1
(T1)
)
L2 =
(
λδy, d
(
ωhj
)1
(T1)
)
L2 = −
(
λδy,
(
ω
hj
t
)2
(T1)
)
L2 .
By taking the limit j → ∞ of the both sides and using notation 〈λ,η〉y = ∗(λ ∧ ∗η) for the inner product of
λ,η ∈ ΛkT ∗y M , we arrive at the identity(
Ay,ω
hˆ(T1)
)
L2 = −
〈
λ(y),
(
ωhˆt
)2
(y, T1)
〉
y
. (78)
As (Ay,ωhˆ(T1))L2 = limj→∞ limp→∞(ωfˆp,yt (T1),ωhj (T1))L2 , we can evaluate (78) in terms of Z by Theorem 1.10.
Conversely, if (Ay,ωhˆ(T1))L2 ∈ C∞(M int) for any hˆ ∈ F∞, then λ(y) ∈ Ω2(M int). Indeed, by Theorem 1.18, for
any ϕ ∈ Ω1M with supp(ϕ) M int, there is a generalized boundary source hˆ ∈ F∞ with ωhˆt (T1) = (0,0,−dϕ,0),
and, by (78), (
Ay,ω
hˆ(T1)
)
L2 =
〈
λ(y), dϕ(y)
〉
y
∈ C∞(M int). (79)
As ϕ is arbitrary, condition (79) is equivalent to that λ(y) is C∞-smooth in M int. 
Returning to (78), we conclude that a focusing sequence {f˜y} gives rise to a functional on (ωhjt )2(T1). It depends
only on the value of (ωhjt )2(T1) at the point y and will be called the point evaluation functional in the sequel. By
the above result this functional is determined up to an unknown factor λ(y). Hence, by using three proper focusing
sequences, we can evaluate the 2-form (ωhˆt )2 at any point in M int, up to a linear transformation. The possibility to
control the precise form of this transformation is discussed in the next section.
Lemma 2.11. Let t > T1 and hˆ ∈F∞. Given the admittance map Z , it is possible to find the 2-forms,
K(y)
(
ωhˆt (y, t)
)2
, y ∈ M int. (80)
Here K(y) :Λ2T ∗y M → Λ2T ∗y M is a smooth section of End(Λ2T ∗M int) having the maximal rank.
Proof. Let U be a relatively open coordinate patch in M with 2-forms ξk ∈ Ω2U , k = 1,2,3, linearly independent
at any y ∈ U . If {f˜k(y)}y∈U , k = 1,2,3, are three families of focusing sequences with the corresponding limiting
2-forms λk(y), we define the endomorphism KU(y) by:
KU(y)ω
2(y) =
3∑
k=1
〈
λk(y),ω
2(y)
〉
y
ξk(y), y ∈ U. (81)
As we can evaluate inner products (78) by using Theorem 1.10, it is possible, for any given three families of focusing
sequences {f˜k(y)}y∈U , k = 1,2,3, and hˆ, to construct K(y)(ωhˆt (y, t))2 for y ∈ U , t > T . Further considerations are
based on the result that we formulate separately for future references.
Proposition 2.12. Let U ⊂ M int be open and ξk ∈ Ω2U , k = 1,2,3, linearly independent at each y ∈ U . There are
focusing sequences {f˜k(y)}y∈U such that the corresponding endomorphism (81) is KU(y) = Iy , y ∈ U , the identity in
Λ2T ∗y M .
Proof. Let λk(y), k = 1,2,3, form the dual basis of ξk(y), k = 1,2,3,〈
λk(y), ξ(y)
〉 = δk.y
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shows the claim. 
End of the proof of Lemma 2.11. By the above proposition, there are, for given linearly independent ξk(y), fo-
cusing sequences f˜k(y) so that KU(y) is of the maximal rank. Moreover, since KUω2(y) can be evaluated for any
ω2 = (ωhˆt )2(T1), the maximality of the rank of KU(y) can be verified via Z .
Let Uj , j = 1, . . . , J , be a finite covering of M by coordinate patches and Kj the corresponding local endomor-
phisms of form (81) in Uj ∩M int. As we can compute (81) for all hˆ ∈F∞, t > T and x ∈ U , it possible to verify that
Kj(y) = K(y) for y ∈ Uj ∩ U for all j and . As by Proposition 2.12 there are families of the focusing sequences
for which this is true, we can construct the desired endomorphism. 
2.3. Reconstruction of the wave impedance
So far, we have found the waves (ωhˆt )2(t), t > T1, up to a linear transformation K which, at this stage, is unknown.
Since the choice of the focusing sequences is non-unique, we will choose them in such a manner that the endomor-
phism K becomes as simple as possible, i.e., K = c0I , an identity up to a constant multiplier. The first step in this
direction is to consider the polarization of the electric Green’s function, defined as the solution of the following initial
boundary value problem
(∂t +M)Ge(x, y, t) = 0 in M × R+,
tGe(x, y, t) = 0 in (x, t) ∈ ∂M × R+,
Ge(x, y, t)|t=0 =
(
0, δ(λδy),0,0
)
. (82)
Sometimes, we denote Ge(x, y, t) = Ge(x, y, t;λ) to indicate the source λ ∈ Λ2T ∗y M . Assume that h˜ = h˜y is a fo-
cusing sequence that produces a wave focusing at y, the corresponding 2-form being λ. Since the boundary sources
are off when t > T1, we must have:
Ge(x, y, t) = ωh˜t (x, t + T1). (83)
On the other hand, by Lemma 2.11, we can calculate the 2-forms K(x)(ωh˜t )2(x, t +T1) for x ∈ M int and t > 0. Hence,
we know the electric Green’s function up to a linear transformation.
Let us denote by Φ = Φλ(x, y, t) the standard Green’s 2-form, satisfying:(
∂2t +2α
)
Φ(x,y, t) = 0 in M × R+,
Φ(x, y, t)|∂M×R+ = 0, (84)
Φ(x,y,0) = 0, Φt (x, y,0) = λ(y)δy(x), (85)
where λ(y) ∈ Λ2T ∗y M and the boundary condition in (85) means that all three components of Φ vanish on ∂M × R+.
Let G˜e = G˜e(x, y, t) be defined as
G˜e = (∂t −M)(0, δΦ,0,0) = (0, ∂t δΦ,−dδΦ,0). (86)
As (∂2t + α) = (∂t +M)(∂t −M), G˜e satisfies the complete Maxwell system and, by (85), the initial condition
in (82). By the unit propagation speed, G˜e = 0 near ∂M × ]0, τ (y, ∂M)[, satisfying the boundary condition in (82).
Thus, G˜e(x, y, t) = Ge(x, y, t) for t < τ(y, ∂M).
To further the study of Ge, we formulate the following result proved in Appendix A.
Lemma 2.13. For every y ∈ M int there is an open neighborhood U ⊂ M int of y, a positive ty and a mapping Qy(x)
that is smooth with respect to x ∈ U , where Qy(x) :Λ2T ∗y M → Λ2T ∗x M is bijective, such that
Φ(x,y, t) = Qy(x)λδ
(
t2 − τ 2(x, y))+ r(x, y, t) (87)
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rˆ(x, y, t), the remainder can be written as
r(x, y, t) =
∑
p=1,2
Q
p
y (x)λ
(
t2 − τ 2(x, y))p−1+ + rˆ(x, y, t). (88)
By (86), it follows from (87) that, for sufficiently small t ,
Ge =
(
0,G1e,G2e,0
)+ r1, (89)
where
G1e = −2t ∗
(
dτ 2 ∧ ∗Qyλ
)
δ(2)
(
t2 − τ 2),
G2e = dτ 2 ∧ ∗
(
dτ 2 ∧ ∗Qyλ
)
δ(2)
(
t2 − τ 2),
and r1 is a linear combination of a bounded function, the delta distribution on ∂By(t) and its first derivative, By(t)
being the ball of radius t centered in y. Using Lemma 2.11 and (83) together with (89), we obtain the following result.
Lemma 2.14. Given the admittance map Z , it is possible to find the distribution 2-form:
K(x)G2e(x, y, t) = K(x)
(
ωh˜t
)2
(x, t + T1),
where K ∈ End(Ω2M int) and t > 0.
Moreover, the leading singularity of this form when 0 < t < ty determines the 2-form:
K(x)
(
dτ 2(x, y)∧ ∗(dτ 2(x, y)∧ ∗Qy(x)λ)), x ∈ ∂By(t). (90)
The linear transformation K(x) of Lemma 2.11 depends on f˜k(x), ξk(x), k = 1,2,3. Our next goal is to formulate
conditions, in terms of Z , on f˜k, ξk to make K isotropic, i.e.,
K(x) = c(x)I, c ∈ C∞(M int), c(x) = 0. (91)
To this end, observe that for λ ∈ Λ2T ∗y M,
tBy(t)
(
dτ 2 ∧ ∗(dτ 2 ∧ ∗Qyλ))= 0, (92)
where tBy(t)ωk is the tangential component of ωk on ∂By(t). Physically, condition (92) corresponds to the orthogo-
nality of the polarization of the magnetic flux density and the direction of the wave propagation. (See Fig. 3.) If K is
isotropic, we have:
tBy(t)
(
K
(
dτ 2 ∧ ∗(dτ 2 ∧ ∗Qyλ)))= 0. (93)
Conversely, we show that condition (93) for all y ∈ M int and t < ty guarantees that K is isotropic. What is more,
condition (93) is verifiable from the knowledge of Z . Indeed, for λ(y) ∈ Λ2T ∗y M and t = τ(x, y), (93) means that
K(dτ 2 ∧ ∗(dτ 2 ∧ ∗Qyλ)) is normal to Tx∂By(t) ⊂ TxM , i.e, for vectors X, Y ∈ Tx∂By(t), we have:
K(x)
(
dτ 2(x, y)∧ ∗(dτ 2(x, y)∧ ∗Qy(x)λ(y)))(X,Y ) = 0.
Fig. 3. Vector v is the right polarization of the electromagnetic wave in the plane M × {t}. The reconstructed polarization w has wrong direction,
if the transformation matrix K(x) is not isotropic.
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with a fixed x such that τ(x, y) = t , making Tx∂By(t) run through the Grassmannian manifold G3,2(TxM). The
transformation K(x) is kept invariant in this variation. Hence, we deduce that K(x) keeps any 2-dimensional subspace
of Λ2T ∗x M invariant, so it must be isotropic as claimed.
Assume that the focusing sequences used for the point evaluation functionals are chosen so that K(x) = c(x)I . For
any generalized source fˆ ∈F , we may thus evaluate(
ω˜
fˆ
t
)2
(x, T1) = c(x)
(
ω
fˆ
t
)2
(x, T1),
with yet unknown c(x). Since ωfˆ satisfies Maxwell’s equations, we have:
d
(
ω˜
fˆ
t
)2 = dc ∧ (ωfˆt )2 + cd(ωfˆt )2 = dc ∧ (ωfˆt )2.
The global control Theorem 1.18 thus asserts that c(x) = c0 is equivalent to
d
(
ω˜
fˆ
t
)2
(x, T1) = 0 for all fˆ ∈F, (94)
a condition that is verifiable from the knowledge of Z . Hence, the focusing sequences used for point evaluation can
be chosen such that c(x) = c0 = 0.
To proceed with the reconstruction of α, consider the inner product,∫
M
(
ω˜
fˆ
t
)2
(x, T1)∧ ∗
(
ω˜hˆt
)2
(x, T1) = c20
∫
M
(
ω
fˆ
t
)2
(x, T1)∧ ∗
(
ωhˆt
)2
(x, T1), (95)
which can be found via Z . On the other hand, by Theorem 1.10, Z determines the energy inner product,
1
2
∫
M
1
α(x)
(
ω
fˆ
t
)2
(x, T1)∧ ∗
(
ωhˆt
)2
(x, T1).
By choosing a boundary source hˆ = hˆj such that h˜ = (hˆj )∞j=1 is a focusing sequence and by comparing the above
inner products at the limit j → ∞, we recover the value c20α(x) at any point x ∈ M .
Finally, we notice, e.g., by considering the energy integrals that the admittance map has the scaling property
Z(M,g,c20α) = c
−2
0 Z(M,g,α), with evident notations. Therefore, given Z and (g, c20α) already reconstructed, it is also
possible to determine c0 and hence α. This completes the proof of Theorem 2.1. 
2.4. Data given on a part of the boundary
In this section, we generalize the proof of Theorem 2.1 for the case when data is given on a non-empty open subset
Γ ⊂ ∂M . In this case, instead of the complete admittance map ZT we are given the local admittance map ZTΓ , defined
by
ZTΓ f =ZT f |Γ×]0,T [, f ∈
•
C
∞([0, T ],Ω1Γ ),
where Ω1Γ is the space of the 1-forms f ∈ Ω1∂M supported on Γ . Denote Z = ZT with T = ∞ and recall that
radΓ (M) is the geodesic radius of M with respect to Γ , see (54).
Theorem 2.15. Given Γ , the local admittance map ZTΓ , T > 2 radΓ (M), uniquely determines the manifold M , the
metric g, and the scalar wave impedance α.
Proof. Here we use notations of Section 1.6. By Theorem 1.18 we have that the set FΓ = C∞0 (]0, T0[,Ω1Γ )/∼ with
T > T0 > 2 radΓ (M) is a dense subset of F . Thus we can identify FΓ with F . This makes it possible to use, when
the data is given on a part of the boundary, all the results about generalized sources obtained in Section 1.6 for the
whole boundary. In particular, we can define sets F sΓ ⊂FΓ that can be identified with F s .
Exactly as in Section 1.7 we can show that the local admittance map ZTΓ , T > 2 radΓ (M), determine the map Z tΓ
for all t > 0, i.e., the map ZΓ .
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θΓ (z) = sup
{
s > 0: τ
(
γz,ν(s),Γ
)= s},
and
MΓ =
{
γz,ν(s) ∈ M: z ∈ Γ, 0 s < θΓ (z)
}
,
where γz,ν(s) is the geodesic starting from z ∈ ∂M in the normal direction.
Lemma 2.16. Given Γ , the local admittance map ZΓ determines the function θΓ :Γ → R, the Riemannian manifold
(MΓ ,g), and the wave impedance α on MΓ .
Proof. Let z ∈ Γ . Using notations of Section 2.1 we see that s  θΓ (z) if and only if S = M(Γz, s) \ M(Γ, s − ε)
has a non-empty interior for all open Γz ⊂ Γ containing z and ε > 0. In turn, S = (M(Γz, s) \M(Γz,0))∩ (M(Γ, s) \
M(Γ, s − ε)) is of form (64). Thus, using Theorem 2.4 with ZΓ instead of Z , we can find out whether S has a
non-empty interior or not. Thus we can find θΓ (z).
At this stage, we can proceed in a similar manner to the proof of Theorem 2.5 to find functions RΓ (MΓ ) =
{rx |Γ : x ∈ MΓ }. To do this, we just use the procedure presented in the proof of Theorem 2.5 but consider only those
functions h ∈ C(Γ ) that have a unique global minimum, say z0 ∈ Γ , with h(z0) < θΓ (z0). After construction of this
set, we see as in [27, Sect. 4.4] that the set RΓ (MΓ ) determines the Riemannian manifold (MΓ ,g).
Reconstruction of α in MΓ follows the same route as with data given on the whole boundary by restricting our
attention to the focusing sequences corresponding to points y ∈ MΓ and using an identification of F sΓ with F s . 
In the next step we will show that we can find the admittance map on the boundary of an arbitrary ball B ⊂ MΓ .
We will denote by Z∂B the local admittance map defined by using the manifold M \B instead of M and ∂B instead
of Γ . For similar arguments in the scalar case, see [28].
Proposition 2.17. Given (MΓ ,g,α) and the map ZΓ for (M,g,α), we can find the local admittance map Z∂B for
(M \B,g,α).
Proof. First we observe that (MΓ ,g,α) and ZΓ determine the values of the electric Green’s function G2e(x, y, t;λ)
for any x, y ∈ MΓ , t > 0, and λ ∈ Λ2T ∗y M . This result is proven in Section 2.3 in the case when the admittance map
is given on the whole boundary and the proof can be directly extended to the considered case.
Consider now the initial boundary value problem
∂tη +Mη = κ in M × R+, tη|∂M×R+ = 0, η(0) = 0, (96)
where κ = (0, δβ,0,0) with β ∈ •C∞(R+,Ω2B) and denote its solution by η = ηβ = (0, η1, η2,0). Writing η2 in
terms of the electric Green’s function we obtain:
η2(x, t) =
∫
R+
∫
B
G2e
(
x, y, t − t ′; β(y, t
′)
α(y)
)
dVg(y) dt
′, (97)
where dVg is the Riemannian volume measure on (M,g). Using Eq. (96) we also find
η1(x, t) =
t∫
0
(
δη2(x, t ′)+ δβ(x, t ′))dt ′. (98)
We continue the proof with the following lemma:
Lemma 2.18. Let ω = (0,ω1,ω2,0) ∈ •C∞(R+,ΩM) be a solution of Maxwell’s equations (23) and (24) in
(M \ B) × R+ which satisfies the electric boundary condition tω = 0 on ∂M × R+ and initial condition ω(0) = 0.
Then there is β ∈ •C∞(R+,Ω2B) such that the solution ηβ of initial boundary value problem (96) coincides with ωtt
in (M \B)× R+.
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ρ = (0, ρ1, ρ2,0), ρ1 = −δdω˜1, ρ2 = −dδω˜2.
Then ρ = ωtt in (M \B)× R+, and ρ satisfies Maxwell’s equations,
ρ1t − δρ2 = δda1, a1 = −ω˜1t + δω˜2,
ρ2t + dρ1 = dδa2, a2 = −ω˜2t − dω˜1,
in M × R+. Then η = (0, ρ1 − δa2, ρ2,0) satisfies the initial boundary value problem (96) with β = da1 − a2t
supported in B × R+. In particular, ωtt = ηβ in (M \B)× R+. 
To complete the proof of Proposition 2.17 we start with an arbitrary β ∈ •C∞(R+,Ω2B) and find, using formu-
lae (97), (98), the wave ηβ(x, t) for x ∈ MΓ . Let ω(x, t) be now defined as
ω0(x, t) = 0, ω1(x, t) =
t∫
0
t ′∫
0
η1β(x, t
′′) dt ′′dt ′,
ω2(x, t) =
t∫
0
t ′∫
0
η2β(x, t
′′) dt ′′dt ′, ω3(x, t) = 0. (99)
Then ω(t) is the solution of the initial-boundary value problem,
ωt +Mω = 0 in (M \B)× R+, ω(0) = 0,
tω|∂M×R+ = 0, tω|∂B×R+ =
(
0, fβ,−
t∫
0
dfβ
)
,
where
fβ =
t∫
0
t ′∫
0
tη1β(x, t
′′) dt ′′dt ′ ∈ •C∞(R+,Ω1∂B). (100)
Using again formulae (97), (98), we see that (MΓ ,g,α) together with ZΓ determine the map,
f 1β −→ nω2|∂B×R+ =
t∫
0
t ′∫
0
nη2β(x, t
′′) dt ′′dt ′ ∈ •C∞(R+,Ω1∂B), (101)
for any f 1β of form (100). As according to Lemma 2.18. the map β → f 1β is a surjective map from
•
C∞(R+,Ω2B)
onto
•
C∞(R+,Ω1∂B), the map (101) determines Z∂B . This proves Proposition 2.17. 
Having found Z∂B we construct the Riemannian manifold M∂B ⊂ M \ B , metric g on M∂B and impedance α
on M∂B . Here M∂B is defined in a similar way as MΓ changing M to M \ B and Γ to ∂B . Combining this with the
previous results, we find the part MΓ ∪M∂B of M as well as the metric g and the wave impedance α on it. Iterating this
procedure, we reconstruct, in a finite number of steps, the whole manifold (M,g,α). For details, see [27, Sect. 4.4.9].
This proves Theorem 2.15. 
2.5. Inverse problem for Maxwell’s equations in R3
In this section, the uniqueness results for Maxwell’s equations on a manifold are used to characterize the non-
uniqueness of inverse problems for Maxwell’s equations (1), (2) in a bounded domain of M ⊂ R3 with the Euclidean
metric (g0)ij = δij .
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Γ ⊂ ∂M1 ∩ ∂M2. Let εj and μj , j = 1,2, be the permittivity and permeability matrices in Mj , respectively, with
μj = α2j εj , αj > 0 being the corresponding scalar wave impedances. Assume that the local admittance maps ZΓ,j
for (Mj , εj ,μj ) coincide. By Theorem 2.15, both (M1, ε1,μ1) and (M2, ε2,μ2) correspond to the same abstract
manifold (M˜, g˜, α˜) which is uniquely determined by ZΓ,j with the part Γ corresponding to a part Γ˜ ⊂ ∂M˜ . This
implies that there are embeddings Fj : M˜ → Mj ⊂ R3 of the manifold M˜ in the Euclidean space such that the metric
tensors and the scalar wave impedances satisfy g˜ = (Fj )∗gj and α˜ = (Fj )∗αj and F1|Γ˜ = F2|Γ˜ . Recall that gj are
determined by expression (16) with εj and μj in place of ε,μ. The embeddings Fj induce a diffeomorphism
Φ = F2 ◦ F−11 :M1 → M2, Φ|Γ = id. (102)
Consider two vector fields X1 and Y1 in M1, and denote X2 = DΦX1, Y2 = DΦY1. The electric energy inner product
for the corresponding 1-forms ω1, η1 ∈ Ω1M is invariant, i.e., we have:∫
M1
g0(X1, ε1Y1) dV0 =
∫
M˜
1
α˜
ω1 ∧ ∗η1 =
∫
M2
g0(X2, ε2Y2) dV0.
On the other hand, as X2 = DΦX1 and Y2 = DΦY1,∫
M2
g0(X2, ε2Y2) dV0 =
∫
M1
g0(X1,Φ
∗ε2Y1) dV0,
where
Φ∗ε2 = 1detDΦ (DΦ)
T(ε2 ◦Φ)DΦ. (103)
Since X1 and Y1 are arbitrary, we must have ε1 = Φ∗ε2. Similar reasoning shows that μ1 = Φ∗μ2.
Thus we have proven the following result:
Theorem 2.19. Let M1,M2 ⊂ R3 be bounded smooth domains and Γ ⊂ ∂M1 ∩ ∂M2 be open and non-empty. Let
ZΓ,1 and ZΓ,2 be the local admittance maps corresponding to (M1, ε1,μ1) and (M2, ε2,μ2), respectively. Then
ZΓ,1 =ZΓ,2 if and only if there is a diffeomorphism Φ :M1 → M2, Φ|Γ = id and ε1 = Φ∗ε2, μ1 = Φ∗μ2.
Remark 2.20. It follows from (103) that ε and μ do not transform like tensors of type (1,1). This is due to the special
role played by the underlying Euclidean metric gij0 = δij , which is not changed by the diffeomorphisms Φ . These
transformations were observed also in the study of the Calderón inverse conductivity problem. It is shown in [66] that,
for Ω ⊂ R2, boundary measurements determine the anisotropic conductivity up to the same group of transformations
as described in Theorem 2.19. For n 3, a similar result is conjectured, based on the analysis of the linearized inverse
problem, see [67]. The Calderón problem is closely related to the inverse problem for Maxwell’s equations, as the
low-frequency limit of Z is related to the Dirichlet-to-Neumann map for the conductivity equation [46].
When ε and μ are isotropic, we obtain the following uniqueness result:
Theorem 2.21. Let M ⊂ R3 be a bounded smooth domain, Γ ⊂ ∂M be open and non-empty, ε and μ be smooth
positive functions on M and ZΓ be a local admittance map for (M,ε,μ). Then Γ and ZΓ determine (M,ε,μ)
uniquely.
Note that the knowledge of M is not a priori assumed in the above theorem.
Proof. Assume that for (M1, ε1,μ1) and (M2, ε2,μ2) such that Γ ⊂ ∂M1 ∩ ∂M2 we have ZΓ,1 = ZΓ,2. Then there
is a diffeomorphism Φ :M1 → M2 satisfying Φ|Γ = id and ε1 = Φ∗ε2, μ1 = Φ∗μ2. Since ε1 and ε2 are isotropic, it
follows from the Liouville theorem that Φ is conformal. Since Φ|Γ = id, it follows that Φ is identity. 
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There are several direction to which the present work can be extended.
(1) A natural inverse problem is the inverse boundary spectral problem for the electric Maxwell operator Me. The
problem is to determine the metric g and wave impedance α, or, in other words, ε and μ from the non-zero eigenvalues
λj of Me and the normal components of the corresponding eigenforms on ∂M . This type of inverse problems goes
back to [19] and was studied in, e.g., [45], for the scalar Maxwell’s equations. For the considered anisotropic case,
this requires significant modifications of the method developed in this paper and will be published elsewhere.
(2) With the uniqueness of the inverse problem in hand, the next issue is to study stability of the inverse problem
and develop stable reconstruction algorithms. A general approach to these questions, in the scalar case, is introduced
in [29], in terms of certain geometrical a priori bounds on (M,g), with sharp results on conditional stability in [1].
Adding a priori analytical bounds on α, we intend to analyse these questions for Maxwell’s equations in an anisotropic
medium.
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Appendix A. The WKB approximation
Denote by Φ(x,y, t) = Φλ(x, y, t) the Green’s 2-form, i.e., the solution of(
∂2t +2α
)
Φλ(x) = 0 in M × R+,
Φλ(x)|t=0 = 0, ∂tΦλ(x)|t=0 = λδy(x), Φλ(x)|∂M×R+ = 0, (104)
where λ ∈ Λ2T ∗y M . Let By(ρ), ρ < τ(y, ∂M) be a domain of normal coordinates centered at y, so that
gij (0) = δij , ∂kgij (0) = 0. (105)
Rewriting Eqs. (104), componentwise, in these coordinates and using the unit propagation speed, we can, instead
of (104), consider the fundamental solution, Φ(x,y, t), t < ρ,{(
∂2t − gij ∂i∂j
)
I +Bi∂i +C
}
Φ = 0 in M × ]0, ρ[,
Φ|t=0 = 0, ∂tΦ|t=0 = Iδ(x), (106)
where I is the 3 × 3 identity matrix and Bi(x),C(x) are smooth 3 × 3 matrices.
Following [15,3], which deal with the scalar case, we search for the solution to (106) in the WKB form:
Φ(x, t) ≈ G0(x)δ
(
t2 − τ 2)+∑
1
G(x)
(
t2 − τ 2)−1+ /(− 1)!, (107)
where τ(x, y) = |x|. Substitution of (107) into Eq. (106) gives rise to a recurrent system of transport equations. The
principal one is the equation for G0,
4τ
dG0
dτ
(τ xˆ)+ {(gij (τ xˆ)∂i∂j τ 2 − 6)I +Bi(τ xˆ)∂iτ 2}G0(τ xˆ) = 0,
where xˆ = x/τ . To satisfy the initial conditions in (106), we require that G0(0) = (2π)−1I . By (105), gij ∂i∂j τ 2|x=0 −
6 = 0. Also, ∂iτ 2|x=0 = 0. Therefore,
1 {(
gij (τ xˆ)∂i∂j τ
2 − 6)I +Bi(τ xˆ)∂iτ 2}4τ
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be shown that G0(x) is also smooth at x = 0.
For G,  1, we obtain transport equations:
4τ
dG
dτ
+ {(4− 6 + gij (x)∂i∂j τ 2(x))I +Bi(x)∂iτ 2}G = [gij ∂i∂j I −Bi∂i −C]G−1,
with G(0) = 0. If we write G = G0F, we obtain for F the equations:
4τ
dF
dτ
+ 4F = G−10
[
gij ∂i∂j I −Bi∂i −C
]
G−1,
with F(0) = 0. Solving the above equations, we find
F(x) = 14τ
−
τ∫
0
G−10 (sxˆ)
{[
gij ∂i∂j I −Bi∂i −C
]
G−1
}
(sxˆ)s−1 ds,
which are smooth functions of x. As (106) is a hyperbolic system, the right-hand side of (107) is the asymptotics, with
respect to smoothness, of Φ(x,y, t), when t < ρ.
Clearly, the asymptotic expansion (107) implies decomposition (87), (88).
References
[1] M. Anderson, A. Katsuda, Y. Kurylev, M. Lassas, M. Taylor, Geometric convergence, and Gel’fand’s inverse boundary problem, Invent.
Math. 158 (2004) 261–321.
[2] M. Birman, M. Solomyak, The selfadjoint Maxwell operator in arbitrary domains, Algebra i Analiz 1 (1) (1989) 96–110 (in Russian).
[3] V.M. Babich, The Hadamard ansatz, its analogues, generalisations and applications, St. Petersburg Math. J. 3 (5) (1992) 937–972.
[4] M. Belishev, A.S. Blagovešcˇenskii, Direct method to solve a nonstationary inverse problem for the wave equation, in: Ill-Posed Problems of
Math. Phys. and Anal., 1988, pp. 43–49 (in Russian).
[5] M. Belishev, An approach to multidimensional inverse problems for the wave equation, Dokl. Akad. Nauk SSSR 297 (1987) 524–527.
[6] M. Belishev, V. Isakov, L. Pestov, V. Sharafutdinov, On the reconstruction of a metric from external electromagnetic measurements, Dokl.
Akad. Nauk 372 (3) (2000) 298–300.
[7] M. Belishev, Y. Kurylev, To the reconstruction of a Riemannian manifold via its spectral data (BC-method), Comm. Partial Differential
Equations 17 (1992) 767–804.
[8] M. Belishev, A. Glasman, A dynamic inverse problem for the Maxwell system: reconstruction of the velocity in the regular zone (the BC-
method), Algebra i Analiz 12 (2000) 131–187; transl. in: St. Petersburg Math. J. 12 (2001) 279–316.
[9] M. Belishev, A. Glasman, Boundary control of the Maxwell dynamical system: lack of controllability by topological reasons, in: Mathematical
and Numerical Aspects of Wave Propagation WAVES 2003, Springer-Verlag, Berlin, 2003, pp. 177–182.
[10] M. Belishev, V. Isakov, On the uniqueness of the reconstruction of the parameters of the Maxwell system from dynamic boundary data, Zap.
Nauchn. Sem. POMI 285 (2002) 15–32 (in Russian).
[11] A. Bossavit, Électromagnétisme, en vue de la modélisation, Mathématiques & Applications, vol. 14, Springer-Verlag, Berlin/New York, 1993,
xiv+174 pp.
[12] A. Bossavit, Computational Electromagnetism. Variational Formulations, Complementarity, Edge Elements, Academic Press Inc., San Diego,
CA, 1998.
[13] A.-P. Calderón, On an inverse boundary value problem, in: Seminar on Numerical Analysis and its Applications to Continuum Physics (Rio
de Janeiro, 1980), Soc. Brasil. Mat., Rio de Janeiro, 1980, pp. 65–73.
[14] D. Colton, L. Päivärinta, The uniqueness of a solution to an inverse scattering problem for electromagnetic waves, Arch. Rat. Mech. Anal. 119
(1992) 59–70.
[15] R. Courant, D. Hilbert, Methods of Mathematical Physics, vol. II: Partial Differential Equations, Interscience, New York, 1962.
[16] M. Dahl, Electromagnetic Gaussian beams and Riemannian geometry, in preparation.
[17] M. Eller, V. Isakov, G. Nakamura, D. Tataru, Uniqueness and stability in the Cauchy problem for Maxwell’s and elasticity systems, Nonlinear
PDE and Their Applications. Collège de France Seminar XIV (2002) 329–349.
[18] T. Frankel, The Geometry of Physics, Cambridge Univ. Press, Cambridge, UK, 1997, 654 pp.
[19] I.M. Gel’fand, Some aspects of functional analysis and algebra, in: Amsterdam 1957, Proc. Intern. Cong. Math. 1 (1954) 253–277.
[20] A. Greenleaf, G. Uhlmann, Local uniqueness for the Dirichlet-to-Neumann map via the two-plane transform, Duke Math. J. 108 (2001)
599–617.
[21] V. Isakov, Carleman type estimates and their applications, in: K. Binghham, Y. Kurylev, E. Somersalo (Eds.), New Analytical and Geometric
Methods in Inverse Problems, Springer-Verlag, Berlin/New York, pp. 93–126.
[22] H. Isozaki, G. Uhlmann, Hyperbolic geometry and the Dirichlet-to-Neumann map, Advances in Math., submitted for publication.
[23] S. Kabanikhin, A. Satybaev, M. Shishlenin, Direct Methods of Solving Multidimensional Inverse Hyperbolic Problems, VSP, 2005, 179 pp.
[24] A.P. Kachalov, Gaussian beams for the Maxwell equations on a manifold, Zap. Nauchn. Sem. POMI 285 (2002) 58–87 (in Russian).
Y. Kurylev et al. / J. Math. Pures Appl. 86 (2006) 237–270 269[25] A.P. Kachalov, Nonstationary electromagnetic Gaussian beams in a nonhomogeneous anisotropic medium, Zap. Nauchn. Sem. POMI 264
(2000) 83–100.
[26] A. Kachalov, Y. Kurylev, Multidimensional inverse problem with incomplete boundary spectral data, Comm. Partial Differential Equations 23
(1998) 55–95.
[27] A. Katchalov, Y. Kurylev, M. Lassas, Inverse Boundary Spectral Problems, Pure and Applied Mathematics, vol. 123, Chapman Hall/CRC,
2001, 290 pp.
[28] A. Katchalov, Y. Kurylev, M. Lassas, Energy measurements and equivalence of boundary data for inverse problems on non-compact manifolds,
in: C. Croke, I. Lasiecka, G. Uhlmann, M. Vogelius (Eds.), Geometric Methods in Inverse Problems and PDE Control, in: Mathematics and
Applications, vol. 137, Inst. of Math. Appl., 2003, pp. 183–214.
[29] A. Katsuda, Y. Kurylev, M. Lassas, Stability and reconstruction in Gel’fand inverse boundary spectral problem, in: K. Binghham, Y. Kurylev,
E. Somersalo (Eds.), New Analytical and Geometric Methods in Inverse Problems, Springer-Verlag, Berlin/New York, 2003, pp. 309–320.
[30] D. Katz, E. Thiele, A. Taflove, Validation and extension to three dimensions of the Berenger PML absorbing boundary condition for FD-TD
meshes, Microwave and Guided Wave Letters 4 (8) (1994) 268–270.
[31] C. Kee, J. Kim, H. Park, H. Lim, Roles of wave impedance and refractive index in photonic crystals with magnetic and dielectric properties,
IEEE Transactions on Microwave Theory and Techniques 47 (11) (1999) 2148–2150.
[32] C. Kenig, J. Sjoestrand, G. Uhlmann, The Calderón problem with partial data, Ann. of Math., submitted for publication; Preprint arXiv
math.AP/0405486.
[33] Y. Kurylev, Admissible groups of transformations that preserve the boundary spectral data in multidimensional inverse problems, Dokl. Akad.
Nauk 327 (1992) 322–325 (in Russian); transl. in: Soviet Phys. Dokl. 37 (1993) 544–545.
[34] Y. Kurylev, A multidimensional Gel’fand–Levitan inverse boundary problem, in: Differential Equations and Mathematical Physics, Birming-
ham, 1994, Int. Press, 1995, pp. 117–131.
[35] Y. Kurylev, An inverse boundary problem for the Schrödinger operator with magnetic field, J. Math. Phys. 36 (6) (1995) 2761–2776.
[36] Y. Kurylev, Multidimensional Gel’fand inverse problem and boundary distance map, in: H. Soga (Ed.), Inverse Problems Related with Geom-
etry, 1997, pp. 1–15.
[37] Y. Kurylev, M. Lassas, Gelf’and inverse problem for a quadratic operator pencil, J. Funct. Anal. 176 (2) (2000) 247–263.
[38] Y. Kurylev, M. Lassas, Hyperbolic inverse problem with data on a part of the boundary, in: Differential Equations and Mathematical Physics,
Birmingham, AL, 1999, in: AMS/IP Stud. Adv. Math., vol. 16, Amer. Math. Soc., Providence, RI, 2000, pp. 259–272.
[39] Y. Kurylev, M. Lassas, Hyperbolic inverse problem and unique continuation of Cauchy data of solutions along the boundary, Proc. Roy. Soc.
Edinburgh, Ser. A 132 (4) (2002) 931–949.
[40] Y. Kurylev, M. Lassas, E. Somersalo, Reconstruction of a manifold-from electromagnetic boundary measurements, in: G. Alessandrini,
G. Uhlmann (Eds.), Inverse Problems: Theory and Applications, in: Contemp. Math., vol. 333, 2002, pp. 147–162.
[41] Y. Kurylev, M. Lassas, E. Somersalo, Focusing waves in electromagnetic inverse problems, in: H. Isozaki (Ed.), Inverse Problems and Spectral
Theory, in: Contemp. Math., vol. 348, 2004, pp. 11–22.
[42] L. Landau, E. Lifshitz, Course of Theoretical Physics, vol. 2, The Classical Theory of Fields, Pergamon Press, Elmsford, NY, 1975,
xiv+402 pp.
[43] R.E. Langer, An inverse problem in differential equations, Bull. Amer. Math. Soc. 39 (1933) 814–820.
[44] I. Lasiecka, R. Triggiani, Control Theory for Partial Differential Equations, Cambridge Univ. Press, Cambridge, UK, 2000, pp. 645–1067.
[45] M. Lassas, Inverse boundary spectral problem for non-selfadjoint Maxwell’s equations with incomplete data, Comm. Partial Differential
Equations 23 (1998) 629–648.
[46] M. Lassas, The impedance imaging problem as a low-frequency limit, Inverse Problems 13 (6) (1997) 1503–1518.
[47] M. Lassas, M. Taylor, G. Uhlmann, The Dirichlet-to-Neumann map for complete Riemannian manifolds with boundary, Comm. Anal.
Geom. 11 (2003) 207–222.
[48] M. Lassas, G. Uhlmann, Determining Riemannian manifold from boundary measurements, Ann. Sci. Ecole Norm. Sup. (4) 34 (5) (2001)
771–787.
[49] J. Lee, G. Uhlmann, Determining anisotropic real-analytic conductivities by boundary measurements, Comm. Pure Appl. Math. 42 (1989)
1097–1112.
[50] I. Lindell, Methods for Electromagnetic Field Analysis, Oxford Univ. Press, London, UK, 1995.
[51] I. Lindell, F. Olyslager, Analytic Green dyadic for a class of nonreciprocal anisotropic media, IEEE Trans. on Antennas and Propaga-
tion 45 (10) (1997) 1563–1565.
[52] K. Lurie, The problem of effective parameters of a mixture of two isotropic dielectrics distributed in space–time and the conservation law for
wave impedance in one-dimensional wave propagation, R. Soc. Lond. Proc. Ser. A Math. Phys. Eng. Sci. 454 (1998) 1767–1779.
[53] A. Nachman, Reconstructions from boundary measurements, Ann. of Math. (2) 128 (3) (1988) 531–576.
[54] A. Nachman, Global uniqueness for a two-dimensional inverse boundary value problem, Ann. of Math. (2) 143 (1) (1996) 71–96.
[55] A. Nachman, J. Sylvester, G. Uhlmann, An n-dimensional Borg–Levinson theorem, Comm. Math. Phys. 115 (4) (1988) 595–605.
[56] R. Novikov, G. Khenkin, The ∂-equation in the multidimensional inverse scattering problem, Uspekhi Mat. Nauk 42 (3) (1987) 93–152
(in Russian).
[57] P. Ola, L. Päivärinta, E. Somersalo, An inverse boundary value problem in electrodynamics, Duke Math. J. 70 (3) (1993) 617–653.
[58] P. Ola, E. Somersalo, Electromagnetic inverse problems and generalized Sommerfeld potentials, SIAM J. Appl. Math. 56 (4) (1996) 1129–
1145.
[59] L. Paquet, Mixed problems for the Maxwell system, Ann. Fac. Sci. Toulouse Math. (5) 4 (2) (1982) 103–141 (in French).
[60] R. Picard, On the low frequency asymptotics in electromagnetic theory, J. Reine Angew. Math. 394 (1984) 50–73.
[61] V.G. Romanov, An inverse problem of electrodynamics, Dokl. Matem. 66 (2) (2002) 200–205.
270 Y. Kurylev et al. / J. Math. Pures Appl. 86 (2006) 237–270[62] D. Russell, Controllability and stabilizability theory for linear partial differential equations: recent progress and open questions, SIAM Rev. 20
(1978) 639–739.
[63] L.B. Schlichter, An inverse boundary value problem in electrodynamics, Physics 4 (1953) 411–418.
[64] G. Schwarz, Hodge Decomposition—A Method for Solving Boundary Value Problems, Springer-Verlag, Berlin/New York, 1995, 155 pp.
[65] E. Somersalo, D. Isaacson, M. Cheney, A linearized inverse boundary value problem for Maxwell’s equations, J. Comp. Appl. Math. 42 (1992)
123–136.
[66] J. Sylvester, An anisotropic inverse boundary value problem, Comm. Pure Appl. Math. 43 (2) (1990) 201–232.
[67] J. Sylvester, Linearizations of anisotropic inverse problems, in: L. Päivärinta, E. Somersalo (Eds.), Inverse Problems in Mathematical Physics,
in: Lecture Notes in Phys., vol. 422, Springer-Verlag, Berlin/New York, 1993.
[68] J. Sylvester, G. Uhlmann, A global uniqueness theorem for an inverse boundary value problem, Ann. of Math. (2) 125 (1) (1987) 153–169.
[69] D. Tataru, Unique continuation for solutions to PDEs; between Hörmander’s theorem and Holmgren’s theorem, Comm. Partial Differential
Equations 20 (5–6) (1995) 855–884.
[70] D. Tataru, Unique continuation for operators with partially analytic coefficients, J. Math. Pures Appl. (9) 78 (5) (1999) 505–521.
[71] H. Whitney, Geometric Integration Theory, Princeton Univ. Press, Princeton, NJ, 1957.
