Functional principal component analysis is used to investigate a high-dimensional surface water temperature data set of Lake Victoria, which has been produced in the ARC-Lake project. Two different perspectives are adopted in the analysis: modelling temperature curves (univariate functions) and temperature surfaces (bivariate functions). The latter proves to be a better approach in the sense of both dimension reduction and pattern detection. Computational details and some results from an application to Lake Victoria data are presented.
Introduction
Remotely sensed lake surface water temperature (LSWT) data are collected in the ARC-Lake project (http://www.geos.ed.ac.uk/arclake) using (Advanced) Along Track Scanning Radiometers. These data are analyzed to assist the assessment of spatial-temporal characteristics of the ecological condition of lakes at a global scale, with the work associated to the GloboLakes project (http://www.globolakes.ac.uk). This abstract will focus on the analysis of the reconstructed LSWT data from Lake Victoria. This is a 3-dimensional data array where temperature measurements are available monthly for 2313 pixels (indexed by two geographical coordinates, longitude and latitude) over the period of June 1995 -April 2012 (i.e. 203 months). Functional principal component analysis (FPCA) is applied to reduce the dimension of the data and to identify patterns in both time and space. Two different approaches of functional PCA are investigated. The 1-dimensional approach (1D-FPCA) treats the time series recorded in each pixel as a univariate function and performs PCA on curves; the 2-dimensional approach (2D-FPCA) views the temperature measurements at each time as a bivariate function and performs PCA on surfaces. Both methods are discussed in this abstract with proposed computational details for the 2-dimensional functional PCA explained along with the results from an application to the Lake Victoria data.
Methods

Functional PCA
Functional PCA refers to principal component analysis which is applied to data consisting of random functions. The idea of functional PCA is to reduce data complexity and identify dominant characteristics among functions (e.g. curve types). It is an elegant way of investigating high-dimensional data. Transforming data to functions can be regarded as the first round of dimension reduction, whereas applying a PCA on these functions serves as a second round. The dominant modes of variations can be extracted in the analysis, providing information on the spatial and temporal patterns in the data. The principal component scores (PC scores) can be used in further inference and modelling.
A functional PCA begins with a functional data representation (notation follows Ramsay and Silverman 1 ). Observations from a number of 'subjects' are treated as realizations of some smooth yet unknown functions. A basis is often used to construct these functions. With a basis of degrees of freedom , the functional data can be approximated as , where is the index of subjects and is the index of the basis functions. Using matrix notation, a functional data vector can be written as , where is a coefficient matrix with elements and is a column vector of basis functions . In this setting the concept, analogous to 'variables' in a conventional PCA, becomes the realizations evaluated at each possible value of . Assuming zero means for all , the variance function for each pair of 'variables'
can be constructed as
The eigenproblem for functional PCA is thus
where are indices for eigenfunctions and . Solving equation (2) requires another basis expansion, which is . Define the matrix of integral and the substitution , a symmetric eigenproblem equivalent to equation (2) can be written as (3) Note that although the argument is usually continuous, the functions in (2) and (3) are often approximated through a fine grid, . Solving (3) for and computing the reverse problem will give the eigenvalues and eigenfunctions (also known as principal component loadings) of the functional PCA. The principal component scores are calculated as . The 1D-FPCA can be easily implemented using the R package 'fda' 6 .
2-dimensional functional PCA
Applying functional PCA to 2-dimensional data requires only a straightforward generalization. Replace the univariate basis with a bivariate basis to construct the functional data and update the variance function as . The corresponding eigenproblem becomes (4) Equation (4) is solved using the same approach as the one for solving equation (2) . Note that this is an analysis conducted on a series of data surfaces. Hence the eigenfunctions derived from equation (4) will be bivariate functions, which summarize the common features of variations among all surfaces. Computation of 2D-FPCA makes use of the function 'pca.fd' in the package 'fda', where related code is modified to accommodate bivariate functional data. The Trapezoidal rule is proposed to approximate the double integral , essential to eigenproblem (4) . The computation of the matrix follows the code in the function 'pca.fd' with the Cholesky decomposition being the main tool to obtain the matrix square root.
Implementation and results
An area covering the main body of Lake Victoria is investigated initially to avoid unpredictable boundary behavior induced by the irregular shape of the lake. The area is composed of 2156 lake pixels with 17 years of reconstructed monthly LSWT data available for each pixel. The strong regular seasonality displayed in the LSWT time series suggests that a Fourier basis is appropriate to model the temperature curves in 1D-FPCA. This basis has the advantage of capturing the seasonal pattern with a small degrees of freedom. However, the result is periodic eigenfunctions which cannot detect long-term temporal patterns. An alternative approach would be to use a different basis, e.g. B-spline basis of higher dimensions. However, this may not be the most practical solution, especially when the problem is extended to sparse data. Therefore, an extension to 2D-FPCA is proposed here.
A bivariate basis is used to build the temperature surfaces in the 2D-FPCA. It provides a more flexible way of extracting the spatial-temporal variations. The basis is constructed by taking the Kronecker product of two univariate B-spline bases 3 , i.e. . The eigenfunctions extracted from the 2D-FPCA identify the dominant spatial variations in the temperature data, whereas the PC scores can be used to examine how these spatial patterns change over time. Below are some results from a 2D-FPCA applied to Lake Victoria. Table 1 lists the eigenvalues, along with their contributions in explaining total variance. The leading principal component explains 77.3% of the total variation, while the second PC explains 11.5%. Together they account for 88.8% of the variation, which, in general, is sufficient for most statistical analysis. Fig. 1 plots two eigenfunctions corresponding to the first two PCs and their scores. The first eigenfunction exhibits a decreasing trend from the west to the east of the lake, with the exception of the peninsula in the southeast; the second one has high loadings in the majority of the pixels, with low values appearing only in the northwest corner. The scores of the first two PCs display mainly seasonal patterns; no prominent long-term trend or change-points are evident in the plot. 
Discussion
This abstract presents an efficient way of exploring a high-dimensional remotely sensed data set using functional PCA. Application on both univariate and bivariate functional data are discussed. Future efforts will involve developing methods to analyse real satellite measurements, where missing observations become a non-negligible problem. Conventional functional PCA may not produce robust results when it is applied to a sparse data set. According to some recent research, there are two potential solutions 2 , (a) building a mixed model of random functions based on the Karhunen-Loeve expansion, then estimating the principal components using the EM algorithm based on maximum likelihood or REML 4 ; (b) smoothing the raw covariance matrix using kernels and extracting principal components based on the smoothed covariance function 5 . Both methods will be investigated in the future.
