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Abstract. We show that the query containment problem for monadic
datalog on finite unranked labeled trees can be solved in 2-fold expo-
nential time when (a) considering unordered trees using the axes child
and descendant, and when (b) considering ordered trees using the axes
firstchild, nextsibling, child, and descendant. When omitting the descen-
dant-axis, we obtain that in both cases the problem is Exptime-complete.
1 Introduction
The query containment problem (QCP) is a fundamental problem that has been
studied for various query languages. Datalog is a standard tool for expressing
queries with recursion. From Cosmadakis et al. [6] and Benedikt et al. [3] it is
known that the QCP for monadic datalog queries on the class of all finite rela-
tional structures is 2Exptime-complete. Restricting attention to finite unranked
labeled trees, Gottlob and Koch [11] showed that on ordered trees the QCP for
monadic datalog is Exptime-hard and decidable, leaving open the question of
a tight bound.
Here we show a matching Exptime upper bound for the QCP for monadic
datalog on ordered trees using the axes firstchild, nextsibling, and child. When
adding the descendant -axis, we obtain a 2Exptime upper bound. This, in par-
ticular, also yields a 2Exptime upper bound for the QCP for monadic datalog
on unordered trees using the axes child and descendant, and an Exptime upper
bound for unordered trees using only the child -axis. The former result answers
a question posed by Abiteboul et al. in [1]. We complement the latter result by
a matching lower bound.
The paper is organised as follows. Section 2 fixes the basic notation concern-
ing datalog queries, (unordered and ordered) trees and their representations as
logical structures, and summarises basic properties of monadic datalog on trees.
Section 3 presents our main results regarding the query containment problem
for monadic datalog on trees. Due to space limitations, most technical details
had to be deferred to the appendix of this paper.
⋆ This article is the full version of [9].
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2 Trees and Monadic Datalog (mDatalog)
Throughout this paper, Σ will always denote a finite non-empty alphabet.
By N we denote the set of non-negative integers, and we let N>1 := N \ {0}.
Relational Structures. As usual, a schema τ consists of a finite number of
relation symbols R, each of a fixed arity ar(R) ∈ N>1. A τ-structure A consists of
a finite non-empty set A called the domain of A, and a relation RA ⊆ Aar(R) for
each relation symbol R ∈ τ . It will often be convenient to identify A with the set
of atomic facts of A, i.e., the set atoms(A) consisting of all facts R(a1, . . . , aar(r))
for all relation symbols R ∈ τ and all tuples (a1, . . . , aar(R)) ∈ R
A.
If τ is a schema and ℓ is a list of relation symbols, we write τ ℓ to denote the
extension of the schema τ by the relation symbols in ℓ. Furthermore, τΣ denotes
the extension of τ by new unary relation symbols labelα, for all α ∈ Σ.
Unordered Trees. An unordered Σ-labeled tree T = (V T , λT , ET ) consists
of a finite set V T of nodes, a function λT : V T → Σ assigning to each node v of
T a label λ(v) ∈ Σ, and a set ET ⊆ V T × V T of directed edges such that the
graph (V T , ET ) is a rooted tree where edges are directed from the root towards
the leaves. We represent such a tree T as a relational structure of domain V T
with unary and binary relations: For each label α ∈ Σ, labelα(x) expresses that
x is a node with label α; child(x, y) expresses that y is a child of node x; root(x)
expresses that x is the tree’s root node; leaf(x) expresses that x is a leaf; and
desc(x, y) expresses that y is a descendant of x (i.e., y is a child or a grandchild
or . . . of x). We denote this relational structure representing T by Su(T ), but
when no confusion arises we simply write T instead of Su(T ).
The queries we consider for unordered trees are allowed to make use of at
least the predicates labelα and child. We fix the schema
τu := {child}.
The representation of unordered Σ-labeled trees as τu,Σ-structures was consid-
ered, e.g., in [1].
Ordered Trees. An ordered Σ-labeled tree T = (V T , λT , ET , orderT ) has
the same components as an unordered Σ-labeled tree and, in addition, orderT
fixes for each node u of T , a strict linear order of all the children of u in T .
To represent such a tree as a relational structure, we use the same domain and
the same predicates as for unordered Σ-labeled trees, along with three further
predicates fc (“first-child”), ns (“next-sibling”), and ls (“last sibling”), where
fc(x, y) expresses that y is the first child of node x (w.r.t. the linear order of the
children of x induced by orderT ); ns(x, y) expresses that y is the right sibling
of x (i.e., x and y have the same parent p, and y is the immediate successor of
x in the linear order of p’s children given by orderT ); and ls(x) expresses that
x is the rightmost sibling (w.r.t. the linear order of the children of x’s parent
given by orderT ). We denote this relational structure representing T by So(T ),
but when no confusion arises we simply write T instead of So(T ).
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The queries we consider for ordered trees are allowed to make use of at least
the predicates labelα, fc, and ns. We fix the schemas
τo := {fc, ns} and τGK := τ
root,leaf ,ls
o .
In [11], Gottlob and Koch represented orderedΣ-labeled trees as τGK,Σ-structures.
Datalog. We assume that the reader is familiar with the syntax and seman-
tics of datalog (cf., e.g., [7,11]). Predicates that occur in the head of some rule of
a datalog program P are called intensional, whereas predicates that only occur
in the body of rules of P are called extensional. By idb(P) and edb(P) we denote
the sets of intensional and extensional predicates of P , resp. We say that P is
of schema τ if edb(P) ⊆ τ . We write TP to denote the immediate consequence
operator associated with a datalog program P . Recall that TP maps a set C of
atomic facts to the set of all atomic facts that are derivable from C by at most
one application of the rules of P (see e.g. [7,11]). The monotonicity of TP implies
that for each finite set C, the iterated application of TP to C leads to a fixed
point, denoted by T ωP (C), which is reached after a finite number of iterations.
Monadic datalog queries. A datalog program belongs to monadic datalog
(mDatalog, for short), if all its intensional predicates have arity 1.
A unary monadic datalog query of schema τ is a tuple Q = (P , P ) where P is
a monadic datalog program of schema τ and P is an intensional predicate of P .
P and P are called the program and the query predicate of Q. When evaluated
in a finite τ -structure A that represents a labeled tree T , the query Q results in
the unary relation Q(T ) := {a ∈ A : P (a) ∈ T ωP (atoms(A)) }.
The Boolean monadic datalog query QBool specified by Q = (P , P ) is the
Boolean query with QBool(T ) = yes iff the tree’s root node belongs to Q(T ).
The size ||Q|| of a monadic datalog query Q is the length of Q = (P , P )
viewed as a string over a suitable alphabet.
Expressive power of monadic datalog on trees. From Gottlob and
Koch [11] we know that on ordered Σ-labeled trees represented as τGK,Σ-structures,
monadic datalog can express exactly the same unary queries as monadic second-
order logic — for short, we will say “mDatalog(τGK) = MSO(τGK) on ordered
trees”. Since the child and desc relations are definable in MSO(τGK), this im-
plies that mDatalog(τGK) = mDatalog(τ
child,desc
GK ) on ordered trees.
On the other hand, using the monotonicity of the immediate consequence
operator, one obtains that removing any of the predicates root, leaf , ls from
τGK strictly decreases the expressive power of mDatalog on ordered trees (see
[10]). By a similar reasoning one also obtains that on unordered trees, repre-
sented as τroot,leaf ,descu,Σ -structures, monadic datalog is strictly less expressive
than monadic second-order logic, and omitting any of the predicates root, leaf
further reduces the expressiveness of monadic datalog on unordered trees [10].
3 Query Containment for Monadic Datalog on Trees
Let τΣ be one of the schemas introduced in Section 2 for representing (ordered
or unordered) Σ-labeled trees as relational structures. For two unary queries Q1
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and Q2 of schema τΣ we write Q1 ⊆ Q2 to indicate that for every Σ-labeled
tree T we have Q1(T ) ⊆ Q2(T ). Similarly, if Q1 and Q2 are Boolean queries
of schema τΣ , we write Q1 ⊆ Q2 to indicate that for every Σ-labeled tree T ,
if Q1(T ) = yes then also Q2(T ) = yes. We write Q1 6⊆ Q2 to indicate that
Q1 ⊆ Q2 does not hold. The query containment problem (QCP, for short) is
defined as follows:
The QCP for mDatalog(τ) on trees
Input: A finite alphabet Σ and
two (unary or Boolean) mDatalog(τΣ)-queries Q1 and Q2.
Question: Is Q1 ⊆ Q2 ?
It is not difficult to see that this problem is decidable: the first step is to
observe that monadic datalog can effectively be embedded into monadic second-
order logic, the second step then applies the well-known result that the monadic
second-order theory of finite labeled trees is decidable (cf., e.g., [16,5]).
Regarding ordered trees represented as τGK-structures, in [11] it was shown
that the QCP for unary mDatalog(τGK)-queries on trees is Exptime-hard. Our
first main result generalises this to unordered trees represented as τu-structures:
Theorem 1
The QCP for Boolean mDatalog(τu) on unordered trees is Exptime-hard.
Our proof proceeds via a reduction from the Exptime-complete two per-
son corridor tiling (TPCT) problem [4]: For a given instance I of the TPCT-
problem we construct (in polynomial time) an alphabet Σ and two Boolean
mDatalog(τu,Σ)-queries Q1, Q2 which enforce that any tree T witnessing that
Q1 6⊆ Q2, contains an encoding of a winning strategy for the first player of the
TPCT-game associated with I. Using Theorem 1 along with a method of [11] for
replacing the child-predicate by means of the predicates fc,ns, we can transfer
the hardness result to ordered trees represented by τo-structures:
Corollary 2
The QCP for Boolean mDatalog(τo) on ordered trees is Exptime-hard.
Our second main result provides a matching Exptime upper bound for the
QCP on ordered trees, even in the presence of all predicates in τchildGK :
Theorem 3
The QCP for unary mDatalog(τchildGK ) on ordered trees belongs to Exptime.
Proof (sketch). Consider a schema τ ⊆ τchild,descGK . By using the automata-
theoretic approach [6], a canonical method for deciding the QCP for unary
mDatalog(τ) proceeds as follows:
(1) Transform the input queries Q1 and Q2 into Boolean queries Q
′
1 and Q
′
2 on
binary trees, such that Q1 ⊆ Q2 iff Q′1 ⊆ Q
′
2.
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(2) Construct tree automata Ayes1 and A
no
2 such that A
yes
1 (resp. A
no
2 ) accepts
exactly those trees T with Q′1(T ) = yes (resp. Q
′
2(T ) = no).
(3) Construct the product automaton B of Ayes1 and A
no
2 , such that B accepts
exactly those trees that are accepted by Ayes1 and by A
no
2 . Afterwards, check
if the tree language recognised by B is empty. Note that this is the case if,
and only if, Q1 ⊆ Q2.
Using time polynomial in the size of Q1 and Q2, Step (1) can be achieved in a
standard way by appropriately extending the labelling alphabet Σ.
For Step (3), if Ayes1 and A
no
2 are nondeterministic bottom-up tree automata,
the construction of B takes time polynomial in the sizes of Ayes1 and A
no
2 , and the
emptiness test can be done in time polynomial in the size of B (see e.g. [5]).
The first idea for tackling Step (2) is to use a standard translation of Boolean
monadic datalog queries into monadic second-order (MSO) sentences: It is not
difficult to see (cf., e.g. [11]) that any Boolean mDatalog(τ)-query Q can be
translated in polynomial time into an equivalent MSO-sentence ϕQ of the form
∀X1 · · · ∀Xn ∃z1 · · · ∃zℓ
∨m
j=1 γj
where n is the number of intensional predicates of Q’s monadic datalog program
P , ℓ and m are linear in the size of Q, and each γj is a conjunction of at
most b atoms or negated atoms, where b is linear in the maximum number of
atoms occurring in the body of a rule of P . Applying the standard method for
translating MSO-sentences into tree automata (cf., e.g., [16]), we can translate
the sentence ¬ϕQ into a nondeterministic bottom-up tree-automaton Ano that
accepts a tree T iff Q(T ) = no. This automaton has 2(m
′·cb
′
) states, where m′
and b′ are linear in m and b, resp., and c is a constant not depending on Q or
Σ; and Ano can be constructed in time polynomial in |Σ|·2n+ℓ+m
′·cb
′
.
Using the subset construction, one obtains an automaton Ayes which accepts
a tree T iff Q(T ) = yes; and this automaton has 22
(m′·cb
′
)
states.
Note that, a priori, b′ might be linearly related to the size of Q. Thus, the
approach described so far leads to a 3-fold exponential algorithm that solves the
QCP for unary mDatalog(τ)-queries.
In case that τ does not contain the desc-predicate, we obtain a 2-fold ex-
ponential algorithm as follows: At the end of Step (1) we rewrite Q′1 and Q
′
2
into queries that do not contain the child-predicate , and we transform both
queries into tree marking normal form (TMNF), i.e., a normal form in which
bodies of rules consist of at most two atoms, at least one of which is unary. From
[11] we obtain that these transformations can be done in time polynomial in the
size of Q′1 and Q
′
2. Note that for TMNF-queries, the parameters b and b
′ are
constant (i.e., they do not depend on the query), and thus the above description
shows that for TMNF-queries the automaton Ano2 can be constructed in 1-fold
exponential time, and Ayes1 can be constructed in 2-fold exponential time.
Finally, the key idea to obtain a 1-fold exponential algorithm solving the
QCP is to use a different construction for the automaton Ayes1 , which does not
use the detour via an MSO-formula but, instead, takes a detour via a two-way
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alternating tree automaton (2ATA): We show that a Boolean TMNF-query can
be translated, in polynomial time, into a 2ATA Aˆ
yes
1 that accepts a tree T iff
Q1(T ) = yes. It is known that, within 1-fold exponential time, a 2ATA can
be transformed into an equivalent nondeterministic bottom-up tree automaton
(this was claimed already in [6]; detailed proofs of more general results can be
found in [17,14]). In summary, this leads to a 1-fold exponential algorithm for
solving the QCP for mDatalog(τchildGK ) on ordered trees. ⊓⊔
Since τroot,leafu ⊆ τ
child
GK , Theorem 3 immediately implies:
Corollary 4 The QCP for unary mDatalog(τroot,leafu ) on unordered trees be-
longs to Exptime.
It remains open if the Exptime-membership results of Theorem 3 and Corol-
lary 4 can be generalised to queries that also use the descendant predicate desc.
However, the first approach described in the proof of Theorem 3 yields a 3-fold
exponential algorithm. We can improve this by using methods and results from
[11] and [12] to eliminate the desc-predicate at the expense of an exponential
blow-up of the query size. Afterwards, we apply the algorithms provided by
Theorem 3 and Corollary 4. This leads to the following:
Theorem 5 The QCP for unary mDatalog(τroot,leaf ,descu ) on unordered trees
and for unary mDatalog(τchild,descGK ) on ordered trees can be solved in 2-fold
exponential time.
Open Question. It remains open to close the gap between the Exptime lower
and the 2Exptime upper bound for the case where the descendant -axis is in-
volved.
Acknowledgment. The first author would like to thank Mariano Zelke for
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APPENDIX
This appendix contains technical details which were omitted in the main part of
the paper.
– Appendix A contains further basic notation, including a precise definition of
the syntax and semantics of datalog.
– Appendix B gives a detailed proof of Theorem 1.
– Appendix C provides a proof of Corollary 2.
– Appendix D gives a detailed proof of Theorem 3.
– Appendix E presents a proof of Theorem 5.
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A Basic Notation and Syntax and Semantics of Datalog
Basic notation For a set S we write 2S to denote the power set of S.
Let τ be a schema suitable for representing ordered (or unordered) Σ-labeled
trees. Two mDatalog(τ)-queries Q and Q′ are called equivalent if Q(T ) = Q′(T )
is true for all finite ordered (or unordered, resp.) Σ-labeled trees T .
The following definition of datalog is basically taken from [7].
Syntax of datalog A datalog rule is an expression of the form h← b1, . . . , bn,
for n ∈ N, where h, b1, . . . , bn are called atoms of the rule, h is called the rule’s
head, and b1, . . . , bn (understood as a conjunction of atoms) is called the body.
Each atom is of the form P (x1, . . . , xm) where P is a predicate of some arity
m ∈ N>1 and x1, . . . , xm are variables. Rules are required to be safe in the sense
that all variables appearing in the head also have to appear in the body.
A datalog program is a finite set of datalog rules. Let P be a datalog program
and let r be a datalog rule. We write var(r) for the set of all variables occurring
in the rule r, and we let var(P) :=
⋃
r∈P var(r). Predicates that occur in the
head of some rule of P are called intensional, whereas predicates that only occur
in the body of rules of P are called extensional. We write idb(P) and edb(P) to
denote the sets of intensional and extensional predicates of P , respectively. We
say that P is of schema τ if edb(P) ⊆ τ .
Semantics of datalog For defining the semantics of datalog, let τ be a schema,
let P be a datalog program of schema τ , let A be a domain, and let
FP,A := { R(a1, . . . , ar) : R ∈ τ ∪ idb(P), r = ar(R), a1, . . . , ar ∈ A }
be the set of all atomic facts over A. A valuation β for P in A is a function β :(
var(P)∪A
)
→ A where β(a) = a for all a ∈ A. For an atom b := P (x1, . . . , xm)
occurring in a rule of P we let β(b) := P
(
β(x1), . . . , β(xm)
)
. The immediate
consequence operator TP induced by P on A maps every C ⊆ FP,A to
TP(C) := C ∪
{
β(h) :
there is a rule h← b1, . . . , bn in P and a valuation
β for P in A such that β(b1), . . . , β(bn) ∈ C
}
.
Clearly, TP is monotone, i.e., TP(C) ⊆ TP (D) holds for all C ⊆ D ⊆ FP,A.
Letting T 0P (C) := C and T
i+1
P (C) := TP
(
T iP (C)
)
for all i ∈ N, one obtains
C = T 0P (C) ⊆ T
1
P (C) ⊆ · · · ⊆ T
i
P(C) ⊆ T
i+1
P (C) ⊆ · · · ⊆ FP,A.
For a finite domain A, the set FP,A is finite, and hence there is an i0 ∈ N such
that T i0P (C) = T
i
P(C) for all i > i0. In particular, the set T
ω
P (C) := T
i0
P (C) is
a fixpoint of the operator TP . By the theorem of Knaster and Tarski we know
that this fixpoint is the smallest fixpoint of TP which contains C.
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B Exptime-Hardness: Proof of Theorem 1
The aim of this appendix is to prove the following:
Theorem 1 (restated)
The QCP for Boolean mDatalog(τu) on unordered trees is Exptime-hard.
Wewill show this by first proving the according hardness result for the schema
τroot,leafu . Afterwards, we will construct a polynomial-time reduction which pro-
vides the same hardness result also for the schema τu.
B.1 Exptime-hardness result for the schema τ root,leaf
u
This subsection’s main result is
Proposition 6
The QCP for Boolean mDatalog(τroot,leafu ) on unordered trees is Exptime-hard.
Proof. Our proof proceeds by reduction from the Exptime-complete two person
corridor tiling problem (TPCT) [4]. The task of the TPCT-problem is to decide
whether the first player in the following two person corridor tiling game has a
winning strategy.
There are two players: Player 1 (the Constructor) and Player 2 (the Sabo-
teur). The game board is a corridor of a given width n and an unbounded length.
There is a finite set D of types of tiles (or, dominoes), and from every tile type,
an unlimited number of tiles is available. The first row f (of width n) of tiles,
as well as the designated last row ℓ (of width n) of tiles are given.
The players alternately select a tile and put it into the next vacant position
(row-wise from left to right); Player 1 starts at the leftmost position of the second
row. Both players have to respect horizontal and vertical constraints, given by
two sets H,V ⊆ D2. A tile d chosen for the j-th column of the i-th row has
to fit to its vertical neighbour dv in the j-th column of the (i−1)-th row in the
sense that (dv, d) ∈ V . Furthermore, if j > 2, then tile d also has to fit to its
horizontal neighbour dh in the (j−1)-th column of the i-th row in the sense that
(dh, d) ∈ H . If a player is unable to choose a fitting tile, Player 1 loses and the
game ends.
The ultimate goal of Player 1 is to produce a tiling whose last row is ℓ; in
this case he wins and the game ends. Player 2 wins if either the game goes on
for an infinite number of steps, or one of the players gets stuck in a situation
where he cannot find a fitting tile.
The two person corridor tiling problem (TPCT) is the following decision
problem.
TPCT
Input: A tuple I = (D, H, V, n, f, ℓ) such that D is a finite set,
H,V ⊆ D2, n > 2, f, ℓ ∈ Dn.
Question: Does Player 1 have a winning strategy in the
two person corridor tiling game specified by I?
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Theorem 7 (Chlebus [4]) The problem TPCT is Exptime-complete.
Note that Exptime is closed under complementation. Thus, for proving
Proposition 6 it suffices to give a polynomial-time reduction from TPCT to
the complement of the QCP for mDatalog(τroot,leafu ) on unordered trees. For a
given TPCT-instance I = (D, H, V, n, f, ℓ) we will construct a finite alphabet Σ
and two Boolean mDatalog(τroot,leafu,Σ )-queries Q1, Q2, such that
Player 1 has a winning strategy in the
two person corridor tiling game specified by I
⇐⇒ there exists an unordered Σ-labeled tree T such that
Q1(T ) = yes and Q2(T ) = no (i.e., Q1 6⊆ Q2).
We will represent strategies for Player 1 by Σ-labeled trees. The query Q1 will
describe “necessary properties” which are met by every tree that describes a
winning strategy for Player 1, but also by some other trees. The query Q2 will
describe certain “forbidden properties” such that a tree which has these proper-
ties for sure does not describe a winning strategy for Player 1.
The following representation of a winning strategy for Player 1 is basically
taken from [13]. We represent a strategy for Player 1 by an unordered Σ-labeled
tree with
Σ := D × {1, 2,⊥, !}.
The first component of a letter (d, i) ∈ Σ corresponds to the tile d that has been
played, while the second component indicates whose turn it is to place the next
tile (1 for Player 1, 2 for Player 2, ⊥ in case the game is over because a vertical
or horizontal constraint was violated, and ! in case that the game is over because
Player 1 has won). In the following, we will say that a node is labeled d (for
some d ∈ D) to express that its label belongs to {d} × {1, 2,⊥, !}. Accordingly,
we will say that a node is labeled i (for some i ∈ {1, 2,⊥, !}) to express that its
label belongs to D × {i}.
A finite Σ-labeled tree T is called good if it satisfies the following conditions
(1)–(9). It is not difficult to verify that Player 1 has a winning strategy if, and
only if, there exists a finite Σ-labeled tree that is good.
(1) The root is labeled by (d, 2) for some d ∈ D. (This indicates that at the
beginning of the game, Player 1 chooses tile d, and Player 2 is the one to
play in the next step).
(2) Nodes with labels ⊥ or ! are leaves.
(3) Nodes with labels in D×{1} have at least one child. (Such a child describes
the choice made by Player 1 in the next step).
(4) Nodes with labels in D × {2} have at least |D| children — one for each tile
type d ∈ D. (These children represent the potential choices that Player 2
might make in the next step).
(5) There is no node labeled 1 or 2 such that all of its children are labeled by
⊥. (I.e., the game never gets stuck).
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(6) Labels from D×{1} and D×{2} alternate on each path from the root to a
leaf. (I.e., both players alternately choose a tile).
(7) If a node x is labeled !, then the number of nodes visited by the path from
the root to x is a multiple of n and the last n nodes on this path are labeled
according to ℓ. (This means that the last n nodes of the path describe a row
which has the desired labeling ℓ.)
(8) At each node x labeled (d, i) with i 6= ⊥, the tile d respects the horizontal
and the vertical constraints.
(9) At each node labeled (d,⊥) for some d ∈ D, the tile d violates the horizontal
or the vertical constraints.
To be precise, the conditions (8) and (9) mean the following. We define the depth
of a node as follows: The root has depth 1; and for each node x of depth j, all
children of x are of depth j+1.
(a) A node x labeled with tile d ∈ D respects the horizontal constraints if x
– is either of depth congruent 1 modulo n (and thus corresponds to a
position in the 1-st column of a row),
– or we have (dh, d) ∈ H , where the parent of x is labeled with tile dh ∈ D
(i.e., x corresponds to a position where tile d is chosen in some column
j > 2, and this tile fits to its horizontal neighbour dh in column j−1).
(b) A node x labeled with a tile d ∈ D respects the vertical constraints if x
– is either is of depth j ∈ {1, . . . , n} and we have (fj , d) ∈ H
(i.e., x corresponds to the j-th position in the second row and fits to the
j-th entry fj of the first row f),
– or it is of depth j > n+1 and we have (dv, d) ∈ V , where the ancestor
of x at depth j−n is labeled with tile dv ∈ D
(i.e., x corresponds to a position where tile d is chosen in some row i > 3,
and this tile fits to its vertical neighbour dv in row i−1).
As noted above, Player 1 has a winning strategy if, and only if, there exists a
finite Σ-labeled tree T that is good, i.e., that satisfies the conditions (1)–(9). The
first idea towards completing the proof of Proposition 6 is to try to find monadic
Datalog queries Q1 and Q2 such that for any Σ-labeled tree T the following is
true: T is good if, and only if, Q1(T ) = yes and Q2(T ) = no. In fact, it is not
difficult to construct for each condition (c) with c 6= 4 and c 6= 5 a Boolean
mDatalog(τroot,leafu )-query Q
c such that for any Σ-labeled tree T we have:
Qc(T ) = yes ⇐⇒ T violates condition (c).
However, for the conditions (4) and (5), we were unable to find according monadic
datalog queries which precisely characterise all trees that violate (or all trees that
fulfill) these conditions.
As a remedy, we define a notion of almost-good trees in such a way that the
following is true:
(i) Every almost-good tree T contains a good tree;
and every good tree also is almost-good.
Monadic Datalog Containment on Trees 13
(ii) We can find Boolean mDatalog(τroot,leafu,Σ )-queries Q1, Q2 such that for any
Σ-labeled tree T the following is true: T is almost-good if, and only if,
Q1(T ) = yes and Q2(T ) = no.
For defining the notion of almost-good trees, we need the following notation. Let
T be an unordered Σ-labeled tree. By performing a bottom-up scan of T , we
define the set of nodes that are candidates as follows:
– Every leaf of T that is labeled ⊥ or ! is a candidate.
– For each node x of T that is labeled 1, x is a candidate if x has a child that
is a candidate and that is not labeled ⊥.
– For each node x of T that is labeled 2, x is a candidate if
• for each d ∈ D, x has a child that is a candidate and that is labeled d,
• and x has child that is a candidate and that is not labeled ⊥.
Now, we perform a top-down scan of T to define the set of nodes that are relevant
as follows:
– The root of T is relevant if it is labeled in D × {2} and it is a candidate.
– For each non-root node x of T , x is relevant if it is a candidate and its parent
is relevant.
Note that according to this definition, in particular, the following is true:
– Every relevant node of T either is a leaf of T or has a child that is relevant.
– If the root of T is relevant, then it is labeled in D × {2}, and the set of all
relevant nodes of T forms a tree, which we will call TRelevant.
– Relevant nodes with labels ⊥ or ! are leaves.
– Every relevant node with label in D×{1} has a relevant child that is not la-
beled ⊥.
– Every relevant node with label in D × {2} has, for each d ∈ D, a relevant
child labeled d; and it has a relevant child that is not labeled ⊥.
Thus, the following is true for every Σ-labeled tree T :
(∗): If the root of T is relevant, then
the tree TRelevant satisfies the conditions (1)–(5).
Furthermore, note that if T is good, then TRelevant = T .
We say that a Σ-labeled tree T is almost-good if its root node is relevant and
the tree TRelevant is good, i.e., satisfies the conditions (6)–(9).
Our next goal is to construct an mDatalog(τroot,leafb,Σ )-program PRelevant
which constructs, in an intensional predicate called Relevant, the set of all rel-
evant nodes. We start with PRelevant := ∅. To access the parts d and i of a
node-label (d, i) ∈ Σ, it will be convenient to include into PRelevant the rules
labeld(x)← label(d,i)(x) and labeli(x)← label(d,i)(x)
for every letter (d, i) ∈ Σ. Furthermore, for all d, d′ ∈ D and i, i′ ∈ {1, 2,⊥, !}
with d 6= d′ and i 6= i′ we add to PRelevant the rules
label6=d(x)← labeld′(x) and label6=i(x)← labeli′(x).
14 Andre´ Frochaux, Martin Grohe, and Nicole Schweikardt
To describe the candidate nodes, we add to PRelevant the rules
Candidate(x)← leaf(x), label⊥(x)
Candidate(x)← leaf(x), label !(x)
Candidate(x)← label1(x), child(x, y),Candidate(y), label6=⊥(y),
as well as the following rule, where d1, . . . , dm is a list of all elements in D:
Candidate(x)← label2(x), child(x, y1), . . . , child(x, ym),
Candidate(y1), . . . ,Candidate(ym),
labeld1(y1), . . . , labeldm(ym),
child(x, y),Candidate(y), label6=⊥(y).
To describe the relevant nodes, we add to PRelevant the rules
Relevant(x)← root(x),Candidate(x), label2(x)
Relevant(x)← Candidate(x), child(y, x),Relevant(y)
This completes the definition of the monadic datalog program PRelevant.
Obviously, the following is true:
Claim 1 PRelevant can be constructed in time polynomial in the size of Σ.
Furthermore, for the unary query QRelevant := (PRelevant,Relevant) the follow-
ing is true: For every unordered Σ-labeled tree T , the set QRelevant(T ) contains
exactly those nodes of T that are relevant.
Recall that our overall goal is to find Boolean queries Q1 and Q2 that satisfy
condition (ii). We choose Q1 to be the query that returns “yes” exactly for those
trees T whose root is relevant. I.e., the program of Q1 is obtained from PRelevant
by adding the rule
accept(x)← root(x),Relevant(x)
and the query predicate of Q1 is the predicate accept. From (∗) we know that
the following is true:
Claim 2 Q1 can be constructed in time polynomial in the size of Σ; and for
every Σ-labeled tree T we have Q1(T ) = yes if, and only if, the root of T is
relevant and the tree TRelevant satisfies the conditions (1)–(5).
Our next goal is to construct a Boolean query Q2 that returns “yes” exactly
for those trees T where the tree TRelevant violates one of the conditions (6)–(9).
Once we have achieved this, we know that for any tree T the following is true:
Q1(T ) = yes and Q2(T ) = no if, and only if, the tree TRelevant satisfies the
conditions (1)–(9), and hence witnesses that Player 1 has a winning strategy for
the two person corridor tiling game specified by I = (D, H, V, n, f, ℓ).
To construct Q2, we start with the monadic Datalog program P2 := PRelevant
and successively add rules to P2.
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To detect a violation of condition (6), we add to P2 the rules
reject(6)(z)←Relevant(x),Relevant(y),
child(x, y), label1(x), label1(y), root(z)
reject(6)(z)←Relevant(x),Relevant(y),
child(x, y), label2(x), label2(y), root(z).
This way, TRelevant violates condition (6) if, and only if, the root of T gets as-
signed the predicate reject(6). Thus, the Boolean query specified by (P2, reject
(6))
returns “yes” for exactly those trees T where TRelevant violates condition (6).
To detect a violation of the conditions (7)–(9), it will be convenient to use
predicates Columnj for each j ∈ {1, . . . , n}, such that Columnj(x) indicates that
node x corresponds to a tile placed in column j of the corridor. Thus, we add to
P2 the rules
Column1(x)← root(x),Relevant(x)
Column1(x)← child(y, x),Columnn(y),Relevant(y),Relevant(x)
and for each j ∈ {2, . . . , n} the rule
Columnj(x)← child(y, x),Columnj−1(y),Relevant(y),Relevant(x).
Furthermore, for each j ∈ {1, . . . , n−1} we add to P2 the rule
Column 6=n(x)← Columnj(x)
and for each j ∈ {2, . . . , n} we add to P2 the rule
Column 6=1(x)← Columnj(x).
To detect a violation of condition (7), we add to P2 the rule
reject(7)(z)← label !(x),Column 6=n(x),Relevant(x), root(z)
and for each j ∈ {1, . . . , n} we add the rule
reject(7)(z)← label !(xn), child(x1, x2), . . . , child(xn−1, xn),
label6=ℓj (xj),Relevant(x1), . . . ,Relevant(xn), root(z)
where ℓj denotes the j-th position of the designated last row ℓ.
This way, TRelevant violates condition (7) if, and only if, the root of T gets as-
signed the predicate reject(7). Hence, the Boolean query specified by (P2, reject
(7))
returns “yes” for exactly those trees T where TRelevant violates condition (7).
Note that P2 can be constructed in time polynomial in the size of Σ and n.
To detect a violation of condition (8), it will be convenient to use predicates
BuggyH and BuggyV , such that BuggyH(x) (resp., BuggyV (x)) indicates that
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node x violates the horizontal (resp., the vertical) constraints. Thus, for all
(dh, d) ∈ D2 \H , we add to P2 the rule
BuggyH(x)←Column 6=1(x), child(y, x), labeldh(y), labeld(x),
Relevant(y),Relevant(x).
Similarly, for all (dv, d) ∈ D2 \ V , we add add to P2 the rule
BuggyV (x)← child(y1, y2), . . . , child(yn−1, yn), child(yn, x),
labeldv(y1), labeld(x),
Relevant(y1), . . . ,Relevant(yn),Relevant(x).
To detect nodes that correspond to tiles placed in the corridor’s second row, i.e.,
tiles that must fit to the given first row f = (f1, . . . , fn) ∈ Dn, we furthermore
add for each j ∈ {1, . . . , n} and each d ∈ D with (fj , d) 6∈ V , the rule
BuggyV (xj)← root(x1), child(x1, x2), . . . , child(xn−1, xn),
labeld(xj),Relevant(x1), . . . ,Relevant(xn)
To detect a violation of condition (8) we add to P2 the rules
reject(8)(z)← label6=⊥(x),BuggyH(x),Relevant(x), root(z)
reject(8)(z)← label6=⊥(x),BuggyV (x),Relevant(x), root(z).
This way, TRelevant violates condition (8) if, and only if, the root of T gets as-
signed the predicate reject(8). Hence, the Boolean query specified by (P2, reject
(8))
returns “yes” for exactly those trees T where TRelevant violates condition (8).
Note that P2 can be constructed in time polynomial in the size of Σ,n,D.
To detect a violation of condition (9), it will be convenient to use predicates
OkayH and OkayV , such that OkayH(x) (resp., OkayV (x)) indicates that node x
satisfies the horizontal (resp., the vertical) constraints. Thus, for all (dh, d) ∈ H ,
we add to P2 the rules
OkayH(x)←Column1(x)
OkayH(x)←Column 6=1(x), child(y, x), labeldh(y), labeld(x).
Similarly, for all (dv, d) ∈ V , we add add to P2 the rules
OkayV (x)← child(y1, y2), . . . , child(yn−1, yn), child(yn, x),
labeldv (y1), labeld(x).
To detect nodes that correspond to tiles placed in the corridor’s second row, i.e.,
tiles that must fit to the given first row f = (f1, . . . , fn) ∈ Dn, we furthermore
add for each j ∈ {1, . . . , n} and each d ∈ D with (fj , d) ∈ V , the rule
OkayV (xj)← root(x1), child(x1, x2), . . . , child(xn−1, xn), labeld(xj).
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To detect a violation of condition (9) we add to P2 the rule
reject(9)(z)← label⊥(x),OkayH(x),OkayV (x),Relevant(x), root(z).
This way, TRelevant violates condition (9) if, and only if, the root of T gets as-
signed the predicate reject(9). Hence, the Boolean query specified by (P2, reject
(9))
returns “yes” for exactly those trees T where TRelevant violates condition (9).
Note that P2 can be constructed in time polynomial in the size of Σ,n,D, H, V .
Finally, for each c ∈ {6, 7, 8, 9} we add to P2 the rule
reject(z)← reject(c)(z)
and we let Q2 be the Boolean monadic datalog query specified by (P2, reject).
By our construction, the following holds:
Claim 3 Q2 can be constructed in time polynommial in the size of Σ,n,D, H, V ;
and for every Σ-labeled tree T we have Q2(T ) = yes if, and only if, the tree
TRelevant violates one of the conditions (6)–(9).
In summary, for each TPCT-instance I = (D, H, V, n, f, ℓ), we can construct
within polynomial time the alphabet Σ := D × {1, 2,⊥, !} and two Boolean
mDatalog(τroot,leafb,Σ )-queries Q1, Q2 such that the following is true for every
unordered Σ-labeled tree T :
Q1(T ) = yes and Q2(T ) = no
⇐⇒ the root of T is relevant and
the tree TRelevant satisfies the conditions (1)–(9).
Thus, Q1 6⊆ Q2 if, and only if, Player 1 has a winning strategy in the two person
corridor tiling game specified by I. Hence, we have established a polynomial-time
reduction from TPCT to the complement of the QCP for Boolean mDatalog(τu)
on unordered trees. This completes the proof of Proposition 6. ⊓⊔
B.2 Omitting the predicates root and leaf: Proof of Theorem 1
From Proposition 6 we already know that the QCP is Exptime-hard for Boolean
mDatalog(τroot,leafu )-queries on unordered trees. Theorem 1 claims the same
hardness result already for queries that don’t use the predicates root and leaf .
Thus, Theorem 1 is an immediate consequence of Proposition 6 and the following
lemma:
Lemma 8 There is a polynomial-time reduction from the QCP for Boolean
mDatalog(τroot,leafu ) on unordered trees to the QCP for Boolean mDatalog(τu)
on unordered trees.
Proof. Let Σ,Q1, Q2 be an input for the QCP for mDatalog(τ
root,leaf
u ) on un-
ordered trees. Our goal is to construct, within polynomial time, an alphabet Σ˜
and two Boolean mDatalog(τu,Σ˜)-queries Q˜1, Q˜2, such thatQ1 ⊆ Q2 iff Q˜1 ⊆ Q˜2.
18 Andre´ Frochaux, Martin Grohe, and Nicole Schweikardt
We choose Σ˜ := Σ × 2{root,leaf}. With every Σ-labeled tree T we associate
the Σ˜-labeled tree T˜ that is obtained from T by replacing the label of each node
α ∈ Σ with the label (α, I) where I ⊆ {root, leaf} is given as follows:
root ∈ I ⇐⇒ v is the root of T ,
leaf ∈ I ⇐⇒ v is a leaf of T .
Let P˜labels be the mDatalog(τu,Σ˜)-program consisting of the rules
labelα(x)← label(α,I)(x)
root(x)← label(α,I′)(x)
leaf(x)← label(α,I′′)(x)
for all α ∈ Σ and all I, I ′, I ′′ ⊆ {root, leaf} with root ∈ I ′ and leaf ∈ I ′′.
Let P˜incons be the mDatalog(τu,Σ˜)-program consisting of the rules of P˜labels,
along with the following rules:
Pincons(x)← root(x), child(y, x)
Pincons(x)← leaf(x), child(x, y)
Pincons(x)← child(x, y), Pincons(y).
The Boolean query Q˜incons = (P˜incons, Pincons) describes all Σ˜-labeled trees that
are inconsistent in the sense that for any Σ˜-labeled tree T ′ the following is true:
Q˜incons(T
′) = yes ⇐⇒ there is no Σ-labeled tree T with T ′ = T˜ .
Now, for the given mDatalog(τb,Σ)-queries Q1 = (P1, P1) and Q2 = (P2, P2), we
choose the mDatalog(τb,Σ˜)-queries Q˜1 = (P˜1, P1) and Q˜2 = (P˜2, Pacc) as follows:
P˜1 := P˜labels ∪ P1,
P˜2 := P˜incons ∪ P2 ∪ { Pacc(x)← Pincons(x), Pacc(x)← P2(x) }.
We claim that Q1 6⊆ Q2 ⇐⇒ Q˜1 6⊆ Q˜2.
For the direction “=⇒” let T be a Σ-labeled tree with Q1(T ) = yes and
Q2(T ) = no. Then, clearly, also Q˜1(T˜ ) = yes and Q˜2(T˜ ) = no. Thus, Q˜1 6⊆ Q˜2.
For the direction “⇐=” let T ′ be a Σ˜-labeled tree with Q˜1(T ′) = yes and
Q˜2(T
′) = no. The latter implies that T ′ is not inconistent. Hence, there exists
a Σ-labeled tree T such that T ′ = T˜ . For this tree we know that Q˜1(T˜ ) = yes
and Q˜2(T˜ ) = no. Hence, also Q1(T ) = yes and Q2(T ) = no. Thus, Q1 6⊆ Q2.
This completes the proof of Lemma 8. ⊓⊔
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C Exptime-Hardness: Proof of Corollary 2
The aim of this appendix is to prove the following:
Corollary 2 (restated) The QCP for Boolean mDatalog(τo)-queries on or-
dered trees is Exptime-hard.
The proof is via a polynomial-time reduction from the QCP for Boolean
mDatalog(τu)-queries over unordered trees which, according to Theorem 1, is
Exptime-hard.
For establishing the reduction, we will rewrite monadic datalog programs of
schema τu into suitable programs of schema τo (i.e., we will rewrite the child
relation by means of the relations fc and ns). For doing this, we can use a result
by Gottlob and Koch [11] which transforms monadic datalog programs into a
certain normal form called Tree-Marking Normal Form (TMNF). We will use
this normal form also later on, in Appendix D and Appendix E.
Definition 9 Let τ be a schema that consists of relation symbols of arity at
most 2. A monadic datalog program P of schema τ is in TMNF if each rule of
P is of one of the following forms:3
(i) X(x)← R(x, y), Y (y)
(ii) X(x)← R(y, x), Y (y)
(iii) X(x)← Y (x), Z(x)
where R is a binary predicate from τ , X ∈ idb(P), and the unary predicates Y
and Z are either intensional or belong to τ .
Theorem 10 (Gottlob and Koch [11, Theorem 5.2])
For each monadic datalog program P of schema τchildGK , there is an equivalent
program in TMNF of schema τGK, which can be computed in time O(||P||).
A detailed analysis shows that the proof given in [11] in fact also proves the
following:
Corollary 11 (implicit in [11]) For each monadic datalog program P of schema
τchildo , there is an equivalent program in TMNF of schema τo, which can be com-
puted in time O(||P||).
We are now ready for the proof of Corollary 2.
Proof of Corollary 2:
From Theorem 1 we already know the Exptime-hardness of the QCP for Boolean
mDatalog(τu)-queries on unordered trees.
Thus, it suffices to give a polynomial-time reduction from this problem to the
QCP for Boolean mDatalog(τo)-queries on ordered trees.
3 Gottlob and Koch [11] also allow rules of the form X(x)← Y (x). Note that such a
rule is equivalent to the rule X(x)← Y (x), Y (x).
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For this, note that τu ⊆ τchildo . Thus, upon input of two Boolean mDatalog(τu)-
queries Q1 and Q2, we can apply Corollary 11 to compute, in linear time, two
Boolean mDatalog(τo)-queries Q
′
1 and Q
′
2 such that Q
′
i(T ) = Qi(T ) is true for
all ordered trees T and each i ∈ {1, 2}. Furthermore, since Qi is of schema τu,
we have that Qi(T ) = Qi(T˜ ) is true for all ordered trees T and their unordered
version T˜ . Thus, we have Q1 ⊆ Q2 iff Q′1 ⊆ Q
′
2. I.e., we have established a
polynomial-time reduction from the QCP for unordered trees to the QCP for
ordered trees. This completes the proof of Corollary 2. ⊓⊔
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D Exptime-Membership: Proof of Theorem 3
The aim of this appendix is to prove the following Theorem:
Theorem 3 (restated) The QCP for unary mDatalog(τchildGK )-queries on or-
dered trees belongs to Exptime.
We proceed as described in the proof sketch given in Section 3.
D.1 Step (1): From unary queries to Boolean queries
Let Σ be a finite alphabet, let T be an ordered Σ-labeled tree, and let v be a
node of T . Considering the extended alphabet Σ′ := Σ×{0, 1}, we represent the
tuple (T, v) by an ordered Σ′-labeled tree T ′v as follows: T
′
v is obtained from T
by changing the node labels, so that node v receives label (αv, 1), and all further
nodes u receive label (αu, 0), where αv and αu denote the nodes’ labels in T .
Lemma 12 Every unary mDatalog(τchildGK,Σ)-query Q can be rewritten, in linear
time, into a Boolean mDatalog(τchildGK,Σ′)-query Q
′
Bool which satisfies the following:
– For every ordered Σ-labeled tree T and every node v of T we have
v ∈ Q(T ) ⇐⇒ Q′Bool(T
′
v) = yes.
– For every ordered Σ′-labeled tree T ′ with Q′Bool(T
′) = yes, there are an
ordered Σ-labeled tree T and a node v of T such that T ′ = T ′v.
Proof. Let Q = (P , P ). We will construct Q′Bool as follows:
(i) Q′Bool will simulate the program P of Q.
(ii) In parallel, Q′Bool checks that the input tree contains exactly one node
whose label is of the form (α, 1) for some α ∈ Σ. We construct Q′Bool
in such a way that this is true iff the input tree’s root node receives the
intensional predicate C1.
(iii) Finally, the root node receives the query predicate of Q′Bool iff it has the
C1-predicate and the query predicate P of the query Q contains a node of
label (α, 1), for some α ∈ Σ.
To this end, we let Q′Bool be specified by a monadic datalog program P
′ and a
query predicate P ′ chosen as follows:
Start with P ′ := ∅. For each letter α ∈ Σ, we add to P ′ the rules
labelα(x)← label(α,0)(x) X0(x)← label(α,0)(x)
labelα(x)← label(α,1)(x) X1(x)← label(α,1)(x)
where X0 and X1 are unary relation symbols that do not occur in P .
Next, add to P ′ all rules of P . Note that this way, we ensure that P ′ simulates
P , and hence (i) is achieved.
To achieve (ii), we use two intensional predicates C0, C1. We choose rules that
proceed the binary tree built by the fc and ns relations in a bottom-up manner
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and propagates, via the predicates C0 and C1, whether the subtree rooted at the
current node contains exactly 0 or exactly 1 nodes that carry the predicate X1.
This is achieved by the following list of rules, which we add to P ′:
C0(x)← leaf(x), ls(x), X0(x)
C1(x)← leaf(x), ls(x), X1(x)
C0(x)← leaf(x),ns(x, y), X0(x), C0(y)
C1(x)← leaf(x),ns(x, y), X0(x), C1(y)
C1(x)← leaf(x),ns(x, y), X1(x), C0(y)
C0(x)← ls(x), fc(x, y), X0(x), C0(y)
C1(x)← ls(x), fc(x, y), X0(x), C1(y)
C1(x)← ls(x), fc(x, y), X1(x), C0(y)
C0(x)← fc(x, y),ns(x, z), X0(x), C0(y), C0(z)
C1(x)← fc(x, y),ns(x, z), X0(x), C0(y), C1(z)
C1(x)← fc(x, y),ns(x, z), X0(x), C1(y), C0(z)
C1(x)← fc(x, y),ns(x, z), X1(x), C0(y), C0(z)
Finally, we achieve (iii) by letting P ′ be a new intensional predicate and by
adding to P ′ the rule
P ′(x)← root(x), C1(x), P (y), X1(y).
Clearly, P ′ can be generated in time linear in the size of Q. ⊓⊔
As an immediate consequence, we obtain:
Lemma 13 Let Σ be a finite alphabet and let Σ′ := Σ × {0, 1}. Within lin-
ear time, we can rewrite given unary mDatalog(τchildGK,Σ)-queries Q1 and Q2 into
Boolean mDatalog(τchildGK,Σ′)-queries Q
′
1 and Q
′
2 such that Q1 ⊆ Q2 iff Q
′
1 ⊆ Q
′
2.
Proof. For each i ∈ {1, 2} let Q′i be the query obtained by Lemma 12.
In case that Q1 6⊆ Q2, there are an ordered Σ-labeled tree T and a node
v of T such that v ∈ Q1(T ) and v 6∈ Q2(T ). By Lemma 12 we obtain that
Q′1(T
′
v) = yes and Q
′
2(T
′
v) = no. Thus, Q
′
1 6⊆ Q
′
2.
In case that Q′1 6⊆ Q
′
2, there is an ordered Σ
′-labeled tree T ′ such that
Q′1(T
′) = yes and Q′2(T
′) = no. Since Q′1(T
′) = yes, Lemma 12 tells us that
there are an ordered Σ-labeled tree T and a node v of T such that T ′ = T ′v.
Furthermore, by Lemma 12 we know that v ∈ Q1(T ) and v 6∈ Q2(T ). Thus,
Q1 6⊆ Q2. ⊓⊔
Finally, we use Theorem 10 to eliminate the child-predicate and to obtain
queries in TMNF.
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Proposition 14 Let Σ be a finite alphabet and let Σ′ := Σ × {0, 1}. Within
linear time, we can rewrite given unary mDatalog(τchildGK,Σ)-queries Q1 and Q2
into Boolean mDatalog(τGK,Σ′)-queries Q
′
1 and Q
′
2 such that Q1 ⊆ Q2 iff Q
′
1 ⊆
Q′2. Furthermore, the programs of Q
′
1 and Q
′
2 are in TMNF.
Proof. We apply Lemma 13 to obtain Boolean queries Q′1 and Q
′
2. Afterwards,
we apply Theorem 10 to rewrite the programs of the queries Q′1 and Q
′
2 into
programs in TMNF of schema τGK,Σ′ . ⊓⊔
Note that Proposition 14 partially establishes Step (1) of the agenda de-
scribed in Section 3.
D.2 Step (1): From Ordered Unranked Trees to Binary Trees
For achieving Steps (2) and (3) we use, among other things, the classical notion
of nondeterministic tree automata, which operate on ordered binary Σ-labeled
trees. This subsection’s goal is to fix notations concerning binary trees, and to
show that, in order to prove Theorem 3, it suffices to find a 1-fold exponential
algorithm that solves the QCP for Boolean queries in TMNF regarding binary
trees.
Binary trees. An ordered Σ-labeled binary tree (for short: binary tree) T =
(V T , λT , LT , RT ) consists of a finite set V T of nodes, a function λT : V T → Σ
assigning to each node v of T a label λT (v) ∈ Σ, and disjoint sets LT , RT ⊆
V T ×V T such that the graph (V T , ET ) with ET := LT ∪RT is a rooted directed
tree where edges are directed from the root to the leaves, and each node has at
most 2 children. For a tuple (u, v) ∈ LT (resp., RT ), we say that node v is the
left child (resp., the right child) of node u.
We represent such a tree T as a relational structure of domain V T with unary
and binary relations: For each label α ∈ Σ, labelα(x) expresses that x is a node
with label α; lc(x, y) (resp., rc(x, y)) expresses that y is the left (resp., right)
child of node x; root(x) expresses that x is the tree’s root node; has no lc(x)
(resp., has no rc(x)) expresses that node x has no left child (resp., no right
child), i.e., there is no node y with (x, y) ∈ LT (resp., RT ).
We denote this relational structure representing T by Sb(T ), but when no
confusion arises we simply write T instead of Sb(T ). This relational structure is
of schema
τb,Σ := {lc, rc} ∪ {root,has no lc,has no rc} ∪ {labelα : α ∈ Σ}.
Representing Ordered Unranked Tress by Binary Trees. We use (a
variant of) the standard representation (cf., e.g., [15]) of ordered unranked trees
by binary trees. We represent an ordered Σ-labeled (unranked) tree T by a
binary tree bin(T ) as follows: bin(T ) has the same vertex set and the same node
labels as T , the “left child” relation Lbin(T ) consists of all tuples (x, y) such that
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y is the first child of x in T (i.e., fc(x, y) is true in So(T )), and the “right child”
relation Rbin(T ) consists of all tuples (x, y) such that y is the next sibling of x
in T (i.e., ns(x, y) is true in So(T )).
Note that the relational structure Sb(bin(T )) is obtained from the structure
So(T ) as follows:
– drop the relations child and desc,
– rename the relations fc, ns, leaf , ls into lc, rc, has no lc, has no rc, and
– insert the root node into the relation has no rc.
Furthermore, note that for a binary tree T ′ there exists an unranked ordered
tree T with T ′ = bin(T ) if, and only if, the root of T ′ has no right child (and in
this case the tree T is unique).
Lemma 15. Every Boolean mDatalog(τGK,Σ)-query Q can be rewritten, in lin-
ear time, into a Boolean mDatalog(τb,Σ)-query Q
′ which satisfies the following:
– For every ordered Σ-labeled (unranked) tree T we have
Q(T ) = yes ⇐⇒ Q′(bin(T )) = yes.
– For every ordered Σ-labeled binary tree T ′ with Q′(T ′) = yes there is an
ordered Σ-labeled (unranked) tree T such that T ′ = bin(T ).
Furthermore, if the program of Q is in TMNF, then also the program of Q′ is in
TMNF.
Proof. Let Q = (P , P ). We specify Q′ by a monadic datalog program P ′ and a
query predicate P ′ as follows: P ′ is obtained from P by renaming, in each rule,
the predicates fc, ns, leaf , ls into the predicates lc, rc, has no lc, has no rc.
Furthermore, we let P ′ be a new intensional predicate, and we add to P ′ the
rule
P ′(x)← P (x),has no rc(x).
It is straightforward to verify that the resulting Boolean query Q′ has the desired
properties. ⊓⊔
By combining this lemma with Proposition 14, we obtain the following:
Proposition 16 Let Σ be a finite alphabet and let Σ′ := Σ × {0, 1}. Within
linear time, we can rewrite given unary mDatalog(τchildGK,Σ)-queries Q1 and Q2
(querying ordered Σ-labeled unranked trees) into Boolean mDatalog(τb,Σ′)-queries
Q′1 and Q
′
2 (querying ordered Σ
′-labeled binary trees) such that Q1 ⊆ Q2 iff
Q′1 ⊆ Q
′
2. Furthermore, the programs of Q
′
1 and Q
′
2 are in TMNF.
Proof. We first apply Proposition 14 to obtain Boolean mDatalog(τGK,Σ′)-queries
Q˜1 and Q˜2, whose programs are in TMNF, such that Q1 ⊆ Q2 iff Q˜1 ⊆ Q˜2.
Next, we apply Lemma 15 to rewrite Q˜1 and Q˜2 into Boolean mDatalog(τb,Σ′)-
queries Q′1 and Q
′
2. It is straightforward to check that Q˜1 ⊆ Q˜2 iff Q
′
1 ⊆ Q
′
2:
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In case that Q˜1 6⊆ Q˜2, there is an ordered Σ′-labeled unranked tree T such
that Q˜1(T ) = yes and Q˜2(T ) = no. By Lemma 15 we obtain that Q
′
1(bin(T )) =
yes and Q′2(bin(T )) = no. Thus, Q
′
1 6⊆ Q
′
2.
In case that Q′1 6⊆ Q
′
2, there is an ordered Σ
′-labeled binary tree T ′ such
that Q′1(T
′) = yes and Q′2(T
′) = no. Since Q′1(T
′) = yes, Lemma 15 tells us
that there is an ordered Σ′-labeled unranked tree T such that T ′ = bin(T ).
Furthermore, by Lemma 15 we know that Q˜1(T ) = yes and Q˜2(T ) = no. Thus,
Q˜1 6⊆ Q˜2. ⊓⊔
Proposition 16 implies that, in order to prove Theorem 3, it suffices to show
that the following problem can be solved in 1-fold exponential time:
Boolean-TMNF-QCP for monadic datalog on binary trees
Input: A finite alphabet Σ and two Boolean mDatalog(τb,Σ)-
queries Q1 and Q2 whose programs are in TMNF.
Question: Is Q1 ⊆ Q2 ?
This finishes Step (1) of the agenda described in Section 3.
D.3 Step (2): Nondeterministic Bottom-Up Tree Automata (NBTA)
In this subsection we recall the classical notion (cf., e.g., [16]) of nondeterministic
bottom-up tree automata (NBTA, for short), and show that a Boolean monadic
datalog query Q on binary trees can be translated, within 1-fold exponential
time, into an NBTA AnoQ which accepts exactly those binary trees T for which
Q(T ) = no.
A nondeterministice bottom-up tree automaton (NBTA, for short) A is speci-
fied by a tuple (Σ,S,∆, F ), where Σ is a finite non-empty alphabet, S is a finite
set of states, F ⊆ S is the set of accepting states, and ∆ is the transition relation
with
∆ ⊆ S# × S# ×Σ × S, (1)
where S# := S ∪ {#} for a symbol # that does not belong to S.
A run of A on an ordered Σ-labeled binary tree T is a mapping ρ : V T → S
such that the following is true for all nodes v of T , where α denotes the label of
v in T :
– If v has no left child and no right child, then
(
#,#, α, ρ(v)
)
∈ ∆.
– If v has a left child uℓ and a right child ur, then
(
ρ(uℓ), ρ(ur), α, ρ(v)
)
∈ ∆.
– If v has a left child uℓ, but no right child, then
(
ρ(uℓ),#, α, ρ(v)
)
∈ ∆.
– If v has a right child ur, but no left child, then
(
#, ρ(ur), α, ρ(v)
)
∈ ∆.
A run ρ of A on T is accepting if ρ(rootT ) ∈ F , where rootT is the root node of
T . The automaton A accepts the tree T if there exists an accepting run of A on
T . A tree T is rejected iff it is not accepted. The tree language L(A) is the set of
all ordered Σ-labeled binary trees T that are accepted by A. A set L of ordered
Σ-labeled binary trees is regular if L = L(A) for some NBTA A.
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We define the size ||A|| of an NBTA A to be the length of a reasonable repre-
sentation of the tuple (Σ,S,∆, F ); to be precise, we let ||A|| := |Σ|+|S|+|∆|+|F |.
Note that due to (1) we have
||A|| = O(|S|3·|Σ|). (2)
It is well-known that the usual automata constructions for NFAs (i.e., non-
deterministic finite automata on words) also apply to NBTAs. For formulating
the results needed for our purposes, we introduce the following notation: For
finite alphabets Σ and Γ we let projΣ be the mapping from Σ×Γ to Σ with
projΣ(α, β) := α for all (α, β) ∈ Σ×Γ . If T is a (Σ×Γ )-labeled tree, we write
projΣ(T ) to denote the Σ-labeled tree obtained from T by replacing each node
label (α, β) by the node label α.
By using standard automata constructions, one obtains:
Fact 17 (Folklore; see e.g. [5])
Union: For all NBTAs A1 and A2 over the same alphabet Σ, an NBTA A∪ with
L(A∪) = L(A1) ∪ L(A2) can be constructed in time linear in ||A1|| and ||A2||.
Furthermore, if ki is the number of states of Ai, for i ∈ {1, 2}, then the
number of states of A∪ is k1+k2.
Intersection: For all NBTAs A1 and A2 over the same alphabet Σ, an NBTA
A∩ with L(A∩) = L(A1)∩L(A2) can be constructed in time polynomial in ||A1||
and ||A2||. Furthermore, if ki is the number of states of Ai, for i ∈ {1, 2}, then
the number of states of A∩ is k1·k2.
Complementation: For every NBTA A, an NBTA Ac which accepts exactly
those trees that are rejected by A, can be constructed in time polynomial in
||A||·2k, where k denotes the number of states of A. Furthermore, the number
of states of Ac is 2k.
Projection: For every NBTA A over an alphabet of the form Σ×Γ , an NBTA
A
p over alphabet Σ with L(Ap) = { projΣ(T ) : T ∈ L(A) } can be constructed
in time polynomial in ||A||. Furthermore, the number of states of Ap is the
same as the number of states of A.
The emptiness problem for NBTAs is defined as follows:
Emptiness problem for NBTAs
Input: An NBTA A = (Σ,S,∆, F ).
Question: Is L(A) = ∅?
Similarly as for NFAs, the emptiness problem for NBTAs can be solved efficiently:
Fact 18 (Folklore; see e.g. [5]) The emptiness problem for NBTAs can be
solved in time polynomial in the size of the input automaton.
The following result establishes a relation between monadic datalog and
NBTAs.
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Proposition 19 Let Σ be a finite alphabet and let Q be a Boolean mDatalog(τb,Σ)-
query whose program is in TMNF. Within time polynomial in |Σ|·2||Q|| we can
construct an NBTA Ano with 2O(||Q||) states, which accepts exactly those ordered
Σ-labeled binary trees T where Q(T ) = no.
Proof. Our proof proceeds as described in the proof sketch given in Section 3. Let
P be the program of Q, let X1 be the query predicate of Q, and let X1, . . . , Xn
be the list of all intensional predicates of P .
Step 1: Transform Q into an equivalent monadic second-order sentence ϕQ:
We follow the “standard construction” (cf., [11, Proposition 3.3]), which uses
the fact that the result T ωP (C) of a monadic datalog program P on a set C of
atomic facts is the least fixed-point of the immediate consequence operator TP
that contains C:
For any rule r of P of the form hr ← br1, . . . , b
r
m, define the formula
ψr := ∀z1 · · · ∀zℓ
(
(br1 ∧ · · · ∧ b
r
m)→ h
r
)
,
where z1, . . . , zℓ is the list of variables appearing in the rule r. Since P is in
TMNF, we know that m = 2 and ℓ 6 2. W.l.o.g. we can assume that all rules
use variables in {z1, z2}.
Let SAT(X1, . . . , Xn) be the conjunction of the formulas ψr for all rules r in
P , and let
ϕQ := ∀X1 · · · ∀Xn
(
SAT(X1, . . . , Xn)→ X1(root)
)
.
It is staightforward to verify (see [11, Proposition 3.3]) that for any ordered
Σ-labeled binary tree T we haveQ(T ) = yes if, and only if, the tree T , expanded
by a constant root interpreted by the tree’s root node, satisfies the MSO-sentence
ϕQ.
Clearly, ϕQ is equivalent to ∀X1 · · · ∀Xn
(
X1(root) ∨ ¬SAT(X1, . . . , Xn)
)
.
Furthermore, ¬SAT is equivalent to
∨
r∈P ¬ψr; and ¬ψr is equivalent to the
formula ∃z1∃z2 (br1 ∧ b
r
2 ∧ ¬h
r), for a TMNF-rule r of the form hr ← br1, b
r
2. In
summary, we obtain that ϕQ is equivalent to the formula
ϕ′Q := ∀X1 · · · ∀Xn ∃z1∃z2
(
X1(root) ∨
∨
r∈P
(
br1 ∧ b
r
2 ∧ ¬h
r
) )
.
Clearly, for any tree T we have Q(T ) = no iff T satisfies the formula ¬ϕ′Q,
which is equivalent to the formula
ϕ˜Q := ∃X1 · · · ∃Xn ¬ ∃z1∃z2
(
X1(root) ∨
∨
r∈P
(
br1 ∧ b
r
2 ∧ ¬h
r
) )
.
Step 2: Transform ϕ˜Q into an equivalent NBTA:
We proceed in the same way as in well-known textbook proofs for Bu¨chi’s Theo-
rem, resp., the Theorem by Doner and Thatcher and Wright (stating the equiv-
alence of MSO-definable languages and regular languages (of finite words and
trees, respectively); cf. e.g. [16,8]):
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Based on the formula ϕ˜Q we give the construction of the desired NBTA A
no
along the composition of the formula.
For the induction base, we have to handle quantifier-free formulas occurring
in ϕ˜Q. For this, we consider trees over alphabet Σn := Σ×Γ×Γ ′ for Γ := {0, 1}n
and Γ ′ := {0, 1}2. If a node v has label (α, γ, γ′), for γ = γ1 · · · γn and γ′ = γ′1γ
′
2,
we interpret this as the information that v has Σ-label α, belongs to the relation
Xi iff γi = 1, and is the value of the variable zj iff γ
′
j = 1 (for i ∈ {1, . . . , n} and
j ∈ {1, 2}). We will refer to γ′j (resp., γi and α) as the zj-component (resp., the
Xi-component and the Σ-component) of the label.
To check that the values in the zj-components of a labeling indeed represent
a variable assignment, we build for each j ∈ {1, 2} an NBTA Azj that accepts
exactly those Σn-labeled trees where exactly one node carries a label whose zj-
component is 1. For example, the NBTA Az2 can be chosen as (Σn, S,∆, F ) with
S = {s0, s1}, F = {s1}, and ∆ consisting of the transitions
(#,#, β, sν), (s0, s0, β, sν), (s0,#, β, sν), (#, s0, β, sν)
for all ν ∈ {0, 1} and all labels β ∈ Σ × Γ × {0, 1} × {ν}, and the transitions
(s1,#, β, s1), (#, s1, β, s1), (s1, s0, β, s1), (s0, s1, β, s1)
for all labels β ∈ Σ×Γ×{0, 1}×{0}. This automaton performs a bottom-up scan
of the tree and remains in state s0 until it encounters a node whose label has a
1 in its z2-component. The latter induces a change into state s1. The automaton
gets stuck (i.e., no run exists) if it is in state s1 and encounters another node
whose label has a 1 in its z2-component.
To check whether an atomic or negated atomic formula χ (occurring in ϕ˜Q)
is satisfied by an input tree, we build an NBTA Aχ that accepts an input tree T
iff T contains, for each variable zj occurring in χ, a node vj whose zj-component
is 1, such that the nodes vj satisfy χ. If χ involves a unary atom, this can be
achieved in a straightforward way using an automaton with 2 states. If χ is
a binary atom, this is not difficult either. E.g., if χ = lc(z2, z1), the NBTA Aχ
performs a bottom-up scan of the tree and remains in state s0 until it encounters
a node v1 whose z1-component is labeled 1. The latter induces a change into state
s1. From there on, the automaton either gets stuck, or it sees that v1 is the left
child of a node v2 whose z2-component is one. The latter induces a change into
an accepting state s2, which is propagated to the root.
Note that each of the NBTAs constructed so far has at most 3 states and,
according to (2), size O(33·|Σn|) = O(|Σn|).
The formula ϕ˜Q contains a conjunction ζr of the form (b
r
1 ∧ b
r
2 ∧ ¬h
r), for
each rule r ∈ P . We already have available NBTAs Abr1 , Abr2 , A¬hr , Az1 , Az2 ,
each of which has at most 3 states and size O(|Σn|). By using the intersection-
construction mentioned in Fact 17, we can build the intersection automaton Aζr
of these five NBTAs. This can be achieved in time polynomial in O(|Σn|); and
the resulting automaton has at most 35 states and thus, due to (2), size O(|Σn|).
The quantifier-free part of the formula ϕ˜Q is the disjunction of the formula
X1(root) and the formulas ζr, for all r ∈ P . We already have available NBTAs
AX1(root) and Aζr for each r ∈ P . Using the union-construction mentioned in
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Fact 17, we can build the union automaton Aqf of these automata. This can be
achieved in time polynomial in O(|P|·|Σn|); and the resulting automaton has at
most (|P|+1)·35 = O(|P|) states and thus, due to (2), size O(|P|3·|Σn|).
Note that Aqf is an NBTA over alphabetΣ×Γ×Γ ′. We now use the projection-
construction mentioned in Fact 17 to build an NBTA A∃z1∃z2 accepting the
set of all trees of the form projΣ×Γ (T ), for T accepted by Aqf. The result-
ing automaton has the same number of states as Aqf, i.e., O(|P|), has size
O(|P|3·|Σ×Γ |) = O(|P|3·|Σ|·2n), and can be constructed in time polynomial
in O(|P|3·|Σn|).
Next, we use the complementation-construction mentioned in Fact 17 to build
an NBTA A¬ which accepts exactly those trees that are rejected by A∃z1∃z2 . The
automaton A¬ has 2
O(|P|) states and thus, due to (2), size O(2O(|P|)·|Σ×Γ |) =
O(2O(|P|)·|Σ|·2n). It can be constructed in time polynomial in the size of A∃z1∃z2
and 2O(|P|), i.e., polynomial in 2O(|P|)·|P|3·|Σ|·2n
Finally, we use the projection-construction mentioned in Fact 17 to build an
NBTA Ano accepting the set of all trees of the form projΣ(T ), for T accepted by
A¬. The resulting automaton has the same number of states as A¬, i.e., 2
O(|P|)
and can be constructed in time polynomial in the size of A¬, i.e., polynomial in
2O(|P|)·|Σ|·2n = |Σ|·2n+O(|P|) = |Σ|·2O(||Q||).
It is straightforward to verify that the NBTA Ano accepts exactly those Σ-
labeled trees T that satisfy the formula ϕ˜Q, i.e., those trees T with Q(T ) = no.
The entire construction of the automaton Ano took time polynomial in |Σ|·2||Q||.
This completes the proof of Proposition 19. ⊓⊔
This establishes the “Ano-part” of Step (2) of the agenda described in Sec-
tion 3. By applying to Ano the complementation-construction mentioned in
Fact 17, we obtain an NBTA Ayes which accepts exactly the Σ-labeled trees
T with Q(T ) = yes. However, the number of states of Ano is 2O(||Q||), and hence
the construction of Ayes takes time polynomial in ||Ano||·22
O(||Q||)
, which is 2-fold
exponential in the size of the query Q.
To construct an NBTA equivalent to Ayes within 1-fold exponential time, we
use a different automata model, described in the next subsection.
D.4 Step (2): 2-way alternating tree automata (2ATA)
In this subsection we recall the notion (cf., e.g., [6,17,14]) of 2-way alternat-
ing tree automata (2ATA), and show that a Boolean monadic datalog query Q
on binary trees can be translated, within polynomial time, into a 2ATA Aˆ
yes
which accepts exactly those binary trees T for which Q(T ) = yes. The following
definitions concerning 2ATAs are basically taken from [6,17].
For navigating in a binary tree T we consider the operations up, stay, left, right.
They are viewed as functions from V T⊥ to V
T
⊥ where V
T
⊥ = V
T ∪ {⊥} for
the node set V T of T and a symbol ⊥ not in V T . Each of the operations in
Op := {up, stay, left, right} maps ⊥ to ⊥. Furthermore, for each node v of T , we
have stay(v) = v, while up(v) is the parent of v in T (resp. ⊥, in case that v is
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the root of T ), and left(v) is the left child of v in T (resp. ⊥, in case that v has
no left child), and right(v) is the right child of v in T (resp. ⊥, in case that v
has no right child).
LetM be a set. The set B+(M) of positive Boolean formulas over M contains
all elements inM , and is closed under ∧ and ∨. For a setM ′ ⊆M and a formula
θ ∈ B+(M), we say that M ′ satisfies θ iff assigning true to elements in M ′ and
false to elements in M \M ′ makes θ true.
A two-way alternating tree automaton (2ATA, for short) Aˆ is specified by a
tuple (Σ,S, s0, δ, F ), where
– Σ is a finite non-empty alphabet,
– S is a finite set of states,
– s0 ∈ S is the initial state,
– F ⊆ S is the set of accepting states, and
– δ : S ×Σ → B+(S×Op) is the transition function.
As input, Aˆ receives a Σ-labeled binary tree T . It starts in the initial state s0
at T ’s root node. Whenever Aˆ is in a state s ∈ S and currently visits a node v
of T of label α ∈ Σ, it can either choose to stop its computation, or to perform
a further step in which the formula θ := δ(s, α) determines what is done next:
the automaton nondeterministically guesses a satisfying assignment for θ, i.e., a
set { (s1, o1), . . . , (sk, ok) } (for some k > 1) which satisfies θ. Then, it starts k
independent copies of Aˆ, namely a copy which starts in state si at node oi(v),
for each i ∈ {1, . . . , k}. In case that oi(v) = ⊥, the according automaton stops.
The acceptance condition demands that for every situation (s, v) in which the
automaton stops, s must be an accepting state.
This can be formalised by the following notion of a run R, where the label
(s, o, v) of a node w of R denotes a transition into state s via the operation o
onto node v.
A run of Aˆ on a Σ-labeled binary tree T is a finite unordered unranked Γ -
labeled tree R, for Γ := S ×Op× V T⊥ , which satisfies the following conditions:
(1) The root of R is labeled with (s0, stay, root
T ), where s0 is the initial state
and rootT is the root of T .
(2) If w is a node of R that is labeled (s, o, v) with v = ⊥, then w is a leaf of R.
(3) If w is a node of R that is labeled (s, o, v) such that v is a node of T , and
w′ is a child of w in R that is labeled (s′, o′, v′), then v′ = o′(v).
(4) If w is a node of R that is labeled (s, o, v) such that v is a node of T labeled
α ∈ Σ, and w has exactly k children labeled (s1, o1, v1), . . . , (sk, ok, vk), then
the formula θ := δ(s, α) is satisfied by the set { (s1, o1), . . . , (sk, ok) }.
A run R of Aˆ on T is accepting if every leaf of R is labeled with an accepting
state, i.e.: whenever (s, o, v) is the label of a leaf of R, we have s ∈ F . The
automaton Aˆ accepts the tree T if there exists an accepting run of Aˆ on T . The
tree language L(Aˆ) is the set of all ordered Σ-labeled binary trees T that are
accepted by Aˆ.
The size ||Aˆ|| of a 2ATA Aˆ is defined as the length of a reasonable repesentation
of the tuple (Σ,S, S0, δ, F ).
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It is known that 2ATAs accept exactly the same tree languages as NBTAs,
i.e., the regular tree languages. Furthermore, there is a 1-fold exponential algo-
rithm that translates a 2ATA into an equivalent NBTA:
Theorem 20 (Cosmadakis et al. [6]) For every 2ATA Aˆ, an NBTA A with
L(A) = L(Aˆ) can be constructed within time 1-fold exponential in ||Aˆ||.
To be precise, [6] formulated the theorem not in terms of the running time,
but only in terms of the size of the generated NBTA. A proof sketch of the
theorem can be found in [6]; detailed proofs of more general results can be found
in [17,14].
Our next goal is to find a polynomial-time algorithm which translates a
Boolean monadic datalog query Q in TMNF into an equivalent 2ATA Aˆ which
accepts exactly those trees T with Q(T ) = yes.
To construct such a 2ATA, we will exploit the striking similarity between
runs of 2ATAs and proof trees characterising the semantics of datalog (cf., the
textbook [2]). For constructing the desired 2ATA, the following observation will
be very convenient:
Let Q be a Boolean mDatalog(τb,Σ)-query whose program is in TMNF, and
let P and P be the program and the query predicate of Q. For a Σ-labeled binary
tree T with root node rootT we have Q(T ) = yes iff there exists a proof tree PT
for the fact P (rootT ), such that the leaves of the proof tree are labeled with facts
in atoms(Sb(T )). Note that, for the particular case of TMNF-programs, such a
proof tree PT has the following properties:
– The root of PT is labeled with the atomic fact P (rootT ).
– Each leaf of PT is labeled with an atomic fact of one of the following forms:
• labelα(v) where α ∈ Σ and v is a node of T labeled α,
• root(rootT ), where rootT is the root of T ,
• has no lc(v) (resp., has no rc(v)), where v is a node of T that has no
left child (resp., has no right child)
• lc(v1, v2) (resp., rc(v1, v2)), where v2 is the left (resp., right) child of v1
in T .
– Each non-leaf node of PT is labeled with a fact X(v) where v is a node of T
and X ∈ idb(P).
– Every non-leaf node w of PT has exactly 2 children w1 and w2. If w is labeled
by an atomic fact X(v), then P contains a rule r whose head is of the form
X(x), and the following is true:
(a) If the body of r is of the form Y (x), Z(x), then w1 is labeled Y (v) and
w2 is labeled Z(v).
(b) If the body of r is of the form lc(x, y), Y (y) then node v of T has a
left child v′, and in PT the nodes w1 and w2 are labeled with the facts
lc(v, v′) and Y (v′).
Accordingly, if the body of r is of the form rc(x, y), Y (y) then node v of
T has a right child v′, and in PT the nodes w1 and w2 are labeled with
the facts rc(v, v′) and Y (v′).
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(c) If the body of r is of the form lc(y, x), Y (y), then node v of T is the left
child of its parent v′, and in PT the nodes w1 and w2 are labeled with
the facts lc(v′, v) and Y (v′).
Accordingly, if the body of r is of the form rc(y, x), Y (y), then node v
of T is the right child of its parent v′, and in PT the nodes w1 and w2
are labeled with the facts rc(v′, v) and Y (v′).
We will build a 2ATA for which an accepting run R on an input tree T precisely
corresponds to a proof tree PT for the fact P (rootT ). To better cope with tech-
nical details in the automaton construction, we will consider automata which
receive input trees that are labeled by the extended alphabet Σˆ, with
Σˆ := Σ × 2{ root, has no lc, has no rc, is lc, is rc }.
With every Σ-labeled binary tree T we associate a Σˆ-labeled binary tree Tˆ that
is obtained from T by replacing the label of each node v labeled α ∈ Σ with the
label (α, I) where I ⊆ { root, has no lc, has no rc, is lc, is rc } is given as
follows:
root ∈ I ⇐⇒ v is the root of T ,
has no lc ∈ I ⇐⇒ v is a node of T that has no left child,
has no rc ∈ I ⇐⇒ v is a node of T that has no right child,
is lc ∈ I ⇐⇒ v is the left child of its parent v′ in T ,
is rc ∈ I ⇐⇒ v is the right child of its parent v′ in T .
We are now ready for this subsection’s key result:
Proposition 21 Let Σ be a finite alphabet and let Q be a Boolean mDatalog(τb,Σ)-
query whose program is in TMNF. Within time polynomial in the size of Q and
Σ, we can construct a 2ATA Aˆ such that for all Σ-labeled binary trees T , the
automaton Aˆ accepts the tree Tˆ if, and only if, Q(T ) = yes.
Proof. Let P and P be the program and the query predicate of Q. We construct
the automaton Aˆ in such a way that a proof tree PT for the fact P (rootT ) can
be easily be turned into an accepting run of Aˆ on Tˆ (and vice versa).
The state set S of the Aˆ = (Σˆ, S, s0, δ, F ) is chosen as the set all intensional
predicates of P , all unary relation symbols in τb,Σ , and additionally, we use states
called is lc, is rc, accept, and reject. I.e.,
S = {accept, reject} ∪ idb(P) ∪
{labelα : α ∈ Σ} ∪ { root, has no lc, has no rc, is lc, is rc }.
The query predicate P is the initial state, and accept is the only accepting
state. I.e., s0 := P and F := {accept}.
The transition function δ : S × Σˆ → B+(S×Op) is chosen as follows:
Let β = (α, I) be an arbitrary letter in Σˆ. We let
δ(accept, β) := (accept, stay) und δ(reject, β) := (reject, stay).
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For every α′ ∈ Σ we let
δ(labelα′ , β) :=
{
(accept, stay) if α′ = α
(reject, stay) otherwise.
For every X ∈ { root, has no lc, has no rc, is lc, is rc } we let
δ(X, β) :=
{
(accept, stay) if X ∈ I
(reject, stay) otherwise.
For the case that X ∈ idb(P), the formula δ(X, β) is specified as follows. We let
PX be the set of all rules of P whose head is of the form X(x), and we choose
δ(X, β) :=
∨
r∈PX
θr,
where the formula θr ∈ B+(S×Op) is chosen as indicated in the following table:
rule r of the form conjunction θr
X(x)← Y (x), Z(x) (Y, stay) ∧ (Z, stay)
X(x)← lc(x, y), Y (y) (is lc, left) ∧ (Y, left)
X(x)← rc(x, y), Y (y) (is rc, right) ∧ (Y, right)
X(x)← lc(y, x), Y (y) (is lc, stay) ∧ (Y, up)
X(x)← rc(y, x), Y (y) (is rc, stay) ∧ (Y, up)
Clearly, this automaton Aˆ can be constructed in time polynomial in the size
of Σ and Q. It remains to verify that, indeed, for any Σ-labeled binary tree T
we have Q(T ) = yes ⇐⇒ Aˆ accepts Tˆ .
For the “=⇒”-direction, let PT be a proof tree for the the fact P (rootT ).
We can transform PT into a run R of Aˆ on Tˆ as follows: Assign the new label
(P, stay, rootT ) to the root node of PT. For each non-leaf node w of PT note
that w is originally labeled by an atomic fact X(v) with X ∈ idb(P), and w has
exactly two children w1, w2 in PT.
(a) If w1, w2 are labeled Y (v), Z(v), then assign to node w1 the new label
(Y, stay, v) and to node w2 the new label (Z, stay, v).
(b) If w1, w2 are labeled lc(v, v
′), Y (v′), then assign to node w1 the new label
(is lc, left, v′) and to node w2 the new label (Y, left, v
′). Furthermore, we add
to w1 a new child labeled (accept, stay, v).
We proceed analogously in case that w1, w2 is labeled rc(v, v
′), Y (v′).
(c) Ifw1, w2 are labeled lc(v
′, v), Y (v′), then assign to w1 the new label (is lc, stay, v),
and to node w2 the new label (Y, up, v
′). Furthermore, we add to w1 a new
child labeled (accept, stay, v).
We proceed analogously in case that w1, w2 is labeled rc(v
′, v), Y (v′).
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Finally, for each leaf w of PT that was originally labeled X(v) for an X ∈
{root,has no lc,has no rc} ∪ {labelα : α ∈ Σ}, we add a new child w1 that
receives the new label (accept, stay, v).
It is straightforward to verify that the obtained tree R is an accepting run
of Aˆ on Tˆ .
For the direction “⇐=” let R be an accepting run of Aˆ on Tˆ . Along the
definition of δ it is straightforward to see that we can assume w.l.o.g. that each
node of R has at most 2 children.
The run R can be turned into a proof tree PT for the fact P (rootT ) (i.e.,
witnessing that Q(T ) = yes) as follows: Consider each node w of R, and let
(s, o, v) be the label of node w.
Since R is an accepting run and accept is the only accepting state, we know
by the construction of δ that s 6= reject, and that v 6= ⊥ if s 6= accept. In case
that s ∈ τb,Σ ∪ idb(P), we assign to w the new label “s(v)”.
In case that s = labelα′ for an α
′ ∈ Σ, we know by the construction of δ
and the fact that R is an accepting run, that node w has a unique child w1 in
R, and this node w1 is labeled with (accept, stay, v). Furthermore, we know by
the construction of δ that α′ = α where β = (α, I) is the label of node v in Tˆ .
Thus, the statement “labelα′(v)” is true for node v in T . Hence, we delete the
node w1 (and all nodes in the subtree rooted at w1).
In case that s ∈ {root,has no lc,has no rc, is lc, is rc}, we know by the
construction of δ and the fact that R is an accepting run, that node w has a
unique child w1 in R, and this node w1 is labeled with (accept, stay, v). Fur-
thermore, we know by the construction of δ that s ∈ I, where β = (α, I) is the
label of node v in Tˆ . Thus, the statement “s(v)” is true for node v in T . Hence,
we delete the node w1 (and all nodes in the subtree rooted at w1).
In case that s ∈ {root,has no lc,has no rc}, the node w then is a leaf, labeled
with an atomic fact “s(v)” that is true in T .
In case that s = is lc, the statement “is lc(v)” is a true statement, but it is not
suitable as label in a proof tree, since the predicate is lc does not belong to the
schema τb,Σ . Therefore, we replace the label “is lc(v)” by the label “lc(v
′, v)”
where v′ is the parent of v in T . We proceed analogously in case that s = is rc.
It is straightforward to verify that the obtained tree PT is a proof tree for
P (rootT ). This completes the proof of Proposition 21. ⊓⊔
Finally, we are ready for establishing the second part of Step 2 of the agenda
described in Section 3.
Proposition 22 Let Σ be a finite alphabet and let Q be a Boolean mDatalog(τb,Σ)-
query whose program is in TMNF. Within time 1-fold exponential in the size of
Q and Σ, we can construct an NBTA Ayes, which accepts exactly those ordered
Σ-labeled binary trees T where Q(T ) = yes.
Proof. First, we use Proposition 21 to construct, within polynomial time, a 2ATA
Aˆ such that for all ordered binary Σ-labeled trees T , the automaton Aˆ accepts
the Σˆ-labeled tree Tˆ if, and only if, Q(T ) = yes.
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Now, we use Theorem 20 to construct, within time 1-fold exponential in ||Aˆ||
(i.e., 1-fold exponential in the size of Q and Σ), an NBTA A with L(A) = L(Aˆ).
Note that A operates on Σˆ-labeled trees, while we are looking for an NBTA
A
yes operating on Σ-labeled trees. To obtain such an automaton, we proceed as
follows:
Let B be an NBTA of alphabet Σˆ which accepts exactly those Σˆ-labeled trees
T ′ for which there exists a Σ-labeled tree T such that T ′ = Tˆ (building such an
NBTA is straightforward: the automaton just needs to check that the Σˆ-labels
correctly identify the root node, the nodes that are left (right) children, and the
nodes that have no left (right) child).
Using the intersection-construction mentioned in Fact 17, we can build the
intersection automaton A′ of B and A. I.e., A′ accepts a Σˆ-labeled tree T ′ iff there
exists a Σ-labeled tree T such that T ′ = Tˆ , and Tˆ is accepted by A.
Finally, we use the projection-construction described in Fact 17 to obtain an
NBTA Ayes over alphabet Σ, such that L(Ayes) = {projΣ(T
′) : T ′ ∈ L(A′)}.
Thus, Ayes accepts a tree T ⇐⇒ Tˆ is accepted by A ⇐⇒ Q(T ) = yes.
Since the intersection- and projection-constructions can be performed within
time polynomial in the size of its input NBTAs, the entire construction of Ayes
takes time at most 1-fold exponential in the size of Q and Σ. ⊓⊔
D.5 Step (3): Finishing the proof of Theorem 3
Proof of Theorem 3:
Our goal is to show that the QCP for unary mDatalog(τchildGK )-queries on ordered
trees belongs to Exptime.
Let Σ, Q1, Q2 be an input for the QCP. Let Σ
′ := Σ × {0, 1}. By using
Proposition 16 we obtain, within linear time, Boolean mDatalog(τb,Σ′)-queries
Q′1 and Q
′
2 such that Q1 ⊆ Q2 iff Q
′
1 ⊆ Q
′
2, and the programs of Q
′
1 and Q
′
2 are
in TMNF.
By using Proposition 22, we can construct, within time 1-fold exponential in
the size of Q′1 and Σ
′, an NBTA Ayes1 , which accepts exactly those Σ
′-labeled
binary trees T where Q′1(T ) = yes.
By using Proposition 19, we can construct, within time 1-fold exponential
in the size of Q′2 and Σ
′, an NBTA Ano2 , which accepts exactly those Σ
′-labeled
binary trees T where Q′2(T ) = no.
Now, we use the intersection-construction mentioned in Fact 17 to build the
intersection-automaton B of Ayes1 and A
no
2 . Clearly, B accepts a Σ
′-labeled binary
tree T if, and only if, Q′1(T ) = yes and Q
′
2(T ) = no.
Finally, we use the emptiness-test provided by Fact 18 to check whether
L(B) = ∅. Clearly, this is the case if, and only if, Q′1 ⊆ Q
′
2, wich in turn is true
iff Q1 ⊆ Q2.
Since the intersection-construction and the emptiness test take only time
polynomial in the size of the input automata, the entire algorithm for checking
whether Q1 ⊆ Q2 runs in time 1-fold exponential in the size of Σ, Q1, and Q2.
This completes the proof of Theorem 3 ⊓⊔
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E Dealing with the descendant-axis: Proof of Theorem 5
The aim of this appendix is to prove the following:
Theorem 5 (restated) The QCP for unary mDatalog(τroot,leaf ,descu ) on un-
ordered trees and for unary mDatalog(τchild,descGK ) can be solved in 2-fold expo-
nential time.
Note that τroot,leaf ,descu ⊆ τ
child,desc
GK . Thus, to prove Theorem 5, it suffices to
provide a 2-fold exponential algorithm for the QCP for unary
mDatalog(τchild,descGK )-queries on ordered trees.
Upon input of two mDatalog(τchild,descGK )-queries Q1 and Q2, our algorithm
proceeds as follows: First, we transformQ1 andQ2 into equivalent queriesQ
′
1 and
Q′2 that do not contain the desc-predicate. Afterwards, we use the algorithm
provided by Theorem 3 to decide whether Q′1 ⊆ Q
′
2. Thus, Theorem 5 is an
immediate consequence of Theorem 3 and the following Lemma 23.
Lemma 23 For every mDatalog(τchild,descGK )-query Q there is an equivalent
mDatalog(τchildGK )-query Q
′, which can be computed in 1-fold exponential time.
The remainder of Appendix E is devoted to the proof of Lemma 23.
The proof proceeds in three steps:
Step 1: Gottlob, Koch, and Schulz [12, Theorem 6.6] showed that every con-
junctive query using the axes child, desc, ns can be rewritten, in 1-fold
exponential time, into an equivalent union of acyclic conjunctive queries.
We extend their result to monadic datalog rules that may also contain the
fc-relation (see Lemma 26 below).
Step 2: Afterwards, we use a result of [11] which shows that every acyclic con-
junctive query can be rewritten, in linear time, into a monadic datalog pro-
gram that is “almost” in TMNF (see Lemma 25 below).
Step 3: Finally, observe that each TMNF-rule which uses the desc-relation can
be replaced (in constant time) by two suitable rules using child (see Fact 24).
Step 3 is established by the following obvious fact:
Fact 24
Over trees, the rule X(x)← desc(x, y), Y (y) is equivalent to the rules
X(x)← child(x, y), Y (y)
X(x)← child(x, y), X(y).
Similarly, the rule X(x)← desc(y, x), Y (y) is equivalent to the rules
X(x)← child(y, x), Y (y)
X(x)← child(y, x), X(y).
Monadic Datalog Containment on Trees 37
For Steps 1 and 2, let us recall the notion of acyclic queries considered in
[11,12]. Let τ be a schema consisting of relations of arity at most 2. Let r be
a rule of a monadic datalog query of schema τ . The directed rule graph Gr is
the multigraph whose vertex set is the set of variables of r, and where for each
binary atom of the form R(x, y) occurring in the rule’s body, there is a directed
edge eR from node x to node y. The shadow of Gr is the undirected multigraph
obtained from Gr by ignoring the edge directions. We say that r contains a
directed cycle if the multigraph Gr contains a directed cycle. Accordingly, r
contains an undirected cycle if the shadow of Gr contains a cycle. A rule is called
acyclic if it does not contain an undirected cycle; an mDatalog(τ)-program is
acyclic if all its rules are acyclic.
Step 2 of our agenda is provided by the following lemma.
Lemma 25 ([11, Lemma 5.8]) Let r be an acyclic monadic datalog rule over
relations that are either unary or binary. Then, r can be decomposed in linear
time into a monadic datalog program in which each rule is one of the three forms
X(x)← R(y, x), Y (y) X(x)← R(x, y), Y (y) X(x)← Y (x), Z(z)
where x (resp., Y ) may but does not have to be different from z (resp., Z).
Finally, Step 1 of our agenda is established by the following Lemma 26, which
generalises a result by Gottlob, Koch, and Schulz [12, Theorem 6.6] to queries
that may make use of the fc-predicate.
Lemma 26 Every unary mDatalog(τchild,descGK )-query Q can be rewritten, in 1-
fold exponential time, into an equivalent mDatalog(τchild,descGK )-query Q
′ such
that each rule in the program of Q′ is acyclic.
Proof. Let P be the program of Q. We choose Q′ to have the same query pred-
icate as Q. The program P ′ of Q′ is constructed as follows.
We initialise P ′ to be equal to P . Then, while P ′ is not acyclic, do the
following: Let r be a rule in P ′ that is not acyclic. Remove r from P ′.
Case 1: If r contains a directed cycle, note that r is not satisfiable (since the
directed cycle is built from the axes fc, ns, child, desc).
Thus, we simply drop r.
Case 2: Otherwise, r must contain an undirected cycle, but no directed cycle.
Then, the directed query graph Gr is a DAG, and there must exist a variable z of
r which belongs to an undirected cycle, such that Gr contains no directed path
from z to another variable that belongs to an undirected cycle. For this variable
z, the rule’s body must contain two atoms of the form R(x, z) and S(y, z) (where
R,S ∈ {fc,ns, child,desc}, and x, y are variables). We make the following case
distinction:
(i) In case that R = fc and S = ns (or vice versa), note that the rule is
unsatisfiable, and hence we simply drop r.
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(ii) In case thatR = S ∈ {fc,ns, child}, note thatR(x, z)∧S(y, z) is equivalent
to R(x, z) ∧ y=x. Thus, we let r˜ be the rule obtained from r by omitting
the atom S(y, z) and replacing all occurrences of y by x. We add r˜ to P ′.
(iii) In case that R = S = desc, note that R(x, z)∧S(y, z) is equivalent to ϕ :=(
desc(x, y)∧desc(y, z)
)
∨
(
desc(y, x)∧desc(x, z)
)
∨
(
desc(x, z)∧ y=z
)
.
For each i ∈ {1, 2, 3} we let r˜i be the rule obtained from r by replacing
“R(x, z), S(y, z)” with the i-th clause of ϕ. Concerning r˜3, we furthermore
delete the atom y=z and replace all occurrences of y by z. We add r˜1, r˜2,
and r˜3 to P ′.
(iv) In case thatR = fc and S = child (or vice versa), note that R(x, z)∧S(y, z)
is equivalent to R(x, z) ∧ y=z. Hence, we proceed in the same way as in
case (ii).
(v) In case that R = ns and S ∈ {child,desc} (or vice versa), note that
R(x, z) ∧ S(y, z) is equivalent to R(x, z) ∧ S(y, x). We let r˜ be the rule
obtained from r by replacing the atom S(y, z) with the atom S(y, x), and
we add r˜ to P ′.
(vi) In case that R ∈ {fc, child} and S = desc (or vice versa), note that
R(x, z) ∧ S(y, z) is equivalent to ϕ :=
(
R(x, z) ∧ desc(y, x)
)
∨
(
R(x, z) ∧ y=z
)
.
For each i ∈ {1, 2} we let r˜i be the rule obtained from r by replacing
“R(x, z), S(y, z)” with the i-th clause of ϕ. Concerning r˜2, we furthermore
delete the atom y=z and replace all occurrences of y by z. We add r˜1 and
r˜2 to P ′.
Clearly, the obtained queryQ′ is equivalent to the original queryQ. Furthermore,
along the same lines as in the proof of [12, Lemma 6.4], one can show that the
algorithm terminates after a number of steps that is at most 1-fold exponential
in the size of the input query Q. Of course, upon termination the program P ′ is
acyclic. Thus, the proof of Lemma 26 is complete. ⊓⊔
Finally, we are ready for the proof of Lemma 23.
Proof of Lemma 23:
Let Q be the given mDatalog(τchild,descGK )-query.
Using Lemma 26 we construct, within 1-fold exponential time, an equivalent
mDatalog(τchild,descGK )-query Q1 such that each rule in the program P1 of Q1
is acyclic. By applying Lemma 25 to each rule of P1, we obtain an equivalent
mDatalog(τchild,descGK )-query Q2 such that each rule in the program P2 of Q2 is
one of the following forms:
X(x)← R(y, x), Y (y) X(x)← R(x, y), Y (y) X(x)← Y (x), Z(z)
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with R ∈ {fc,ns, child,desc}.
Applying Fact 24, we then replace every rule of P2 that contains the desc-
relation by two rules that use the child-relation.
This leads to an mDatalog(τchildGK )-queryQ3 that is equivalent toQ. Furthermore,
Q3 is computed in time 1-fold exponential in the size of Q. ⊓⊔
