Abstract: The authors investigate the effect of feedback delay on the average capacity of a decode-and-forward cooperative network with relay selection. In particular, a multi-relay cooperative scenario is considered, where the best relay is selected from a subset of relays that are able to decode the source information correctly. In this selection scenario, the authors assume that the destination terminal estimates the relay-to-destination (R D) channel-state-information perfectly and sends the index of the best relay to the relay terminals via a delayed feedback link. The authors investigate the performance of the considered scenario in terms of average capacity. Simulation results are presented to corroborate the analytical results.
Introduction
Recently, relay selection has been proposed to improve the bandwidth efficiency of relay-assisted networks [1, 2] . The basic idea behind relay selection is to have the relay with the best channel gain to forward the signals to the destination terminal. Since only one forward is selected, a stringent time and carrier synchronisation among the relays is not required.
Bletsas et al. [1] proposed a fast selection algorithm relative to the coherence time of the channel. In their work, for each relay node, they assumed timers that are inversely proportional to the harmonic mean of the back-to-back channels. They studied the performance of their selection cooperation scheme in terms of the outage probability of the system assuming the amplify-and-forward (AF) protocol. Beres and Adve [3] analysed relay selection in a network setting, that is, multi-source networks, and introduced a closed-form formula for the outage probability of a single-source single-destination network with multiple relays in the decode-and-forward (DF) protocol. In [2, 4] , the relay whose path introduces the maximum signal-tonoise ratio (SNR) is selected in the AF mode. In [2, 4] , the performance of selection cooperation in AF mode (S-AF) and all participate (AP-AF) cooperation schemes is discussed in terms of the average symbol error rate (ASER) and outage probability, respectively.
Related work and contributions
Outage probability analysis of an opportunistic relay selection scenario with feedback delay is studied in [5] . Suraweera et al. [6] analysed the impact of outdated channel-stateinformation (CSI) due to feedback delay on the performance of AF relays with the kth worst partial relay selection scheme. In their analysis, new expressions for the system's outage probability and the average bit error rate are derived. The effect of feedback delays on the performance of multiple-input multiple-output antenna AF relay networks with the best transmit/receive antenna pair selection in terms of outage probability, ASER and the SNR moments is studied in [7] . The ASER performance of decode-and-forward selection cooperation (S-DF) in the presence of channel estimation errors and delayed feedback is studied in [8] . In this paper, we investigate the impact of feedback delay on the average capacity performance of a cooperative diversity scheme with relay selection. To the best of our knowledge, this is the very first paper that looks through the performance of relay selection with outdated CSI in terms of average capacity. Our contributions in this work are summarised as follows: † We derive an average capacity expression for the considered selection scheme with outdated CSI. † We present a comprehensive Monte-Carlo simulation study to confirm the analytical observations.
System model
We consider a multi-relay scenario with M relays. We assume that the relays R m , m ¼ 1, . . . , M, the source S, and the destination D, are equipped with single transmit and receive antennas, respectively. In our system model, we ignore the direct transmission between the source and its destination due to shadowing. h sm and h md represent the channel coefficients between S R m and R m D, respectively. Assuming a half-duplex constraint, the data transmission is performed in two time slots. In the first time slot, the source terminal transmits its data to all potentially available M relays. After receiving the source signal via different independent channels, all the relays R m , m ¼ 1, 2, . . . , M, decode their received signal, and check whether the transmitted signal is decoded correctly or not. This can be done via some ideal cyclic redundancy codes [9] , which are added to the transmitted symbols. We define the decoding set D(s) as the set of relays that decode the transmitted signal correctly. Clearly, only those relay nodes with a good source to relay channel can be in the decoding set D(s). In the second time slot, the best relay participates in the transmission and broadcasts its decoded symbol towards the destination.
Delayed feedback model
In the adopted selection strategy in this paper, the relay nodes estimate their individual uplink CSI. The relays that correctly decode their received symbols from the source send a flag packet to the destination, announcing that they are ready to participate in cooperation. The destination terminal, on the other hand, estimates the downlink CSIs, orders the received SNR from each relay in the decoding path and feedbacks the index of the relay that yields the maximum received SNR via a logM bit feedback link. The selected relay then operates with full power P.
A very important issue that must be taken into consideration in this selection scheme is the selection speed. All the communication links between the terminals are time varying with a macroscopic rate in the order of Doppler shift, which is inversely proportional to the channel coherence time [1] . Any relay selection scheme must be performed no slower than the channel coherence time. Otherwise, selection is performed based on outdated CSI. This might lead to erroneous selection of relay, causing poor performance in the system. Since the feedback link only transmits the index of the selected relay, a lower feedback bandwidth is required.
Let the current channel be h and the old CSI based on which the selection is performed be h o . Since h and h o are both zero mean and jointly Gaussian with variances s h and s h o , respectively, they are related via [10] .
where r f is the correlation coefficient between h and h o . We stress that h o is the channel which is used for relay selection, whereas h is the channel used for detection.
Relay selection scheme
At the first time slot, each relay receives signal y sm,o , m ¼ 1, . . . , M from source, which carries information about the transmitted data symbol x. To decode the received symbol, each relay estimates the corresponding S R m channel and decodes the received signal using a maximum-likelihood decoder. Since selection is based on the old realisation of the channel, the old received signal is decoded as
where h sm,o is the S R m CSI in the first time slot and P is the transmitted power at each time slot. Using (3), the received effective SNR at each relay is given by If the relay R m is in the decoding set, by sending a flag packet, it signals its capability of participating in the cooperation. Then based on the old channel realisations, the destination selects the relay with the best R m D link
After the best relay is selected by the destination, the index of R m s is fed back to all relays via a delayed feedback link. This means that, at the time when the relays receive the index, the system's channel gains are outdated, due to the time- 
Average capacity
In this section, we derive an analytical expression for average capacity in the presence of feedback delay. At the destination and after-matched filtering, the received signal over the selected link is given as Pg m s d , and the S-DF capacity can be obtained as
where
is the instantaneous capacity conditioned on the decoding set, and g m s d = |h m s d | 2 . By (6) the average capacity C can be written as
is the probability dense function (PDF) of the received signal via the selected path, conditioned on the decoding set, and is simply given by
Conditioned on the decoding set with the outdated channel realisations, the cumulative density function (CDF) of selection cooperation with the new CSI is
, and noting that x m and g md are independent, the conditioned CDF on the decoding set is
Conditioned on g md,o and using (1), g md has a non-central chisquare distribution with two degrees of freedom with parameter h m ¼ c m g md,o , where c m = 2r
Therefore we can write F g md (x) as
where g( . , . ) is the incomplete gamma function defined as
Consequently, F x m (x) is given by
Using (11) and (12) in (10) and noting that f g md,o (x) = l md,o e −l md,o x and also the fact that
the CDF conditioned on the decoding set is given by (see (13))
Probability of decoding set D(s)
The relay, R m , is in the decoding set D(s) if the S R m link observes an instantaneous capacity per bandwidth C sm,o that is above the required rate R
Noting that g sm,o is exponentially distributed, relay R m is in the decoding set if [3] Pr
where R o ¼ (2 2R 2 1)/P. Finally, the probability of selecting a specific decoding set is [3] Pr
Inserting (13) in (8) yields (see (17)) Substituting (17) into (7) yields (see (18)) Note that in our derivation we have used the integration formula [11] 
is the exponential integral function.
In the special case where all the channel errors and feedback delay parameters are the same, the average capacity bound can be obtained as
Simulation results
In this section, we investigate the performance of selection cooperation in the presence of feedback delay through Monte-Carlo simulation. The transmitted symbols are drawn
from an antipodal binary phase shift keying constellation. The node-to-node channels are assumed to be zero mean independent Gaussian processes, with variance s
The variance of noise components is set to N 0 ¼ 1 and R ¼ 1 bps/Hz. Fig. 1 shows the average capacity in bits per second per Hz per bandwidth against SNR for M ¼ 2. To produce this figure, we have generated complex Gaussian random variables with unit variance for all old channels. Then, using (1) by choosing r f , we have generated the current channels and finally we normalised the channel variance to be unity. It can be seen that feedback delay aggravates the average capacity performance of the system. Fig. 1 also describes the performance of AP-DF relaying scheme where all the relays participate in cooperation. It is obvious that selection cooperation boosts up the capacity performance of the system due to removing extra time slots in the cooperation; however, severe delay in the feedback link reduces the capacity achievements of S-DF till AP-AF outperforms S-DF. Furthermore, the average capacity of a typical source-relay-destination link, that is, M ¼ 1 is also simulated in this figure. It is obvious that increasing the number of relays in an AP-DF setup decreases the average capacity as a result of increasing time slots required for data transmission. Fig. 2 shows the same setup for M ¼ 3. It is obvious that for a larger number of relays S-DF performance improves.
In Fig. 3 , we consider two different power modes, namely fractional power allocation (FPA) and equal power allocation (EPA) modes. In FPA, the total power budget is spread over all the relays, that is, each transmitting relay has a maximum power budget of P ¼ P o /M, where P o is the total power budget at each time slot. On the other hand, in the EPA scheme, the total available power at each time slot is P o and once a relay is selected all the available power, P o , is allocated to that relay, that is, P ¼ P o [12] . It is obvious that EPA outperforms the FPA scheme in terms of average capacity, since both source and the selected relays transmit with more power in the EPA mode. On the other hand, in the FPA mode, increasing the number of relays aggravates the performance of the system, since the power in the second time slot is divided by the number of relays and selection cannot compensate the reduction in the allocated power to the selected relay for a better average capacity performance.
We further study the effect of relay location on the average capacity of the S-DF scheme in Fig. 4 . In this scenario, the distance between S and D is normalised to one. The channels are modelled as h sm,o = c sm,o /d 5 ). As it can be seen, the best location for the selected relay is when it is equidistant from the source and destination. Trivially, as it is obvious in this Fig. 4 , increasing the SNR would also increase the average capacity.
Conclusion
In this paper, we study the effect of feedback delay in a DF cooperative network with relay selection. The best relay is selected from a subset of relays that are able to decode the source information correctly. We assume the destination terminal estimates the relay-to-destination (R D) CSI perfectly and sends the index of the best relay to the relay terminals via a delayed feedback link. We investigate the performance of the considered scenario in terms of average capacity. Simulation results are presented to corroborate the analytical results. 8 References
