Abstract Consider a strict partially ordered set P consisting of all d-dimensional vectors with integral coordinates restricted in a certain range. We found that any maximal antichain is also maximum, and the maximum size has a simple expression in terms of the range. Properties of the number of maximal antichains given the range are explored. We present our proof, the application on other areas, and some open questions.
Introduction
Consider a strict partially ordered set P consisting of all d-dimensional vectors with integral coordinates restricted in a certain range. The binary relation < is defined as y = (y 1 , . . . , y d ) < x = (x 1 , . . . , x d ) if y i < x i for every i ∈ [1, d] . Without loss of generality, suppose the range is given by an positive integer vector w = (w 1 , . . . , w d ), meaning that for each dimesion i, the coordinate of every vector in P is restricted to [1, w i ]. The number of vectors in P is ∏ d i=1 w i . An antichain is a subset of P such that for any two elements it contains, neither < or its inverse > holds. A maximal antichain is an antichain that is not a proper subset of any other antichain. A maximum antichain is an antichain that has cardinality at least as large as every other antichain.
If in P we replace the binary relation < by ≤, i.e. y = (y 1 , . . . , y d ) ≤ x = (x 1 , . . . , x d ) if y i ≤ x i for every i ∈ [1, d] , then the size of maximal antichain varies. For example for w = (2, 2), {(1, 1)} is a maximal antichain, and so is {(1, 2), (2, 1)}. Their sizes differ by 1. On the other hand, under < the only two maximal antichains are {(1, 1), (2, 1), (1, 2)} and {(2, 2), (2, 1), (1, 2)}, both with cardinality 3. The main result of this work is that under <, every maximal antichain is also maximum, and the
Because we discovered the result while working on the field of matrix exclusion 1 , we will present and prove our result using its terminology. The rest of the paper is organized as follows: in Section 2 we introduce matrix exclusion terminology and review some literatures. In Section 3 we prove that maximal and maximum antichains are equivalent in our setting. We explore the number of maximal antichains in Section 4. In Section 5 we conclude with some open questions.
Matrix exclusion
A matrix is binary if each of its entries is either 0 or 1. All the matrices mentioned in this paper are binary. An entry with value 1 is an one entry; otherwise it is a zero entry. A binary matrix A contains another binary matrix P if we can obtain a binary matrix A ′ with the same dimensionality as P by deleting 0 or more columns and 0 or more rows from A, and A ′ i j ≥ P i j for all i and j. The definition extends naturally to d-dimensional matrix -in each dimension we delete 0 or more indices and form a matrix with the same dimensionality as P. A avoids P if A does not contain P. We call P the forbidden matrix. In this work we only care about P = I 2,d , the 2 × . . . × 2 d-dimensional identity matrix.
In contrast to our result, the field of matrix exclusion has mostly focused on asymtotic behavior of ex(w, P), especially in two-dimensional matrices. Bienstock and Gyöni [1] showed ex(n, P) = Θ (nα(n)) for some trapezoidal patterns with four one entries, where α(n) is the extremely slow growing inverse Ackermann function. Füredi and Hajnal [2] raised the question of what matrices have extremal functions linear in n? Subsequently an array of works emerged to respond to the quest, for example [3, 4, 5, 6] . There are much fewer works on higher dimensional forbidden matrices. Klazar and Marcus [7] showed that ex(n, P, d) = O(n d−1 ) for any k × . . . × k permutation matrix P. Geneson and Tian [8] extended the result to all d-dimension tuple permutation matrices.
Equivalence between maximal and maximum antichains
For notational simplicity we define 2-contain same as contain, except when d = 1 a matrix 2-contains I 2,d as long as it has multiple one entries. Likewise 2-avoid and ex2(w, P) follows naturally from 2-contain thus defined. The only reason to have 2-contain defined is to cover the weird but trivial edge case d = 1 in the mathematical induction used by the proof. 
Theorem 1 ex2(w, I
is the number of entries with at least one coordinate being 1, and also the number of entries with at least one index i such that x i = w i .
The result has implication on a matrix exclusion game proposed by Geneson[9] . Played by m > 1 players numbered from 0 to m − 1, the game starts with a matrix A filled with zero entries. The players take turn to flip a zero in A to one, and a player loses the game if his or her move makes A contain a predefined binary matrix P. Our result implies that if Proof The theorem is trivial when d = 1 or w i = 1 for some i in [1, d] . For Z = / 0, they are well defined if there exists z ∈ Z such that they are well defined for z. We first establish that h(·) and l(·) are well defined everywhere, i.e. every d-row of M has some one entry.
Lemma 1 Every d-row of M has some one entry.
Proof It is trivial when A(x) = / 0, so we only discuss when A(x) is not empty. If
Proof It is trivial when D(x) = / 0, so we only discuss when D(x) is not empty. If
We are now going to prove the theorem by mathematical induction on d and 
Lemma 5 Given a matrix M, if h(·) and l(·) are well defined and satisfy Equation 1 and Equation 2 for every d-row x, then M 2-avoids I 2,d and is maximal. Proof Clearly, if there is an one entry in some d-row x with d-coordinate y larger than min(w d , l(A(x))), then y either goes beyond w d , which is impossible, or y > l(z) for some z ∈ A(x), and M 2-contains I 2,d . Similarly we could not have one entry in any d-row x with d-coordinate less than max(1, h(D(x))).

On the other hand, if all entries in some d-row x have d-coordinate is smaller than min(w d , l(A(x))), setting M(x, min(w d , l(A(x)))) to 1 does not make M 2-contain I 2,d . The similar argument works for l(x).
⊓ ⊔
We know that h(x) = w d if A(x) = / 0. In fact, if the converse is true things are much easier. Let's denote {x : h(x) = w d , A(x) = / 0} by X(M), a more difficult set of d-rows that we will deal with later. 
Definition 5 X(M) ≡ {x
We claim that M ′ is still maximal. First, we show that there are still one entry for every d-row in {x : 
A(x) = / 0 if and only if at least one of the coordinates x 1 , . . . ,
Adding them together, we have D(x), l(z) ≤ l(x) < w d , i. e. z qualifies the requirement for x too. Moreover x is a semi-ancestor of z, so we set x to z and x ′ = (x 1 − 1, . . . , x d−1 − 1) . We repeat the process until x ′ has no other descendant z with h(z) = w d . This process terminates because in the sequence of x we found, each element is a semi-ancestor of the subsequent element, and this sequence could not be infinitely long. Proof By Lemma 7, we find d-rows x and x ′ such that x = (x
, and x ′ has no other descendant z with
We claim that M ′ is still a maximal matrix that 2-avoids I 2,d . The only change we make is to decrease h(x) and l 
. This concludes our proof. ⊓ ⊔
Number of maximal antichains
After proving the equivalence of such maximal and maximum antichains, it is natural to ask how many maximal antichains there are given range vector w. In this section we explore this quantity.
Definition 6 R(w)
is set of maximal antichains over range-restricted vectors with integral coordinates bounded by w. Theorem 1 says that each element of R(w) has size
For w with length 2, |R(w)| can be expressed in binomial coefficient.
We found a property of |R(w)| when w contains a 2. For a matrix M ∈ R([w, 2]), by Lemma 1 and Lemma 2 its d-rows are partitioned into disjoint sets S i, j for 1 ≤ i ≤ j ≤ 2. We claim that S 1,2 ∈ R(w). This is because
Maximization of w(M) is equivalent to maximization of |S 1,2 |, which by definition leads to S 1,2 ∈ R(w).
The following describes an injective f . For a matrix N ∈ R(w), we form a matrix M by setting S 1,2 = N and S 1,1 = S 2,2 = / 0. Next, whenever there is a d-row x / ∈ N not in S 1,1 nor S 2,2 , we place it in either of them so that M still 2-avoids I 2,d . Note that x could not be both the ancestor and descendant of some d-rows in N, because otherwise N 2-contains I 2,d−1 . Also, x must be either an ancestor or descendant of some d-row in N, as otherwise N + x is a larger set that 2-avoids I 2,d−1 . Hence we can always determine whether a d-row x / ∈ N should be in S 1,1 or S 2,2 . Apparently when we are done M is a maximal matrix that 2-avoids I 2,d .
f is surjective because we have established that given a matrix M ∈ R([w, 2]), S 1,2 ∈ R(w).
⊓ ⊔
A corollary follows immediately.
Corollary 1
If max i w i ≤ 2, then |R(w)| = min i w i .
Open questions
Given the simple expression
, it is natural to ask if our result can be proved with simpler method, especially without the technical and tricky maneuvers in Lemma 7 and 8. Also, is there a better and perhaps more intuitive way than Equation 1 and Equation 2 to characterize a maximal matrix that 2-avoids I 2,d ? One of the motivations of pursuing an alternative characterization is to derive the expression more general than Section 4 for the number of maximal matrices M that 2-avoids I 2,d in terms of range w = (w 1 , . . . , w d ).
