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Quantitative models for climate policy modeling differ in the production structure used 
and in the sizes of the elasticities of substitution. The empirical foundation for both is 
generally lacking. This paper estimates the parameters of two-level CES production 
functions with capital, labour and energy as inputs, and is the first to systematically 
compare all nesting structures. Using industry-level data from 12 OECD countries, we 
find that the nesting structure where capital and labour are combined first, fits the data 
best, but for most countries and industries we cannot reject that all three inputs can be 
put into one single nest. These two nesting structures are used by most climate models. 
However, while several climate policy models use a Cobb-Douglas function for (part of 
the) production function, we reject elasticities equal to one, in favour of considerably 
smaller values. Finally we find evidence for factor-specific technological change. With 
lower elasticities and with factor-specific technological change, some climate policy 
models may find a bigger effect of endogenous technological change on mitigating the 
costs of climate policy. 
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The recent literature on the long run eﬀects of climate policy focusses on the
alleviating eﬀect of endogenous technological change on the costs of climate
policy. That is, it studies the welfare gains from research and development or
from learning-by-doing eﬀects when the economy faces some form of climate
policy, compared to a scenario without endogenous technological change.
Next to investing in new technologies, applied climate policy models allow
ﬁrms to react to price changes, caused by climate policy, through input sub-
stitution, e.g. shifting away from energy towards capital or labour. Since the
endogenous changes in technology are themselves determined by the price
changes and the substitution possibilities – the easier it is to substitute
away from energy, the smaller may be the need to invest in energy-saving
technologies –, it is important that the substitution possibilities in applied
climate policy models are not only empirically founded, but also disentan-
gled from changes in the production isoquant that come from technological
change: too high or too low elasticities may lead to under- or overestimates
of the eﬀects of endogenous technological change. In addition, the results
of simulations without technological change are sensitive to the elasticity of
substitution. Indeed, Jacoby et al. (2006) found that, in the MIT EPPA
model, the elasticity of substitution between energy and value-added (the
capital-labour composite) is the parameter that aﬀects the costs of ”Kyoto
forever” for the U.S. economy the most.
Unfortunately, in most applied dynamic climate policy models, neither
the production structure nor the accompanying elasticities of substitution
have an empirical basis. The current paper therefore estimates produc-
tion functions for climate policy models. We study all possible production
structures, while taking into account that both substitution possibilities and
technological change aﬀect the production possibilities frontier.
In applied climate policy models the ease with which one can substitute
2one input for another is generally represented by elasticities of substitution.
As they generally use constant elasticity of substitution (CES) production
functions with capital, labour and energy as inputs, applied climate models
can choose between diﬀerent structures for the production function. For
example, capital and energy can be combined ﬁrst using a two-input CES
function with a speciﬁc elasticity of substitution, and subsequently this com-
posite can be ’nested’ into another CES function, where it is combined with
labour (with possibly a diﬀerent elasticity).
Table 1 presents an overview of the production structures, elasticities
of substitution and types of technological change of some dynamic models
that simulate the eﬀect of climate policy on the economy. The table shows
that the nesting structure diﬀers between the various papers. Moreover, 3
out of 10 models do not nest at all and treat all inputs at the same level.
A second observation is that in all models but one, capital is in the same
nest as labour. One could nevertheless argue that capital and energy should
be combined ﬁrst, as is done in the GREEN model (Burniaux et al., 1992),
since (physical) capital and energy generally operate jointly.
When we look at the elasticities of substitution in Table 1, we see that
models use diﬀerent values for the elasticities of substitution, even when they
use the same nesting structure. In addition, many models use the knife-edge
case of a unit elasticity and hence neutral technological change in (part of)
the production function. When the elasticity of substitution is equal to one,
the CES function reduces to a Cobb-Douglas function, in which case relative
factor productivity is unaﬀected by technological change. Hence the choice
for a unit elasticity greatly aﬀects the role of technological change in model
simulations.
The way in which technological change enters the production function
diﬀers as well (we deﬁne technological change as a change in the position















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4Focussing on endogenous technological change, we see that four of the models
in Table 1 use energy speciﬁc technological change, two models use total
factor productivity (TFP) growth (both at the industry level), and only one
model uses factor-speciﬁc technological change.
In sum, dynamic climate policy models diﬀer along three dimensions:
nesting structure, the sizes of the elasticities, and the way in which techno-
logical change aﬀects marginal productivities. Surprisingly, the production
functions used by the models in Table 1 generally lack empirical foundation.
While authors refer to other papers – that don’t have empirical validations
themselves – for the nesting structures and elasticities chosen, technology is
generally modeled in a way that the modeler suits best, or to best answer the
question under scrutiny. The current paper oﬀers an empirical analysis of
all three dimensions by estimating CES production functions for all possible
nesting structures. Accordingly, we report the accompanying elasticities of
substitution for each nesting structure and conclude which nesting structure
ﬁts the data best.
We ﬁnd that the (KL)E nesting structure, that is a nesting structure
in which capital and labour are combined ﬁrst, ﬁts the data best, but we
generally cannot reject that the production function has all inputs in one
CES function (i.e. a 3-input 1-level CES function). These nesting structures
are used by most of the models in Table 1. However, for the (KL)E nesting
structure we reject that elasticities are equal to 1, in favour of considerably
lower values, while several of the climate policy models in the table use a
Cobb-Douglas function for (part of the) production function. Finally we test
for diﬀerent technology trends and reject the hypothesis that only energy-
speciﬁc technological change matters, and the hypothesis of total factor
productivity (TFP) growth, in favour of factor-speciﬁc technological change.
That is, technology trends diﬀer signiﬁcantly between capital, labour and
energy.
5In all models in Table 1, ﬁrms minimize costs. Hence estimates of con-
stant substitution elasticities for dynamic climate policy models should start
from ﬁrms’ optimizing behavior. Only a few papers have estimated CES pro-
duction functions with capital, labour and energy as inputs, using equations
that are derived from optimizing behavior by ﬁrms. Prywes (1986) and
Chang (1994) both use ratios of ﬁrst-order conditions to estimate the pa-
rameters of a (KE)L nesting structure, disregarding the (KL)E and (LE)K
structures.1 Both authors ﬁrst use the ratio of the ﬁrst-order conditions for
capital and energy to estimate the elasticity of substitution between capital
and energy, which we denote by σK,E. Using this estimate, they derive ﬁtted
values for composite input Z and its price PZ, which are subsequently em-
ployed to estimate the elasticity of substitution between the capital-energy
composite on the one hand and labour on the other, which we denote by
σKE,L. For this they exploit the ﬁrst-order conditions with respect to labour
and Z. However, when taking ratios of ﬁrst-order conditions, it becomes im-
possible to identify the individual technology parameters, which we need to
study how technological change aﬀects the production function.2
Prywes (1986) uses pooled data from 4-digit U.S. industries for the period
1971-1976 to estimate elasticities for 2-digit industries. He ﬁnds estimates
for σK,E ranging from -0.57 to 0.47. His estimates for σKE,L range from
0.21 to 1.58. Chang (1994) uses time series data for Taiwan and ﬁnds the
elasticity of substitution between capital and energy to be about 0.87, and
the one for labour and the capital-energy nest to be around 0.45.
The remainder of the paper is organized as follows. We ﬁrst introduce the
1In a footnote, Chang (1994) claims he compared several nesting structures and chose
to combine capital and energy ﬁrst, based on the R
2. However, he does not report his
results.
2Prywes (1986) estimates total factor productivity growth separately from the ﬁrst
order conditions, using dummy variables. Hence his results on technological change do
not aﬀect his estimates of the substitution elasticities and are hence outside the scope of
this paper.
6nested CES production function and derive the equations to be estimated.
We then describe our dataset and the econometric method in section 3. In
section 4 we present our estimation results, where we ﬁrst discuss which
nesting structure ﬁts the data best and then present the estimated elastic-
ities of substitution for each nesting structure. We explicitly test whether
substitution elasticities diﬀer signiﬁcantly from one and whether the produc-
tion function should be nested. Section 4.4 presents our results regarding
technological change. In section 5 we confront our results with the produc-
tion functions used in the literature on dynamic climate policy modeling.
We summarize and conclude in section 6.
2 Model speciﬁcation
The two-level three-input CES production function can be nested in three
ways: (KL)E, (KE)L and (LE)K. For the purpose of illustration we focus in
this section on the (KL)E structure, although we estimate all three nesting
structures and present the results for all nesting structures in section 4. The
























When (2) is substituted into (1) we have a nested CES function where inputs
capital K and labour L are combined to form a composite input Z in the
3As in the literature on general equilibrium climate policy modeling, we assume con-
stant returns to scale production functions. Note that in models with endogenous techno-
logical change the returns to scale need not be constant at the aggregate level, although
they are for each individual goods producer.
7lower nest, which in turn is combined with the energy input E to give ﬁnal
output Q. In the remainder of the paper we denote a composite of two inputs
by Z. The Aj, j ∈ {E,K,L}, are parameters representing factor-speciﬁc
levels of technology.4 The elasticity of substitution between energy E and
composite input Z equals σKL,E, and σK,L is the elasticity of substitution
between inputs K and L. Parameters α and β, 0 < α,β < 1, are share
parameters.5
When an elasticity of substitution equals unity, the production function
involved reduces to a Cobb-Douglas function with the share parameters in
(1) and (2) as production elasticities. From (1) and (2) it is easy to see
that if σKL,E = σK,L, then the nested function reduces to a one-level CES
production function where all three inputs are equally easy to substitute
for each other. On the other hand, if two inputs are not in the same nest,
then the elasticity of substitution between these inputs is determined by the
two CES elasticities and the cost-share of the composite. Hence a diﬀerent
nesting structure implies diﬀerent values for the substitution elasticities.
One of the questions to be answered in this paper is whether a total
factor productivity representation of technology in climate policy models
is suﬃcient, or technology trends are input speciﬁc. With a purely total
factor productivity representation of technology we have AE = AK = AL,
in which case we can multiply a total factor productivity parameter AQ
out of the right-hand side of (1). To test for factor-augmenting technolog-
ical change versus total factor productivity growth we need to identify all
(factor-speciﬁc) technology parameters. As noted in the introduction, this
is not possible when the equations to be estimated are derived from ratios
4Note that we multiplied out any total factor productivity term AQ and Z-speciﬁc
technology parameter AZ. Hence these are included in the factor-speciﬁc technology
parameters Aj.
5The levels of output, inputs, Z, and of the ﬁve technology parameters are time-
and possibly country- or industry-dependent, but we suppressed the subscripts to ease
notation.
8of ﬁrst order conditions. We will show that, using a system of equations
derived from cost-minimization, we can not only identify all factor-speciﬁc
technology parameters but in addition we can explicitly test for TFP growth
against the null hypothesis of factor-speciﬁc technological change.
Following Berndt (1991, p. 457), we assume that our 2-digit industry-
level data (see section 3) are suﬃciently disaggregated to assume that prices
are exogenous, and derive our system of equations from the cost function
approach. With a two-level CES production function, the cost minimization
problem of a ﬁrm can be represented as a two-stage problem: in the case
of the (KL)E nesting structure we ﬁrst have to ﬁnd the optimal demand
for K and L per unit of Z, given prices and technology, and then use the
resulting relative price of Z to solve for the optimal demand for E and Z in
the upper nest.6 We present the problem for the upper nest of the (KL)E
nesting structure (the problems for the nest with K and L, and for the other
nesting structures, are analogous):
min
E,Z
PEE + PZZ s.t. (1), (3)
where the price of input j is denoted by Pj. From the ﬁrst order conditions
we can derive the cost function c(PE,PZ,Q). After applying Shephard’s
lemma we ﬁnd the conditional factor demands. Following the literature on
climate policy modeling, we assume price-taking behaviour by ﬁrms, which
implies that the unit cost function gives the price of output. Substitut-
ing this result into the conditional factor demands, taking logarithms, and
6The weak separability of the nested CES function allows us to ﬁrst solve for the relative
optimal factor demand for the lower nest. Since our functions are homogenous of degree
one, we then know the input demand and cost price per unit of Z. This information can
subsequently be used to ﬁnd the optimal levels of E and Z, from which the optimal levels
of K and L can be derived.












As is well-known in the literature on estimating constant substitution elas-
ticities, not all parameters can be estimated, as usually the equation (or
system of equations) to be estimated is under-identiﬁed. This is can be
seen in (4): if we estimate this equation using price and quantity data (by
adding an error term to the right-hand side), the ﬁrst two terms on the right
hand side would end up in the constant term and hence the share parameter
α and technology parameter AE cannot be individually identiﬁed. After
taking ﬁrst diﬀerences (i.e. for each variable X we take X(t) − X(t − 1)),
such that we get percentage changes in (4), the ﬁrst term on the right-hand
side drops out and we can identify (the growth rate of) the factor-speciﬁc
technology parameter from the constant term, using the estimate for the
elasticity of substitution. The same procedure can be applied for input Z
and the lower nest. This gives us the following four equations for the (KL)E
structure, where lower-case letters denote percentage changes:
e − q = (σKL,E − 1)aE + σKL,E(pQ − pE) (5)
z − q = σKL,E(pQ − pZ) (6)
k − z = (σK,L − 1)aK + σK,L(pZ − pK) (7)
l − z = (σK,L − 1)aL + σK,L(pZ − pL) (8)
On the left-hand side of each equation we see the percentage change in the
ratio of two quantities. On the right-hand side of each equation we ﬁrst see
a term containing an elasticity of substitution, σi,j or σij,k, and a technology
parameter aj (except for (6), see footnote 4), and a term consisting of the
product of a substitution elasticity and the percentage change of the ratio
10of two prices. Hence the ﬁrst equation explains the growth rate of the
energy-output ratio e − q from the (negative of the) growth rate of their
relative price pQ − pE, the substitution possibilities σKL,E, and the rate of
energy-augmenting technological change aE.
Unfortunately z and pZ are unobservable, and they can neither be de-
rived using the method used by Prywes (1986) and Chang (1994) (as in that
case we would not be able to estimate the technology parameters), nor using
an index method.7 To circumvent this problem, we add pK −pQ−(pZ −pQ)
to both sides of (7), which gives us the growth rate of the share of capi-
tal costs in the costs of the intermediate input on the left-hand side. We
then add pZ − pQ to both sides of (6), divide both sides by σKL,E − 1, and
substitute the resulting expression for pZ − pQ into the right-hand side of
(7). Applying the same procedure to (8) gives us the following system of
equations:
e − q = (σKL,E − 1)aE + σKL,E(pQ − pE) (9)
g θKZ = (σK,L − 1)aK +
σK,L − 1
1 − σKL,E
g θZQ + (1 − σK,L)(pK − pQ) (10)
g θLZ = (σK,L − 1)aL +
σK,L − 1
1 − σKL,E
g θZQ + (1 − σK,L)(pL − pQ) (11)
where g θmn ≡ pm + m − (pn + n) is the percentage change of the cost share
of input M in the costs of producing N. For the case of the (KL)E nesting
7To see this, write (2) in growth rates, which gives z = θKZ(aK + k) + θLZ(aL + l),
where the θs are cost-shares. This shows that we need data on technological change to
construct data for z. However, as can be seen from (7) and (8), we need data on z and pZ
to be able to identify aL and aK. Hence constructing a series for z or pZ using an index
method, and using data on prices and quantities of capital and labour (that is, without
knowledge of the technology parameters), will lead to measurement error and hence biased
estimates of the coeﬃcients.
11structure, this leads to the following model to be estimated:
y1 = α1 + β1x1 + ε1 (12)
y2 = α2 + β21x21 + β22x22 + ε2 (13)
y3 = α3 + β31x31 + β32x32 + ε3 (14)
where the εs are error terms and the dependent variables are y1 = e − q,
y2 = pK+k−dln(PkK+PLL) and y3 = pL+l−dln(PkK+PLL), with dlnX
denoting the ﬁrst diﬀerence of the natural logarithm of X. The independent
variables are x1 = pQ−pE, x21 = x31 = dln(PkK+PLL)−pQ−q, x22 = pK−
pQ and x32 = pL−pQ. From (10) and (11) we see that we have to impose the
following cross-equation restrictions when estimating the system: β22 = β32
and β21 = β31 = −β22/(1 − β1).8 We can then derive our parameters as
follows: σKL,E = β1, σK,L = 1 − β22, aE = α1/(β1 − 1), aL = −α2/β22 and
aK = −α3/β22.
Following the analysis above, we see that if we assume that technology
is not factor-speciﬁc but based on total factor productivity (that is if we do
not normalize AQ to 1 but instead assume that AE = AK = AL = 1) we
can derive the TFP growth parameter aQ. For the (KL)E nesting structure
this gives:








g θZQ + (1 − σK,L)(pL − pQ) (17)
Since the last model is a special case of the model with factor-speciﬁc tech-
nological change, we can test whether technological change is based on total
8Using the weak separability of the nested CES function, we ﬁrst estimate (12) and
use the result for β1 to impose the restriction on β21 and β22.
12factor productivity growth (as modeled by Goulder and Schneider, 1999;
Sue Wing, 2003) or factor-speciﬁc. To be more precise, we can test for the
model of TFP growth by testing −α2/β22 = −α3/β32 = 0.9
In addition we can test for speciﬁc functional forms. We can test whether
the production function is a one-level, non-nested CES by testing the restric-
tion β21 (= β31) = 1. We can test for a Cobb-Douglas function for one of
the two levels by testing β1 = 1 and β22 = β32 = 0, respectively.
3 Econometric model and data
We estimated the system (12)-(14) for each of our 3 nesting structures. To
identify the parameters of our model, we ﬁrst estimate (12) and use the
resulting estimate for the elasticity of substitution for the outer nest in the
restriction on the system (13)-(14) (see footnote 2). As described below, we
have industry-level time series data for 12 countries. We estimate models
with industry-speciﬁc elasticities and models with country-speciﬁc elastici-
ties.10 That is, we estimate the system (12)-(14) for each nesting structure
with panels for each industry to estimate industry-speciﬁc elasticities, and
estimate the same system for each nesting structure with panels for each
country to estimate country-speciﬁc elasticities, which gives us in total 6
systems to estimate. We use country-industry ﬁxed eﬀects (i.e. a dummy
for each country-industry combination) and estimated the ﬁxed eﬀects mod-
els using least squares dummy variable models. We then tested, for each
equation in each model, whether the ﬁxed eﬀects where the same for all
country-industry combinations. We were unable to reject this hypothesis
9We also tested for the model with TFP growth by testing α2 = α3 = 0, since both tests
are statistically correct but may give diﬀerent results. Our conclusions are qualitatively
unaﬀected when using this alternative test.
10We have too few observations per country-industry combination (12 on average, with
for some country-industry combinations as few as 6 observations) to estimate elasticities
using panels at the combined country-industry level.
13for any equation (at the 10% signiﬁcance level). As a consequence, pooled
regressions are more eﬃcient than regressions using ﬁxed eﬀects, and the
remainder of the paper contains results from pooled regressions.
The data are derived from the IEA Energy Balances and from the OECD
International Sectoral Database.11 They form an unbalanced panel for 12
OECD countries, with up to 7 industries (6 sub-industries of the manufac-
turing industry plus the construction industry), and up to 19 years of obser-
vations. The countries involved are Belgium, Canada, Denmark, Finland,
France, United Kingdom, Italy, the Netherlands, Norway, Sweden, USA and
West-Germany. The industries involved are basic metal products, construc-
tion, food & tobacco, textiles & leather, non-metallic minerals, transporta-
tion equipment, and the paper, pulp & printing industry. Data come from
the time period 1978-1996. We drop the ﬁrst and last percentile of observa-
tions for q, e, l, k, and their prices, to correct for outliers without having to
judge on individual observations. This gives us in total 1024 observations.
All prices are in 1990 U.S. dollars, PPP. The price of value added is
the numeraire. Industry output is the sum of value added and the value of
energy at 1990 market prices. Energy is energy use in kiloton of oil equiva-
lents (IEA Energy Balances). Price of energy is per kiloton of oil equivalent
(IEA Energy Balances). Capital is gross capital stock (OECD International
Sectoral Database). Price (user cost) of capital is foregone interest plus de-
preciation minus capital gain. Here the interest rate is the nominal bond
rate (IMF, International Financial Statistics), depreciation is the ratio of
consumption of ﬁxed capital and gross capital stock (both OECD Interna-
tional Sectoral Database) or 3.5%, capital gain is the percentage change in
the ratio of gross capital stock in current national prices and gross capi-
tal stock. Labour is total employment in man hours (OECD International
Sectoral Database). Price of labour is compensation of employees, per man
11We use the same database as van Soest et al. (2006).
14hour (OECD International Sectoral Database).
4 Estimation results
Before we move to our results regarding goodness of ﬁt, the elasticities of
substitution and technological change, we ﬁrst discuss the cross-equation
restrictions that were mentioned before.
4.1 Cross-equation restrictions
As noted in section 2, we have to impose some cross-equation restrictions
on the system (13)-(14) to estimate the elasticity of substitution for the
inner nest. Before we did so, we ﬁrst estimated the unrestricted system for
all nesting structures, both for country- and industry-speciﬁc elasticities.
In most cases, the cross-equation restriction β22 = β32 was rejected. More
precisely, for the model with country-speciﬁc elasticities the restriction was
rejected for all countries for the (KL)E and (LE)K nesting structures, and
for the (KE)L structure it was rejected for 8 out of 12 countries. For the
model with industry-speciﬁc elasticities the restriction was rejected for all
sectors for the (KL)E and (LE)K nesting structures, and for the (KE)L
nesting structure it was rejected for 5 out of 7 industries.
However, the purpose of this paper is to estimate elasticities of substi-
tution that can be used in the dynamic climate policy modeling literature,
by making the exactly the same assumptions as in the climate policy mod-
eling literature. That is, we started from a nested constant returns to scale
CES production function, and assumed perfect competition at all levels.
Although a 3-input translog production function is much more ﬂexible, it
would have given a range of (non-constant) elasticities, which would not
be suitable for climate policy models without having to make additional
assumptions. We therefore proceed with our analysis, imposing the cross-
15Table 2: Goodness of ﬁt
(KL)E (LE)K (KE)L
Industry σs 0.4090 0.3299 0.1356
Country σs 0.4124 0.3117 0.1612
Note: R
2 adjusted for degrees of freedom.
equation restrictions even for those equations where they are rejected ex
ante, to ﬁnd the parameters of the nested CES production function that ﬁts
the data best.
4.2 Goodness of ﬁt
As noted in the introduction, the literature on climate policy modeling lacks
a systematic comparison of the empirical relevance of the nesting structures
(KL)E, (KE)L and (LE)K. We present the goodness of ﬁt of the three nesting
structures in table 2.
Table 2 shows that there are substantial diﬀerences in how well each
nesting structure ﬁts the data. For both the model with industry-speciﬁc
elasticities and the model with country-speciﬁc elasticities the R
2 is highest
for the (KL)E nesting structure. The (LE)K nesting structure ﬁts the data
much better than the (KE)L structure. This is quite surprising, as one might
expect the decision on capital investment to be determined jointly with the
decision on labour demand or energy demand, instead of the demand for
labour to be determined jointly with the demand for energy. Compared to
the other nesting structures, the (KE)L structure ﬁts the data poorly.
164.3 Elasticities of substitution
Table 3 presents our results for the elasticities of substitution. We will
discuss them by nesting structure.12
4.3.1 The (KL)E nesting structure
Several dynamic climate policy models use the (KL)E or ((KL),(EM)) nest-
ing structure. That is, they ﬁrst combine capital and labour, and this
composite is subsequently combined with energy (or an energy-materials
composite) using a diﬀerent elasticity of substitution. The ﬁrst column of
Table 3 shows our estimates for the elasticity of substitution between en-
ergy and the capital-labour composite. We see a considerable amount of
variation over industries and countries. The industry estimates range from
0.16 to 0.62, while the country estimates range from 0.15 to 0.61. Note that
we cannot reject perfect complementarity (i.e. an elasticity equal to zero)
between energy and the capital-labour composite for one sector (transport
equipment) and 3 countries (Canada, the Netherlands and Sweden). The
elasticities for capital and labour are reported in the second column and
show quite some variation as well, with estimates ranging from 0.22 to 0.59
for the industry elasticities and from 0.26 to 0.62 for the country estimates.
Table 4 presents the probability values for the two sided tests whether
each elasticity is equal to one, in which case we would have a Cobb-Douglas
production function.13 For all countries and industries the null-hypothesis
12We tested whether the elasticities were the same for all countries or all industries. We
rejected this hypothesis for all nests and for all nesting structures at the 5% signiﬁcance
level, except for the elasticity of substitution for the outer nest of the (KE)L structure, i.e.
σKE,L. Here we could reject the null hypothesis at the 10% level for country elasticities,
but not for industry elasticities. Note that the (KE)L structure is the structure with the
lowest goodness of ﬁt.
13A p-value smaller than 0.05 implies that we can reject the null-hypothesis at the 5%
signiﬁcance level.
17Table 3: Estimated elasticities of substitution
(KL)E (LE)K (KE)L
σKL,E σK,L σLE,K σL,E σKE,L σK,E
Industry σs
Basis metals 0.6223∗∗ 0.5940∗∗ 0.4784∗∗ 0.8616∗∗ 0.8283∗∗ 0.8808∗∗
(0.0655) (0.0222) (0.0208) (0.0189) (0.0416) (0.0208)
Construction 0.2892∗∗ 0.2246∗∗ 0.1796∗∗ 0.5176∗∗ 0.9450∗∗ 0.9923∗∗
(0.0564) (0.0304) (0.0302) (0.0438) (0.1077) (0.0028)
Food & Tob. 0.3988∗∗ 0.4599∗∗ 0.4240∗∗ 0.8482∗∗ 0.9188∗∗ 0.9912∗∗
(0.0583) (0.0220) (0.0218) (0.0249) (0.0694) (0.0053)
Transport Eq. 0.1577 0.4441∗∗ 0.3723∗∗ 0.7999∗∗ 0.9826∗∗ 0.9966∗∗
(0.0818) (0.0321) (0.0327) (0.0390) (0.0792) (0.0012)
Non-metal. Min. 0.2543∗∗ 0.4544∗∗ 0.3924∗∗ 0.8226∗∗ 0.9423∗∗ 0.9998∗∗
(0.0652) (0.0235) (0.0233) (0.0258) (0.0630) (0.0041)
Paper etc. 0.3950∗∗ 0.3677∗∗ 0.3190∗∗ 0.7667∗∗ 0.8122∗∗ 0.9675∗∗
(0.0732) (0.0228) (0.0221) (0.0312) (0.0714) (0.0145)
Textiles etc. 0.2939∗∗ 0.2739∗∗ 0.2320∗∗ 0.7882∗∗ 1.0368∗∗ 0.9991∗∗
(0.0647) (0.0187) (0.0183) (0.0318) (0.0705) (0.0015)
Country σs
Belgium 0.6053∗∗ 0.6161∗∗ 0.5379∗∗ 0.8579∗∗ 1.0277∗∗ 0.9988∗∗
(0.0759) (0.0364) (0.0375) (0.0326) (0.0736) (0.0029)
Canada 0.1719 0.5291∗∗ 0.3664∗∗ 0.7941∗∗ 0.8840∗∗ 0.9853∗∗
(0.1222) (0.0466) (0.0516) (0.0443) (0.0695) (0.0146)
Denmark 0.4952∗∗ 0.4189∗∗ 0.4066∗∗ 0.8626∗∗ 0.8201∗∗ 0.9456∗∗
(0.0940) (0.0338) (0.0316) (0.0320) (0.0838) (0.0191)
Finland 0.5263∗∗ 0.5333∗∗ 0.4269∗∗ 0.8343∗∗ 0.8987∗∗ 0.9658∗∗
(0.0715) (0.0295) (0.0290) (0.0290) (0.0631) (0.0098)
France 0.3280∗∗ 0.3952∗∗ 0.3648∗∗ 0.7706∗∗ 0.9941∗∗ 0.9998∗∗
(0.0727) (0.0276) (0.0276) (0.0353) (0.1051) (0.0004)
UK 0.2480∗∗ 0.2755∗∗ 0.2280∗∗ 0.7188∗∗ 0.7975∗∗ 0.9411∗∗
(0.0758) (0.0272) (0.0274) (0.0419) (0.0752) (0.0141)
Italy 0.2417∗∗ 0.5218∗∗ 0.4650∗∗ 0.8061∗∗ 0.9154∗∗ 0.9759∗∗
(0.0761) (0.0343) (0.0349) (0.0320) (0.0821) (0.0086)
Netherlands 0.1789 0.2562∗∗ 0.2199∗∗ 0.7783∗∗ 0.9324∗∗ 1.0002∗∗
(0.0939) (0.0262) (0.0257) (0.0471) (0.1007) (0.0052)
Norway 0.3034∗∗ 0.3634∗∗ 0.3089∗∗ 0.7155∗∗ 0.6812∗∗ 0.8046∗∗
(0.0897) (0.0296) (0.0289) (0.0405) (0.0856) (0.0334)
Sweden 0.1474 0.4264∗∗ 0.3731∗∗ 0.7867∗∗ 0.9740∗∗ 0.9979∗∗
(0.0823) (0.0264) (0.0262) (0.0342) (0.0827) (0.0017)
USA 0.5465∗∗ 0.3194∗∗ 0.2852∗∗ 0.8618∗∗ 0.9735∗∗ 0.9994∗∗
(0.1092) (0.0271) (0.0271) (0.0478) (0.1163) (0.0017)
West-Germany 0.3308∗∗ 0.4271∗∗ 0.3746∗∗ 0.7480∗∗ 1.1692∗∗ 0.9904∗∗
(0.0961) (0.0420) (0.0406) (0.0554) (0.1580) (0.0150)
Note: Standard errors in parentheses. */** indicates that coeﬃcient diﬀers from zero at
5/1% level of signiﬁcance. Regressions with ﬁxed eﬀects for the second equation for the
inner nest of the (KL)E structure and for the equation for the outer nest for the (LE)K
structure, for both the model with industry-speciﬁc elasticities and the model with country-
speciﬁc elasticities. Pooled regressions for all other equations.
18Table 4: Tests for Cobb-Douglas function.a
(KL)E (LE)K (KE)L
σKL,E σK,L σLE,K σL,E σKE,L σK,E
Industry σs
Basis metals 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
Construction 0.0000 0.0000 0.0000 0.0000 0.6098 0.0066
Food & Tob. 0.0000 0.0000 0.0000 0.0000 0.2421 0.0986
Transport Eq. 0.0000 0.0000 0.0000 0.0000 0.8265 0.0032
Non-metal. Min. 0.0000 0.0000 0.0000 0.0000 0.3602 0.9575
Paper etc. 0.0000 0.0000 0.0000 0.0000 0.0087 0.0253
Textiles etc. 0.0000 0.0000 0.0000 0.0000 0.6023 0.5269
Country σs
Belgium 0.0000 0.0000 0.0000 0.0000 0.7073 0.6810
Canada 0.0000 0.0000 0.0000 0.0000 0.0952 0.3159
Denmark 0.0000 0.0000 0.0000 0.0000 0.0322 0.0044
Finland 0.0000 0.0000 0.0000 0.0000 0.1087 0.0005
France 0.0000 0.0000 0.0000 0.0000 0.9551 0.5702
UK 0.0000 0.0000 0.0000 0.0000 0.0072 0.0000
Italy 0.0000 0.0000 0.0000 0.0000 0.3029 0.0049
Netherlands 0.0000 0.0000 0.0000 0.0000 0.5023 0.9758
Norway 0.0000 0.0000 0.0000 0.0000 0.0002 0.0000
Sweden 0.0000 0.0000 0.0000 0.0000 0.7529 0.2204
USA 0.0000 0.0000 0.0000 0.0038 0.8200 0.7477
West-Germany 0.0000 0.0000 0.0000 0.0000 0.2847 0.5225
a Two-sided p-values for H0: elasticity equal to 1.
of a unit elasticity is rejected.
In addition we tested for common elasticities over the two nests (i.e.
σKL,E = σK,L). That is, we tested whether the production function could
have a single elasticity of substitution and hence could be non-nested. As is
shown in Table 5, we cannot reject a non-nested production function for 5
industries and 8 countries.
194.3.2 The (LE)K nesting structure
The substitution elasticities for both nests of the (LE)K nesting structure
diﬀer signiﬁcantly from zero for all countries and all industries. Values for
σLE,K range from 0.18 to 0.48 for the industry estimates and from 0.22 to
0.54 for the country estimates. Industry and country elasticities for the in-
ner nest range from 0.52 to 0.86 and from 0.72 to 0.86, respectively. For all
elasticities we can reject the null of a unit elasticity at the 1% level. Con-
trary to the (KL)E structure we can reject the null-hypothesis of a common
elasticity for both nests for all countries and all industries for the (LE)K
nesting structure.
4.3.3 The (KE)L nesting structure
The (KE)L nesting structure, which has the lowest R
2, shows remarkably
high elasticities when compared to the (KL)E and (LE)K nesting structures.
For the outer nest, σKE,L, the values range from 0.81 to 1.04 for the industry
estimates, and from 0.68 to 1.16 for the country estimates (see Table 3). The
values for the elasticity of substitution between capital and energy range
from 0.88 to 0.9996, for countries and from 0.80 to 1.00 for industries.
When we test for Cobb-Douglas production functions for the outer nest,
we can only reject it for the basis metals industry and for the paper, pulp
and printing industry (at the 1% signiﬁcance level) and for Denmark (at the
5% level, but not at the 1% level), the UK and Norway (at the 1% level). For
the inner nest we reject a Cobb-Douglas production function for 4 countries
and 5 industries. We cannot reject a common elasticity for both nests, for
6 out of 7 industries and for all countries.
4.4 Technological change
The models in Table 1 not only diﬀer in nesting structure and sizes of sub-
stitution elasticities, but also in the way productivity improvements enter
20Table 5: Tests for common elasticities (no nesting).a
(KL)E (LE)K (KE)L
Industry σs
Basis metals 0.6832 0.0000 0.2600
Construction 0.3131 0.0000 0.6609
Food & Tob. 0.3276 0.0000 0.2984
Transport Eq. 0.0012 0.0000 0.8604
Non-metal. Min. 0.0039 0.0000 0.3630
Paper etc. 0.7221 0.0000 0.0333
Textiles etc. 0.7879 0.0000 0.5933
Country σs
Belgium 0.8976 0.0000 0.6956
Canada 0.0064 0.0000 0.1537
Denmark 0.4452 0.0000 0.1447
Finland 0.9269 0.0000 0.2934
France 0.3877 0.0000 0.9567
UK 0.7335 0.0000 0.0606
Italy 0.0008 0.0000 0.4639
Netherlands 0.4285 0.0000 0.5019
Norway 0.5254 0.0000 0.1797
Sweden 0.0013 0.0000 0.7724
USA 0.0439 0.0000 0.8238
West-Germany 0.3588 0.0000 0.2604
a Two-sided p-values for H0: σi,j = σij,k.
21the production function. We saw in Table 1 that, of those models with
endogenous technological change, 4 models use energy-speciﬁc technological
change, 2 models use industry-speciﬁc total factor productivity changes and
1 model uses factor-speciﬁc technological change. Since all these models ei-
ther use a (KL)E or (KLE) nesting structure, and since this is the structure
that ﬁts the data best, we focus on the results for technological change for
the (KL)E nesting structure (recall that for the (KL)E nesting structure we
could not reject a (KLE) structure for most countries and most industries).
Table 6 shows the factor-speciﬁc technology trends for the (KL)E nest-
ing structure. We ﬁnd rates of energy-augmenting technological change of
1.2-2.7% per year. Interestingly we ﬁnd the highest rate of energy-speciﬁc
technological change (over industries) in the energy-intensive basis metals
industry. The rates of labour-augmenting technological change are generally
higher than the rate of energy-augmenting technological change, with values
around 3%, while the rates of capital-augmenting technological change are
found to be negative and around -2.3%.
For our purpose it is interesting to see whether the technology trends for
the three inputs diﬀer from each other. Table 7 presents, for each country
and each industry, tests whether the technology trends are equal. We can
reject that the rate of energy-augmenting technological change and the rate
of labour-augmenting technological change are equal, for 4 out of 7 industries
and 8 out of 12 countries (at the 1% signiﬁcance level). When testing the
equality of either of these two technology trends and the rate of capital-
augmenting technological change, we can reject the null-hypothesis for all
industries and countries. We therefore conclude that rates of factor-speciﬁc
technological change tend to diﬀer over factors.
As noted in Section 2, we can test for the model of total factor produc-
tivity growth by testing aL = aK = 0. As can be inferred from Tables 6 and
7, we can reject aL = aK = 0 for all countries and industries for the (KL)E




Basis metals 0.0273∗∗ 0.0406∗∗ −0.0317∗∗
(0.0092) (0.0044) (0.0036)
Construction 0.0145∗∗ 0.0213∗∗ −0.0166∗∗
(0.0044) (0.0022) (0.0018)
Food & Tob. 0.0172∗∗ 0.0306∗∗ −0.0238∗∗
(0.0053) (0.0032) (0.0026)
Transport Eq. 0.0122∗∗ 0.0297∗∗ −0.0231∗∗
(0.0038) (0.0033) (0.0027)
Non-metal. Min. 0.0138∗∗ 0.0302∗∗ −0.0236∗∗
(0.0042) (0.0032) (0.0026)
Paper etc. 0.0170∗∗ 0.0261∗∗ −0.0203∗∗
(0.0055) (0.0027) (0.0021)
Textiles etc. 0.0146∗∗ 0.0227∗∗ −0.0177∗∗
(0.0044) (0.0023) (0.0018)
Country σs
Belgium 0.0275∗∗ 0.0420∗∗ −0.0347∗∗
(0.0093) (0.0056) (0.0047)
Canada 0.0131∗∗ 0.0342∗∗ −0.0283∗∗
(0.0041) (0.0047) (0.0039)
Denmark 0.0215∗∗ 0.0278∗∗ −0.0229∗∗
(0.0071) (0.0032) (0.0026)
Finland 0.0229∗∗ 0.0346∗∗ −0.0285∗∗
(0.0072) (0.0040) (0.0033)
France 0.0161∗∗ 0.0267∗∗ −0.0220∗∗
(0.0048) (0.0029) (0.0024)
UK 0.0144∗∗ 0.0223∗∗ −0.0184∗∗
(0.0043) (0.0023) (0.0019)
Italy 0.0143∗∗ 0.0337∗∗ −0.0278∗∗
(0.0042) (0.0040) (0.0034)
Netherlands 0.0132∗∗ 0.0217∗∗ −0.0179∗∗
(0.0039) (0.0023) (0.0019)
Norway 0.0156∗∗ 0.0253∗∗ −0.0209∗∗
(0.0047) (0.0028) (0.0022)
Sweden 0.0127∗∗ 0.0281∗∗ −0.0232∗∗
(0.0037) (0.0031) (0.0026)
USA 0.0239∗∗ 0.0237∗∗ −0.0196∗∗
(0.0087) (0.0025) (0.0021)
West-Germany 0.0162∗∗ 0.0281∗∗ −0.0232∗∗
(0.0050) (0.0034) (0.0029)
Note: Standard errors in parentheses. */** indicates that coeﬃcient
diﬀers from zero at 5/1% level of signiﬁcance.
23Table 7: Tests for ai = aj, for (KL)E structure
aE = aL aE = aK aL = aK
Industry σs
Basis metals 0.1905 0.0000 0.0000
Construction 0.1734 0.0000 0.0000
Food & Tob. 0.0306 0.0000 0.0000
Transport Eq. 0.0006 0.0000 0.0000
Non-metal. Min. 0.0019 0.0000 0.0000
Paper etc. 0.1374 0.0000 0.0000
Textiles etc. 0.1009 0.0000 0.0000
Country σs
Belgium 0.1804 0.0000 0.0000
Canada 0.0007 0.0000 0.0000
Denmark 0.4192 0.0000 0.0000
Finland 0.1582 0.0000 0.0000
France 0.0612 0.0000 0.0000
UK 0.1071 0.0000 0.0000
Italy 0.0009 0.0000 0.0000
Netherlands 0.0627 0.0000 0.0000
Norway 0.0730 0.0000 0.0000
Sweden 0.0014 0.0000 0.0000
USA 0.9824 0.0000 0.0000
West-Germany 0.0502 0.0000 0.0000
Note: Two-sided p-values for H0: ai = aj.
24nesting structure.
5 Discussion
Comparing the results of the previous section with the climate policy models
in Table 1, we can draw four conclusions.
The ﬁrst conclusion refers to the nesting structure chosen by the climate
policy models. Nearly all models have capital and labour in the same nest.
This nesting structure is supported by our results as the (KL)E nesting
structure seems to ﬁt the data best. The (KE)L nesting structure, as used
in Burniaux et al. (1992), on the other hand, performs rather poorly in terms
of goodness of ﬁt. The argument that the demand for capital and energy is
determined jointly, as machines use energy, is only partly valid. Capital is
not just the stock of available machines, but money invested in general, or
foregone consumption. Our results suggest that, given the (KL)E nesting
structure, substitution elasticities may be the same for both nests for several
countries and industries. Indeed, several of the models in Table 1 do not
have a separate nest for the capital-labour composite, but model both inputs
together with energy in a non-nested function. Hence our results support
the nesting choice for most of the models in Table 1.
It should be noted, however, that our results suggest that there is con-
siderable variation over countries and industries in substitution possibilities.
Our second conclusion therefore is that both the sizes of the elasticities, and
whether the nesting structure is (KL)E or non-nested KLE, vary consider-
ably over both countries and industries.
Our third conclusion refers to the sizes of the elasticities of substitution.
Several climate models that use a (KL)E or KLE (or KLEM) nesting struc-
ture use a unit elasticity of substitution for (part of the) production function.
However, our results for the (KL)E nesting structure, which is the nesting
structure that ﬁts the data best, show that we can reject the Cobb-Douglas
25function for all industries and for all countries. We ﬁnd that σKL,E ranges
from 0.1 to 0.6, while σK,L ranges from 0.2 to 0.6. The recent literature
on capital-labour production functions rejects unit elasticities, in favour of
smaller values, as well (see e.g. Antr` as (2004) and references therein). We
therefore conclude that the elasticities of substitution in (parts of) the pro-
duction functions in some of the papers in Table 1 are too high.
Our results for factor-speciﬁc technological change suggest that technol-
ogy trends diﬀer signiﬁcantly over inputs. Energy, labour and capital all
have a signiﬁcant rate of technological change, and they generally diﬀer sig-
niﬁcantly from each other. This is ignored in climate policy models that use
Cobb-Douglas production functions, since they do not allow technological
change to aﬀect relative marginal productivities of inputs. In addition, our
results go against models with total factor productivity growth. Our fourth
conclusion is therefore that most papers in Table 1 put too many restrictions
on their models regarding the possibilities for technological change.
What are the possible eﬀects of elasticities that are too high, and of a
rigid way of modeling changes in the production isoquant, on the results
that are found by climate policy models? First of all, changes in the elas-
ticity of substitution aﬀect the model results when there is no endogenous
technological change. As noted in the introduction, Jacoby et al. (2006)
found that the MIT EPPA model is most sensitive to changes in the elastic-
ity of substitution between the capital-labour composite and energy. Both
the model of Goulder and Schneider (1999) and the model of Popp (2004)
use a unit elasticity, which is rejected by the data.
Secondly the higher an elasticity of substitution, the easier it is to substi-
tute away from an input that faces an increase in its relative price, and the
lower will be the need to invest in input-saving technological change. As a
consequence, climate policy models that use elasticities of substitution that
are too high may underestimate the role of endogenous technological change
26in reducing the costs of climate policy. In addition, models with a Cobb-
Douglas production function neglect the role of factor-speciﬁc technological
change, since with a Cobb-Douglas production function technological change
does not aﬀect the relative marginal productivity of inputs. It is there-
fore impossible to aim innovations at energy-saving technologies: changes in
the production isoquant are always total factor productivity improvements.
Hence the costs of achieving a certain improvement in the productivity of
energy may be lower when moving away from a unit elasticity of substitu-
tion.
Finally, energy-speciﬁc technological change and total factor productiv-
ity growth (even at the industry or country level) all take away degrees of
freedom from an economy. Adding additional ﬂexibility to a model could
lead to a lower burden of climate policy on an economy.
6 Summary and conclusions
This paper contributes to the literature on climate policy modeling by es-
timating nested CES production functions using capital, labour and energy
as inputs. We ﬁnd that the nesting structure in which ﬁrst capital and
labour are combined using a CES function, and then this composite of cap-
ital and labour is combined with energy in a second CES function, ﬁts the
data best. For this (KL)E nesting structure we were, for most countries and
most industries, not able to reject the hypothesis that the elasticities are
equal for both nests. The (KL)E nesting structure, or its non-nested form
with equal elasticities for both nests, is used by most models in the applied
climate policy modeling literature. However, our estimates for the elastici-
ties of substitution vary substantially over countries and over industries, and
are lower than those used in some of the models. In addition we explicitly
reject unit elasticities of substitution (i.e. Cobb-Douglas production func-
tions). Regarding technological change, we ﬁnd factor-speciﬁc growth rates
27that are signiﬁcant and that mostly signiﬁcantly diﬀer from each other. We
reject total factor productivity growth (in favour of factor-speciﬁc techno-
logical change) and ’only energy-augmenting technological change’, both of
which are used by several papers in the climate policy literature.
Given that lower elasticities imply that it becomes harder to substitute
away from energy, and given that most models in the climate policy modeling
literature put too many restrictions on their models, we suggest that the
role of endogenous technological change in reducing the costs of climate
policy may be bigger than has been found by some climate policy models.
Whether this claim holds, should of course be tested by adapting the models
in Table 1 to our empirical ﬁndings, and comparing the additional eﬀect of
endogenous technological change in the original model with that from the
adapted model.
References
Antr` as, Pol (2004) ‘Is the U.S. aggragate production function Cobb-
Douglas? New estimates of the elasticity of substitution.’ Contributions
to Macroeconomics 4(1), Article 4
Berndt, Ernst R. (1991) The practice of econometrics: classic and contem-
porary (Addison-Wesley)
Bosetti, Valentina, Carlo Carraro, Marzio Galeotti, Emanuele Massetti, and
Massimo Tavoni (2006) ‘WITCH: a World Induced Technical Change
Hybrid model.’ Energy Journal 27 (Special issue: Hybrid modelling of
energy environment policies: reconciling bottom-up and top-down), 13–
37
Burniaux, Jean-Marc, John P. Martin, Guiseppe Nicoletti, and Joaquim
Oliveira Martins (1992) ‘GREEN a multi-sector, multi-region general
28equilibrium model for quantifying the costs of curbing CO2 emissions:
a technical manual.’ OECD Economics Department Working Paper 116
Chang, Kuo-Ping (1994) ‘Capital-energy substitution and the multi-level
CES production function.’ Energy Economics 16(1), 22–26
Cruz, Miguel, and Lawrence H. Goulder (1992) ‘An intertemporal general
equilibrium model for analyzing U.S. energy and environmental policies:
data documentation.’ Manuscript, Stanford University
Edenhofer, Ottmar, Nico Bauer, and Elmar Kriegler (2005) ‘The impact of
technological change on climate protection and welfare: insights from the
model MIND.’ Ecological Economics 54, 277–292
Gerlagh, Reyer, and Bob Van der Zwaan (2003) ‘Gross world product
and consumption in a global warming model with endogenous technical
change.’ Resource and Energy Economics 25, 35–57
Goulder, Lawrence H., and Stephen H. Schneider (1999) ‘Induced technolog-
ical change and the attractiveness of CO2 abatement policies.’ Resource
and Energy Economics 21, 211–253
Jacoby, Henry D., John M. Reilly, James R. McFarland, and Sergey Paltsev
(2006) ‘Technology and technical change in the MIT EPPA model.’ Energy
Economics 28, 610–631
Kemfert, Claudia (2002) ‘An integrated assessment model of economy-
energy-climate - the model WIAGEM.’ Integrated Assessment 3(4), 281–
298
Manne, Alan, Robert Mendelsohn, and Richard Richels (1995) ‘MERGE: a
model for evaluating regional and global eﬀects of GHG reduction poli-
cies.’ Energy Policy 23(1), 17–34
29Paltsev, Sergey, John M. Reilly, Henry D. Jacoby, Richard S. Eckaus, James
McFarland, Marcus Saroﬁm, Malcolm Asadoorian, and Mustafa Babiker
(2005) ‘The MIT Emissions Prediction and Policy Analysis (EPPA)
model: Version 4.’ MIT Joint Program on the Science and Policy of
Global Change Report No. 125
Popp, David (2004) ‘ENTICE: Endogenous technical change in the DICE
model of global warming.’ Journal of Environmental Economics and Man-
agement 48, 742–768
Prywes, Menahem (1986) ‘A nested CES approach to capital-energy substi-
tution.’ Energy Economics 8, 22–28
Sue Wing, Ian (2003) ‘Induced technical change and the cost of climate
policy.’ MIT Joint Program on the Science and Policy of Global Change
Report 102
van Soest, Daan P., John List, and Tim Jeppesen (2006) ‘Shadow prices,
environmental stringency, and international competitiveness.’ European
Economic Review 50, 1151–1167
30NOTE DI LAVORO DELLA FONDAZIONE ENI ENRICO MATTEI 
Fondazione Eni Enrico Mattei Working Paper Series 











NOTE DI LAVORO PUBLISHED IN 2007 
NRM 1.2007  Rinaldo Brau, Alessandro Lanza, and Francesco Pigliaru: How Fast are Small Tourism Countries Growing? 
The 1980-2003 Evidence 
PRCG 2.2007  C.V. Fiorio, M. Florio, S. Salini and P. Ferrari: Consumers’ Attitudes on Services of General Interest in the EU: 
Accessibility, Price and Quality 2000-2004 
PRCG 3.2007  Cesare Dosi and Michele Moretto: Concession Bidding Rules and Investment Time Flexibility 
IEM 4.2007  Chiara Longo, Matteo Manera, Anil Markandya and Elisa Scarpa: Evaluating the Empirical Performance of 
Alternative Econometric Models for Oil Price Forecasting 
PRCG 5.2007  Bernardo Bortolotti, William Megginson and Scott B. Smart: The Rise of Accelerated Seasoned Equity 
Underwritings 
CCMP 6.2007  Valentina Bosetti and Massimo Tavoni: Uncertain R&D, Backstop Technology and GHGs Stabilization 
CCMP 7.2007  Robert Küster, Ingo Ellersdorfer, Ulrich Fahl (lxxxi): A CGE-Analysis of Energy Policies Considering Labor 
Market Imperfections and Technology Specifications 
CCMP 8.2007  Mònica Serrano (lxxxi): The Production and Consumption Accounting Principles as a Guideline for Designing 
Environmental Tax Policy 
CCMP 9.2007  Erwin L. Corong (lxxxi): Economic and Poverty Impacts of a Voluntary Carbon Reduction for a Small 
Liberalized Developing Economy: The Case of the Philippines 
CCMP 10.2007  Valentina Bosetti, Emanuele Massetti, and Massimo Tavoni: The WITCH Model. Structure, Baseline, Solutions 
SIEV 11.2007  Margherita Turvani, Aline Chiabai, Anna Alberini and Stefania Tonin: Public Policies for Contaminated Site 
Cleanup: The Opinions of the Italian Public 
CCMP 12.2007  M. Berrittella, A. Certa, M. Enea and P. Zito: An Analytic Hierarchy Process for The Evaluation of Transport 
Policies to Reduce Climate Change Impacts 
NRM 13.2007  Francesco Bosello, Barbara Buchner, Jacopo Crimi, Carlo Giupponi and Andrea Povellato: The Kyoto 
Protocol and the Effect of Existing and Planned Measures in the Agricultural and Forestry Sector in the EU25 
NRM 14.2007  Francesco Bosello, Carlo Giupponi and Andrea Povellato: A Review of Recent Studies on Cost Effectiveness of 
GHG Mitigation Measures in the European Agro-Forestry Sector 
CCMP 15.2007  Massimo Tavoni, Brent Sohngen, and Valentina Bosetti: Forestry and the Carbon Market Response to Stabilize 
Climate 
ETA 16.2007  Erik Ansink and Arjan Ruijs: Climate Change and the Stability of Water Allocation Agreements 
ETA 17.2007  François Gusdorf and Stéphane Hallegatte: Compact or Spread-Out Cities: Urban Planning, Taxation, and the 
Vulnerability to Transportation Shocks 
NRM 18.2007  Giovanni Bella: A Bug’s Life: Competition Among Species Towards the Environment 
IEM 19.2007  Valeria Termini and Laura Cavallo: “Spot, Bilateral and Futures Trading in Electricity Markets. Implications for 
Stability” 
ETA 20.2007  Stéphane Hallegatte and Michael Ghil: Endogenous Business Cycles and the Economic Response to Exogenous 
Shocks 
CTN 21.2007  Thierry Bréchet, François Gerard and Henry Tulkens: Climate Coalitions: A Theoretical and Computational 
Appraisal 
CCMP 22.2007  Claudia Kettner, Angela Köppl, Stefan P. Schleicher and Gregor Thenius: Stringency and Distribution  in the 
EU Emissions Trading Scheme –The 2005 Evidence 
NRM 23.2007  Hongyu Ding, Arjan Ruijs and Ekko C. van Ierland: Designing a Decision Support System for Marine Reserves 
Management: An Economic Analysis for the Dutch North Sea 
CCMP 24.2007  Massimiliano Mazzanti, Anna Montini and Roberto Zoboli: Economic Dynamics, Emission Trends and the EKC 
Hypothesis New Evidence Using NAMEA and Provincial Panel Data for Italy 
ETA 25.2007  Joan Canton: Redealing the Cards: How the Presence of an Eco-Industry Modifies the Political Economy of 
Environmental Policies 
ETA 26.2007  Joan Canton: Environmental Taxation and International Eco-Industries 
CCMP 27.2007  Oscar Cacho and Leslie Lipper (lxxxii): Abatement and Transaction Costs of Carbon-Sink Projects Involving 
Smallholders 
CCMP 28.2007  A. Caparrós, E. Cerdá, P. Ovando and P. Campos  (lxxxii): Carbon Sequestration with Reforestations and 
Biodiversity-Scenic Values 
CCMP 29.2007  Georg E. Kindermann, Michael Obersteiner, Ewald Rametsteiner and Ian McCallcum (lxxxii): Predicting the 
Deforestation–Trend Under Different Carbon–Prices CCMP 30.2007  Raul Ponce-Hernandez (lxxxii): A Modelling Framework for Addressing the Synergies between Global 
Conventions through Land Use Changes: Carbon Sequestration, Biodiversity Conservation, Prevention of Land 
Degradation and Food Security in Agricultural and Forested Lands in Developing Countries 
ETA 31.2007  Michele Moretto and Gianpaolo Rossini: Are Workers’ Enterprises Entry Policies Conventional 
KTHC 32.2007  Giacomo Degli Antoni: Do Social Relations Affect Economic Welfare? A Microeconomic Empirical Analysis 
CCMP 33.2007  Reyer Gerlagh and Onno Kuik: Carbon Leakage with International Technology Spillovers 
CCMP 34.2007  Richard S.J. Tol: The Impact of a Carbon Tax on International Tourism 
CCMP 35.2007  Reyer Gerlagh, Snorre Kverndokk and Knut Einar Rosendahl: Optimal Timing of Environmental Policy; 
Interaction Between Environmental Taxes and Innovation Externalitie 
SIEV 36.2007  Anna Alberini and Alberto Longo: Valuing the Cultural Monuments of Armenia: Bayesian Updating of Prior 
Beliefs in Contingent Valuation 
CCMP 37.2007  Roeland Bracke, Tom Verbeke and Veerle Dejonckheere: What Distinguishes EMAS Participants? An 
Exploration of Company Characteristics 
CCMP 38.2007  E. Tzouvelekas, D. Vouvaki and A. Xepapadeas: Total Factor Productivity Growth and the Environment: A Case 
for Green Growth Accounting 
CCMP 39.2007  Klaus Keller, Louise I. Miltich, Alexander Robinson and Richard S.J. Tol: How Overconfident are Current
Projections of Anthropogenic Carbon Dioxide Emissions? 
CCMP 40.2007  Massimiliano Mazzanti
 
and Roberto Zoboli: Environmental Efficiency, Emission Trends and Labour 
Productivity: Trade-Off or Joint Dynamics? Empirical Evidence Using NAMEA Panel Data 
PRCG 41.2007  Veronica Ronchi: Populism and Neopopulism in Latin America: Clientelism, Trade Union Organisation and 
Electoral Support in Mexico and Argentina in the ‘90s 
PRCG 42.2007  Veronica Ronchi: The Neoliberal Myth in Latin America: The Cases of Mexico and Argentina in the ‘90s 
CCMP 43.2007  David Anthoff, Cameron Hepburn  and Richard S.J. Tol: Equity Weighting and the Marginal Damage Costs of 
Climate Change 
ETA 44.2007  Bouwe R. Dijkstra  and Dirk T.G. Rübbelke: Group Rewards and Individual Sanctions in Environmental Policy 
KTHC 45.2007  Benno Torgler: Trust in International Organizations: An Empirical Investigation Focusing on the United Nations
CCMP 46.2007  Enrica De Cian, Elisa Lanzi  and Roberto Roson: The Impact of Temperature Change on Energy Demand: A 
Dynamic Panel Analysis 





(lxxxi) This paper was presented at the EAERE-FEEM-VIU Summer School on "Computable General 
Equilibrium Modeling in Environmental and Resource Economics", held in Venice from June 25th to 
July 1st, 2006 and supported by the Marie Curie Series of Conferences "European Summer School in 
Resource and Environmental Economics". 
(lxxxii) This paper was presented at the Workshop on “Climate Mitigation Measures in the Agro-Forestry 
Sector and Biodiversity Futures”, Trieste, 16-17 October 2006 and jointly organised by The Ecological 
and Environmental Economics - EEE Programme, The Abdus Salam International Centre for Theoretical 
Physics - ICTP, UNESCO Man and the Biosphere Programme - MAB, and The International Institute for 









  2007 SERIES 
  CCMP  Climate Change Modelling and Policy  (Editor: Marzio Galeotti ) 
  SIEV  Sustainability Indicators and Environmental Valuation (Editor: Anil Markandya) 
  NRM  Natural Resources Management  (Editor: Carlo Giupponi) 
  KTHC  Knowledge, Technology, Human Capital  (Editor: Gianmarco Ottaviano) 
  IEM  International Energy Markets (Editor: Matteo Manera) 
  CSRM  Corporate Social Responsibility and Sustainable Management (Editor: Giulio Sapelli) 
  PRCG  Privatisation Regulation Corporate Governance (Editor: Bernardo Bortolotti) 
  ETA  Economic Theory and Applications (Editor: Carlo Carraro) 
  CTN  Coalition Theory Network 
 