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Abstract
Programming and mathematics are core areas of computer science (CS) and consequently
also important parts of CS education. Introductory instruction in these two topics is,
however, not without problems. Studies show that CS students find programming diffi-
cult to learn and that teaching mathematical topics to CS novices is challenging. One
reason for the latter is the disconnection between mathematics and programming found
in many CS curricula, which results in students not seeing the relevance of the subject
for their studies. In addition, reports indicate that students’ mathematical capability
and maturity levels are dropping.
The challenges faced when teaching mathematics and programming at CS depart-
ments can also be traced back to gaps in students’ prior education. In Finland the high
school curriculum does not include CS as a subject; instead, focus is on learning to use
the computer and its applications as tools. Similarly, many of the mathematics courses
emphasize application of formulas, while logic, formalisms and proofs, which are impor-
tant in CS, are avoided. Consequently, high school graduates are not well prepared for
studies in CS.
Motivated by these challenges, the goal of the present work is to describe new ap-
proaches to teaching mathematics and programming aimed at addressing these issues:
• Structured derivations is a logic-based approach to teaching mathematics, where
formalisms and justifications are made explicit. The aim is to help students become
better at communicating their reasoning using mathematical language and logical
notation at the same time as they become more confident with formalisms.
• The Python programming language was originally designed with education in mind,
and has a simple syntax compared to many other popular languages. The aim of
using it in instruction is to address algorithms and their implementation in a way
that allows focus to be put on learning algorithmic thinking and programming
instead of on learning a complex syntax.
• Invariant based programming is a diagrammatic approach to developing programs
that are correct by construction. The approach is based on elementary propositional
and predicate logic, and makes explicit the underlying mathematical foundations
of programming. The aim is also to show how mathematics in general, and logic
in particular, can be used to create better programs.
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In addition to describing how these approaches can be used in education, we have con-
ducted empirical studies in authentic classroom settings at high school and university
level to examine the suitability of the approaches in a teaching context. The findings in-
dicate several benefits of introducing the approaches in novice education, and also point
out places for improvement related to the approaches per se as well as to the way in
which they are used in instruction.
Keywords: introductory programming education, mathematics education, high school,
secondary school education, novices, structured derivations, invariant based program-
ming, Python
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Preface
To set the stage for the thesis, it seems appropriate to first consider why I would conduct
research in this area, that is, mathematics and programming education. In summary,
this work is the result of bringing together three underlying reasons.
First, I have always been fascinated by computers and computer technology, but I
never really understood what computer science as a discipline was about. We had some
computer courses at school, but most of the time we students were the ones educating
our teacher instead of the other way around. In addition, the courses were completely
focused on using the computer as a tool to write documents, create spreadsheets and
play games. I think it is safe to say that I did not actually have a clue about what
computer science was when I enrolled for studies in the field. I hoped that it would
have something to do with computers, but little did I know about the importance of
abstraction, formalisms and mathematics. The Swedish term for my degree program
at the time, informationsbehandling, which literally translated would be something like
“information processing” did not give much away either. Most people thought I was going
to study to become a journalist or a librarian.
Second, ever since I was a little girl, I have enjoyed explaining things to others, both
in everyday life and at school. It was therefore no wonder that I found myself teaching
both before and after I received my Master’s degree. Once again I was faced with the
same question on the nature of computer science, but now from a different perspective –
how could I teach the fundaments in as good a way as possible?
Third, I actually never cared much for mathematics in elementary school, but in
junior high I had a great mathematics teacher who sparked my interest. The interest
stayed alive throughout high school, and when I enrolled at the university, the negative
attitudes towards mathematics among many of my peers came as a surprise. The fur-
ther I progressed in my studies, the more I realized that I really did need the skills I
had learned from mathematics. Not necessarily the techniques for how to, say, solve a
differential equation, but rather the reasoning and thinking skills developed when “doing
mathematics”. The question was how I could help my students see the same thing.
Before moving on, I also want to position myself as a researcher. I am not an ed-
ucationalist. Rather, I am a computer scientist with a genuine interest in educational
aspects. Being a computer scientist conducting education related research means that I
am not able to see or reveal everything that an educationalist would. In order to improve
v
my knowledge of educational aspects, I have studied pedagogics, educational technology
and research methods in education rather extensively both before and while working on
this thesis. Nevertheless, I will still lack the deep and extensive understanding that only
a person with solid experience in the field has.
However, to be able to evaluate and improve methods used in computer science
education, one needs solid understanding of the underlying principles of the discipline.
As a computer scientist, I also have personal experience in learning the programming
and mathematics taught in the introductory curriculum from scratch. By sharing the
same discipline context it becomes easier to know what issues to focus on. Similarly,
when analyzing the data, the “insider knowledge” makes it easier to interpret the results
and decide on improvements since technical and other discipline specific concepts are
familiar. For the research presented in this thesis, I therefore see it as a strength that I
am a computer scientist rather than an educationalist.
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Part I
Research Summary
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Chapter 1
Introduction
In this chapter, we give an overview of the thesis and a brief background to motivate the
work.
1.1 Background
Programming makes up an essential part of the standard practices of computer science
(CS), and can be seen as one of the core skills that a computer scientist should achieve
competence in [46]. Another such area is mathematics, as CS “depends on mathemat-
ics for many of its fundamental definitions, axioms, theorems, and proof techniques. In
addition, mathematics provides a language for working with ideas relevant to CS, spe-
cific tools for analysis and verification, and a theoretical framework for understanding
important computing ideas.” [104, p. 40] .
Due to their evident importance for the entire discipline, programming and mathe-
matics constitute essential parts of the CS curriculum [104]. However, teaching program-
ming and mathematics is not without problems. Programming has traditionally been
viewed as a difficult topic, and research has shown that novices face several problems
when learning to program [72, 120, 131, 174, 196]. In order to address the difficulties,
different approaches have been suggested, for instance, based on curricula, pedagogical
principles, tools and language choice [154]. Nevertheless, after years of research and at-
tempts to improve the learning outcomes, programming still appears difficult to students.
Teaching mathematics is also challenging, but for somewhat other reasons. Whereas
students enrolling at a CS department expect and anticipate to learn programming,
the relevance of mathematics is seldom as clear; rather, students exhibit an attitude
problem towards studying mathematics. This can be partly explained by the separation
between theory and practice, which is commonplace in CS curricula. Instead of viewing
mathematics as an integral part of programming, it is seen as a separate "add-on" [84].
Clearly, convincing students of the relevance of mathematics for their career as computer
scientists under such circumstances is challenging.
The challenges at CS departments can also be traced back to lower levels of educa-
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tion. For instance in Finland, most students who enroll for studies at university level
have a background in high school education,1 where CS is not taught as an individual
subject [71]. Instead of giving students the opportunity to learn about concepts such as
algorithms, data structures and design, the computer and its applications are used as
tools in other subjects. The rationale for this is to guarantee that all students graduating
from high school are capable of using the computer efficiently in various ways. Although
this is a sound reason, it neglects those students who would be interested in learning
more about the underlying science. In addition, when students’ main exposure to CS is
from a user’s point of view, it is no wonder that those enrolling at CS departments have
a hard time understanding the need for mathematics. After all, they have been able to
“study CS” earlier, without the need to involve any mathematics.
There are also reports on a drop in mathematical capability and maturity levels
among Finnish high school graduates [129]. The students are still offered extensive
training in mathematics; depending on the choice of syllabus, a student can have up
to ten compulsory and three elective mathematics courses. However, a review of the
curriculum development indicates that courses have been lightened and requirements have
been lowered [115, 128]. In addition, the focus of the mathematics taught has changed.
Calculators and formula collections are used extensively, and “doing mathematics” has to
a rather large extent become a matter of inputting numbers in the right spots. Sorvali
[195] argues that this cannot even be called mathematics; for something to be viewed as
mathematics it needs to involve creativity and logical reasoning. Logic, formalisms and
proofs are, however, avoided in Finnish high school mathematics and are currently only
covered in one elective course [71]. The lack of logic and proof is not only a problem in
the Finnish context, but is reported on elsewhere as well (for instance, [93, 97, 185]).
As a consequence of the lack of mathematical maturity among beginning students,
formal techniques are usually avoided in introductory CS education; these are viewed
as difficult topics requiring prerequisite knowledge of advanced mathematics and logic,
which novices simply do not have [200] and show little interest in learning. Consequently,
theoretical courses have traditionally been deferred to later in the university studies.
Thus, we get caught in a vicious circle where the courses that could improve students’
appreciation for mathematics are postponed due to students lacking the skills necessary
to complete the courses. When the material is introduced at more advanced levels,
allowances must be made since the typical student’s maturity level for the material is
deficient and therefore must be developed.
As a result, some major problems are typically observed at CS departments: in
addition to the widely recognized challenges with learning “practical programming”, most
students also lack confidence in the use of formalisms and logic, and do not see the
relevance of theory in CS. These three issues make up the driving force behind this
thesis.
1In the Finnish educational system, high schools are referred to as upper secondary schools, providing
general education to students aged 16-19.
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1.2 Focus of Research
The present work builds on nine original publications listed on pages vii-viii above. The
primary goal of the research is to contribute to the discussion on how programming
and mathematics can be taught at high school and introductory university level, with
a particular focus on developing the skills needed when studying at a CS department.
This is accomplished by presenting and evaluating three teaching approaches:
• Structured derivations is a logic-based approach to teaching mathematics, offer-
ing a systematic presentation of mathematical solutions and proofs. A structured
derivation has a fixed format, where formalisms and justifications are made explicit
and logic becomes a tool for doing mathematics rather than an object of mathe-
matical study. The aim is to help students become better at communicating their
reasoning using mathematical language and logical notation at the same time as
they become more confident with formalisms.
• Python is a dynamic interpreted programming language, which was originally de-
signed with education in mind. Compared to many other popular languages,
Python has a simple syntax, which may avoid the risk of novices having to pay
too much attention to a verbose syntax at the expense of the core concepts of pro-
gramming. The aim of using Python in instruction is thus to address algorithms
and their implementation in a way that allows main focus to be put on algorithmic
thinking and programming concepts rather than on sorting out and memorizing a
complex syntax.
• Invariant based programming is a diagrammatic approach to developing programs
that are correct by construction. The approach is based on elementary propositional
and predicate calculus, and does hence not require prior knowledge in advanced
mathematics or logic. The aim is to make explicit how, and why, a program works
as well as to show how logic can be used to create better programs.
Essentially, each approach introduces a new notation for doing mathematics or con-
structing programs. Although the approaches may seem rather distinct at first, they
share many similarities. Proofs in invariant based programming can be written as struc-
tured derivations and an invariant based program can be translated into executable code
(for instance, in Python). Consequently, the invariant based approach serves as a con-
crete link between programming and mathematics. The methods are described in more
detail in chapters 3,4 and 5, as well as in the corresponding publications (Part II).
The research approach is empirical and all studies are based on courses that have taken
place in authentic settings, i.e. classrooms at high schools or at the university (with the
author or a colleague as the teacher). Data have been collected through questionnaires,
observations, exams and interviews, which have been analyzed using both qualitative and
quantitative methods.
The research is built on the developmental research methodology, which is described
in section 6.2. In line with this methodology, the results of the studies have been used
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to inform the further development of the approaches, modify how these have been used
in the teaching situation (for instance, by changing the order in which topics are intro-
duced) and to suggest points of interest for further investigation. The goal is thus not to
implement a complete curriculum or a “ready-made” product, but to contribute to the
further development of 1) mathematics and programming education with a special focus
on students who are or seek to become CS majors on one hand, and 2) the teaching
approaches introduced on the other.
1.3 Research Questions
The detailed research questions addressed vary from study to study, but all of them aim
at exploring one or more of the following main research questions:
• How can the approaches be introduced in education? This is not a question to be
explicitly investigated, but is rather addressed in a descriptive manner.
• How are the approaches experienced by the students? This question is important
for structured derivations and invariant based programming in particular, as these
methods are quite different from the traditional approaches to teaching mathemat-
ics and programming at introductory level. A method that is not appreciated by
students can still yield good results; this may, however, not be successful in the long
run. Factors such as motivation, affect and values2 are important for student suc-
cess [8], since teaching that is considered uninteresting or unappealing tend to lead
to students dropping out [33, 155]. This is an especially important aspect given the
decrease in enrollment to CS departments; in such situations it becomes important
to choose teaching approaches that appeal to the students [119]. To some extent,
this question also touches upon the effect the newly introduced methods have on
student performance compared to using the traditional approaches.
• What are the potential difficulties and how can they be avoided/eased? This ques-
tion aims at investigating what difficulties students encounter when using the re-
spective approaches, and is addressed by analyzing student created solutions and
programs as well as student feedback. The aim is to provide insight into how the
approaches could be modified in order to better suit a certain educational setting.
In addition, we seek to address this question at a more general level: although the
studies have been conducted using specific teaching approaches, the aim is to pro-
vide results that can be used to contribute to the understanding of difficulties faced
when using other similar approaches to teaching mathematics and programming.
For instance, the results from the studies on invariant based programming can be
used to indicate where difficulties of proving program correctness lie, regardless of
the method of instruction used.
2These factors and their relationship to learning are covered in section 2.1.
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The study specific questions are listed in chapter 7 as the respective publications are
briefly summarized. In addition to addressing these questions, a secondary aim is to
evaluate the use of the developmental research approach for studying and developing
new teaching methods.
For each of the three approaches, one paper has served as a background publication
also discussing how the approach has been introduced in education (Paper I for structured
derivations, Paper V for Python and Paper VIII for invariant based programming). Due
to the highly exploratory nature of introducing a teaching approach for the first time in
a given context, the main goal of these papers is not necessarily to address any specific
research questions. Rather, the intention is to describe the respective approaches, give
a model for how they could be introduced in an educational setting, and point out
interesting issues for further investigation.
1.4 Structure of the Thesis
This thesis consists of two parts: a summary and nine empirical publications. The main
purpose of the summary is to synthesize and discuss the aggregated results presented
in the publications. After this introductory chapter, the contextual framework will be
described in more detail in chapter 2. Chapters 3-5 introduce the evaluated approaches
and chapter 6 contains an overview of the research design and the methodological choices
made in the empirical studies. With these contextual and methodological considerations
as a background, the nine publications and the corresponding results are summarized in
chapter 7. The findings are discussed in chapter 8, which also contains comments on the
limitations and relevance of the research presented. The final chapter (9) concludes the
thesis and gives suggestions for future research. The summary is followed by the original
publications in numerical order.
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Chapter 2
Research Context
The goal of this chapter is to provide a contextual framework for the research. First, we
give a brief background on motivation and learning, after which we present the rationale
for our work from the perspective of traditional education in mathematics and program-
ming at high school and university level. A discussion on the aspect of notation in these
educational contexts is also included.
2.1 Motivation and Learning
As was briefly argued when presenting the second main research question in section
1.3, student attitudes towards teaching and the methods applied is a crucial factor to
consider when designing education. Although motivational factors and approaches to
learning are not explicitly covered in the studies of this thesis, it is important to have a
basic understanding for how these are related and how they can affect attitudes towards
learning new approaches.
Motivation has been called the “sine qua non for learning” [125, p. 378], in other
words, there would not be any learning without motivation. A common definition of
motivation is, however, hard to find. One popular way of defining it is based on its
behavioral outcomes, for instance, as something that “creates the ‘movement’ of learning”
[66, p. 8] and explains “what gets people going, keeps them going, and helps them finish
tasks” [159, p. 104]. In this sense, motivation is seen as providing “a source of energy
that is responsible for why learners decide to make an effort, how long they are willing
to sustain an effort, how hard they are going to pursue it, and how connected they feel
to the activity” [175]. Another common definition is to view motivation as a product,
refering to “a willingness, desire, or condition of arousal or activation” [8, p. 369].
Since motivation affects student choices and levels of engagement, it will consequently
influence learning, achievement and performance [8]. The motivational outcomes are,
however, also affected by other factors apart from motivation, such as prior knowledge
and ability level. Students may, for instance, perform well without being highly moti-
vated. In addition, students with the same motivational goals may end up with different
9
outcomes, depending on what choices they make, where they focus their attention and
how persistant they are in pursuing the goal [125].
Many factors are relevant when trying to understand and explain motivation. Three
related constructs in this context are goals, values and affect, which are all associated
with students’ persistence, effort of engagement and performance level [8]. For instance,
students who value a task or find it interesting are likely to show high levels of engagement
towards and enjoyment in it. In the context of our work in general, and the second main
research question in particular, the most relevant construct to consider is that of affect.
Affect, i.e. the experience of emotions, has an impact on the goals students choose to
pursue and can lead to valuing particular tasks, behaviors and activities. When designing
education it is hence essential to focus on making the activities as enjoyable as possible,
since positive initial experiences with an activity are transformed into a “more sustained
value of interest for similar tasks. Over time and with repeated exposure to a domain,
students develop more enduring values.” [8, p. 383] What happens in the classroom also
influences, for better or for worse, the motivational levels that students bring to class in
the first place [49].
Types of motivation and their connection to learning are another relevant aspect to
consider. Motivation can be either extrinsic or intrinsic [52, 103]. Extrinsic motivation
refers to behavior where an activity is performed for external reasons or rewards; in
an educational setting, such reinforcements can be marks, grades and different kinds
of qualifications. Intrinsic motivation, on the other hand, is derived from within the
person or the activity itself, and the activity is maintained because the person thinks it
is meaningful and genuinely interesting; in a school setting such motivation is exhibited
by students who learn out of interest and a wish to find something out.
These two types of motivation are closely related to approaches to learning. The main
distinction is that between deep and surface learning, which was originally identified by
Marton and Säljö in the 1970s [130] and since further elaborated by, for instance, Biggs
[28], Entwistle [65] and Ramsden [168]. The intention of a deep approach to learning
is “to understand ideas for yourself”, whereas a surface approach aims at “[coping] with
course requirements” [66, p. 19]. Deep learning is thus characterised by a student’s
attempt to search for meaning in a task, looking for patterns and underlying principles,
critically analyzing new ideas and relating them to previous knowledge and experience.
Students adopting a deep approach to learning tend to be intrinsically motivated (for
instance, studying the underlying theory of mathematical formulas in order to develop
a better understanding for the topic) [65, 130]. Surface learning, in contrast, relies on
learning by heart, studying without reflecting and treating material as unlinked pieces of
knowledge. Students adopting a deep approach become actively interested in the course
content, whereas those exhibiting surface learning feel pressured and find it difficult to
make sense of new material. Surface learners tend to be extrinsically motivated (for
instance, learning mathematical formulas by heart merely to get a good grade) [65, 130].
Clearly, the two types of motivation and learning play a role in students’ willingness
to learn new topics and thus also their attitudes towards new teaching approaches. For
instance, a student who adopts a deep approach to learning mathematics and wants to
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learn for her own sake may not have anything against learning a new teaching approach;
a student who, on the other hand, is only interested in passing the course and adopts
a surface approach would probably not see any point in spending time on also getting
familiar with a new approach.
2.2 Nature of Computer Science
One could argue that CS of today is not the same as it was twenty years ago, but rather
that the technological advances, the Internet, the mobilization, the new threats and
security issues have rendered the discipline a rather different one. One could therefore
contend that CS students in the 21th century need to learn different things than did
their peers in the 1980s and 1990s; that students of today need to learn how to apply,
design and understand practice, not how to reason in the small, use logic and understand
theory.
However, looking at it from another perspective, CS is still a science based on funda-
ments that do not change, regardless of the rapid development of the technology and its
applications. In order for the applications to keep developing, somebody needs to study
and advance the underlying science.
The latest curriculum guidelines published by the ACM, Computing Curricula 2001
(CC2001) [104],1 summarize the body of knowledge in CS and the number of hours
suggested for core topics ranging from none to 43 hours. Hours in this context refer to
the time required for presenting the material in a traditional lecture format. This time
does not include any out-of-class work, which according to the guidelines should be three
times the time spent in class on a certain topic. A unit listed as 4 hours will thus in
practice involve 16 hours of work (4 in class and 12 outside).
The core topics are defined as topics that are required of all CS students. Of the 14
bodies of knowledge, discrete structures and programming fundamentals are considered
the top two; according to the recommendations, the former should contain at least 43
hours of core topics and the latter 38 hours. These two topics are also the only ones
for which all listed subtopics are considered core ones. Programming and (discrete)
mathematics can thus be seen as fundamental parts of CS.
2.3 Programming in Education
Role of programming in CS The implementation of CC2001 is divided into three
levels: introductory, intermediate and advanced courses. Six strategies for how to imple-
ment the introductory courses are given, and programming makes up an essential part
of each of these strategies. It thus appears clear that programming is considered an
important component of the introductory curriculum. The authors of CC2001 point out
that this has been the case throughout the history of the discipline, as the development
1CC2001 is one of the many curricula developed for CS education within the ACM. The first curricula
guidelines were published in 1968.
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of programming skills has been the primary emphasis in most introductory courses. The
authors assert that this has many positive aspects, starting from as simple a reason as the
fact that students like programming. In addition, programming is an essential skill that
must be mastered by CS students, and placing it early in the curriculum ensures that
students have the necessary facility with programming when they enroll in intermediate
and advanced courses. Programming courses also meet external (employer) needs.
CC2001 also mentions some negative aspects of this focus on programming in the
introductory curriculum. First, it may introduce the risk of students getting a limited
sense of what the discipline is about. A strong emphasis on practical programming skills
also leads to theoretical topics being deferred until later. Whereas including theory early
could help students understand the practical material, it may not have the same “im-
mediate relevance” when introduced later on. For majors, the lack of theory early on
may reinforce the misconception that mathematics and theoretical topics are irrelevant.
Non-majors, on the other hand, who only take introductory courses, will not get exposed
to the underlying theoretical foundations at all. CC2001 also states that programming
courses often focus on syntax and the characteristics of a programming language, which
results in students spending the majority of their attention on these relatively unimpor-
tant details rather than on developing the underlying algorithmic skills.
State of programming education CS has traditionally been considered a university
topic [24] and is well developed at that level of education [204]. Studying CS in gen-
eral, and programming in particular, however, develops skills such as logical reasoning,
algorithmic thinking, design and structured problem solving, which are valuable to any-
one, not only computer scientists. Consequently, CS could be considered an important
part of general education, and along these lines model curricula for high school CS were
developed already in the 1990s, for instance, by the ACM [137] and in Israel [74].
In Finland, on the other hand, the development has gone in the opposite direction:
while CS used to be included in the high school core curriculum, this is no longer the
case. Starting with the curriculum published in 1994, CS is covered in other subjects
through the use of the computer and its applications [71, 108]. As a result, the only
experience most high school graduates have from CS (both at home and at school) is
based on the practical use of computers. Such experience does not develop the important
meta skills mentioned above. Considering also that 1) the goal of Finnish high schools is
to prepare students for future studies and life in general and 2) research indicates that
pre-university CS courses increase the chance of students succeeding at university level
[5, 37, 89, 201, 213], the lack of CS education in Finnish high schools can be considered
a severe shortage.
Novice difficulties Regardless of the level of education, programming is commonly
considered a challenging topic to learn and hence also to teach. When learning to pro-
gram, novices are not only faced with solving a problem; they also have to learn the
syntax and semantics of a programming language and how to express solutions in a for-
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mat that the computer can understand. During this process many difficulties may be
encountered for a variety of reasons. In the following we will review some of the research
that has been conducted with regard to novice programmers’ difficulties. Other good
overviews are, for instance, given in the collection of studies on the novice program-
mer edited by Spohrer and Soloway [197] and the extensive review of novice difficulties
compiled by Robins et al. [174].
When learning to program, students create their own understanding as they interpret
the learning material. The resulting understanding is commonly referred to as a mental
model [167, 215]. Having viable mental models is important when learning to program, as
non-viable models tend to result in different kinds of misunderstandings [123]. Research
has, however, indicated that novice programmers tend to have non-viable mental models
of, for instance, the computer [109], basic programming concepts such as value and
reference assignment [123], and more advanced topics like recursion [80].
Spohrer and Soloway [196] found that a few bug types constitute the majority of the
errors made by novice programmers. They called the main problems “plan composition
problems”, meaning that students find it difficult to put the pieces of a program together
correctly. Nine plausible reasons for this type of difficulties are identified; for instance,
mapping from natural language to a programming one and not dealing with unexpected
cases in the implementation. Another, not as frequent, reason for bugs was “construct
based problems”, that is, difficulties related to learning the semantics of programming
language constructs. These can occur, for instance, when a novice assumes that the com-
puter will interpret a construct in the same manner he or she does intuitively. Another
reason for construct based problems is inconsistency; students may understand how a
construct works in one situation and assume it will work similarly in other, different
situations as well.
More recently, novice difficulties have been investigated in multi-national and multi-
institutional studies [120, 131]. The results from these indicate that beginning program-
mers find it difficult to abstract a problem from its description and lack the skills needed
to trace the execution of short pieces of code after their first programming course. The
latter suggests that not only is producing code difficult, but also reading it.
An international survey among beginning programmers [114] indicated that students
find it difficult to detect bugs and handle errors in their programs. This is argued to be
an example of students’ inability to understand a program in its entirety, instead of as
only a collection of code fragments. Similar findings have been presented in the literature
[121], suggesting that novices read a program line by line instead of as a whole.
The results of the survey [114] also showed that students perceive abstract concepts,
such as recursion, pointers and references and abstract data types, as more difficult than
other topics. Novices’ difficulties with abstraction has also been demonstrated in other
studies [36]. Beginning students tend to have concrete models of programming code in
the form of operations and control flow, with only little domain-level knowledge in the
form of function and data flow [48].
Research suggests that novices demonstrate several misunderstanding when it comes
to central object-oriented concepts like object and class [60]. Another study showed that
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students consider object-oriented concepts and design more difficult to understand than
topics such as variables, methods and arrays [36]. Object-oriented programming has
been recognized as a Threshold Concept in CS education [31]. Threshold Concepts is a
framework which has recently received more attention in CS, and used to refer to parts
of the curriculum that students must understand in order to make progress in the field
[176]. These concepts are potentially troublesome for students [31].
Research has also pinpointed difficulties with specific programming constructs. Vari-
ables have traditionally been considered difficult among students [87, 181, 193], who for
instance believe that a variable can contain two values at the same time. It is common
for students to see variables as boxes, which is an analogy unsuitable in the programming
context. Parameters in general and parameter passing in particular also pose problems to
novice programmers [72, 124]. As an example of a difficulty related to a control structure,
one can mention the so called “off-by-one” bug, which is a common boundary problem
when dealing with iteration [196].
Formal methods The prevalent way of teaching programming relies on a “trial and
error” approach, where focus is on getting students to produce code using a given pro-
gramming language. Testing and debugging programs are important parts of learning to
program, but as the famous quote by Dijkstra [58] states, “[p]rogram testing can be used
to show the presence of bugs, but never to show their absence!” (p. 6). No matter how
many tests the program may have passed successfully, just one test on which it fails is
enough to show that it is not correct. At this point we feel the need to point out what we
mean by a program being correct in this thesis, since studies have shown that students
and teachers may interpret program correctness quite differently [111]. Students tend
to conceptualize correctness as relative; for instance, a program is considered correct as
long as it does at least what it is supposed to do, regardless if it in addition also does
something else. In this work, however, correctness is used as an absolute concept; a
program is correct only if its semantics is consistent with regard to a given specification.
As software grows in scale and functionality, so does its complexity. When systems
become more complex, the likelihood of defects is increased. Some of these errors are
harmless, whereas others may cause a disastrous loss in terms of time, money, and even
human life. While testing can come a long way in finding defects, there are other tech-
niques that can be employed to minimize the risk of introducing errors in the programs
in the first place.
Developments in the field of formal methods were made already in the 1960s. Naur
[144] introduced the invariant concept in 1966 when he showed how the correctness of
algorithms could be established using “General Snapshots”. These snapshots stated the
relationship between program variables and were written as comments in the code using
informal language. Around the same time, a similar idea was independently developed
by Floyd [73], who proposed correctness verification of flowcharts using logical notation
and assertions (loop invariants) attached to points in a program. Hoare [101] continued
on Floyd’s work by making a key change in the presentation showing how mathematical
logic, rather than flowcharts, could be used to verify program code. Dijkstra [55] used the
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work by Naur, Floyd and Hoare as the basis when proposing a correct-by-construction
approach to program development, where the program and proof should be developed
simultaneously, with the latter leading the way. For a historical review of the develop-
ments in the area of program verification, the reader is referred to the article by Jones
[106].
Despite the early developments, formal methods are still commonly underutilized
in industry and in education. The situation in industry can be seen as the result of
many factors [90, 161]. Some would argue that the popular, but evidently false, belief
that formal methods can guarantee zero-defect software is one of the reasons why these
techniques have not achieved wider acceptance [90]. Another common belief is that using
formal methods is expensive and time consuming [91]. There is also a big gap between
the theoreticians and the practitioners: “[f]or the theoretician programs are mathematical
objects that never fail if we can just get their specification right and verify the code. For
the practitioner formal methods use obscure notation, deal with toy examples, and will
never scale.” [161, p. 63] In addition, software professionals must meet tight deadlines
and anything that poses even the least risk of schedule delays is out of the question.
Industry has well established processes for software development, and any change can be
seen as a risk not worth taking.
Formal methods can be quite cost-effective, as they make it possible to develop low-
defect software while reducing the need for testing, debugging and changes. Most errors
are introduced in software during the early phases of development, and the later they
are discovered, the more expensive it is to fix them. Using formal methods, potential
errors can be discovered early on, hence reducing the overall cost of a project [91]. For
formal methods to be attractive to a larger extent in industry, there is, however, a need
for suitable tools and adequate examples [92]. In addition, the techniques must fit into
the existing work processes and be transparent to the user [161]. Finally, it is important
to remember that formal methods do not have to replace other methods in software
development. Rather, they should be used in places where they add value and profit
from synergy effects with other activities [91].
In education, formal methods are similarly eschewed for several reasons. One of
the main ones is the perceived difficulty level of the techniques, requiring mathematical
maturity and skills that most students do not have [200]. This aspect is further discussed
below (section 2.4).
Another reason is the typical curriculum strategy at CS departments where it is
common to divide courses into “areas of ’theory’ and ’practice’... [which] causes both
faculty and students to view the theory of computing as separate and distinct from the
practice of computing” [6, p. 73]. In addition, most textbooks on introductory program-
ming do not discuss program correctness or related concepts such as loop invariants [9].
Consequently, students get only little exposure to correctness concepts [7] and get the
impression that formal techniques are only applicable in theoretical courses [136].
In addition, students are more likely to be motivated by gaining skills that they
believe are relevant, valued in industry and bring immediate benefits [169]. The nature
of programming may reduce the experienced need for formal methods, as it is completely
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possible to break design rules when constructing software and still end up with a working
program. When well-known companies can get away with releasing buggy software, it
is not easy to convince novice CS students that they need to learn how to write correct
programs. Taken together, this lack of interest carries on to what Dijkstra coined as
“mental resistance” among students towards formal methods [81].
Student attitudes and industry needs are also used by CS faculty as arguments against
teaching formal methods [179]. If such teachers do teach something related to the topic,
they will most likely not be enthusiastic or show a true interest in what they are teaching.
And a ”I don’t really believe in this, I just have to teach it” mentality hardly goes far in
having a positive impact on students’ attitudes to the topic at hand.
Aspect of notation Regardless of whether one takes a practical or a more formal
approach to software development, one needs a notation with a given syntax and seman-
tics. Many formal approaches rely on the use of logical notation, whereas a programming
language is needed in practical programming courses in order to convert algorithms into
executable code.
What language to use in introductory programming courses has been the topic of ex-
tensive debate throughout the history of programming education. Despite the popularity
of commercial languages such as Java and C++, there has been much debate surrounding
the suitability of these languages in education, especially at introductory level (for in-
stance, [27, 44, 88, 172]). These types of languages are intended to be used for large-scale
program development and have not been developed specifically with education in mind.
Milbrandt [139] suggests that a programming language to be used in education should
be easy to learn, structured in design, universal in use and powerful in computing capac-
ity. The language should also have a simple syntax, use meaningful keywords, provide
easy I/O handling and output formatting. In addition, Milbrandt points out the impor-
tance of immediate feedback and useful diagnostic tools. Many of these criteria are echoed
by McIver and Conway [134], who list seven ways in which introductory programming
languages make teaching of introductory programming difficult. They also put forward
seven principles of programming language design aiming to assist in developing good
pedagogical languages.
Pascal and Logo were both designed with education in mind, fulfilling many of the
characteristics mentioned by Milbrandt, and many studies have indicated the suitability
of these languages in education (for instance, [187, 189]). Unfortunately, both languages
suffer from drawbacks that have led to decreasing significance over the years. Lately,
scripting languages, such as Python2 and Ruby on Rails3, have received more attention
in educational settings, as these are considered more flexible and easier to use [212].
Despite the availability of more pedagogically suitable languages, the commercial ones
remain popular. A census of introductory programming courses within Australia and New
Zealand [50] revealed that industry relevance – not pedagogical considerations – was the
2Python is further discussed in chapter 4.
3http://www.rubyonrails.org/
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most prominent reason why instructors chose their current teaching language. This
suggests that academics perceive pressure to choose a language that may be marketable
to students, even if the students themselves would not be aware of what is required in
industry. According to the TIOBE Programming Community Index4 for September 2009,
Java and C are the top two languages if looking at, for instance, the number of skilled
engineers worldwide and third party vendors. According to the census, these languages
are likely also used in education.
To address the problems associated with teaching Java in introductory courses, the
ACM called together the ACM Java Task Force [173]. In its final report, the Task
Force states that CS education faces a general challenge arising from “two self-reinforcing
characteristics of modern programming languages that have a profoundly negative effect
on pedagogy:” [173, p. 1].
• Complexity: The number of details that students must master ... has grown much
faster than the corresponding number of high-level concepts.
• Instability: The languages, APIs, and tools on which introductory computer science
education depends are changing more rapidly than they have in the past.
Some of the issues recognized by the Java Task Force have been remedied over time
as new versions of Java have been released, whereas others still remain a concern. Since
Java is one of the most widely used languages in programming education [50, 154], it
appears relevant for us to review some of the problems discussed by the Java Task Force
in greater detail:
• Scale is considered the most serious problem for those teaching Java or any other
industrial-strength language [173]. Even though the languages themselves may be
quite simple, they are not sufficient for writing useful programs; hence, students
also need to use various API libraries. The authors argue that the “existence
of these huge libraries makes it difficult for students and teachers to learn the
language without suffering from conceptual overload.” [173, p. 10] Unfortunately,
this problem is likely to grow as each new release of, for instance, Java is larger
than the previous ones.
• All Java programs must include a main method. In order to write their first pro-
gram, students are thus faced with keywords (public, static, void), the String
class and array notation. In cases where Java is used to taught imperative program-
ming, the need to define a class at the beginning of the program poses a similar
problem. Since these concepts cannot be explained at the beginning of a program-
ming course, teachers find themselves in a situation where they have to tell their
students that they just have to use these words as something of a recipe for now,
whereas their meaning will become clear later on. The members of the Java Task
Force point out that the compulsory main method also raises another problem,
4http://www.tiobe.com/tpci.htm
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which is potentially even more difficult to deal with. Since no object is involved
when the main method is called, all other methods also need to be declared static;
this is said to undermine the idea of object-orientation.
• In Java, there is a need to handle exceptions in even simple programs. As an
example the Java Task Force mentions the static Thread.sleep method, which
makes it possible for the programmer to delay execution at some point in a pro-
gram. To pause execution for five seconds, it is, however, not enough to write
Thread.sleep(5000). Since the method can throw an InterruptedException,
this needs to be handled using a try-catch block:
try {
Thread.sleep(5000 );
}
catch (InterruptedException e) {
React to the exception or simply ignore it
}
• Java also lacks a simple mechanism for accepting input from the keyboard. The
introduction of the Scanner class in Java 5.0 improved the situation, but reading
user input still requires a separate class to be instantiated:
Scanner s = new Scanner(System.in);
int n = s.nextInt(); // Reads an integer from the keyboard
All in all, Java is a popular, powerful language, but also quite verbose as it enforces
notational overhead that has nothing to do with learning to think algorithmically or
developing structured programs. The Java Task Force, like many others, has therefore
developed classes and/or packages providing common functionalities while hiding some
of the underlying notation.
Question of paradigm When choosing a programming language, one also needs to
make a decision with regard to what programming paradigm to use. The programming
paradigm influences the way of thinking about programming, and affects, for instance,
programming style and coding technique. The four fundamental paradigms are the imper-
ative, the object-oriented, the functional and the logical paradigms. Concepts from each
of these are important for a CS major to learn [180]. For the introductory programming
course, however, most discussion in recent years has revolved around the imperative and
the object-oriented paradigms, i.e. whether to adopt an objects-later or an objects-first
approach [34].
Some of the argued benefits of the imperative approach are, for instance, that it is
easier to understand and makes it quite straightforward to translate algorithms into code.
The object-oriented paradigm, on the other hand, is considered superior, for instance, due
to its popularity. Since it has to be introduced at some point, the proponents argue that
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it should be taught from the very beginning to avoid difficulties arising from paradigm
shifts [53].
The review of novice difficulties above pointed out problems faced when learning to
program using an imperative (for instance, related to the use of subroutines and control
structures) as well as an object-oriented (for instance, related to the high abstraction
level) approach. The object-oriented principles may also take much time to teach, hence
leaving less time for basic concepts and traditional algorithms [79, 102]. In addition,
to model a program at an abstract level without first knowing the programming tech-
niques needed to implement it is considered similar to “designing knitting models without
knowing the knitting techniques required to produce basic knitting patterns.” [180, p.
257]
Despite the argued benefits and drawbacks of the two paradigms, the results of a
recent empirical study [61] showed no difference with regard to student learning between
an objects-first and an objects-later approach. The findings also indicated that the topics
found difficult by the students were the same regardless of paradigm. Consequently, the
authors concluded that the difficulties with learning to program lie beyond the choice of
paradigm.
2.4 Mathematics in Education
Role of mathematics in CS The importance of mathematics for computer scientists
has been debated over the years. Arguments have been made in favor of a less mathemat-
ically rigorous CS curriculum [117], and at the same time educators have raised concern
over the seemingly math-phobic direction that CS education has taken [205]. Many re-
ports stress the importance of mathematics to the CS curriculum [23, 98, 99, 104]. In
addition to the debate on the extent to which mathematics should be taught in CS, there
have also been discussions on what type of mathematics should be taught [166].
CC2001 was the first curricula guidelines to introduce discrete structures as an intro-
ductory course [99], stating that “[d]iscrete structures is foundational material for CS. ...
more and more sophisticated analysis techniques are being brought to bear on practical
problems. To understand the computational techniques of the future, today’s students
will need a strong background in discrete structures.” [104, p. 86]
In general terms, mathematical thinking can be defined as "[a]pplying mathematical
techniques, concepts, and processes, either explicitly or implicitly, in the solution of
problems; in other words, mathematical modes of thought that help us solve problems
in any domain.“ [99, p. 117] More specifically, an increased emphasis on mathematical
thinking in introductory CS courses may be beneficial for students by, for instance: [99]
• enhancing their ability to think broad and outside the box,
• developing clarity and precision of thought,
• providing confidence in using symbols, mathematical notation and abstraction,
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• increasing preciseness in problem analysis and modeling,
• developing their ability to apply formal techniques in design, specifications etc.,
• aiding in performing informal and formal correctness arguments,
• enhancing their ability to reason from the unknown to the known, and
• improving their communication skills using formal notation.
Promoting mathematical thinking in the CS curriculum does not necessarily imply
that more mathematics courses should be introduced; doing so could lead to a reinforce-
ment of the view that mathematics and CS are distinct topics [99]. Rather, mathematics
needs to be integrated with the CS courses in a way that makes visible the relationships
and dependencies between the two.
State of mathematics education Compared to CS, mathematics is taught exten-
sively in Finnish high schools. Students are offered the choice of two different mathe-
matics syllabi with different foci [71]: the basic syllabus includes six compulsory courses
(two elective) and focuses on developing the capabilities needed to “use mathematics in
different situations in life and in further studies” (p. 119), whereas the advanced syllabus
including ten compulsory courses (three elective) focuses on learning to “understand the
nature of mathematical knowledge” (p. 122).5 The advanced syllabus is practically
the norm for students enrolling for university studies in, for instance, mathematics, CS,
medicine, engineering and physics.
Despite the extensive training provided in mathematics, Finnish high school graduates
no longer possess the same mathematical skills as they did only a few decades ago [129].
Many explanations can be found for this trend. Over the years, the courses in the
advanced syllabus have been lightened and the requirements have been lowered [115, 128].
At the same time, the focus of education has changed. Instead of learning to derive and
interpret formulas and understand their meaning, high school mathematics has been left
at the level of inputting values in formulas that are given for free. This was acknowledged
as a big challenge already in the late 1990s [127]. The change of focus can at least partly
also be seen as a result of the drop in capability levels in early education. For instance,
Nveri [145] has found that younger childrens’ ability to perform simple calculations in
their head or with pen and paper dropped substantially in the time period 1981-2003.
She argues that there are two explanations for this development: changes made to the
mathematics curriculum and the introduction of calculators in the classroom. If students
entering high school have problems with even basic calculations it is obvious that high
school mathematics has to take off at that point. Consequently, less time is left for going
through more advanced topics in detail.
One of the most frequently criticized lack in high school mathematics is that of
proof and logic [17, 93, 97, 185]. Despite the large number of courses offered within
5For a listing of the courses, see Appendix 2.
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the advanced syllabus, proof and formal reasoning is only mentioned in the learning
objectives for one: an elective course on logic and number theory. This is also the only
course that introduces logical notation and truth values [71].
As a natural result of the lack of proper training in logic and proof at high school level,
a majority of students who enroll for university level studies have little, if any, background
in these essential topics. University mathematics, both for majors and minors, is not
about inserting values in formulas, but deals with using formalisms and mathematical
modes of thought – something school mathematics have not properly prepared students
for. This is not a problem only in Finland. For instance, the report on the Grand
Challenges in Computing Education states that mathematics education is facing large
problems as "[s]tudents are less confident than ever in their mathematical abilities ...
Many would claim that the matter is exacerbated at the point when students embark
on higher education and this is caused by a gulf that exists between the expectation of
academic staff and the reality of student ability; the latter is often caused by changes to
school curricula that seem to be invisible to university staff." [133, p. 14]
Although being able to reason rigorously and comfortably in mathematics is impor-
tant in CS, many students thus show little understanding for and interest in mathematics
in general, and formal notation, logic and proofs in particular. For instance, Almstrum
[6] found that novice CS students experience more difficulty with the concepts of math-
ematical logic than with other CS concepts. Gries [83] notes that students exhibit poor
reasoning skills even after having completed several mathematics courses, and still fear
mathematics and notation. In addition, he claims that proof construction remains a
mystery to most students.
Unsystematic notations Just as syntax is inherent to programming, there is a well
established notation for formulas etc. in mathematics. This is, however, not the case for
how mathematical solutions and proofs are to be presented.
Although avoided, logic still abounds in high school mathematics, but it is hid-
den behind informal and unsystematic notations. Consider as an example two common
ways of expressing solutions to an equation: the plus-minus (x = ±4) and the comma
(x = 4, x = −4) notations. These do not clearly state whether the notations stand for
“and” or “or”, and could thus be interpreted as “x is both 4 and −4 at the same time”.
If instead expressed using logical disjunction (x = 4 ∨ x = −4), the result would have a
precise and unambiguous meaning.
Similarly, many high school mathematics topics involve logically quantified expres-
sions, but the formal quantifiers (∀,∃) are not explicitly used. Arithmetic quantifiers
(Σ, Π, etc) are also commonly hidden as these are expressed using ellipsis (“. . .”); this
notation can, however, easily be used incorrectly even by mistake, for instance by con-
cealing too many terms and thus not revealing the pattern correctly.
As an example of a hidden logical quantifier, consider the statement “the global max-
ima of a function is its largest value in the entire function domain”. Similarly, an even
number can be informally defined as “an integer that is a multiple of two”. This type
of statements are commonplace in high school mathematics, and while their formal cor-
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respondences are clear to teachers, students may not see the precise interpretations as
clearly. The corresponding formal definitions, on the other hand, are exact and unam-
biguous:
• “the function f has a global maxima in point x0” = (∀x · f(x0) ≥ f(x))6
• “n is an even number” = (∃k ∈ Z · n = 2k)
Taken together, these examples suggest that the use of unsystematic notations is
unsafe as it is prone to result in ambiguity and mistakes. Instead of hiding the logic,
its explicit use makes mathematical expressions more precise, shorter and clearer. When
introducing logic we also get access to a set of inference rules which can be used in trans-
formations and manipulations. No such precise rules are available when using natural
language and informal descriptions.
Even more concerning than the hiding of logical notation, is its inconsistent and
incorrect use. In the following, we will look at two examples7 taken from material for
a web based mathematics course in the advanced syllabus, provided by the Finnish
National Board of Education within the “Etälukio” project.8 The examples have been
freely translated to English.
The first example contains an error in the second step: if simplifying the discriminant
in the quadratic formula
(
(−2)2 − 4 · 4 · (−8)), we get 4 + 128, i.e. 132, which does not
lead us to the suggested solution t = ±2. Rather, we arrive at the solution t = 1±
√
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4 .
The reader is asked to disregard this unfortunate error, as errors of this type are not the
focus of the discussion here.
6Throughout this thesis we will use the following notation for expressing quantifiers: (#x : p(x) · q(x)),
where # denotes a specific quantifier, p(x) the domain and q(x) the expression to be quantified.
7http://www.oph.fi/etalukio/pitka_matematiikka/kurssi2/maa2_esim8.html (Esimerkki 1),
http://www.oph.fi/etalukio/pitka_matematiikka/kurssi2/maa2_esim9.html (Esimerkki 3)
8http://www.oph.fi/etalukio/english.html
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Example 1: Solve the equation 4x4 − 2x2 − 8 = 0.
This is a biquadratic equation, which is converted into a quadratic one
using the substitution t = x2. The resulting equation is solved using the
quadratic formula.
4t2 − 2t− 8 = 0
t =
2±√(−2)2 − 4 · 4 · (−8)
2 · 4
t = ±2
The solutions to the original equation are arrived at by returning to the
variable x and solving the corresponding equations.
x2 = 2 ∨ x2 = −2
⇒ x = ±
√
2
There are several problems with this example. The most eye-catching one is the use
of implication in the final step. This is a severe error, as implication makes it possible
to get too many solutions (p⇒ p ∨ q). Thus, we could have arrived at a larger solution
set, containing incorrect solutions.
The convention commonly adopted in equation solving is to list equivalent versions of
the original equation beneath each other, without the need to write out the equivalence
symbol explicitly. However, in the example above, this convention is broken in the final
step when implication is introduced. This inconsistent use of explicit relationships can
clearly be confusing to students: where should a relationship be given and when can it
be left out?
The disjunction on the second to last line should be simplified as follows:
x2 = 2 ∨ x2 = −2 ⇔ x2 = 2 ∨ F ⇔ x2 = 2
The second disjunct seems to magically disappear, which may lead to further confusion
among students (“Which disjunct was used to arrive at the final answer?”, “Where did
the other disjunct go, and why?”). Without additional comments or introduction of the
truth value False, weaker students may even be led to believe that both disjuncts are
used: the first
(
x2 = 2
)
to get the solution
(
x =
√
2
)
by removing the exponent on the
left side and adding a square root to the right side, and the second
(
x2 = −2) to arrive
at the solution
(
x = −√2) similarly by getting rid of the exponent and introducing a
square root.
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Example 2: Solve the equation 2x3 − 4x2 − 6x = 0.
We first factorize the polynomial by 2x and then use the zero product rule.
2x3 − 4x2 − 6x = 0
⇒ 2x(x2 − 2x− 3) = 0
⇒ 2x = 0 ∨ x2 − 2x− 3 = 0
The solution to the first equation is x = 0, and we get the solutions to the
second one using the quadratic formula.
x =
2±√22 − 4 · 1 · (−3)
2 · 1
⇒ x = −1 ∨ x = 3
The final answer is thus x = 0, x = −1 or x = 3.
Again, implication is used instead of equivalence, just as in the previous example.
In addition, it here occurs in more places, adding to the confusion regarding when rela-
tionships have to be stated; both examples are on equation solving, yet the same symbol
is used in different ways. Moreover, using disjunction the first solution (x = 0) could
easily have been kept along when solving the quadratic equation, thus keeping the entire
solution in one single chain and reducing the risk of forgetting solutions along the way:
2x = 0∨x2−2x−3 = 0 ⇔ x = 0∨x = 2±
√
22 − 4 · 1 · (−3)
2 · 1 ⇔ x = 0∨x = −1∨x = 3
These two examples show that if teachers are not aware of the logical interpretation
of common symbols and instead rely on their intuitive interpretation, they are likely to
use the symbols in the incorrect way. For instance, they may use implication as a symbol
for the phrase “the next step is”, which is not how it should be interpreted. Likewise,
the careless use of logic (for instance, by leaving out a disjunct without explaining why,
or using relations inconsistently) is harmful, as it is prone to cause confusion among
students. The confusion can occur either right away (for a student who is already familiar
with logical relations) or later on (when the student faces, for instance, implication in
another course). If students face a handful of this kind of issues in every mathematics
course they take, the cumulative effect can be detrimental.
Lack of structure In addition to the unsystematic notation used to hide the logic,
mathematical solutions are commonly also characterized by a lack of clear structure.
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Mathematics teachers typically adopt personal presentation styles, and students either
follow their teacher’s examples or come up with their own ways of writing solutions.
Research has nevertheless suggested that a standard format could be of great assistance
when learning mathematics [75, p. 70]:
if ordinary students are to make genuine progress in mathematics, almost all
need standard templates of this kind to provide a framework
(a) within which their solutions can be presented and checked,
(b) by means of which they can be expected to organise a sequence of steps
in a way that makes plain to the reader the validity of the final conclusion,
and
(c) through which their understanding of proof, and their acceptance of re-
sponsibility for identifying and correcting errors can mature.
The lack of a clear notation for how a mathematical solution or proof is to be written
results in several problems. A mathematical solution or proof presented without any
particular structure is often not given as a coherent whole. Rather, fragments of the
solution or the proof are dispersed in several places on the paper, making it difficult to
see how they are to be connected. An example of this is seen in Example 2 above, where
one solution is taken aside in the middle of the solving process.
Furthermore, there is an issue of implicit information. Unfortunately, students are
not used to justify their solutions [59] as they are usually asked to explain their reasoning
only when they have made an error, while the need to justify correctly solved problems
is de-emphasized [38]. Without the explanations, the reasoning that drives the solution
forward remains implicit [59, 116]. This is especially problematic in the mathematics
classroom, as arguments and explanations that the teacher might have given orally do
not “get caught” in students’ notes. With only the main steps available, much information
that might have aided in understanding and reconstructing the solution is left out [110].
Justifications are not only important to the student, but also to the teacher, as the
explanations (not the final answer) make it possible for the teacher to study the growth
of mathematical understanding [38, 59, 100, 160, 192].
Similarly, studies have indicated problems in the way proofs are approached and
presented in education. As an example we look at the following conventional proof of
union distributivity over intersection originally found in a university level mathematics
textbook, but here extracted from an article by Gries and Schneider [85].
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Example 3: Prove A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C).
We first show that A ∪ (B ∩ C) ⊆ (A ∪ B) ∩ (A ∪ C). If x ∈ A ∪ (B ∩ C),
then either x ∈ A or x ∈ B ∩ C. If x ∈ A, then certainly x ∈ A ∪ B and
x ∈ A∪C, so x ∈ (A∪B)∩ (A∪C). On the other hand, if x ∈ B ∩C, then
x ∈ B and x ∈ C, so x ∈ A ∪B and x ∈ A ∪ C, so x ∈ (A ∪B) ∩ (A ∪ C).
Hence, A ∪ (B ∩ C) ⊆ (A ∪B) ∩ (A ∪ C).
Conversely, if y ∈ (A ∪ B) ∩ (A ∪ C), then y ∈ A ∪ B and y ∈ A ∪ C. We
consider two cases: y ∈ A and y /∈ A. If y ∈ A, then y ∈ A ∪ (B ∩ C), and
this part is done. If y /∈ A, then, since y ∈ A ∪ B we must have y ∈ B.
Similarly, since y ∈ A ∪ C and y /∈ A, we have y ∈ C. Thus, y ∈ B ∩ C,
and this implies y ∈ A∪ (B ∩C). Hence (A∪B)∩ (A∪C) ⊆ A∪ (B ∩C).
The theorem follows.
Gries and Schneider point out several limitations in this proof. First, it does not state
the axioms and theorems that justify the inferences. Moreover, it is not obvious how the
facts written in the proof are connected. The proof is verbose, which makes it hard to
digest and “get a hang of”. Still, this type of proofs are given as models to students.
Leron [116] argues that the normal linear approach to proofs does not fulfill an im-
portant role of mathematical presentations, namely that of communication. In addition,
he claims that it is unrealistic for teachers to believe that the traditional approach will
do merely because “it was good enough for them during their studies”.
Finally, the lack of a standard format leads to students receiving mixed messages. For
instance, Dreyfus [59] notes that many mathematics textbooks offer intuitive explanations
in one solution, use examples to clarify another, and give a rigorous proof for yet another
one. The differences between these are however not made explicit, and students are left
with three different views of what could constitute a proof. As a result, students do not
know what is expected from them, i.e. they do not know what counts as an acceptable
mathematical justification.
In the following three chapters, we will present three approaches aimed at addressing
many of the issues discussed in this chapter.
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Chapter 3
Evaluated Approach I: Structured
Derivations
In this chapter, we describe an alternative approach to teaching mathematics, based on
a systematic notation for proofs and derivations and the explicit use of logical notation
and inference rules. In addition to describing the approach, we also review potential
benefits and challenges of introducing the approach in education.
3.1 Overview
Program verification relies on the ability to construct proofs, and in this context the
traditional way of presenting mathematical proofs was deemed insufficient [208]. Pro-
gram developers needed to create detailed correctness proofs, but what mathematicians
considered enough detail was not enough. If proofs of this kind were written in the tra-
ditional way, they tended to become “long and verbose, or complicated and laborious”
(p. 0). It was therefore concluded that computer scientists would need a new way of
presenting proofs if they were to efficiently prove the correctness of anything but simple
programs.
An approach that won ground was the calculational style [56, 57, 68, 208], which
makes it possible to develop and present calculations in a rigorous manner. Dijkstra
[56, 57] and Gries and Schneider [82, 83, 85] proposed the introduction of the calculational
approach in education already in the 1990s. The arguments for doing so were many [85].
First, the Leibniz principle of substituting equals for equals was deemed easy to teach
as it is a style already familiar from elementary algebra. Moreover, avoiding resting a
proof on informal arguments in natural language was considered a benefit, as logic makes
the proofs unambiguous and less verbose. In addition, the equational logic was found
flexible, lending itself to being used in different mathematical domains.
Structured derivations [16, 18, 19, 20, 21] is a proof format developed by Back and
von Wright, first as a way for presenting proofs in programming logic, and later adapted
to provide a practical approach to presenting proofs and derivations in high school math-
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ematics including exact formalisms. A structured derivation has a precise mathematical
interpretation, and the syntax and the layout are precisely defined.
The format is a further development of the calculational proof style, where a mech-
anism for decomposing proofs through the use of subderivations has been added. The
calculational approach is limited to writing proof fragments, and longer derivations are
commonly decomposed into several separate subproofs. Using structured derivations
with subderivations, on the other hand, the presentation of a complete proof or solution
is kept together, as subproofs can be presented exactly where they are needed. In addi-
tion, structured derivations makes it possible to handle assumptions and observations in
proofs. In essence, the format can be seen as combining the benefits of the calculational
style with the decomposition facilities of natural deduction.
In the following, the approach will be described with a few examples.
Example 1 We start by proving an inequality: (1 + a)(1 + b)(1 + c) ≥ 1 + a + b + c
when a, b, c ≥ 0. The structured derivation that proves this theorem is shown below.
The derivation starts by introducing the problem on a bulleted line. Next we state the
assumptions that we are allowed to make, on lines starting with a dash. In this case, the
assumption is that a, b and c are all non-negative. The proof starts with the “” line.
• Show that (1 + a)(1 + b)(1 + c) ≥ 1 + a + b + c
- when a, b, c ≥ 0
 {combining = and ≥ gives ≥}
(1 + a)(1 + b)(1 + c)
= {multiply the second and the third parentheses}
(1 + a)(1 + b + c + bc)
= {multiply the remaining parentheses}
1 + b + c + bc + a + ab + ac + abc
≥ {subtract the non-negative expression ab + ac + bc + abc. The expression is
non-negative since a, b, c are positive}
1 + a + b + c

The proof transforms an initial expression to some desired form in a stepwise manner,
where each step is a relation between two terms. The first step states that (1 + a)(1 +
b)(1 + c) = (1 + a)(1 + b + c + bc) and justifies this by a mathematical operation that
is known to preserve equality. The proof proceeds in this way step-by-step, until we
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finally have shown that the expression that we started with is greater or equal to the last
expression, 1 + a + b + c.
The justification of a derivation step should explain why the indicated relationship
holds between the terms. There is plenty of space for writing the justifications, since these
are written on separate lines between the terms. This also emphasizes the importance of
justifying each step, as equal amount of space is provided for arithmetic expressions as
for the justifications. The relation between the terms is written in a separate column to
make it clearly visible.
Example 2 The standardized proof format is one of the central ideas of structured
derivations. A second important aspect is the use of logical notation and logical reasoning
in high school mathematics. Consider as an example finding the real roots of the equation
(x− 1)(x2 + 1) = 0.
• (x− 1)(x2 + 1) = 0
⇔ {zero product rule: ab = 0 ⇔ a = 0 ∨ b = 0}
x− 1 = 0 ∨ x2 + 1 = 0
⇔ {add 1 to both sides in left disjunct}
x = 1 ∨ x2 + 1 = 0
⇔ {add −1 to both sides in right disjunct}
x = 1 ∨ x2 = −1
⇔ {a square is never negative: a2 < 0⇔ F}
x = 1 ∨ F
⇔ {disjunction rule: p ∨ F ⇔ p}
x = 1

As discussed in section 2.4, informal notations and descriptions are commonly used to
hide the underlying logic in high school mathematics. The structured derivation above,
however, shows how explicit logical notation and logical reasoning can be used both to
structure the derivation and to explain the individual reasoning steps. In this specific
derivation, disjunction is used to keep two different branches of the derivation together.
In the final step, a specific logical inference rule is applied.
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Example 3 Whereas the two examples above illustrate shorter derivations, the fol-
lowing one is longer and demonstrates the use of subderivations. We typically use a
subderivation when we need to establish an auxiliary fact without interrupting the main
line of reasoning. The subderivation is indented one step to the right and starts with a
bullet, just like the main derivation. An ellipsis “. . .” is used to indicate where the main
derivation continues.
In this example, the task is to determine the values of constant a such that the
function f(x) = −x2 + ax + a− 3 is always negative. The problem is expressed using a
universally quantified formula, and the reasoning relies on two figures; this example thus
also shows how graphs and other illustrations can be used in a structured derivation.
• Determine the values of constant a such that the function f(x) = −x2 +ax+
a− 3 is always negative:
(∀x · −x2 + ax + a− 3 < 0)
⇔ {the function is a parabola that opens downwards as the coefficient for x2 is
negative; such a function is always negative if it does not intersect the x-axis
(figure on the left)}
(∀x · −x2 + ax + a− 3 6= 0)
⇔ {a second degree equation lacks solutions when its discriminant D is less than
zero}
D < 0
⇔ {substitute values for D}
• Compute the discriminant D:
D
= {the discriminant for the equation Ax2+Bx+C = 0 is B2−4AC}
a2 − 4(−1)(a− 3)
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= {simplify}
a2 + 4a− 12
. . . a2 + 4a− 12 < 0
⇔ {the function a2 + 4a−12 is a parabola that opens upwards as the coefficient
for a2 is positive; such a function is negative between the intersection points
with the x-axis (figure on the right)}
• Compute the places where a2 + 4a− 12 intersects the x-axis:
a2 + 4a− 12 = 0
⇔ {square root formula}
a = −4±
√
42−4·1·(−12)
2·1
⇔ {simplify}
a = 2 ∨ a = −6
. . . −6 < a < 2

The original proposition is reduced to a form that explicitly gives the answer to the
problem (−6 < a < 2). The main derivation includes two subderivations: one for
determining the value of the discriminant and one for solving the second-degree equation
that arises.
Hiding and showing subderivations A computer based editor for structured deriva-
tions makes it possible to display and hide the subderivations at will. Hiding the sub-
derivations allows us to see the overall structure of the proof, whereas showing them lets
us study and edit the proof at a more detailed level.
The following derivation is the same as the one above now with both subderivations
hidden.
• Determine the values of constant a such that the function f(x) = −x2 +ax+
a− 3 is always negative:
(∀x · −x2 + ax + a− 3 < 0)
⇔ {the function is a parabola that opens downwards as the coefficient for x2 is
negative; such a function is always negative if it does not intersect the x-axis
(figure on the left)}
(∀x · −x2 + ax + a− 3 6= 0)
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⇔ {a second degree equation lacks solutions when its discriminant D is less than
zero}
D < 0
⇔ {substitute values for D}
. . . a2 + 4a− 12 < 0
⇔ {the function a2 + 4a−12 is a parabola that opens upwards as the coefficient
for a2 is positive; such a function is negative between the intersection points
with the x-axis (figure on the right)}
. . . −6 < a < 2

3.2 Using Structured Derivations in Education
Structured derivations was introduced in education for the first time in 2001 when an
extensive study was initiated at a Finnish high school [17, 156, 157]. All ten compulsory
courses in the advanced mathematics syllabus were rewritten and given using structured
derivations. The study was based on a “test group - control group” setting, where the
former was taught using structured derivations and the latter was taught in the same way
as previously. These groups were followed during their entire high school period (three
years). Based on exam grades, students in the test group consistently outperformed the
control group in all ten courses as well as in the matriculation exam.1 In addition, the
drop out rate was lower in the test group.
The approach has also been used on a large unbiased set of mathematical problems,
as over 200 assignments from the matriculation exam test in advanced mathematics
have been solved. This indicates that the approach is feasible for solving problems in a
multitude of mathematical domains.
In the remainder of this section, we will discuss the rationale for introducing struc-
tured derivations in education, and bring light on some potential challenges. The discus-
sion directly addresses the issues in mathematics education presented in chapter 2.
Introduces formalism and preciseness in mathematics education Using struc-
tured derivations for presenting solutions and derivations, formalism and preciseness
become natural parts of doing mathematics. As a result, students become used to inter-
preting and utilizing the language of mathematics and logic. Clearly, the earlier students
are familiarized with formal notation, the more confident will they be in applying it.
1Students graduating from high school in Finland take part in a national level exam, the so-called
matriculation exam, which includes at least four tests (the test in mathematics is elective). The aim
of the exam is to assess students’ knowledge and skills in the topics covered during their high school
studies. A student who passes the exam is eligible for university studies.
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Provides a clear standard format Structured derivations introduces a well-defined
format, which gives students a concrete model for how solutions and proofs are to be
written. A familiar format can act as mental support, giving students belief in their
own skills to solve a problem. This can be especially important when considering the
common “fear” for proof found among students; using structured derivations, proofs are
presented in the same well-known way as simple calculational derivations, which may
result in students finding proofs less intimidating.
The format also lets students focus on the solution rather than having to spend time
thinking about how to put their thoughts down on paper. In addition, the format has
potential to make the presentation of mathematics more consistent in textbooks and in
the classroom. Finally, as noted in conjunction with the examples above, a structured
derivation keeps the entire derivation in one single chain instead of as a collection of
fragments written all over the paper.
Offers better communicated solutions and proofs Compared to how mathemat-
ics is traditionally presented in the classroom, a structured derivation includes all the
information needed to understand the entire solution. Justifying each step in the deriva-
tion means that the final product will contain a documentation of the thinking that
the student was engaged in while completing the derivation. Consequently, the result-
ing derivation becomes easier to read and check. As an example, we rewrite the above
proof of union distributivity over intersection (Example 3 in section 2.4) as a structured
derivation:
• y ∈ A ∪ (B ∩ C)
= { Definition of ∪ }
y ∈ A ∨ y ∈ B ∩ C
= { Definition of ∩ }
y ∈ A ∨ (y ∈ B ∧ y ∈ C)
= { Distribution of ∨ over ∧ }
(y ∈ A ∨ y ∈ B) ∧ (y ∈ A ∨ y ∈ C)
= { Definition of ∪ }
(y ∈ A ∪B) ∧ (y ∈ A ∪ C)
= { Definition of ∩ }
y ∈ (A ∪B) ∩ (A ∪ C)

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A teacher who presents a solution in this way on the blackboard explicitly documents the
explanations for each step. This makes it easier for students to understand the derivation
later, for instance when studying it in order to solve home assignments or when trying
to understand something that they did not get during the presentation in class.
Aids in problem solving Students should be guided in how to approach proof con-
struction, and many models have been presented in the literature (for instance, [51, 162]).
Research [22], however, indicates that students do not clearly work through any of the
suggested phases. In particular, students tend to jump straight into solving the problem
without first trying to understand the task. Skipping the important opening phase is not
possible when solving problems or constructing proofs using structured derivations as the
first step involves listing all assumptions. One can thus hypothesize that this thorough
opening phase gives students a better base for continuing.
Introduces new instructional approaches and learning activities The fixed for-
mat of structured derivations renders the approach suitable for new types of learning
activities. For instance, one can create tasks where students are to fill out the blanks
(for instance, left out justifications) in a derivation or put the terms and justifications of
a derivation in correct order.
The fixed format also makes structured derivations easily parsable by a computer.
The format also opens opportunities related to computer support. Compared to many
other subjects, mathematics is one of the subjects that have been least digitized. Repre-
senting mathematical notation electronically is not straightforward, since mathematical
symbols are not available on regular keyboards. One of the most popular standards for
representing mathematical notation is LATEX,2 a document mark-up language and type-
setting system, which makes it possible to render professional quality mathematical text
using a computer. The syntax of LATEX is, however, not trivial, and one cannot expect
students to learn LATEX in their mathematics courses. Several LATEX editors are, however,
available for making it easier to produce mathematical text. One of these is the “What
You See Is What You Mean” (WYSIWYM) document processor LYX.3 Currently, we are
working on extending LYX to support structured derivations, by making it possible to,
for instance, check the syntax of a derivation as well as hide and open subderivations.
The editor can also be used to implement the new activity types mentioned above
electronically, for instance as assignments in a web based mathematics course. In addi-
tion, the justifications make examples self-explanatory, which is highly appropriate for
online self-study material. Online examples need to be unambiguous and easy to follow,
as there is no teacher around to explain the details or answer potential questions. The
examples taken from the web based high school mathematics course material presented
in section 2.4 hardly fulfill these requirements.
2http://www.latex-project.org/
3http://www.lyx.org
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Using subderivations, online examples can be made even more helpful as they can be
presented at different levels of detail, hence providing just in time, on the spot assistance
to the students. A student who needs to know more about a given step in a derivation
can simply open the subderivation, whereas a student who feels confident about the
corresponding step can continue going through the example without revealing the more
detailed view.
Potential challenges Students at high school and university level have already been
doing mathematics in a certain way for over 10 years. Consequently, they have been
initiated into an acceptable practice, which may make them reluctant to changes in the
ways that they are taught [132]. Every new approach requires an investment of time and
energy in acquiring new skills with no certainty of payoff. If students, in addition, are
not unhappy with the current situation, there may be little incentive for change [3]. It
therefore seems reasonable to assume that students (at least those who are extrinsically
motivated, see the discussion in section 2.1) may express at least some resistance when
a new format is introduced.
Clearly, structured derivations also requires additional writing compared to the tradi-
tional approach, where no explicit justification are required. This may also be considered
negative among the students. Finally, considering students’ limited (if any) prior training
in using logical notation, there is a possibility of a logic-based approach being problem-
atic, in particular at lower levels of education.
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Chapter 4
Evaluated Approach II: Python
In this chapter, we briefly introduce the programming language Python and review po-
tential benefits and challenges of introducing it in introductory programming education.
4.1 Overview
Python is a dynamic object-oriented language, which supports software development in
different application domains; according to the official web site (http://www.python.org),
Python is currently used by large companies such as Google, Nokia and NASA. Accord-
ing to the TIOBE Programming Community Index,1 Python ranks among the 10 most
popular languages and has seen an increase in popularity since the early 2000s.
Some of Python’s key features listed on the official web site are as follows:
• clear, readable syntax
• strong introspection capabilities
• intuitive object orientation
• natural expression of procedural code
• full modularity, supporting hierarchical packages
• exception-based error handling
• very high level dynamic data types
• extensive standard library (“batteries included”) and third party modules providing
functionality for virtually every task
• extensions and modules easily written in C and C++ embeddable within applica-
tions as a scripting interface
1http://www.tiobe.com/tpci.htm
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• open source that runs on all major operating systems
• well documented and supported, for instance, by various newsgroups
In the following, we will review some of the features by going through three examples.
Example 1 The following code is a Python implementation of the “Hello world” pro-
gram, which has historically been the first program illustrated in introductory program-
ming courses.
print “Hello World”
Written in Java, the corresponding program would look as follows:
class Hello {
public static void main (String[] args) {
System.out.println(“Hello World”);
}
}
As the example shows, the code in Python is short and self-explanatory, whereas the Java
version needs a class and method definition before getting to the line where the message
is actually printed (see the discussion on notation in section 2.3). In Python, statements
are terminated by end of line, whereas lines in Java are terminated by semi-colons.
Example 2 The program given below populates a list with positive numbers input by
the user. The program ends when a negative number is encountered, whereby the list is
printed.
print "Input positive numbers, a negative number ends the program."
# read a number from the keyboard
x = input("Number? ")
# initialize an empty list
my_list = []
# add numbers to the list and read new ones as long as they are positive
while x >= 0:
my_list = my_list + [x]
x = input("Number? ")
print my_list
Since Python is dynamically typed, there is no need to declare a type for the initial-
ized variables (x and my_list). As illustrated by the while loop, block structures are
indicated by indentation. The example also illustrates the use of the built-in function
input, which is used to read a number from the keyboard. In addition, the program
shows the use of the built-in list data structure (dynamic array), which is here expanded
with new elements using concatenation (+).
38
Example 3 The modules found in the standard library provide access to additional
functionality in a variety of domains. The program below illustrates the webbrowser
module, which provides an interface to displaying web sites to users. A simple call to
the module’s open function with a url as its argument, opens the corresponding web
page in the default browser. In addition, the program demonstrates the use of the built-
in dictionary data structure (associative list). Compared to an ordinary list, which is
indexed by a range of integers, a dictionary is an unordered set of “key : value” pairs,
where the keys can be of any immutable type. The example also illustrates the built-in
function for reading textual data from the keyboard (raw_input), the for loop, user
defined functions (def...) and exception handling (try - except).
# module imports
import webbrowser
import string
# declare a new function, which takes one argument
def printmenu(menu):
# iterate over all keys in the dictionary and print the
# corresponding key:value pairs, separated by a colon
for key in menu.keys():
print key + ’ : ’ + menu[key]
def openpage(menu):
choiceOK = False
# let the user input choices until a valid one is given
while not choiceOK:
try:
choice = raw_input(’\nChoose a site: ’)
# try opening the url-value corresponding to the choice-key
webbrowser.open(menu[ string.upper(choice) ])
# terminate the loop if the web site was successfully opened
choiceOK = True
# if choice is not valid, execute the KeyError except block
except KeyError:
print ’You did not pick a valid alternative.’
# if another error occurs, execute the generic except block
except:
print ’Something went wrong.’
def main():
# initialize a new dictionary with three key-value pairs
options = {’G’ : ’http://www.google.com’,
’Y’ : ’http://www.youtube.com’,
’M’ : ’http://www.myspace.com’
}
printmenu(options)
openpage(options)
# execute the program by calling the main function
main()
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For more information on the history and technical details of Python, the reader is
referred to the official web site where extensive documentation is available.
4.2 Using Python in Education
Python was originally designed with educational purposes in mind, and the developer,
Guido van Rossum, has even suggested that everybody could master programming using
Python [209]. However, when conducting our first study on the use of Python in an
introductory programming context, the number of previous similar studies were quite
few. Reports found on using Python in education [40, 62, 63, 86, 141, 190, 198, 216]
mainly presented the language and its benefits, and in a few cases also some preliminary
experiences. Today the situation has changed, and one can find a multitude of articles
on teaching Python [1, 2, 25, 64, 79, 140, 147, 148, 151, 165, 182], some of which present
empirical findings while others can still be considered discussion papers. In any case, it
feels safe to say that Python has become a popular instructional language during the last
couple of years.
As seen above (section 2.3), learning to program is associated with many types of
difficulties. Clearly, our aim is not to address all of these. The main rationale for
choosing Python lies in its simple syntax. Research has shown that the learning results
in programming classes depend on the time devoted to actual programming [152]; in order
to maximize this time, one should avoid having to “waste” valuable time on discussing
irrelevant language constructs and syntax errors. It seems reasonable to assume that a
programming language with a simpler syntax could address this problem and potentially
also bring other benefits.
The reader might have noted that all example programs above are imperative to
their nature. As noted in connection with the review of the difficulties in section 2.3, the
programming paradigm also plays an important role when making decisions on how to
teach programming. Although studies suggest that student learning is not affected [61],
the choice of paradigm influences how the course will be taught. In our work we have
chosen the imperative paradigm mainly because it was the paradigm used previously in
the introductory programming course at one of the high schools where we conducted
the studies. We did not want to make any other changes in addition to introducing
a new language. Also, as the introductory course at the Department of Information
Technologies at Åbo Akademi University followed an imperative approach, doing the
same in our studies would make it possible for us to use any potentially positive results
as the base for making changes to the university course. It should, however, be noted
that Python supports object-orientation and has also been used for teaching objects-first
[79].
With this rationale (teach imperative programming using Python) as the starting
point, we will now review Python with regard to the list of features characteristic for a
programming language suitable for teaching discussed in section 2.3.
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Easy to use The Python standard distribution comes with a text editor (IDLE ), and
a large amount of tutorials, books, course material, exercises, assignments and documen-
tation is available on the web. In addition, the extensive standard library provides a
range of immediately available data structures, constants and functions, which goes a
long way in creating programs in an introductory course. In Java, on the other hand,
as the Java Task Force [173] points out, classes and packages need to be imported even
to create simple programs. Python provides a large collection of modules offering addi-
tional functionality, which can be used later on in the introductory course to introduce
interesting topics.
Immediate feedback The interpreter enables fast and interactive demonstration of
programming concepts, which makes it possible for the teacher to illustrate constructs
in isolation without having to take any surrounding code into account. In addition,
the interpreter provides immediate feedback on potential errors, which makes it easy for
students to experiment with different constructs and see how they work.
Simple syntax Python has a short syntax and is also dynamically typed, which further
reduces the notation. The simple syntax also eliminates troublesome errors for beginning
programmers related to, for instance, placement of semi-colons, bracketing and inden-
tation. Compared to languages such as Java or C++, the difference is quite obvious.
Although this can be seen already in the first example given above (“Hello World”),
the difference becomes even more notable when looking at somewhat longer programs,
while still staying at novice level. In order to illustrate this difference, a Java version
corresponding to the third Python example is given in Appendix 1 on page 111-112.
Structured in design Python programs resemble pseudo code and use indentation to
delimit block structures. The latter helps avoid errors from left out braces ({ code block } ),
which can be a problem among novices learning, for instance, C++ and Java. If we, as
an example, had the following while loop in Java
while (x < 0) {
System.out.println(x + “ is negative”);
System.out.println(“Input a positive number: “);
x = in.nextInt();
}
but left out the braces, only the first line (System.out.println(x + “ is negative”);)
would be considered belonging to the while block. Consequently, we would get an infi-
nite loop whenever the initial number input by the user was negative. In Python, the
corresponding code would execute as expected, as the indentation determines the block.
The use of indentation has also been shown to function as an aid to comprehension (for
instance, [138, 149]).
41
Easy I/O and output formatting As noted in section 2.3, I/O has traditionally been
rather laborious in Java, especially if not using external wrapper packages. Although the
introduction of the Scanner class improved the situation, it first needs to be imported
and instantiated, again dealing with object oriented concepts that cannot be explained in
a course on imperative programming. As we saw in the examples above, Python makes
it possible to read from the keyboard using two simple functions (input and raw_input).
Output to the screen is accomplished using the built-in print statement, and Python
also provides convenient output formatting using format strings. Basic file I/O (reading
and writing) is also achieved using a few built-in functions.
Powerful in computing capacity Interpreted languages make it time saving to write
and execute short programs, whereas large programs might suffer from a loss in perfor-
mance due to increased memory consumption and running times. A comparative study
of seven programming languages [164] has, however, shown that this is not the case for
Python. Rather, Python was found to be a worthwhile alternative to C, C++, Java,
Perl, Rexx and Tcl, as it demonstrated an average performance, by no means consuming
the most memory or taking the longest to execute. In addition, the results showed that
Python programs were only half the length of programs written in traditional languages
(C, C++, Java). Similarly, compared to programs written in these languages, Python
programs only took half the time to construct.
The comparative study is quite old, and since the performance of the languages
may have changed as they have evolved, a corresponding study conducted today might
produce other results. A list of comparisons of Python to other languages including more
recent results can be found on the Python web site.2 These are, however, informal to
their nature and we have not been able to find any official study corresponding to the
one cited above. Nevertheless, when dealing with introductory programming courses the
programs created are rather small, and language performance should not pose a problem.
Potential challenges As noted in section 2.3, industry demands and language popu-
larity are important aspects to both students and teachers. Novices, who do not yet have
any background in programming but have heard of languages such as Java and C++,
may be disappointed when finding out that they will be taught to program using another
language. Student attitudes can thus become an issue despite the fact that Python is
extensively used in industry and is not a language of interest merely in academic settings.
One could also argue that by teaching Python first instead of, for instance, Java,
students will have to relearn most of the things when transitioning to a commercial
language later on. Finally, dynamic typing was mentioned as an advantage, but might
also turn out to be a drawback, since the possibility of assigning different types to the
same variable might make programs more prone to errors.
2http://wiki.python.org/moin/LanguageComparisons
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Chapter 5
Evaluated Approach III: Invariant
Based Programming
In this chapter, we describe an invariant based approach to teaching programming where
focus is on linking theory and practice. We also review potential benefits and challenges
of introducing the approach in introductory education.
5.1 Overview
Invariant based programming is a diagrammatic approach to constructing correct pro-
grams, where not only pre- and postconditions, but also loop invariants are written
before the actual code. The approach is not new, it was studied already in the 1970s by
Reynolds [170] and Back [10, 11]. Similar ideas were also proposed by van Emden [207].
In 2004, Back [12] revisited the topic and has since worked on developing invariant based
programming into a practical hands-on method.
In invariant based programming, a program is constructed and verified at the same
time. The notion of an invariant is generalized to a situation: a collection of constraints
that describes the set of states that satisfies these constraints. An invariant based pro-
gram may have several situations and is not restricted to single-entry, single-exit control
structures.
Example We will here exemplify the work flow for developing invariant based programs
by constructing a program that finds the largest element in an array. We use a cursor
to traverse the array from left to right, and for each position we check if the current
element is larger than the largest element so far. If this is the case, we update the largest
element and advance the cursor. If the current element is smaller than the largest so far,
we merely advance the cursor.
We start by drawing figures illustrating the basic data structures involved and how
these will change during execution of the algorithm. This is an essential step of the work
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flow, as the figures describe the algorithm at work and thus help the programmer identify
the situations and get a feeling for the behavior of the algorithm.
Figure 5.1: Visualization of the specification
The initial figure (Figure 5.1) illustrates the specification (pre- and postcondition) and
helps us identify the initial and final situations. The initial situation is quite straight-
forward; all we know in the beginning is that we have an array A with indices 0...n− 1.
To express the final situation we need to consider what it means that “max contains
the largest of all elements in the array A”. Clearly, this gives us that A[i] ≤ max for all
indices i in the array, i.e. (∀i : 0 ≤ i < n · A[i] ≤ max). This is, however, not enough.
With such a postcondition the program could choose an arbitrary large value and assign
it to max ; if this value was larger than all elements in the array, the postcondition would
be satisfied regardless if max was one of the elements in the array or not. We thus need
to add an additional constraint, which states that max must be one of the elements in
the array. As a result, we arrive at the following postcondition:
(∀i : 0 ≤ i < n ·A[i] ≤ max) ∧ (∃j : 0 ≤ j < n ·A[j] = max)
As situations are sets of states, the final situation is a subset of the initial situation
where an additional constraint, “max contains the largest element in the array A”, is
satisfied. We use an Euler-like diagram, a nested invariant diagram, to represent the
program and the strengthening of situations. Our first diagram is shown in Figure 5.2 on
the facing page. Since situations are nested, all constraints in an outer set also hold in all
of its subsets and need therefore not be repeated (for instance, n : integer holds in both
the initial and the final situation). Dashed arrows are used to indicate the computation
that we want to define and are labeled with a potential guard and the variables that may
be changed during the computation.
In the same manner as the final situation was identified as a subset of the initial one,
we introduce new situations by adding new constraints to the ones present in the more
general situations. We further develop the figure of the algorithm at work by introducing
the intermediate situation (Figure 5.3).
As is shown in the corresponding diagram (Figure 5.4), this newly inserted situation is
a subset (i.e. a constrained version) of the initial situation. While dashed arrows illustrate
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Figure 5.2: Invariant diagram illustrating the initial and final situations
Figure 5.3: The algorithm at work with the intermediate situation inserted
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Figure 5.4: Invariant diagram with the intermediate situation inserted
what we want to accomplish, we use solid ones to indicate computations that we have
already planned and defined. We call the solid arrows transitions. Each transition is
labeled with a potential guard (enclosed in brackets) and the program statements to be
executed when the transition is carried out.
In order to arrive at our final program (Figure 5.6), we again use a figure to help us
get an idea of what should be accomplished during the loop transition (Figure 5.5).
For each transition that we add to the diagram, we need to check that it preserves
the situations as follows: assume that we initiate execution in the source situation of
a transition and that all the constraints hold for the starting state. Also assume that
we reach some target situation after executing the statements for the transition (there
may be more than one possible target situation). Then all the constraints of the target
situation must hold for the final state. We say that a program is consistent if this is true
for all transitions in the diagram, i.e. for any situations P and Q in the diagram and for
any transition from P to Q.
When all situations and transitions have been added, we still need to check that
no infinite loops exist, i.e. that the program terminates. We deal with termination by
introducing a termination function t for each loop. The integer function t is a termination
function for a given situation if 1) it is bounded from below in the indicated situation
and 2) its value is decreased before re-entering the situation. The termination function
is written in the right upper hand corner of the corresponding situation (Figure 5.6).
Taken together, consistency and termination guarantee that execution proceeds with-
out failures and that each loop terminates. This does, however, not rule out the chance
of execution terminating in a non-final situation. If we want to exclude such possibilities
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Figure 5.5: Complete algorithm at work
Figure 5.6: Final invariant diagram
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we need to check that the program is live, i.e. that termination only occurs in final
situations. In practice, this means that we must make sure that for all situations (except
for final one(s)), there is at least one enabled transition.
An invariant based program is totally correct if it satisfies the three criteria above,
i.e. 1) is consistent, 2) terminates and 3) is live. For a more in-depth presentation of
invariant based programming as a method, see [12, 13, 14].
Example Proof Although consistency checks can be done informally (for instance,
as going through the verification conditions as check lists), writing down formal proofs
makes it easier to keep track of all details and make sure that nothing is overlooked.
Structured derivations is well suited for constructing proofs for invariant based pro-
grams.1 In order to shorten the proof, we number each condition, guard and action
directly in the diagram (Figure 5.7). Consequently, we avoid the need to explicitly write
out all assumptions in text at the beginning of every proof. In the following, we give an ex-
ample of how the consistency of a transition is verified using a structured derivation. This
specific derivation verifies the bolded loop transition (guarded by k < n ∧A[k] > max).
Figure 5.7: Numbered invariant diagram to aid proof construction
To prove that this transition preserves consistency we need to check that all con-
straints of the target situation hold for the final state if we assume that all constraints of
the start situation hold for the initial state. For this specific transition, execution starts
1In the educational context in which we have introduced invariant based programming, students have
already been familiar with structured derivations from a previous course on logic. Thus, using the same
proof format was a natural choice.
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in the intermediate situation, and we can thus assume that both the precondition and
the invariant hold. Execution stops in the same situation, and we therefore need to prove
that the precondition and invariant still hold after executing the transition, i.e. for the
updated values of max and k. We express the updated values using prime: max′ and k′.
We get the precondition P (1-3 in the diagram), invariant I (4-7) and the given loop
transition Loop (11, 14, 17) from the diagram. Given these abbreviations, the verification
condition for the transition becomes the following:
P ∧ I ∧ Loop ⇒ (P ∧ I )[max, k := max′, k′]
The resulting structured derivation is shown below.
• Prove (P ∧ I )[max, k := max′, k′] when
- [1] ∧ ... ∧ [7] ∧ [11] ∧ [14] ∧ [17] hold
 { Conjunction introduction rule (P ∧ I corresponds to (1) ∧ ... ∧ (7) in the
diagram)}
(1′ − 3′) A : array(0...n− 1) of integer ∧ n : integer ∧ n > 0
⇔ { [1], [2], [3] }
T
(4′) k′,max′ : integer
⇔ { [17] }
k + 1, A[k] : integer
⇔ { [1], [4] }
T
(5′) 0 ≤ k′ ≤ n
⇔ { [17] }
0 ≤ k + 1 ≤ n
⇔ { [5], [11] }
T
(6′) (∀i : 0 ≤ i < k′ ·A[i] ≤ max′)
⇔ { [17] }
(∀i : 0 ≤ i < k + 1 ·A[i] ≤ A[k])
⇔ { Range split }
(∀i : 0 ≤ i < k ·A[i] ≤ A[k]) ∧ (∀i : i = k ·A[i] ≤ A[k])
⇔ { One-point rule }
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(∀i : 0 ≤ i < k ·A[i] ≤ A[k]) ∧ A[k] ≤ A[k]
⇔ { A[k] ≤ A[k] ≡ T }
(∀i : 0 ≤ i < k ·A[i] ≤ A[k]) ∧ T
⇔ { P ∧ T ≡ P }
(∀i : 0 ≤ i < k ·A[i] ≤ A[k])
⇐ { [6], [14] }
(∀i : 0 ≤ i < k ·A[i] ≤ max)
⇔ { [6] }
T
(7′) (∃j : 0 ≤ j < k′ ·A[j] = max′)
⇔ { [17] }
(∃j : 0 ≤ j < k + 1 ·A[j] = A[k])
⇐ { Witness rule, j = k }
T

Using structured derivations, we can also express the entire correctness proof as one
single derivation where the different subproofs are kept together using subderivations.
This would give us the following proof structure for a program containing one loop (i.e.
having one intermediate situation):
• Prove that program X is correct
 {Conjunction introduction rule}
• Prove consistency
 {Conjunction introduction rule}
• Prove consistency of transition 1
• Prove consistency of transition 2
...
• Prove consistency of transition n
• Prove termination
 {Conjunction introduction rule}
• Prove that the termination function is bounded from
below
• Prove that the value of the termination function de-
creases in every iteration
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• Prove liveness
 {Conjunction introduction rule}
• Prove liveness for the start situation
• Prove liveness for the intermediate situation

If we have several loops, we need to prove that each of these terminates and that the
liveness property is established for every intermediate situation.
5.2 Using Invariant Based Programming in Education
Many attempts to introduce a more formal approach to programming in introductory CS
education have been made (for instance, [7, 54, 135, 194, 211]), but as noted in section
2.4, convincing students of the value of formal methods is a challenge. If formal methods
are not used in industry, it seems reasonable to question why it should be included in
education. One hope is that the needs in industry and education could reinforce each
other [95]: “If industry is interested in formal methods, students and universities have
financial incentives to focus on the area. If typical computer scientists/engineers have
formal methods in their toolkit, they may be inspired to apply them in their jobs.” (p.
3)
Formal methods in education hence constitutes an important area open for improve-
ment. The main motivation for introducing invariant based programming in education is
to address some of the afore-mentioned issues, aiming at 1) changing the image of formal
methods as being difficult, uninteresting and of no use in practice and 2) showing that
formal reasoning about program correctness can in fact be done in a practical manner
with only basic logic skills.
In the remainder of this section, we will discuss some hypothesized benefits and poten-
tial challenges related to the introduction of invariant based programming in education.
Rests on basic logic Invariant based programming differs from many other formal
approaches previously used in education in that it rests on basic logic, and does not
require any advanced mathematics.
Sense of locality Invariant based programs are built, and verified, in a stepwise man-
ner. As each transition is checked when it is added to the diagram, errors are removed
when they are introduced instead of being accumulated to a later point of time. Checking
consistency throughout program development requires relatively little effort, compared
to doing the same when the diagram has been completed. The continuous checks also em-
phasize correctness aspects throughout program construction. In addition, when making
a change in a program, only the invariants and transitions involved need to be re-checked.
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Diagrammatic representation In contrast to, for instance, the approaches presented
by Hoare [101] and Dijkstra [55], invariant based programming is diagrammatic. A vari-
ety of graphical programming/pseudocode formats have been proposed in the literature
[30, 178], and all of these have one common goal: “to provide a clear picture of the struc-
ture and semantics of the program through a combination of graphical constructions and
some additional textual annotations.” [178, p. 3] To our knowledge these have, however,
focused on representing control flow and data flow. In invariant based programming, on
the other hand, programs are described from another perspective as the approach empha-
sizes the invariant properties of the program data structures, and thus makes it possible
to reason about the correctness of the constructed program in a rather straightforward
manner while also improving readability. This is accomplished without sacrificing either
clarity or expressiveness of the diagrams.
Enhanced usability with tool support Invariant based programs can be constructed
using only pen and paper, and in many cases this is the best way for initially drafting a
program. However, even small programs generate a large number of verification condi-
tions, giving rise to proofs similar to the one presented above. Many of these verification
conditions are rather trivial and could be automatically proved or greatly simplified by
theorem provers. In addition, the risk of making mistakes in manual proofs and speci-
fications can be diminished with a proper tool. Tool support has also been found to be
critical for the successful integration of formal techniques in CS education [214].
SOCOS 2 [15] is a graphical programming environment developed witihin our research
group at Åbo Akademi University for the construction and verification of invariant based
programs. It analyzes invariant diagrams semantically and generates correctness condi-
tions, which are sent to external proof tools. SOCOS also makes it possible to execute
invariant diagrams directly (by compiling them into Python code), without first having
to hand translate them into an existing programming language. That is, when having
constructed and verified an invariant based program using SOCOS, students actually
have something they can run; not only a formal derivation of a program that they know
should work in theory (since they have verified it), but that they cannot execute in
practice.
Links theory and practice An important benefit lies in giving students a concrete
link between theory and practice in CS by integrating mathematical proof with program-
ming. As seen above (on page 50) the proof of a complete invariant based program can
be expressed as one single structured derivation.
Potential challenges As always when introducing a new approach in education,
student resistance may become an issue. This can be particularly challenging if students
have prior negative attitudes towards similar approaches. Although one of our aims of
introducing invariant based programming in education is to improve students’ attitudes
2http://mde.abo.fi/confluence/display/SOCOS
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towards the theory of CS and show how it can be used in practice, we cannot be sure
whether students will see the same benefits. Another difficulty may arise from identifying
the situations in general, and sufficiently strong invariants in particular.
Most novice CS students have no previous background in program verification, but
are used to focus on code. These students are thus faced with a new way of thinking when
starting to work with invariant based programming, where the specification and the in-
variants become most imporant. Similarly, constructing manual proofs in a programming
context is new, and may turn out to be challenging.
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Chapter 6
Research Framework
In this chapter, we briefly discuss the research context of our work as well as the methods
used when conducting the studies.
6.1 Education Research in CS
Education reforms cannot be realized merely in the form of planning. Consequently,
scientifically evaluated instruction and educational material have become increasingly
important in all disciplines [35, 69]. Unfortunately, the common perspective is to view
research and teaching as dialectic [42], and knowledge created through research is usually
unavailable to the teaching community. In addition, studies have shown that teachers
tend to be negative towards innovations suggested by research, especially if the results
have been gained from other than experimental research [107]. Teachers thus seem un-
aware of the fact that experiments are not necessarily the best way to investigate ed-
ucational phenomena, as other factors that are difficult to operationalize and take into
account, such as student motivation, classroom settings and student background, also
affect the results. The resistance among teachers to adapt their tuition according to
research results needs to be overcome, because without a connection between research
results and teaching practice, curriculum development cannot progress [43].
The nature of CS education research has been described by Fincher as follows [41]:
As educators, we all have a professional interest in the teaching that we
deliver and the quality of learning that takes place in our students. We write
lectures, devise activities and create assessments. At the same time institu-
tions have quality assurance mechanisms – student evaluation questionnaires,
periodic reviews, external examiners – which address the standard of our pro-
vision. This is part and parcel of the normal business of being a lecturer.
When interest goes beyond the individual classroom, to examine the ef-
ficacy of specific approaches or techniques, to judge the generalisability or
transferability of outcomes, to work to understand whether there are a set
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of conditions or abilities that pre-dispose for success in CS, then we move
towards “CS Education Research”. (p. 336-337)
CS education research is a rather young and still emerging field characterized by a high
level of cross-disciplinarity [26]. In addition to CS, the field encompasses aspects from
fields such as cognitive psychology, education and sociology, to mention a few. Conse-
quently, there are no clear guidelines for how research should be conducted [70].
Fincher and Petre [70] describe the characteristics of publications that can be con-
sidered research in a CS education context as having two dimensions: that of “rationale,
argumentation or ’theory’ ” (p. 2) and that of empirical evidence.
• Many researchers in the field of CS education have a background in CS. For such
researchers, the term “theory” may be problematic [70]. Whereas a “theory” in
the natural sciences is predictive and causal, this is not the case when working in
an educational context. Instead, a “theory” in education and other social sciences
deals with the underlying reasons for found effects while the causes may remain
unresolved. Such explanatory theories aim at explaining observed behaviors, by
making explicit factors that affect human behavior in certain contexts. By using
an explanatory theory, the researcher brings added value and depth to his/her
results. Without the use of explanatory theories, the work risks to be of a mere
descriptive nature, answering the question what instead of the question why.
• In order to assess the success of an educational change, some kind of evidence needs
to be gathered; generally this knowledge can only be derived from experience as the
“scope of diverse needs is often very wide, the problems to be addressed are usually
ill-specified, the effectiveness of proposed interventions is mostly unknown before-
hand, and the eventual success is highly dependent on implementation processes in
a broad variety of contexts.” [206, p. 2]. This type of educational research is thus
typically grounded in empiricism. Empirical research is concerned with making
observations, interpretations and drawing conclusions in some authentic context
[186]. The evidence gathered can be either such that is verifiable by observation
and direct experience, or data that strongly confirm a theory or a hypothesis [45].
The Committee on Scientific Principles for Education Research has described the process
of scientific research in education using the following guiding principles [191, p. 52]:
• Pose significant questions that can be investigated empirically.
• Link research to relevant theory.
• Use methods that permit direct investigation of the question.
• Provide a coherent and explicit chain of reasoning.
• Replicate and generalize across studies.
• Disclose research to encourage professional scrutiny and critique.
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The committee points out that the principles should not be seen as an algorithm for
research, but rather as offering a code of conduct and general framework indicating
how research can be approached. It also notes that an individual study may not fulfill
all principles, and Fincher and Petre [70] remark that the principles can be unevenly
weighted depending on the nature and quality of the study at hand. They also point
out that replication is not necessarily possible in educational research, which usually is
conducted in complex contexts that are not easily reproduced. Instead, one can seek to
obtain supporting results by, for instance, reproduction of the study by another researcher
in similar settings.
6.2 Development as a Research Activity
Richey and Klein [171] have described developmental research as an activity in which the
goal is to
create knowledge grounded in data systematically derived from practice.
It is a pragmatic type of research that offers a way to test “theory” that has
been only hypothesized and to validate practice that has been perpetuated
essentially through unchallenged tradition. In addition, it is a way to establish
new procedures, techniques, and tools based upon a methodical analysis of
specific cases. As such, developmental research can have a function of either
creating generalizable conclusions or statements of law, or producing context-
specific knowledge that serves a problem solving function. (p. 24)
In educational contexts the emphasis of developmental research is usually on aiding the
development of a new instructional product or program through a cyclic process of devel-
opment and research [206]. This can be seen as serving a two-fold purpose. First, the aim
is to develop prototypes of instructional products, including an empirical evaluation of
their usefulness and effectiveness. As a result, the research efforts also provide method-
ological suggestions for how such products could be designed and evaluated. Eventually,
the cyclic process leads to “theoretically and empirically founded products, learning pro-
cesses of the developers and (local) instructional theories” (p. 5).
The overall goal can thus be further divided into two separate subgoals: 1) to pro-
vide suggestions for how the quality of the material/product/program/etc. can be op-
timized, and 2) to create, formulate and test design principles (What should the mate-
rial/product/program/etc. look like?, How should the material/product/program/etc.
be developed?). The former of the two subgoals aims at generating practical results in a
given context, whereas the latter is more focused on producing scientific knowledge of a
generalizable nature.
Richey and Klein [171] stress that the main result strived for in developmental re-
search projects is not knowledge in general, but rather knowledge that is usable by
practitioners. Neither should developmental research be seen as a one-way effort where
research results are “translated” into a form that can be used in education [206]. The
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converse direction is also important: if, for instance, a teacher using a research-based
product or program concludes that parts of it cannot be successfully used in a certain
context, this is a finding that should be fed back to the researchers. Such results are
valuable contributions to a revision of the theory and knowledge on which the product
or program is built.
The relevance of this type of research is usually judged based on questions such as “Is
the problem addressed a common one? Is it realistic?” Richey and Klein [171] use the
traditional stages of planning and conducting research to describe how a developmental
research project can be carried out:
• Problem definition: At this stage the focus of the problem and the scope of the
study are established. An important question to consider is whether the research
will address all parts of the instruction development process or only a fraction of
these (for instance, the development/evaluation/revision part). As developmental
research projects usually focus on emerging procedures, techniques and tools, a solid
base to formulate hypotheses on may not be found in the literature. Consequently,
developmental research is typically centered around research questions instead of
hypotheses.
• Literature review: As with any type of research, the goal of the literature review
in a developmental research project is to establish the context and the conceptual
framework. If no directly relevant literature can be found, the researcher needs to
identify literature that can be used to inform the research decisions at an indirect
level.
• Research procedures: The authentic settings in which developmental research projects
are conducted enhance the credibility of the results, but also mean that this kind
of studies usually takes more time to complete than others. Whereas simulated
situations can be controlled, real-world situations are open for changes and unan-
ticipated events. The authentic settings also give rise to some methodological
dilemmas. First, the researcher needs to take external and contextual variables
into account. In addition, the participation of the researcher in the study can
be problematic; still, this is a common situation, and any potential problems can
be accounted for by taking measures to ensure objectivity. The data collection,
analysis and synthesis steps are similar to those utilized in other types of research.
6.3 Research Design in This Thesis
Developmental research The developmental research methodology fits the purposes
of this thesis1, as the aim is to evaluate instructional approaches in authentic settings,
with the possibility to refine and further develop the approaches based on the evaluation
1In some of the publications, the term action research is used instead. This term can be seen as
another label for developmental research [206].
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results. Our intention throughout the research has not only been to evaluate the ap-
proaches in isolation, but also in connection with each other. For instance, as invariant
based programming serves as a concrete link between mathematics and programming,
difficulties found in evaluating the invariant based approach can be used to recommend
changes in how mathematics or programming is taught. Thus, the research is pragmatic
and matches the description of developmental research given above.
As the teaching approaches at hand already exist, the scope of the present research
is on the evaluation aspect. This is evident also when reviewing the research questions,
which all more or less focus on evaluation. Consequently, this research can be seen as
a collection of formative studies aiming at evaluating and thereby improving the way in
which the three evaluated approaches are used in education.
Method The methods used in the publications differ from each other to some extent.
This is a direct consequence of the nature of the research questions posed in the respec-
tive publications. Here, we merely give a brief account of the overall study settings; a
more detailed description of what data and methods have been used for evaluating the
approaches and the rationale for doing so is given in chapter 7 and in the respective
publications.
The data that comprise the basis for the studies have been collected during the years
2004-2007 in four educational contexts: 1) an introductory course on logic at university
level, 2) a course on the mathematics of programming at university level, 3) a high
school mathematics course, and 4) a high school introductory programming course. The
data have been collected through the use of several instruments: questionnaires, exams,
assignments and interviews. As the number of students in the groups participating in our
studies has been rather low, incorporating qualitative methods has been crucial in order
to arrive at new findings and insights. The use of qualitative methods is also common
to the developmental research methodology [171]. In addition, only using quantitative
methods may not catch all interesting findings, as these methods are fixed around a
definite number of variables [43]. For instance, when collecting data using multiple
choice questions, each question has a given set of predetermined answers. On the other
hand, when using open-ended questions, the respondent will only report on what comes
to mind, while multiple choice questions could give a broader coverage. In any case,
open-ended questions are important, as they tend to be less leading and hence also more
objective than, for instance, multiple choice questions [163].
By using several data sources and analysis methods, the researcher can analyze and
describe the same phenomenon from different perspectives. Thus, exams, questionnaires,
and interviews can all be used to challenge, confirm, or expand the information gathered
[186]. Although individual studies may be problematic when considering thrustworthi-
ness and generality, the cumulative weight of evidence derived from several types of data
using different methods pointing in the same direction gives the findings a larger degree
of trustworthiness. Using several methods and/or sets of data may thus reduce the risk of
bias introduced by using only one method and/or set of data. Employing multiple meth-
ods also makes it possible to explore diverse research questions; whereas questions looking
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to describe a phenomenon are best answered using a qualitative approach, quantitative
methods are better at addressing more factual questions [45].
In cases where the data have been quantitative, basic statistical analysis methods
(descriptive and inferential) have been used for further investigations. Qualitative data,
on the other hand are highly descriptive, and in order to interpret the information, the
data first need to be reduced. Qualitative researchers tend to use inductive instead of
deductive analysis of data, meaning that findings emerge out of the data rather than as
the result of analyzing the data according to an existing framework [153]. In this thesis,
we have used content analysis for this purpose. Content analysis is generally used to
refer to “any qualitative data reduction and sense-making effort that takes a volume of
qualitative material and attempts to identify core consistencies and meanings.” [153, p.
453] Emerging themes can be quantified, and as such, content analysis is suitable for
transforming rich data into a form that can be illustrated with numbers and graphs [45].
The basic idea in our studies has been to take rich data collected from students and
analyze, reduce and summarize these using categories. Interviews are used in Paper
VI and VII, open-ended responses in Paper I - III, V and VII - VIII, and programs or
mathematical solutions in Paper II, IV, VI and IX. All of these data types were analyzed
in more or less the same manner.2 Analysis was initiated by reading through a subset of
the data and organizing it into categories, serving as a preliminary coding scheme. Next,
all data were analyzed using this scheme. If data that did not fit any of the existing
categories were encountered, a new category was created. This, however, only happened
a few times; in most cases, the initial set of categories turned out to be sufficient. The
categories in our studies have hence been created inductively based on what respondents
said (in case of interviews), wrote (in case of open ended questions) or did (in case of
errors in programs or mathematical solutions).
The author of this thesis did the initial analysis and the coding in the papers on
Python and invariant based programming (Paper VI-IX). The results were discussed and
reviewed with the co-authors (or another colleague in case the article had no additional
authors). In the articles on structured derivations, one of the co-authors also participated
in the creation of the categories and the coding. During the coding phase the two authors
discussed any uncertain cases and agreed on a category together.
Coherence with research guidelines The research presented in this thesis fulfills the
afore-mentioned two criteria for research discussed by Petre and Fincher [70]: the nine
publications build on empirical data, which are analyzed and interpreted in the light
of explanatory theories. If, in addition, considering the six guidelines for educational
research put forward above, the design of the research presented in this thesis can be
summarized as follows:
• Pose significant questions that can be investigated empirically. A set of research
questions has been developed for each article,3 and each of these has been addressed
2The interviews naturally had to be transcribed prior to analysis.
3Except for some of the background publications as described in section 1.3.
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based on results from authentic classroom settings.
• Link research to relevant theory. As the studies included in the thesis are separate
and aim at answering different questions, each uses its own (explanatory) theory,
pertinent to bringing insight into those specific questions. Thus each publication
includes the literature review needed in order to help explain and analyze the
phenomenon under study.
• Use methods that permit direct investigation of the question. As already stated
above, the methods used have been carefully chosen based on the questions to be
examined.
• Provide a coherent and explicit chain of reasoning. Throughout all articles, the
aim has been to give a precise description of the research process and provide a
thorough review of any background information needed.
• Replicate and generalize across studies. As noted above, replication is not easily
accomplished in educational settings. Due to the nature and aims of the present
work, it was concluded that replication issues were beyond the scope of the research.
• Disclose research to encourage professional scrutiny and critique. All articles have
been published and are hence available for external judgment. The articles pub-
lished (or accepted for publication) in international journals or conferences (Paper
I-II, Paper IV-IX) have gone through an academic review, whereas Paper III has
been submitted for publication and is currently undergoing similar review processes.
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Chapter 7
Overview of Publications
In this chapter, we give an overview of the original publications by presenting the research
questions investigated, the methods used and the key findings. For a more detailed
account of any of these aspects, we refer the reader to the publications at the end of this
thesis.
7.1 Structured Derivations in Education
Paper I This publication, Structured Derivations: A Logic-Based Approach to Teach-
ing Mathematics, serves as a descriptive background paper on the use of structured
derivations in education, setting the stage for the following publications on the topic.
The main contribution lies in the presentation of the structured derivations approach, its
formal syntax (which has since been updated as a result of the feedback from the other
studies) and the rationale for using it in education. Previous findings are summarized
and the introduction in the classroom is presented through a detailed description based
on our experiences.
In addition, preliminary results on the use of the approach in an introductory CS
course on logic are presented. These results indicate that the approach is appreciated
by the students, who recognized many of the originally hypothesized benefits. Similarly,
some of the potential challenges mentioned in section 3.2 are realized, as the main neg-
ative aspects brought up by the students were related to the requirements on justifying
every step and an experienced tediousness of using the approach. These initial find-
ings motivated the following studies (Paper II-Paper IV), where more attention is put
on the justifications and the benefits and drawbacks experienced by students using the
approach.
Paper II The aim of this publication, Promoting Students’ Justification Skills Using
Structured Derivations, is to continue the study on structured derivations in the classroom
by focusing on the explicit justifications and student feedback. Two research questions are
addressed: “How does the use of structured derivations affect students’ justifications?”
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and “What advantages and drawbacks do students experience when using structured
derivations?”
The data were collected during an elective advanced mathematics course on logic and
number theory (about 30 hours in class) at two Finnish high schools during fall 2007.
Twenty two (22) students on their final study year participated in the course.
The data analyzed were collected using a pretest, three exams and a mid and post
course survey. The pretest included five exercises, which students were to solve while
also justifying their reasoning. For each exam, we analyzed three solutions per student,
giving us a total of 198 analyzed solutions (22 students * 3 exams * 3 solutions). The
findings presented are the result of an analysis of two aspects: the types of justification
related errors (JRE) and the frequency of these.
The results from the pretest confirmed that students are not used to justifying their
solutions and do not necessarily even know what doing so would entail. Nevertheless,
students managed to do well on the justifications in the three exams; a JRE was found
in merely 15-20 % of the 66 analyzed assignments for each exam. The students were,
in general, positive towards the new approach, and showed particular appreciation for
the increase in clarity and understanding. The study also brought some additional light
on the nature of the “tediousness” mentioned by students in the pilot study presented in
Paper I: apparently, students consider the increased length and time requirements the
main drawbacks. The analysis also indicated a lack of completely negative comments, as
those starting by pointing out a drawback (“It takes much time,...”, “I don’t like all the
writing,...”), all still ended in a positive tone (“. . . but I understand what I do better”,
“. . . but I make fewer errors”). Student opinions are analyzed to a larger extent in Paper
III.
Paper III The aim of this publication, “It Takes Me Longer But I Understand Better”
– Student Feedback on Structured Derivations, is to further examine students’ reactions to
the use of structured derivations. As such, it builds on the preliminary studies presented
in Paper I and Paper II. The specific research questions investigated are the follow-
ing: “What benefits and drawbacks do students experience when having used structured
derivations for the first time in a course?” and “Do students at high school and university
level experience similar benefits and drawbacks?”
The high school data were collected at the same time as the data for the study pre-
sented in Paper II, while the university level data were collected during an introductory
CS course on logic in 2007. Hence, the high school students were on their third study
year (aged 17-18 years), and had previously taken 9-12 courses in advanced mathematics.
The majority of the university students were CS majors in their early twenties and were
studying at the university for the first year. Depending on their choice of courses they
could have taken one university mathematics course prior to the course on logic. Both
the high school and university students were exposed to structured derivations for the
first time.
The data analyzed were comprised of answers to four open-ended questions, collected
using a post course questionnaire. The focus of the questions was on getting students to
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freely express their opinions with regard to the benefits and drawbacks of using structured
derivations and the traditional approach respectively. The answers were analyzed in
multiple phases in order to obtain high level categories illuminating the benefits and
drawbacks of the two approaches. A quantitative analysis of the categorized data made
it possible to present the results using charts and to compare high school and university
level students’ opinions.
In the paper, the benefits and drawbacks of structured derivations are described
separately, while those of the traditional approach are covered in the same section. This
is a natural consequence of the fact that many of the benefits of the traditional approach
were found to be drawbacks of structured derivations and vice versa. Hence, many of
the advantages and disadvantages of the traditional approach are already covered in the
preceding sections on structured derivations.
The results suggested that students appreciate structured derivations for several rea-
sons, particularly for making solutions clearer, easier to follow and check. In addition,
the analysis revealed that the approach has potential to increase students’ self-perceived
level of understanding. The benefits were all found to be related to the explicit justi-
fications in one way or another. The study also confirmed that students consider the
lengthiness and time requirements the main drawbacks. Nevertheless, students find it
highly beneficial that it takes the teacher a longer time to go through examples on the
blackboard (as they have time to follow along).
The study raised an interesting question for future investigation related to what
students mean when they talk about understanding. We were not able to address this
question in this study (using, for instance, interviews), as the high school students had
already left school to prepare for the matriculation exam at the time when we finished
the analysis.1
Paper IV While working on the previous studies, a question that seemed to come up
now and then was “What types of justifications do students give in a solution?” This
question is analyzed in this publication, Student Justifications in High School Mathemat-
ics, in addition to the question “Do the justifications change as the course progresses,
and in that case how?”
This study was done in the light of a framework on understanding developed by Skemp
[192], where he distinguishes between two types of understanding: relational (“knowing
both what to do and why”) and instrumental (“knowing what”, “rules without reason”).
People who exhibit an instrumental understanding know how to use a given rule and
may think they understand when they actually do not. This was found to be a useful
distinction to consider when analyzing students’ justifications. Many other frameworks
would also have been suitable for this purpose; in the paper we review some of the
ones related to understanding in a mathematical context. In addition, there are several
1The final high school year is shorter in Finland, as students finish school in mid-February in order
to start preparing for the matriculation exam, which commences approximately one month later. A few
university students also reported on an increase in understanding, but it is questionable whether a couple
of interviews would have been sufficient to shed light on the meaning of understanding.
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frameworks aiming at classifying learning objectives in general, for instance, Bloom’s
taxonomy [112] and the SOLO taxonomy [29]. Analyzing student justification in the
light of each of these is left as future work.
The data for this study were collected during the same high school course as in Paper
II and Paper III. Two assignments from three exams were analyzed, giving us a total of
132 analyzed solutions.
The analysis revealed five main justification types with different characteristics: vague/
broad, assumption, rule, procedural description and own explanation. It was concluded
that only when students use own explanations can the justification be used “straight
off” in evaluating understanding (instrumental or relational). The findings suggested
that students mainly use broad and vague justifications in tasks that are familiar (first
exam). In the following two exams, new and unfamiliar topics were covered, and hence
the frequency of own explanations increased on the expense of more trivial justifications,
indicating that the justifications become particularly important as mental tools when
adventuring into new terrain.
Similarly to the previous study, this one also raised an interesting question for future
work: whether some instrumental justifications could be mapped to relational under-
standing. This is illustrated by examples given in the article. As in Paper III we were,
however, not able to further investigate this question, since the students had already left
school to prepare for the matriculation exam when we had completed the analysis.
7.2 Python in Education
Paper V This article, Why Complicate Things? Introducing Programming in High
School Using Python, serves as a background publication on the use of Python in a high
school setting. In addition to giving the rationale for why a simple syntax language
like Python could be well suited for educational purposes, the main areas explored are
how programming can be introduced at high school level and how suitable Python is for
supporting both teachers and students when doing so.
The data were collected during the school year 2004/2005, when 42 high school stu-
dents completed an introductory programming course using Python. A post-course ques-
tionnaire and programs written on the exam were analyzed in order to sketch an image
of how high school students managed to learn programming using Python. In addition, a
comparison of course grades is presented, where the results of students taking the Python
course are compared to those of students taking a corresponding course in Java.
The data analysis revealed that compared to a corresponding course given in Java
earlier, less students failed using Python and more students received one of the two high-
est grades. No problems were found related to the Python syntax; rather, the difficulties
reported on were related to abstract topics, such as exception handling and functions.
Students with a prior background in programming were positive towards the new lan-
guage, as they found it more fun and appreciated its simplicity and clarity, rich range of
modules and compactness resulting in shorter code.
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Paper VI In this publication, What about a Simple Language? Analyzing the Diffi-
culties in Learning to Program, the structure and characteristics of programs written on
the exam by high school students taking their first course on programming are analyzed.
The research questions addressed are the following: “What types of errors can be found
in novices’ programs? Do students having learned Python make other types of errors
than those who have learned Java, and in that case, in what ways? How does the use of
Python as the first language affect the transition to Java?”
The data were collected during two school years: the Java data in 2002/2003 and the
Python data in 2004/2005. The only difference between the two groups was the language
of instruction; all other factors, for instance, teacher, course contents, environment and
time available on the exam, were the same during both years. In total, programs written
by 30 Java students and 30 Python students were analyzed. The goal was to find diffi-
culties independent of the language used and such originating from the language. When
analyzing the data, the errors were classified as either logical or syntactical. The logi-
cal errors were further divided into five subcategories. This categorization was deemed
sufficient, since no unclear cases with regard to whether a given error should be consid-
ered logical or syntactical were found. Had such cases been encountered, we would have
needed to revise the categories.
In addition, eight of the Python students were later interviewed when moving on
from Python to Java. The purpose of this follow-up study was to explore the transition
from a “simple” language to a more “advanced” one, by investigating whether the Java
syntax was problematic for students who had learned to program in Python. Here, focus
was thus not on how well students do in learning new topics, but rather a new syntax.
The interviews were conducted in the high school facilities, starting with all participants
translating a Python program into Java. In addition to the interview questions, the
interviewer2 also went through the resulting Java program together with the student.
The interviews took 25-50 minutes.
The results of the program analysis indicated that students who learn Python make
fewer syntax and logic errors than those learning Java. In addition, the interviews re-
vealed no disadvantages from having learned to program using a simple syntax language
when moving on to a more complex one. Rather, learning the basic idea and program-
ming concepts using a simple language seems to have potential to make it easier to learn
more complex and advanced languages further on.
Paper VII In this publication, Novices’ Progress in Introductory Programming Courses,
a newly developed instrument called a progress report is used to analyze student progress.
A progress report can be seen as a type of learning diary written on paper, aiming at
revealing the students’ own opinions and thoughts about their learning. What differenti-
ates it from a traditional diary is that, in addition to calling for self reflection, the report
makes it possible for the teacher to evaluate students’ understanding based on how well
2The majority of the interviews were carried out by the author of this thesis. Two interviews were
conducted by the course teacher.
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they can explain what a given piece of code does. The aim of the publication is to inves-
tigate three questions: “How do students understand program code as a whole? How do
students understand individual constructs? How do students perceive the difficulty level
of different programming topics?”
The progress reports were collected during the school year 2005/2006, when 25 high
school students completed an introductory programming course given in Python. We
used two progress reports that were handed out after 1/3 and 2/3 of the course respec-
tively. Each report included a piece of code dealing with topics recently covered in the
course as well as four questions. First, in the ”trace and explain” questions, the students
were to trace the code of a short program and in their own words describe 1) what each
line of the code does, and 2) what the program as a whole does on a given set of input
data. In addition, students were asked to state what they had learned and what had
been most difficult so far in the course. The explanations were analyzed and categorized,
and the student perceived difficulty level of various programming topics was investigated
by looking at both the progress reports and a post course questionnaire.
The main focus of this publication was not on Python, but it still brought interesting
light on the use of Python in education. Based on the results from Paper V, where
exception handling was considered difficult by the students, changes had been made to
the syllabus so that this topic had been moved to the very beginning of the course and
was now introduced with variables, output and user input. The results from this study
suggested that using Python, topics perceived as difficult, such as exception handling,
can be introduced early on thereby resulting in a decrease in the perceived difficulty level.
7.3 Invariant Based Programming in Education
Paper VIII The aim of this article, Teaching the Construction of Correct Programs
Using Invariant Based Programming, is to serve as a background publication, presenting
the approach and initial results from introducing the method in education. The questions
explored are the following: “How can invariant based programming be introduced in
education? How do students experience learning formal methods using this approach?,
How applicable is the use of tool support in the course? What difficulties do students
encounter when learning formal methods using this approach?”
The study was conducted in spring 2007, when the invariant based approach was
introduced in education as an introductory CS course. Research data were collected
using post course questionnaires, assignments, the course exam and interviews.3 In
addition to giving a detailed description of the invariant based approach and the course
settings, the questionnaire and the interview data were analyzed to provide insight into
students’ opinions and the experienced difficulties. Assignments and exam solutions were
investigated to find examples of common errors and difficulties.
The results indicated that students learning the invariant based approach find it
3The interviews were not conducted directly after the course exam, but approximately one month
later due to practical reasons (vacations, other exams).
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interesting, easy to learn and practical. The diagrammatic presentation seems to help
students understand how programs work. In addition, students appreciate the locality
aspects, which facilitate debugging. While students do not face any difficulties with
learning the invariant based syntax, those with prior programming background appear
to initially find it challenging not to use a potentially ingrained programming language
syntax.
We had expected students to find identifying invariants the most difficult task, but
this was not the case. According to student feedback, finding good invariants is not
trivial, but writing proofs by hand still seems to be most problematic as doing so requires
much time and effort. Moreover, students appear to find it difficult to express conditions
correctly using logical notation, which is an essential skill also when constructing proofs.
Paper IX The aim of this publication, Invariant Based Programming in Education –
An Analysis of Student Difficulties, is to bring further light on the difficulties students face
when solving problems using invariant based programming. More specifically, the study
focuses on the following research questions: “What kind of errors do novices make when
using invariant based programming? Do these errors change as the course progresses,
and in that case how? Does the year of study impact on student performance?”
The data for the study consisted of student constructed invariant based programs,
which were collected in 2007-2008. One third of the programs was collected during
the first half of the course, one third during the second half and the remaining one
third was collected from the exam. All in all, 129 programs were analyzed, aiming at
finding categories describing the main errors found in students’ programs. In addition,
the invariant related errors were examined separately in order to reveal where the main
difficulties related to formulating the invariant lie.
The analysis uncovered eight general error types. The frequency of these decreased
from the beginning to the end indicating that, in general, students become better at
solving problems using the invariant based approach as the course progresses, although
the tasks at hand become more difficult.
A further analysis of the invariant related errors revealed nine error types, out of
which five were deemed as “severe” and the remaining four as “less severe”. The severe
errors were directly related to the invariant, whereas the less severe ones were notational
or could be considered careless errors. The findings suggested that while finding the
invariant is not trivial, less severe errors still make up a substantial part of the invariant
related errors. The main problem can be traced back to a lack in skills to use logical
notation, as many students were found to have problems with interpreting, expressing
and manipulating quantified expressions. Finally, it was concluded that the invariant
based approach is just as suitable for novice students as for students who have studied
for a longer period of time as no difference in exam performance was found between the
two groups.
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Chapter 8
Discussion
In this chapter, the main results from the studies presented above are summarized and
discussed. In addition, we discuss the applicability of the chosen research methodology,
implications for teaching as well as the quality, limitations and relevance of the research.
8.1 Structured derivations
The key findings from evaluating the use of structured derivations in an educational
setting presented in section 7.1 can be summarized as follows:
• High school students are not used to justifying their solutions in mathematics
courses.
• The use of structured derivations improves students’ justification skills.
• The main perceived benefits of using structured derivations are related to the use
of justifications, which leads to increased clarity, understanding and improved error
checking possibilities.
• The main perceived drawbacks of using structured derivations are related to time,
length and syntax.
• Students choose the level of detail for their justifications mainly based on the dif-
ficulty level of the task at hand.
Before moving on to discussing these findings, we feel the need to point out that for
illustrative reasons the structured derivations approach has been compared to one type
of mathematics teaching (called “traditional”) in this thesis. We acknowledge that there
are other approaches, apart from structured derivations, which can give at least some of
the same benefits. For instance, the importance of communication can be emphasized in
teaching without the use of formalisms and a standard format. Nevertheless, structured
derivations do bring other unique advantages, such as a way to keep an entire solution
together in one single chain, potential for automatic checking and new exercise types.
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Importance of justifications Communication, argumentation and justification skills
are recognized as central to the learning of mathematics at all levels [146]. In addition to
communicating mathematical ideas orally, students also need to learn how to document
their reasoning in writing; research [4] has found that written documentation can be
even more efficient for developing understanding compared to a mere oral argumentation.
Unfortunately, as noted in section 2.4, students are not used to justifying their solutions,
since the traditional way of presenting mathematical solutions does not require them to
do so.
Using structured derivations, however, justifications become a natural part of solving
problems, and our studies have shown that students learn to justify their solutions quite
quickly during one single course. The justifications force students to start writing math-
ematical text and as they get used to writing justifications continuously, it also seems
reasonable to assume that their mathematical language and corresponding communica-
tion skills will improve. In most cases, the benefits reported on in our studies (increased
clarity, understanding and facilitated error checking) were directly or indirectly linked to
the justifications.
The structured format and the documentation available in the justifications make it
easier to spot mistakes. Compare this to the traditional format, where one often has to
start checking everything from the beginning in order to find a mistake. Research has
shown that students, in general, are not keen on checking their solutions in mathemat-
ics, although their problem-solving performance could be improved by doing so [143].
Checking a solution in the traditional format is, however, time consuming. For instance,
while analyzing the difficulties students encounter when solving two mathematical tasks,
Lithner [122] found that it took a first-year undergraduate student seven minutes to find
an error in his own solution.1 Without justifications, one has to once again reconstruct
the thought processes that took place when solving the problem in the first place in order
to be able to follow the chain of reasoning. Using structured derivations, on the other
hand, examples and solutions become self-explanatory.
As a teacher, one should, however, not expect to get long and advanced justifications
for simple and familiar steps. Our findings in Paper IV show that students choose the
level of detail for their justifications mainly based on the difficulty level of the task at
hand: in tasks that are familiar, students tend to opt for broad and vague justifications,
whereas justifications which say more come into play when the topics covered are new
and/or the assignments become more difficult. Justifications written using students’
own words are of particular importance to the teacher for understanding a solution and
students’ thinking; this is not necessarily the case for vague and broad justifications.
The issue of time Students found that the time required for writing proofs and so-
lutions was increased using structured derivations. This is understandable, as solving
a problem does no longer only involve writing down the actual mathematical formulas
1The task involved constructing a profit function based on existing functions for calculating production
cost and sale price, and then finding its maxima in a given interval.
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and expressions, but also the justifications. Clearly, the increased writing will lead to an
increase in time spent on formulating the solution to a given task. We, however, believe
that spending more time on a mathematical problem has several benefits, for instance
by helping avoid careless errors. This was also recognized by the students in our studies.
In addition, the very nature of mathematical problems requires a certain amount of
time; mathematics is not something to rush through if one really wants to understand.
This is, however, not necessarily obvious to students. Research has shown that there is a
wide spread belief among students that all problems can be solved quickly [78]. Schoenfeld
[184] found that high school students think 12 minutes is a reasonable amount of time
to spend on a problem before concluding that it is impossible. Students thus appear
inclined to give up if they do not succeed in solving a problem in a short amount of time.
A related issue is wait time in the mathematics classroom, i.e. how long the teacher
waits after asking a question before picking a student to respond or before answering it
him/herself. Studies have shown that teachers wait less than three seconds for simple
questions, whereas the time is extended for more challenging problems [96, 177, 202]. The
short wait time for simple questions may give students the impression that these should
be answered rapidly and briefly. On such premises, it is understandable that students
are not tempted to spend much time on, for instance, justifying simple steps.
The reluctance to spend time on a certain task can also be explained to some degree
by looking at the generation that today’s students belong to [150]. High school and first
year university students have grown up with the Internet and are thus used to immediate
feedback, expecting quick responses and no waiting time. These students may even value
the speed at which tasks are completed more than the level of accuracy of the result.
Although students considered the time consumption a drawback when solving prob-
lems themselves, they still appreciated the teacher taking more time when going through
examples on the blackboard. Skemp [192] highlights the importance of the teacher go-
ing through examples slowly. He notes that while mathematicians are used to handling
condensed and concentrated ideas, students are not, and consequently they have a hard
time following.
Increase in length Similarly to the time aspect, the increased length of solutions is a
natural consequence of using structured derivations; the derivations simply contain more
information, making them longer but also clearer.
Nevertheless, the length issue is important to address, and there are ways in which
the length can be decreased while still following the format. The perhaps most obvious
way to decrease the amount of writing needed is to take larger steps in a derivation.
Another possibility is to use abbreviations in the justifications. These “short cuts” should,
however, never be used to such an extent that the readability of the derivation suffers.
Also, when either introducing a new topic or the structured derivations format, we find
it important that teachers and students write detailed derivations and justifications in
order to become used to the justifications and learning all the aspects involved when
solving a certain type of problem.
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Structure and syntax As discussed in section 2.4, mathematics is usually taught
and done in a flexible manner. As a result, solutions, proofs and derivations are written
in a way that can be considered a matter of individual taste. For a mathematician this
is an important aspect of the “inherent beauty” of mathematics, but for a student such
freedom can be problematic as he or she needs to spend time on figuring out how to write
down, for instance, a proof.
Structured derivations provides a clear syntax, which goes hand in hand with the
structure. The use of a given syntax was appreciated by some students for the increase
in clarity, whereas others considered it a source of confusion. In general, the university
students were more positive towards the syntax than those at high school. This can be
explained by the fact that the university students were CS majors and consequently were
used to following a given syntax, for instance, when programming.
8.2 Python
The key findings from evaluating the use of Python in an educational setting presented
above (section 7.2) can be summarized as the following:
• Students find Python easy to learn.
• Students who learn Python make fewer syntax errors and logic errors than those
learning Java.
• Using Python, topics perceived as difficult, such as exception handling, can be
introduced early on. This results in a decrease in perceived difficulty level.
• Learning the idea of programming using a “simple” language, such as Python, has
potential for facilitating learning more complex and advanced languages later.
Many results put forward in related research support our findings.2 For instance, Enbody
et al. [64] found that a Python based introductory course prepares students for a follow
up course in C++ as well as an introductory course in C++ does, and concluded that
Python could be used as an introductory language without the risk for problems when
transitioning to another language. This is well in line with our interview findings in
Paper VI. Radenski [165] and Sanders and Langford [182] found that students appreciate
Python and think it is a good language for introducing programming. This result is
similar to our findings presented in Paper V.
In addition, our results (Paper VI) suggest that students who learn to program using
a language with a simple syntax make fewer errors than those learning a more complex
language. A verbose syntax might result in novices finding it necessary to focus on
getting the syntax correct to such an extent that the algorithm becomes a secondary
2Most of the related work is, however, based on studies conducted in a university context, whereas
our Python research has taken place in a high school classroom.
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concern only. In that case, it seems reasonable to assume that a simple syntax leads to
fewer logic errors, which is a hypothesis supported by our findings.
Although not a main result, Paper V also touches on the use of Python from a
teacher’s perspective and concludes that the switch from Java to Python brought many
benefits. A compact syntax leaves more time for going through examples and for student
coding in class, as there is no need to spend time on “extra” writing, merely required as
part of the syntax. The indentation forces students to write well structured programs,
which makes the code easier to check. In addition, the teacher can illustrate new concepts
separately in the interactive mode, instead of having to write a complete program where
the new concept may drown in surrounding code. Finally, the built-in constructs and
modules make it possible to introduce interesting programs early on.
Based on the results from Paper V, where exception handling was considered difficult
by the students, changes were made to the syllabus so that this topic was moved to
the very beginning of the course. This change was possible as the syntax of exception
handling is straight forward in Python (see Example 3 in section 4.1). As a result, the
topic was no longer considered difficult by students (Paper VII). The order in which topics
are introduced thus seems to have an impact on the perceived difficulty level. This has
also been suggested by Petre et al. [158], who found indications of topics being introduced
early in a course to be perceived as “easy” by students, whereas later topics usually are
considered more difficult. This can naturally be considered an expected result, since the
earlier a topic is introduced, the more the time students have to work on it. When using
a language with a simple syntax it is possible to take advantage of this by moving more
difficult topics to the beginning of the course; this is, however, not necessarily doable if
using a language with a complex syntax.
8.3 Invariant Based Programming
The main findings from evaluating invariant based programming in education presented
in section 7.3 can be summarized as follows:
• Invariant based programming can be used to introduce a more formal approach to
programming already at novice level.
• Students find the approach interesting and practical, and have no problem learning
the syntax.
• Students have difficulty using logical notation and finding strong enough invariants.
• Students find manual proofs tedious, but without proper checks “careless errors”
become a problem.
Introducing a formal approach to programming as an introductory course was not com-
pletely uncontroversial. As discussed in chapter 2, this is usually avoided due to the view
that students do not possess the skills and knowledge needed to deal with the concepts
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involved. However, as was shown in the example in section 5.2, invariant based pro-
gramming does not require any advanced mathematics or logic. Based on our findings,
students find no difficulties with the syntax of the approach; on the contrary, they find
the method easy to learn. The results also indicate that the approach can be adopted
among novices just as well as among students who have studied for a longer time. This
suggests that students do not necessarily become more mathematically mature during
their CS studies, which is well in line with the claims made by Gries [83] suggesting
that traditional mathematics courses have only little or no impact on students’ reasoning
skills and attitudes.
In invariant based programming, students are able to check if their programs are
correct in a local manner, for instance, by considering one transition at a time. The
empirical results presented in Paper VIII indicated that students appreciate the ap-
proach for being a practical method for verifying programs and actually “seeing” how
a program works. The traditional approaches to program correctness building on the
“Hoare-Dijkstra” methodology for writing code with built-in proofs rely on static reason-
ing, where program variables are treated as entities that remain unchanged at any point
of execution. At that point their values are frozen and can therefore be treated as pure
mathematical entities. Operational reasoning, on the other hand, treats program vari-
ables as objects, whose values vary during execution. The latter may seem more natural
to a person who is used to practical programming [210]. The diagrammatic notation used
in invariant based programming combines operational (control flow is visible) and static
(invariants are represented as mathematical entities) reasoning, and may consequently
be easier to grasp than an approach based on static reasoning only.
Our studies (Paper VIII-Paper IX) have also pointed out some problematic aspects of
using the approach. In the following, we will briefly discuss the two main ones: difficulties
related to 1) the construction of manual proofs and 2) the invariant.
Constructing manual proofs Our studies show that most students consider the man-
ual proving process tedious and time demanding, which has also been pointed out in
earlier research [67]. This is an expected, and quite understandable, result as even trivial
proofs need to be constructed, requiring time and effort. Hence, students do not neces-
sarily understand the point of creating such proofs, and would not do so on their own
initiative expecting it to improve their code.
This also brings up the issue of scale, which has been considered a problem with
formal methods in general, and one of the reasons why they are not widely used. When
arguing that formal methods do not scale up to extensive projects, one should, however,
remember that large programs are made up of smaller parts; these “subparts” (modules)
can be formally verified even using methods with limited scalability. Still, this is an
issue making people reluctant to use the techniques. The introduction of useful tools
has been seen as one solution [105, 214]: “[g]iven the right computer-based tools, the use
of formal methods could become widespread and transform software engineering.” [105,
p. 93] This statement is included in the verification grand challenge, in which the CS
community has committed itself to “making verified software a reality within the next
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15 to 20 years” (p. 93). In invariant based programming, the SOCOS tool, which was
described in section 5.2, can be used to, for instance, automatically prove or simplify
trivial verification conditions. A beta version of SOCOS was, in fact, used in the course
described in Paper VIII and IX; based on the initial teaching experiences and student
feedback, the tool is currently being further developed to better suit the needs and skill
levels of novice CS students.
Nevertheless, we argue that scalability is not a relevant issue when considering intro-
ductory education. For instance, the goal of the course on invariant based programming
is to let students become familiar with correctness concepts, learn the mathematical basis
of programs and get some feeling for how programs can be verified. Clearly, scale does
not pose a problem in such a context.3
Despite the obvious benefits of a tool, we also believe that hands-on construction is
essential and constitutes the way in which the approach should be introduced. First of
all, learning to build invariant based programs and the corresponding proofs manually
is important in order for students to become familiar with the approach. The hands-
on experience also makes explicit the link between mathematics and programming as
each transition becomes a separate theorem that needs to be proven. Without first going
through the process of creating and verifying programs using only pen and paper, students
would not get to know the effort that goes into manual proofs and might therefore not see
how helpful tool support actually is. The lack of a tool does, however, put a natural limit
on the difficulty level of the assignments given to students; programs including several
nested loops can easily take a very long time to construct and prove manually. Given
that students take other courses simultaneously, the assignments for one single course
cannot be allowed to require too much time.
Invariant related difficulties As mentioned in section 5.2, one of the hypothesized
challenges when starting to teach invariant based programming was that students would
have difficulty in finding the invariant. Invariant related errors were, in fact, found to
be most common when analyzing students’ solutions. A detailed analysis showed that
inventing the invariant, especially when dealing with nested loops, is not trivial, but that
there are other problematic aspects as well that do not directly originate in the invariant
property.
According to the results, a substantial part of the invariant difficulties were related
to expressing the invariant; many students had problems with interpreting, formulating
and manipulating quantified expressions. This was also recognized as one of the main
problems by the students themselves, and similar indications can be found in the liter-
ature [183, 188]. This finding is comparable to our Python results presented in Paper
VI, which suggest that a complex syntax may get in the way of learning programming
concepts and algorithms. Similarly, in invariant based programming, a student who does
not feel confident using logical notation to formalize expressions cannot focus completely
3The scalability of invariant based programming is currently the topic of another project in our
research group. A detailed discussion on this is, however, outside the scope of this thesis.
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on deriving the correct invariant as syntactical issues get in the way. Consequently, the
correctness of the invariant may suffer.
Difficulties related to logical notation and the use of quantifiers also serve as a partial
explanation for why students find proofs difficult. Constructing correct proofs naturally
becomes difficult if one does not possess the skills to express and manipulate logical
statements. Part of the challenges associated with teaching program correctness thus
seems to result from the afore-discussed shortages in mathematics education. This result
underlines the need for proper and sufficient training in formalizing statements and,
conversely, interpreting expressions written using formal notation.
Another noteworthy type of invariant related errors were those coined as careless
ones. Although rigorous and formal checking of the verification conditions can reveal all
errors, there is not always time for this type of checks during a course with limited hours
available. Our results show that it is easy to, for instance, miss out on bounds in guards
and leave out variable declarations when there is no interpreter or compiler available
that would check the program. Under pressure, these are “smaller details” that may be
easily overlooked. This is especially true in exam situations, where students usually do
not have the time to do proper proofs.
Although careless errors may not be considered as serious as, for instance, weak
invariants, their occurrence accentuates a need to further stress the importance of going
through and proving each transition separately, if not by writing a formal proof, at
least informally by checking that all properties hold. Without explicit checks, formal
or informal, the invariant approach is no more “safe” than a “trial-and-error” approach
without systematic testing.
8.4 Applicability of Developmental Research
The developmental research methodology and the analysis procedures used throughout
this thesis have proven to be useful as tools for conducting this specific type of research.
All results presented are based on data that have been systematically derived from prac-
tice. Through the cyclic process between development and educational practice it has
been possible to improve and refine the approaches and the teaching material formatively
both during the courses and in between. For instance, as a result of the student feed-
back on structured derivations (Paper I - Paper III) the syntax has been simplified and
the issues of time and length have been discussed. In Python, topics originally consid-
ered difficult (for instance, exception handling and functions) have been moved to the
beginning of the course, thus giving students more time to practice these concepts. In
invariant based programming, a new way to split proofs into smaller chunks helped make
the proofs shorter. The length was also further decreased by numbering the conditions in
the diagrams; previously, the proofs contained quite a lot of repetition as the assumptions
had to be explicitly written out separately for each verification condition.
The cyclic improvements have not only taken place for the separate approaches in
isolation. On the contrary, results from studies on one approach have pointed out places
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for improvement in how the other approaches are taught. For instance, the studies
on invariant based programming brought light on issues that need to be changed; the
most critical one being the need for more training in predicate logic in general and using
quantifiers in particular. As a result, during the current academic year (2008/2009) more
focus was put on quantifiers in both the prior course on logic and the invariant based
course itself. Preliminary results and observations from this “updated” version of the
course indicate that students do no longer exhibit the same kind of uncertainty when
working with quantifiers.
Studying the three approaches simultaneously has thus made it possible to make
suitable changes in order for the approaches to work as well as possible both in isolation
and together. An important premise for this to be possible in practice is naturally a
close collaboration between method developers, teachers and researchers. With such
collaboration in place, changes and modifications can be made quickly as a joint effort
where the perspectives of all parties can be taken into account.
8.5 Implications for Teaching
In this section we consider the implications that the results presented above may have
for teaching. In addition, different ways in which the approaches can be introduced in
education are discussed.
Formalism and novices Contrary to commonly held preconceptions, the studies pre-
sented in Paper I - IV and Paper VIII - IX have indicated that formalism and exactness
can be introduced in introductory mathematics and programming education without be-
ing “too advanced”. Previous research [17, 156, 157] and the studies presented in this
thesis have shown that structured derivations and elementary logic can be introduced
at least as early as at high school level. Similarly, invariant based programming can be
taught with propositional and predicate logic as the only pre-requisites.
Our results have nevertheless brought light on an accentuated need for giving stu-
dents sufficient practice in moving between informal and formal representations. In order
to successfully use the invariant based approach, more attention needs to be put on ap-
propriate training in formalization as early as possible. Unfortunately, as we have seen
previously in this thesis, the current state of mathematics education at high school level
does not support such preparation.
Despite the current lack of training in programming, logic and formal mathematics
at lower levels of education, this should not be seen as a reason for postponing the
introduction of these topics at university level. Carter [39] points out that “[w]hilst we
accept that many students do not arrive complete with the skill sets that we desire, we
tend to forget that this does not mean they are incapable of attaining them – they just
have not yet been given the opportunity to try. Spending some time teaching them the
skills and techniques they require must be better than simply trying to avoid teaching
the theory behind CS.” (p. 2)
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Mathematics and programming at high school level Despite the high quality
of secondary education in Finland, the discussion in chapter 2 indicated some apparent
places for improvement.
Considering the mathematical maturity required in many university disciplines, high
school students would certainly benefit from getting more training in formal reasoning
and proof earlier than what is possible with the current high school curriculum. As
a natural consequence of teaching mathematics using structured derivations, students
become familiar with formalisms, accustomed to using logical notation and used to com-
municating mathematical ideas in writing. Consequently, the introduction of structured
derivations seems as a worthwhile alternative for introducing more rigor throughout high
school mathematics without the need to introduce new courses.
Since early experience with CS and programming contributes to important meta skill
development and increases the chance of succeeding in university CS courses (see the
discussion in section 2.3), it appears important to reintroduce these topics in the high
school curriculum. Our studies on Python were conducted in a high school setting, and
the results show no reason why programming should not be introduced at high school
level. Programming at an early stage could improve the prior knowledge and skills of
future university students and also help students get used to following a given structure
and syntax. The latter is beneficial in other areas of study as well; for instance, one
could assume that familiarity with following a syntax would aid when learning to present
mathematical solutions using structured derivations.
As high school students study several subjects in parallel, one cannot expect them to
spend an abundance of their spare time on one single course. It is thus essential that a
programming course focuses on the important aspects of programming and avoids wasting
time on irrelevant issues, such as going through and memorizing a verbose syntax. Based
on our results, this could be achieved using a language with a simple syntax.
Consequences for the teacher The three evaluated approaches are, in essence, only
new ways of presenting “old” topics. Nevertheless, as is the case with all changes, in-
structors should expect and be prepared for some initial reluctance when introducing new
methods. This has been especially evident for structured derivations and invariant based
programming, which can be seen as rather different from the traditional ways of present-
ing mathematics and programming. The resistance may be particularly pronounced in
mathematics education, as students have already studied the subject without having to
follow any fixed format since first grade.
Solving problems using structured derivations and invariant based programming may
take more time than when using traditional approaches to mathematics and program-
ming. In structured derivations this is due to the additional writing involved and in
invariant based programming the increase in time is related to the need for proving the
program.4 As argued in chapter 8, the time requirements should however not be seen
4The time needed to thoroughly test a program would hardly be any less than the time it takes
to prove it, but rigorous testing is not an activity that most students invest time or effort in (unless
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Figure 8.1: Course model where invariant based programming builds on the two lower
courses
as a drawback; rather, they should be considered a factor guaranteeing that the student
does a thorough and good job when solving a problem. This does have implications for
the teacher, who can no longer give tens of assignments as homework or go through a
handful of examples in an hour. Rather, one needs to be able to carefully pick out and
focus on the most essential assignments.
Alternative course models The three approaches work well together and can be used
to build a continuum of courses covering two of the fundamental concepts of CS: pro-
gramming and mathematics. The approaches can naturally also be introduced separately.
Structured derivations can be used as a way for introducing justifications and more for-
malism in mathematics education, and invariant based programming can be introduced
provided that students have background knowledge in some proof format. Whether prac-
tical programming experience is a prerequisite for invariant based programming is still
unclear. With students having no programming background, there would be no need
to overcome an ingrained way of thinking or previously learnt programming language
syntax. On the other hand, without any programming background, all programming
concepts would be unfamiliar. In such a situation, the invariant based approach could
be introduced, for instance, as a course on algorithms starting from the concept of math-
ematical induction.
Partly based on the results presented in this thesis, the model presented in Figure
8.1 has been adopted in the introductory CS curriculum at Åbo Akademi University.
Structured derivations and Python are taught during the first semester of the first study
year, followed by a course on invariant based programming at the beginning of the second
semester. This model fits international recommendations for introductory CS instruction
[99, 104] as it integrates mathematics and programming.
Two of the approaches, structured derivations and Python, have been evaluated at
high school level with positive results. Invariant based programming, on the other hand,
has so far only been introduced at introductory university level. However, given that high
they are also graded on how well they test their own programs, which is the case when, for instance,
using Web-CAT (http://web-cat.org/) for automatic assessment of programming exercises). Thus, the
time needed for proving seems as an additional overhead that is not required when programming in the
traditional sense.
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Figure 8.2: Alternative high school course models
school students on their last year are close to first year university students with regard to
age and attitude [6], one could argue for the introduction of invariant based programming
at high school level as well. This could be arranged, for instance, by offering invariant
based programming as an elective course in advanced mathematics, just as structured
derivations was introduced in the elective course on logic and number theory in the
studies reported on in Paper II-IV. Depending on whether a course on programming is
deemed as a necessary precursor, we could arrive at two different high school models. One
(alternative a) in Figure 8.2) would require students to have a background in structured
derivations as well as in a programming language, whereas the other (alternative b) in
Figure 8.2) would only require knowledge of the former.
Regardless of the choice of model, the bigger challenge, as we see it, lies in making
sure that students have enough practical skills in using logical notation, both to interpret
formal statements and to formalize expressions, before taking the course. If the lack of
logic and formalism in high school mathematics prevails, this may become a problem;
the single course on logic and number theory is hardly sufficient for giving students the
skills needed. After all, the course involves a limited number of hours (approximately 28
lectures a la 45 minutes in class).
We see three solutions to this problem. The first, and maybe the most obvious one,
would be to introduce more courses on logic at high school level. Given the discussion in
section 2.4 on the current situation of mathematics in Finnish high schools, it seems rather
unlikely that this option would be realized. Alternatively, one could consider revealing
the logic that is already present, but hidden, in high school mathematics, for instance
by starting to use logical connectives and quantifiers instead of informal notations and
descriptions. This would clearly require much effort, as all text books and examples
would need to be rewritten. Using structured derivations this step would, however, be
an obvious one to take. Yet another alternative would be to adapt the invariant based
approach to the level of the students so that, for instance, quantifiers would be expressed
using natural language and “proofs” would be performed informally only; this would,
however, mean that we would “accept” that logic is hidden in mathematics education
and therefore we see this at the least desired alternative.
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8.6 Evaluating the Results
Evaluation criteria In all research it is important to consider how we can be sure that
the findings are worth paying attention to. Lincoln and Guba [118] list four questions,
which researchers have found useful for this purpose (p. 290):
1. How can we be certain that the findings of a study are “true” for the subjects and
context involved?
2. How can we determine how applicable the results of a study are with other subjects
or in other contexts?
3. How can we decide if the results of a study would be repeated if the study was
replicated under similar or the same conditions?
4. How can we determine to what extent the results are based on the subjects and
the given context and not on the researcher’s biases, motivations, interests or per-
spectives?
The standards for how the questions are to be answered for quantitative and qual-
itative research respectively are different, as the two research paradigms “proceed from
different assumptions, attend to different phenomena, and are appropriate for differ-
ent purposes” [77, p. 14]. Quantitative research focuses on discovering existing facts
according to a belief that the reality can be isolated and is objective. The goal is to
discover results which are generalizable, i.e. applicable universally regardless of factors
such as time, place and culture [94]. Qualitative research, on the other hand, builds on
researcher’s interpretations, and it is hence impossible to separate the researcher from
the issue under study [94]. Focus is therefore not on objectivity in the traditional sense,
but rather on the level of honesty and credibility of the researcher [153]. When judging
the quality of qualitative research, the goal is not to show that the findings are true,
rather that they are trustworthy. Moreover, the qualitative researcher cannot make any
claims of a study being replicable [126].
Most of the results presented in this thesis are based on qualitative data in the
form of student answers to open questions, programs or mathematical solutions. Where
quantitative methods have been used to illustrate results from analyzing these data, the
trustworthiness is mainly dependent on the quality of the qualitative analysis. Some
quantitative data have also been collected, for instance, when using Likert scales (Paper
II, V, VII and VIII) and comparing course grades (Paper V). We will begin by dis-
cussing the trustworthiness of the quantitative parts of our work and then move on to a
corresponding discussion with regard to the qualitative parts.
Rigor of the quantitative studies For quantitative research, the questions listed
above are answered through the criteria internal validity, external validity, reliability and
objectivity [45, 118, 203].
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The internal validity of a study refers to the extent to which the results can be
attributed to the variables measured and not to other possible causes. It is hence typically
only relevant in research that aims at establishing a causal relationship. There are several
threats to internal validity, i.e. reasons why the results in a study could be attributed to
other factors than the one under study: history, maturation, testing, instrumentation,
mortality, and regression. In addition, there are threats related to group selection and
social interaction. For an explanation of what these entail, the reader is referred to the
Research Methods Knowledge Base [203].
We have identified some threats to internal validity in our studies. In Paper V and
VI, the course grades and student errors were compared to those of a group of students
from two years earlier. Consequently, the students and assignments were not identical.
This can be seen as a selection threat, since the results of the comparison may be argued
to be the result of alternative causes, and not of the programming language used. As
the Java course had taken place earlier, we were not able to collect any further data (for
instance, related to motivation level, programming background and mathematical skills)
from the students that could have made it possible to make more conclusive statements
about the comparability of the two groups. One set of data that was available was the
final grade in mathematics from comprehensive school, but using this for comparing the
groups would have been questionable, since the students had come to high school from
different schools, hence having had different teachers with their own grading principles.
In the respective papers, we argue for why we have reasons to believe that the two groups
are, nevertheless, comparable.
Where the findings are based on data collected at the end of the course, students
who have dropped out are naturally not heard. This is an example of a mortality threat
to internal validity. Although the dropout rate in our courses has been quite low (by
dropouts we here refer to students who have handed in at least one assignment before
dropping out), not hearing these students can be considered a weakness in our research;
these students could have had valuable opinions, for instance with regard to the draw-
backs of the methods, which were now left out. However, as most students who dropped
out did so early on in the course, they had unlikely had enough time to “get the idea” of
the methods and be able to give constructive feedback.
A Likert scale was used in Paper V, VII, VIII for one of the following reasons: 1)
to let students rank the difficulty level of the topics of the course (from very easy to
very difficult), or 2) to gain insight into students’ attitudes towards a certain issue under
study, for instance the appropriateness of Python as the first language. When using
Likert scales to reveal attitudes, it is important to remember that the scale does not
measure attitudes directly but rather the extent to which a respondent agrees with a
number of written statements [113]. They do, however, aid in illustrating how strong the
views of the respondents are in relation to each other. In all cases the scales were quite
brief, thus minimizing the risk of pattern answering which can arise if students become
tired or bored [32]. The statements were carefully worded to avoid ambiguity, so that
all respondents would have the same thing in mind when answering. In addition, the
statements were made to reflect attitudes both for and against the phenomenon at hand.
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External validity refers to the extent to which the results of a study can be gener-
alized beyond the sample to other contexts. Our studies have been conducted in course
settings with quite small student groups. Hence, we have not been able to do any actual
sampling; instead, the sample has been made up by all students in class in order for us
to obtain a reasonable number of subjects. This is a direct result of the size of student
groups at Finnish high schools and the Department of Information Technologies at Åbo
Akademi University, and hence outside our control. This type of sampling may produce
samples that are not representative of the population as the whole [47]. This should,
however, not be a problem in our context, as we do not claim that the results are highly
generalizable (see “transferability” below).
Reliability can be seen as a “synonym for dependability, consistency and replica-
bility over time, over instruments and over groups of respondents.” [45, p. 146] For
research to be reliable, it needs to demonstrate that the results would be similar if it was
repeated under similar conditions. In order to determine whether the results are reliable,
a study thus needs to be replicated. As was already mentioned in section 6.1, educa-
tional studies are not easily replicated, since the context is complex and changing to its
nature. Throughout all studies, we have, however, aimed at making the research process
transparent to make it possible for the reader to evaluate the validity and reliability of
the results.
Objectivity is commonly evaluated based on the notion that the researcher is seen as
external to the research process. The criterion refers to the extent to which findings are
grounded in the data and not the result of, for instance, research bias. When analyzing
quantitative data, our focus has been on using statistical tests and measurements, and
not on our own interpretations. Hence, the results should be objective.
Trustworthiness of the qualitative studies Due to the differences between quanti-
tative and qualitative research discussed above, the criteria used to evaluate the quanti-
tative parts of our research are not considered suitable for judging the qualitative ones.
Several alternative ways describing how qualitative studies should be evaluated have
therefore been proposed. Some researchers [76] have argued that it is “pointless to at-
tempt to predetermine a definitive set of criteria against which all qualitative research
should be judged” (p. 515), whereas others believe that the usual criteria used for quan-
titative research “have value but require redefinition to fit the realities of qualitative
research” [199, p. 266]. The idea of the former is that eventually, the evaluation will still
be made in the mind of the reader in the light of his or her background and interpreta-
tions. According to this view, it is crucial that the researcher describes and justifies both
the research process and the ways in which the trustworthiness of the research has been
strived for and evaluated.
Among those researchers who believe in the usefulness of explicit criteria are, for
instance, Lincoln and Guba [118], who have identified an alternative set of criteria cor-
responding to those commonly used to judge quantitative research. Their concept of
“trustworthiness” includes four criteria parallel to those of quantitative research: credi-
bility, transferability, dependability and confirmability.
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Credibility (cf. internal validity) refers to how well the interpretation the researcher
has created corresponds to the reality [118]. In our work, we have aimed at improving
credibility in five ways: 1) use of authentic quotations, 2) cultural competence of the
researcher, 3) prolonged engagement, 4) triangulation, and 5) data collection in authentic
settings. In the following, we will briefly discuss these in more detail.
The use of authentic quotations is a common way of increasing credibility in qualita-
tive research, as it makes it possible for the reader to determine how well the categories
fit the data. In all studies we have described the categories in detail, and where possible
(the studies based on student feedback) we have illustrated the categories with quota-
tions taken from as many different respondents as possible to avoid overquoting the same
persons.
The researcher makes interpretations based on her own background and knowledge.
For her to make trustworthy interpretations it is essential that she is culturally competent
[118], that is, that she is familiar with the study domain and speaks the same language
as the respondents. All researchers involved in the studies presented in this work are
insiders in the field of mathematics and CS, and hence possess the competence needed
to interpret the collected data.
Prolonged engagement at the research site also increases credibility [118]. As all
studies in this thesis are based on entire courses, the researcher (or the teacher, with
whom the researchers have collaborated) should have had time enough to demonstrate a
prolonged period of engagement and observation for learning the context, building trust
etc.
Triangulation is important, as the credibility of a given result is increased if supported
by, for instance, different data sources or collection modes [118]. Our aim has been to base
our findings on several types of data, for instance, from questionnaires, interviews and
student constructed material (solutions, proofs, programs). In the studies on structured
derivations, we have used data from two educational levels (university and high school).
All data have been collected in authentic settings, i.e. in actual classroom situations.
In our opinion, this also increases credibility, as the students have not been put into an
artificial environment.
The lack of formal tests conducted to verify the credibility of the categories that
have emerged in the studies can be argued to be a weakness. In our opinion, the way in
which the categories were created and discussed (see section 6.3) should, however, have
revealed any potential discrepancies. During the coding process it became clear that the
data were rather easy to categorize; only a few unclear cases were encountered, and these
were categorized only after two or more researchers had discussed the piece of data and
agreed on how it should be interpreted.
Transferability is the qualitative correspondence to the external validity (generaliz-
ability) criterion in quantitative research. Lincoln and Guba [118] point out that “if there
is to be transferability, the burden of proof lies less with the original investigator than
with the person seeking to make an application elsewhere. The original inquirer cannot
know the sites to which transferability might be sought, but the appliers can and do.”
(p. 298) The original researcher is therefore merely responsible for providing the reader
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with sufficient descriptive data, making it possible for him or her to judge whether the
studied approach or phenomenon could be applicable in his or her settings. To attend to
this criterion, we have provided detailed descriptions of the different studies, for instance
with regard to subjects, educational settings, application of methods, data collection and
analysis. We do not, however, claim that the results are directly transferable to other
contexts; rather, we aim at providing an understanding for how the methods can be used
in education and what benefits and difficulties to expect in contexts similar to ours. This
can, in turn, provide the reader with insight into what the results could bring to his or
her own situation. Furthermore, as the goal of the studies has been to evaluate the use of
new approaches in education, the results should be interesting from a method developer’s
and curricula designer’s point of view regardless of the degree of transferability.
In quantitative research, reliability is based on replicability. Qualitative studies,
however, are commonly unique and not easily repeated, which makes it inappropriate
to talk about the reliability of the results. Instead, Lincoln and Guba [118] introduced
the term dependability, which also takes into account the stability and concistency of
the processes involved in a study over time. One way of improving dependability is to
make it possible for others to conduct an “inquiry audit” [118]. In order to do so, the
researcher needs to store raw data, coding schemes, notes and other documents pertinent
to the analysis. Based on this material, an external auditor can then evaluate the process
(i.e. how the results have been arrived at) and determine whether dependability can be
established. Although we have not conducted such an audit in this thesis, we have stored
all material, emails etc. that have been used during the analysis. Hence, the material to
conduct an audit is available.
In quantitative studies, the objectivity criterion takes as a starting point that the re-
searcher is external to the study process. Similarly to the reliability criterion, objectivity
can be considered irrelevant for qualitative studies where the researcher makes interpreta-
tions and is hence “inside” the research. The focus of confirmability is therefore on how
well the findings are grounded in the data. In our opinion, many of the measures taken
to improve credibility also improve confirmability. For instance, the use of authentic
quotations shows the connection between the collected data and the produced interpre-
tation. A high level of transparency with regard to the research and its phases also aids
in helping the reader determine whether any biases may have affected the results. In
addition, the inquiry audit described above can also be used to establish confirmability;
the auditor can evaluate the product (i.e. the results) to determine whether it is based on
the data. Finally, reference to previous research findings that confirm the interpretations
can improve confirmability. As two of the methods studied in this work have not been
used extensively in education before, there are no previous research to refer to. For the
work on Python, however, some connections to related literature have been made.
Other limitations One could argue that the studies presented in this thesis are not
based on a joint theoretical framework. The initial studies on the three approaches
were explorative in nature, whereas the following ones investigated various aspects of the
educational use of the approaches. The lack of a single theoretical framework is thus a
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natural consequence of the somewhat different foci of the studies. Rather than try to
force all research to fit one single theory, we therefore chose to provide a context for the
respective studies separately using relevant literature.
Tests of statistical significance can be used to find out the probability with which a
difference between, for instance, two groups have occurred by pure chance. In this work
such tests have been conducted in several papers, whereas some articles lack this kind of
analysis. This can be seen as a limitation in our work. As the articles have already been
published, this can, however, no longer be amended.
The empirical studies are interrelated and build upon each other in the sense that
the first study inspired the second one, the second study raised questions that were
investigated in the third one, and so on. Since several studies use the same data, there are
therefore some cases of overlap. As we see it, these overlaps are, however, not redundant,
but rather a natural result of using a developmental research approach, where the aim
of each study has been to give insight into different aspects of using the approaches in
education and point out interesting issues for further investigation.
8.7 Relevance
The overall goal of any research is to address relevant problems with potential for impact.
As already pointed out previously, the present work has been valuable for the further
development of both the approaches and the ways in which they are used in education.
Considering the current state of mathematics education and the call for a mathe-
matically more rigorous CS education discussed in section 2.4, empirical data as those
presented in this thesis are relevant. Although attempts at, for instance, introducing
more formalism in the mathematics and CS classroom have been made before, only few
have provided empirical results. In our opinion, sketching new ideas for teaching with-
out providing any authentic evaluation is not enough. The ideas could naturally be
worthwhile, but one cannot know for sure before they have been tried out in practice.
Results as the ones presented in this thesis are also useful in discussions on curricula
development. As an example, the research has been important for the development of
the new introductory course sequence in CS at Åbo Akademi University. To address
the serious gap when comparing the mathematics and CS education given at high school
on one hand and the expectations at university level on the other, there is a need for
increased collaboration and joint efforts between high school curricula designers and
university representatives. In such discussions, empirical results are of great importance
to inform decision making.
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Chapter 9
Final Words
In this concluding chapter, we will summarize the main contributions and give some
suggestions for future work.
9.1 Conclusions
The main contribution of this thesis lies in the presentation and evaluation of new meth-
ods for teaching mathematics and programming. The choice of the three approaches was
made based on the research conducted at the Department of Information Technologies at
Åbo Akademi University. Two of the evaluated approaches have been developed within
our research group: 1) structured derivations starting from the book on refinement cal-
culus by Back and von Wright [18] and 2) invariant based programming as a correct by
construction approach to programming. In addition, Python has been extensively used
in the Gaudi Software Factory [142] when working out software processes with students
as programmers. As the three approaches respectively seemed to work well for 1) making
the process of “doing mathematics” more explicit and logic-based, 2) constructing correct
programs relying only on elementary propositional and predicate logic, and 3) getting
students started with programming quickly using a new language, we found it interesting
to investigate whether these approaches could be used in our introductory courses.
The results of our empirical studies suggest that the methods are appropriate al-
ternatives for teaching mathematics and programming to novices while also providing
several benefits. Structured derivations can be used to introduce preciseness and rigor
early on in mathematics, and as a result, students become used to formalisms and bet-
ter at communicating mathematical ideas. Novices learning to program using Python
make less errors than those learning a more complex language, which suggests that using
Python, focus can be put on learning essential concepts rather than on sorting out issues
originating from a complex syntax. Invariant based programming is found easy to learn
by students, and the approach can be used to introduce beginners to the more formal
aspects of programming and help them develop a deeper understanding for how, and
why, a program works. The invariant based approach does, however, require sufficient
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training in applying the underlying logic. Taken together these approaches can be used
to create an educational setting that provides a concrete link between the theory and
practice of computing. The results are indicative, but not necessarily generalizable to
other contexts. Nevertheless, we believe that the results are applicable and important
when considering 1) the design of mathematics and programming education, and 2) the
development of the evaluated teaching approaches.
The developmental research methodology has proven suitable for the type of research
presented in this thesis, as it makes it possible to design and develop teaching methods
based on practice-based results from authentic settings. By following this methodology,
it has been possible to use the results put forward in Paper I - IX for developing both
the approaches and the ways in which they are used in education.
Although the research is based on specific approaches, the results are of general
nature. Applying “rules without reason” when solving mathematical problems may work
in the short run, but in order to develop mathematical reasoning skills, one needs to
be able to justify steps in the solution and communicate mathematical ideas efficiently.
The findings in this thesis point out many benefits of students doing so. In addition,
hiding exact formalisms behind informal notations is prone to result in ambiguity and
confusion. Thus, despite the teaching approach chosen for teaching programming and
mathematics, there is a need for investing time in going through how mathematical
ideas can be communicated (using explicit justifications) and formalized (using logical
notation).
Even though the discussion on teaching practical programming has focused on Python,
our intention is not to point out that language as the one and only alternative for in-
troductory programming education; rather, we have presented the benefits of using a
language with a simple syntax. Hence, the results could just as well apply to any other
language that shares the same features and characteristics as those of Python.
In order to truly understand the underlying concepts and workings of a program, it
is, however, not enough to be proficient at constructing code in a given programming
language; one also needs to understand and work with concepts such as preconditions,
invariants and postconditions, which in turn requires good skills in formalizing statements
and interpreting logical expressions.
9.2 Future Research
Currently, our plans for future work focus mainly on the use of structured derivations
and invariant based programming in education. Compared to evaluating an existing
programming language in education, we feel that these new approaches provide us with
several, yet unexplored, areas of interest.
The future work can be divided into three main categories based on their respective
focus: 1) evaluation, 2) tool development and 3) educational practice.
The goal of the evaluation focused plans is to continue empirically evaluating the
approaches in new contexts. An interesting question is if, and in that case how, structured
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derivations could be introduced earlier, for instance, at the final year of comprehensive
school. As noted earlier, we are interested in investigating whether invariant based
programming could be used to introduce algorithms at high school level in order to give
students a more theoretical view of CS. How this could be accomplished in practice is,
however, yet undecided. In addition, as noted in chapter 7, the studies presented in this
thesis have raised interesting questions for further investigation, for instance, with regard
to structured derivations and the perceived increase in understanding.
Another interesting research agenda is in the area of tool development . We are
currently creating tools for structured derivations and invariant based programming, and
an additional challenge here is how to build the tools so that they are usable by both
teachers and students. The vision for the structured derivations tool is, for instance,
not only to serve as an editor for writing derivations on a computer, but also to provide
syntax checking and verification features. By checking the correctness of every step in a
derivation separately, a tool could conclude whether the entire solution is correct or not.
Thus, the tool could analyze any solution written as a structured derivation without the
need for template solutions. In cases where the correctness of a certain step could not
be automatically decided, the tool would leave a mark for the teacher so that he or she
would know to manually check that specific point of the solution. The availability of tools
suitable for use in a classroom setting naturally gives rise to many new and interesting
research questions. How is the tool used by the teacher? By the students? How does it
affect learning? What are the benefits and drawbacks of tool support in the classroom?
How can automatic verification be used in an educational context?
From the perspective of educational practice , there are a couple of important issues
to address that may not be of academic nature but still of great importance in order for
the approaches to become more widespread. First, teachers need to be educated in the
use of the approaches. Second, text material needs to be created as there currently are
no textbooks available for use in curricula employing structured derivations or invariant
based programming. Although this may be seen as an obstacle for a more large scale
spread, this can also be a blessing in disguise as having waited for empirical results makes
it possible to build the material on an evidence-based foundation. Finally, at university
level, the curriculum beyond the introductory courses needs to be redesigned so that the
efforts to integrate theory and practice are not left at the introductory level.
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Appendix 1
// class imports
import java.util.HashMap;
import java.util.Iterator;
import java.util.Scanner;
import java.net.URI;
import java.awt.Desktop;
public class OpenURL {
// declare a new class method taking one argument
static void printmenu(HashMap menu) {
String key, value;
// create an iterator object for iterating over the hashmap data
Iterator itr = menu.keySet().iterator();
// iterate over the hashmap
while(itr.hasNext()){
// get and print the key and the corresponding value
key = (String) itr.next();
value = (String) menu.get(key);
System.out.println(key + " : " + value);
}
}
static void openpage(HashMap menu) {
boolean choiceOK = false;
String choice, url;
// initialize a Scanner object for reading data from the keyboard
Scanner in = new Scanner(System.in);
// let the user input choices until a valid one is given
while (!choiceOK){
try {
System.out.print("Choose a site: ");
choice = in.nextLine();
// convert choice to uppercase
choice = choice.toUpperCase();
// retrieve the value corresponding to the choice key from the hashmap
url = (String) menu.get(choice);
// try opening the url
Desktop.getDesktop().browse(new URI(url));
// terminate the loop if the browse-method was successfully executed
choiceOK = true;
}
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// if choice is not valid, catch a NullPointerException
catch (NullPointerException e) {
System.out.println("You did not pick a valid alternative.");
}
// if another error occurs, execute the generic catch-block
catch (Exception e) {
System.out.println("Something went wrong.");
}
}
}
public static void main(String[] args) {
// create and initialize a hashmap with three key-value pairs
HashMap options = new HashMap(3);
options.put("G", "http://www.google.com");
options.put("Y", "http://www.youtube.com");
options.put("M", "http://www.myspace.com");
printmenu(options);
openpage(options);
}
}
As the purpose of this thesis is not to review the Java syntax, we will not make any
comments in addition to the ones written inside the program. The main point is to give
an example of what the code for the somewhat longer Python program could look like
in Java.
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Appendix 2
Mathematics, the advanced syllabus
Compulsory courses
1. Functions and equations
2. Polynomial functions
3. Geometry
4. Analytical geometry
5. Vectors
6. Probability and statistics
7. The derivative
8. Radical and logarithmic functions
9. Trigonometric functions and number sequences
10. Integral calculus
Elective courses
1. Number theory and logic
2. Numerical and algebraic methods
3. Advanced differential and integral calculus
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Mathematics, basic syllabus
Compulsory courses
1. Expressions and equations
2. Geometry
3. Mathematical models I
4. Mathematical analysis
5. Statistics and probability
6. Mathematical models II
Elective courses
1. Commercial mathematics
2. Mathematical models III
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Abstrat
Being able to reason rigorously and omfortably in mathematis plays an essential role in omputer siene,
partiularly when working with formal methods. Unfortunately, the reasoning abilities of rst year university
students' are ommonly rather poor due to lak of training in exat formalism and logi during prior
eduation. In this paper we present strutured derivations, a logi based approah to teahing mathematis,
whih promotes preiseness of expression and oers a systemati presentation of mathematial reasoning.
The approah has been extensively evaluated at dierent levels of eduation with enouraging results,
indiating that strutured derivations provide many benets both for students and teahers.
Keywords: Strutured derivations, teahing mathematis, mathematis for formal methods
1 Introdution
Being able to reason rigorously and omfortably in mathematis is an essential pre-
requisite for studies in omputer siene (CS), espeially when working with formal
methods. Nevertheless, many CS students unfortunately show little understanding
for and interest in mathematis in general and formal notation, logi and proofs in
partiular. For instane, Gries [10℄ notes that students' reasoning abilities are poor,
even after several math ourses. Many students still fear math and notation, and the
development of proofs remains a mystery to most. (p. 2) Almstrum [3℄ found that
novie CS students experiene more diulty with the onepts of mathematial
logi than with other CS onepts.
1
Email: bakrjabo.fi
2
Email: linda.mannilaabo.fi
3
Email: patrik.sibeliusabo.fi
4
Email: mia.peltomakiutu.fi
Back, Mannila, Peltomaki & Sibelius
One reason for students' low level of skills in formal reasoning and proofs an
be traed bak to their prior eduation: exat formalism and proof are pereived
as diult and onsequently avoided at e.g. high shool level (e.g. [5,12,13,18℄).
For instane in Finland, high shool students are oered the hoie of two dierent
mathematis syllabi, inluding a total of 21 ourses (sixteen ompulsory, ve ele-
tive) [15℄. Despite the large number of ourses, proof and formal reasoning is only
mentioned in the learning objetives for one of them, the eletive ourse Logi and
Number Theory in the advaned syllabus. This is also the only ourse that intro-
dues logial notation and truth values. How ould we expet rst year university
students to expose high levels of proieny in topis suh as logi, exat formalisms
and onstruting proofs, when their only prior hane to study these topis is in
one (eletive) ourse throughout their entire general eduation? Proofs should be
onsidered a way of thinking that an be applied to any mathematial topi, instead
of being viewed as a distint topi [11,18℄.
In addition to the lak of training in formal reasoning and proofs, studies have
indiated problems in the way proofs are approahed and presented in eduation.
For instane, Dreyfus [9℄ laims that students often reeive mixed messages. As an
example he notes that many mathematial textbooks oer intuitive explanations
in one solution, use examples to larify another, and give a rigorous proof for yet
another. The dierenes between these justiations are however not expliated, but
leave students with three dierent views of what ould onstitute a proof. As a result,
students do not know what ounts as an aeptable mathematial justiation.
Moreover, students are likely to engage in ativities that feel worth while and
relevant for their studies as a whole. However, the prevalent urriulum strategy at
CS departments is to divide ourses into areas of 'theory' and 'pratie'... [whih℄
auses both faulty and students to view the theory of omputing as separate and
distint from the pratie of omputing. [2, p. 73℄ In order for mathematis to be
onsidered useful by CS students, it should thus be presented in a way that learly
links it to the omputing pratie.
In this paper, we present strutured derivations [4,6,7℄, a logi based approah
to teahing mathematis, whih we argue an be used to address all the afore-
mentioned problems. Strutured derivations promote preiseness of expression and
oer a systemati and straightforward presentation of mathematial reasoning, with-
out restriting the appliation area. Using strutured derivations, logi beomes a
tool for doing mathematis, rather than a objet of mathematial study.
We begin with a brief desription of the strutured derivations approah to on-
struting proofs in Setion 2. The approah has been extensively evaluated sine
2001 and urrently the evaluation involves ve institutions at high shool and uni-
versity level. We summarize the high shool experiene in Setion 3 and give a more
detailed aount of our experiene from using the approah in a rst year CS ourse
in Setion 4. We onlude with a disussion setion inluding ideas for future work.
2 Strutured Derivations
Strutured derivations [4,6,7℄ is a further development of Dijkstra's alulational
proof style, where we have added a mehanism for doing subderivations and for
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handling assumptions in proofs. With these extensions, strutured derivations an
be seen as an alternative notation for Gentzen like proofs in prediate alulus or
higher order logi [6℄. A strutured derivation has the following general syntax:
derivation ::= ” • ”[ task ” : ”] [assumptionList℄ [(⊢ | °)] [proofSteps℄
assumptionList ::= (postulate | lemma)+
postulate ::= ”[” identiation ”]” formula
lemma ::= ”(” identiation ”)” formula derivation
proofSteps ::= term (basiStep | subderivation)+
basiStep ::= relation ”{” motivation ”}” term
subderivation ::= relation ”{” motivation ”}” derivation+ ” . . . ” term
Terminals are given inside quotes and nonterminals in roman font. The layout
of a strutured derivation is xed. The general proof layout is as follows (task is
a short informal explanation of what we want to do):
derivation:
• task:
assumptionList
⊢
proofSteps
Below to the left, we show the layout for a derivation where all assumptions are
postulates and where there are only basi proof steps. The middle box shows the
layout of a lemma, where the proof of the lemma (the formula) is a derivation written
diretly after the formula but is indented one step to the right. On the right we
show a proof step with a subderivation. A subderivation justies the proof step and
orresponds to the appliation of an inferene rule in a Gentzen like proof system.
One proof step may require one or more subderivations. The subderivations follow
immediately after the motivation for the proof step and are indented one step.
simple derivation:
• task:
|id℄ formula
.
.
.
[id℄ formula
⊢
term
rel {motivation}
term
.
.
.
rel {motivation}
term
lemma with proof:
(id) formula
• task:
assumptionList
⊢
proofSteps
subderivation proof step:
term
rel {motivation}
• task:
assumptionList
⊢
proofSteps
. . . term
This proof format xes the overall struture and layout of a derivation (hene
the name strutured derivations) but it does not x the syntax of basi entities suh
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as task, formula, term, relation, motivation, or identiation. Thus, we an use
strutured derivations for proofs on dierent domains, and with dierent levels of
rigor and detail (from a ompletely intuitive argumentation to an axiomati proof
in a logial theory).
We illustrate strutured derivations with two mathematial problems. The rst
one illustrates the use of logial rules in standard mathematial reasoning, while
the seond illustrates subderivations and the way in whih we ombine formal and
informal reasoning in a strutured derivation (the seond problem is taken from the
Finnish high shool matriulation exam 2006).
Our rst problem is to solve the equation (x − 1)(x2 + 1) = 0. We have the
following solution

• Solve the equation (x− 1)(x2 + 1) = 0:
(x− 1)(x2 + 1) = 0
≡ {zero produt rule: ab = 0 ≡ a = 0 ∨ b = 0}
x− 1 = 0 ∨ x2 + 1 = 0
≡ {add 1 to both sides in left disjunt and −1 to both sides in right disjunt}
x = 1 ∨ x2 = −1
≡ {a square is always non-negative}
x = 1 ∨ F
≡ {disjuntion rule}
x = 1

The seond problem is to determine the values of a for whih the funtion f(x) =
−x2 + ax + a− 3 is always negative.
x1
x2
Df(x)
x a
Figure 1. Downward and upward opening parabolas
The following strutured derivation shows how we determine the value of a.
Figure 1 illustrates the arguments used in the proof.

• Determine the values of a for whih −x2 + ax + a− 3 is always negative:
(∀x · −x2 + ax + a− 3 < 0)
≡ {the funtion is a parabola that opens downwards (the oeient for x2 is
negative); suh a funtion is always negative if it does not interset the x-axis,
i.e. has no roots (gure on the left)}
(∀x · −x2 + ax + a− 3 6= 0)
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≡ {this ondition holds i the disriminant D for the funtion is negative}
D < 0
≡ {substitute value of D}
• Determine the disriminant D:
D
= {the disriminant for the equation Ax2 + Bx + C = 0 is B2 − 4AC}
a2 − 4(−1)(a− 3)
= {simplify}
a2 + 4a− 12
. . . a2 + 4a− 12 < 0
≡ {the funtion a2 + 4a − 12 is a parabola that opens upwards (the oeient
for a2 is positive); suh a funtion is negative between its roots (gure on the
right)}
• Solve the equation a2 + 4a− 12:
a2 + 4a− 12 = 0
≡ {square root formula}
a =
−4±
√
42−4·1·(−12)
2·1
≡ {simplify the expression}
a = 2 ∨ a = −6
. . . −6 < a < 2

This proves that
(∀x · −x2 + ax + a− 3 < 0) ≡ −6 < a < 2
In other words, the funtion is always negative if and only if −6 < a < 2.
If we are using a omputer supported tool with outlining features (like the
T
E
Xmas plug-in mentioned below), we an hoose to hide the two subderivations.
Omitting the more detailed steps will give us a better view of the overall struture
of the proof.
Traditional approahes to teahing and presenting mathematis ontain muh
impliit information [9,14℄. Using strutured derivations, all steps in the derivation
are expliitly motivated and the nal produt thus ontains a doumentation of the
thinking the student was engaged in while ompleting the derivation. This failitates
reading and debugging both for students and teahers.
Moreover, as stated in the introdution, traditional approahes to teahing proofs
leave students unertain about what rigor is required for a partiular proof in a er-
tain situation [9℄. Strutured derivations provide a well-dened proof format, whih
gives students a onrete model for what onstitutes a proof and whih an guide
them in how to arry out rigorous proofs in pratie. A lear and familiar for-
mat funtions as a mental support that gives students belief in their own skills
to onstrut the proof. A dened format also lets students fous on the solution
rather than spending time thinking about how to put their thoughts down on pa-
per. Furthermore, our approah provides a struture that an be used to make the
presentation of mathematis more onsistent in textbooks and lassrooms. Due to
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the well-dened syntax and simple struture, strutured derivations are also well
suited for presentation on the web.
3 Strutured Derivations at High Shool Level
As stated in the introdution, Finnish students an graduate from high shool with-
out being exposed to logi or proof in their mathematis ourses. This is alarming
not only from a omputing perspetive, but from a siene perspetive in general.
Thus, although our main onern as CS eduators is to ensure that our students
possess suient mathematial skills in order to be able to progress suessfully in
their studies, we feel that attention also should be put on mathematis eduation at
lower levels. We summarize our experienes from introduing strutured derivations
at high shool in this setion, and desribe our experienes from introduing the
same method into a CS syllabus in the next setion.
The two mathematis syllabi oered in Finnish high shools have dierent foi:
the general syllabus fouses on developing the apabilities needed to use mathe-
matis in dierent situations in life and in further studies [15, p. 119℄, whereas the
advaned syllabus fouses on learning to understand the nature of mathematial
knowledge [15, p. 122℄. The advaned syllabus is pratially the norm for students
seeking admission to universities for further studies in, for instane, mathematis,
CS, engineering, mediine and physis. Considering the need for mathematial ma-
turity in these elds, the students would most ertainly benet from getting more
training in formal reasoning and proof already at high shool level (as mentioned
before, these topis are urrently only mentioned in one advaned eletive ourse).
This does, however, not neessarily imply that more spei ourses on logi should
be introdued, but rather that logi should be integrated in other ourses [16℄.
In 2001, a longitudinal study was initiated in a high shool in Turku, Finland
[5,17℄. The aim of the study was to investigate whether strutured derivations ould
be used to integrate logi, proof and formal reasoning throughout high shool math-
ematis eduation without the need for additional ourses on logi. The researh
setting involved a test group and a ontrol group, whih were followed up during
their entire high shool period (three years). The students hose whih group to
belong to, but are was taken to ensure that the entry level of the students was as
similar as possible in both groups. The groups had dierent teahers who taught the
exat same material, only using dierent approahes; the test group teaher rewrote
and taught all ten ompulsory mathematis ourses using strutured derivations,
whereas the ontrol group teaher gave the ourses in his usual presentation style.
Moreover, the test group teaher spent a few hours at the beginning of the rst
ourse introduing basi notions of elementary logi and giving students formal and
informal pratie in working with logial onnetives.
The results from the study were positive, indiating that logial notation and
strutured derivations an be suessfully used in a high shool setting. Students in
the test group onsistently outperformed the ontrol group in all ten ourses [5℄ as
well as in the matriulation exam [17℄.
5
5
Students take the matriulation exam at the end of their high shool studies. The matriulations exami-
nation board approves of the use of strutured derivations in the matriulation exam.
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In addition to this longitudinal study, the approah has also been introdued
in single ourses at three other high shools. Clearly, this renders a ompletely
dierent situation than when all ourses are given using the same format. Despite
the limited time available for the teaher to present the approah and for the students
to get familiar with it and use it, the results from these ourses have also been
positive. Surveys and observations have shown that despite a somewhat negative
initial reation to the new strit format requiring additional writing, most students
learned to use and appreiate the strutured approah during one single ourse.
We are now in the proess of developing more systemati teahing material to
support the use of strutured derivations in mathematis eduation. Bak and von
Wright have written Mathematis with a Little Bit of Logi [8℄, a text book that
introdues the approah and that an also be used as a teahers manual. More-
over, two ordinary high shool mathematis text books have been translated into
strutured derivations. In addition, all assignments in ten omplete mathematis
matriulation exams have been solved using strutured derivations (altogether 150
solved problems). This olletion of solutions is important not only as an example
base, but also as a onrmation that the approah an in fat be applied on a wide
variety of problems.
4 Strutured Derivations for First Year CS Students
The need for pratial skills in proving mathematial theorems beomes evident to
our CS students already during their rst year ourses. A ompulsory ourse on
logi was introdued in the basi studies in the CS urriulum at our department
already in the 1990s, but as it was rather theoretial, students did not see the
onnetion to the real world and felt that the ourse did not give them any skills
that ould be useful in pratie. The ourse was totally redesigned in fall 2006, when
strutured derivations were introdued to put more fous on enhaning students'
logial reasoning and proof-writing abilities in pratie.
The ourse was attended by 47 students and inluded 36 letures (of 45 minutes),
six exerise sessions (of 90 minutes) and a nal exam. A pre- and postourse survey
as well as observations were used to evaluate the ourse and students' opinions about
the approah. The idea of the ourse was to apply strutured derivations to high
shool mathematis. We thought that applying the rigorous derivational format
on familiar problems would make it easier for students to learn the methodology, as
they would not have to learn any new mathematis at the same time. This, however,
did not work as intended. Instead, the familiar domain hindered the students from
seeing the purpose of the ourse, thinking that the ourse was just a repetition of high
shool mathematis, failing to understand the importane of the format used. The
initial onfusion was partly a result of misommuniation, as the teahing assistant
did not enfore the use of the strutured derivations format in the exerise sessions.
This gave the students a message that was not onsistent with the one they reeived
during the letures.
Resistane to relearn familiar material using a new format is understandable;
why should one start using a new approah for doing something one has already
been doing suessfully in another way for 12 years. However, as the students
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realized that the topis overed in the ourse were indeed intended to be familiar,
and that strutured derivations was the new thing that they were supposed to learn,
the resistane faded away. The results from the nal exam were good (70% of the
students passed, 30% with the highest grade) and the nal feedbak was in general
positive. In the following, we list some of the positive and negative aspets brought
up by students in the open questions of the post ourse survey.
6
Students identied many of the same benets of using strutured derivations as
was originally hypothesized when the approah was developed:
•
When you write out everything, areless mistakes disappear
•
Writing better mathematial derivations: same motivations as earlier, but more logially onstruted
•
Learning a systemati way of working
•
I learned to think deeper on mathematial solutions
•
Useful to pratie problem solving, struture and divide problems
•
The dierent proof strategies will be useful in math ourses. But the logial motivations were also
important to learn onsidering how to prove one's programs
Some students found writing the derivations a bit tedious, but nevertheless found
the approah interesting and useful.
•
They feel a bit unneessary sometimes, but on the other hand you see muh more learly what you've
meant when you look at the solution again later
•
Strutured derivations feels like unneessary work, but the format does make the alulations learer
•
In many ases I feel that strutured derivations is a way of ompliating simple things. Sure, you
should be able to motivate what you're doing, but there's no need to exaggerate. On a suitable level of
abstration, this is, however, an interesting way of thinking
•
The derivations were important. Even if you don't like them, you may appreiate them more during
further studies
Students also appreiated the strutured derivations simply beause it was a new
format that appealed to them.
•
The approah was pretty diult and therefore interesting
•
Interesting to learn how to write them and understand why you should write them
•
The approah was interesting. I've always had problems proving things
The negative aspets brought up by the students were mainly related to the moti-
vations and assumptions in proofs. One student also mentioned diulties remem-
bering the syntax of the format.
•
Feels somewhat unneessary to motivate everything
•
I think it's diult to write down the motivations as many of them are obvious
•
Diult to know when a derivation is orret. What an you assume and what an't you assume?
•
Diult to remember how to write them orretly
Finally, some students seemed to have a negative attitude towards mathematis in
general.
•
Derivations are always uninteresting
•
I'm not interested in derivations and I don't think I'll need it in future CS studies
We were pleased to see that only a ouple of students expressed negative opinions
towards mathematis after the ourse. Most students stated that they appreiated
the approah and the benets it provides (laries solutions, failitates debugging,
makes relations expliit, enfores a systemati way of working, et). As was found
in the feedbak on the high shool ourses, students initially felt frustrated with the
extra writing needed in the form of motivations, but still found the format useful. We
feel that the students' feedbak indiates that the majority of them did no longer
6
The quotations have been freely translated into English by one of the authors.
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fear notation after this partiular ourse. In our opinion, this is an enouraging
nding.
Based on the experiene from the rst version of the ourse, some revisions
were made before giving the ourse again starting in fall 2007. The main hanges
made were that instead of applying strutured derivations on high shool topis,
the approah is now exemplied with problems in areas that the students are not
familiar with from before: propositional and prediate logi, disrete mathematis,
elementary algebra, lattie theory and boolean algebra. The fous is still on using
the strutured derivations framework and on emphasizing the need to develop skills
in onstruting mathematial proofs in pratie. This ourse is going on as we write
this, and the nal evaluation is thus yet to be done. However, our preliminary
observations indiate that students now got the point of the ourse from the very
beginning, have used the strutured derivations format in their own solutions and
appreiate learning new mathematial topis.
5 Disussion
The experiene from using strutured derivations in eduation has been enourag-
ing both at seondary and tertiary level. Although the results of introduing the
approah in individual high shool ourses have been positive, we nevertheless be-
lieve that integrating logi as a tool in all mathematis ourses is to be preferred.
The eets of one single ourse are easily aneled out by the remaining ourses not
mentioning logi or proof at all.
Our experienes from teahing the strutured derivations ourse as an introdu-
tory CS ourse has also been very enouraging, so muh that strutured derivations
is now the standard approah used in the logi ourse. We are also planning a
new ourse for rst year university students in natural sienes and engineering.
The ourse will be speially designed as a bridging ourse between high shool
and university, fousing on improving students' proieny in doing mathematial
proofs with strutured derivations.
We are presently working on tool support for making strutured derivation
proofs, both on a personal omputer and on the web. We use T
E
Xmas [1℄, a
wysiwyg L
A
T
E
X editor, as the basi framework for writing mathematial douments.
We have onstruted a plug-in for T
E
Xmas that understands strutured derivations
and makes it easy to onstrut and browse derivations. In partiular, T
E
Xmas now
supports seletive hiding and revealing of subderivations and lemma proofs. This
has made it straightforward for both teahers and students to work with derivations
and proofs in eletroni format.
Moreover, we are also urrently working on providing just-in-time on-the-spot
assistane for students reading a mathematial proof. For instane, onsider a step
in a derivation that alls for solving an equation, like in the seond example given
in Setion 2. In that example, the equation was solved in a subderivation. If all
subderivations are initially hidden, then students who feel ondent about how to
solve an equation do not need to open the subderivation, while students who are
unertain an do that. Thus, one single example an be used for students at dierent
skill levels. This feature also renders strutured derivations suitable for self-study
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material, as examples an be made self-explanatory on dierent levels, providing the
reader the hoie of dierent levels of detail.
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PROMOTING STUDENTS’ JUSTIFICATION SKILLS USING 
STRUCTURED DERIVATIONS 
Linda Mannila and Solveig Wallin 
Åbo Akademi University, Finland 
Being able to explain the process of solving a mathematical problem is essential 
to learning mathematics. Unfortunately, students are not used to justifying their 
solutions as emphasis in the classroom is usually put on the final answer. In this 
paper, we describe how students can become used to explicate their thinking 
while solving a problem or writing a proof in a structured and standard format 
using structured derivations. We also present the results from an analysis of 
upper secondary school students’ argumentation skills from using this approach 
in a course on logic and number theory. Our findings suggest that the structured 
derivations format is appreciated by the students and can help promote their 
justification skills.  
BACKGROUND 
“Mathematics is not just about identifying the truth but also about proving that 
this is the case” (Almeida, 1995, p. 171). Learning to argue about mathematical 
ideas and justifying solutions is fundamental to truly understanding mathematics 
and learning to think mathematically.  
The National Council of Teaching Mathematics (NCTM) issues 
recommendations for school mathematics at different levels. In the current 
documents (NCTM, 2008), communication, argumentation and justification 
skills are recognized as central to the learning of mathematics at all levels.  
According to Sfard (Sfard, 2001), thinking can be seen as a special case of 
intrapersonal communication: “ [o]ur thinking is clearly a dialogical endeavor 
where we inform ourselves, we argue, we ask questions, and we wait for our 
own response […] becoming a participant in mathematical discourse is 
tantamount to learning to think in a mathematical way” (p.5). Although it is 
important to be able to communicate mathematical ideas orally, documenting 
the thinking in writing can be even more efficient for developing understanding 
(Albert, 2000).  
Justifications are not only important to the student, but also to the teacher, as the 
explanations (not the final answer) make it possible for the teacher to study the 
growth of mathematical understanding (Pirie & Kieren, 1992). Using arguments 
such as “Because my teacher said so” or “I can see it” is insufficient to reveal 
their reasoning (Dreyfus, 1999).  A brief answer such as “26/65=2/5” does not 
tell the reader anything about the student’s understanding. What if he or she has 
“seen” that this is the result after simply removing the number six (6)?  
Nevertheless, quick and correct answers are often valued more in the classroom 
than the thinking that resulted in those answers. It is common for students to be 
  
required to justify their solution and explain their thinking only when they 
have made an error – the need to justify correctly solved problems is usually de-
emphasized (Glass & Maher, 2004). As a result, students rarely provide 
explanations in mathematics class and are not used to justify their answers 
(Cai et al., 1996). Consequently, the reasoning that drives the solution forward 
remains implicit (Dreyfus, 1999; Leron, 1983).  
In this paper, we will present an approach for doing mathematics carefully, 
which aids students in documenting their solutions and their thinking process. 
We will also present the results from the analysis of students’ justifications from 
a course using this approach. The aim is to investigate the following questions: 
• How does the use of structured derivations affect students’ justifications? 
• What advantages and drawbacks do students experience when using 
structured derivations?  
STRUCTURED DERIVATIONS 
Structured derivations (Back et al., 1998; Back & von Wright, 1999; Back et al., 
2008) is a further development of Dijkstra's calculational proof style, where 
Back and von Wright have added a mechanism for doing subderivations and for 
handling assumptions in proofs. With this extension, structured derivations can 
be seen as an alternative notation for Gentzen like proofs.   
In the following, we illustrate the format by briefly discussing an example where 
we want to prove that x
2 
> x when x > 1.  
• Prove that x
2 
> x, when 
-  x > 1 
||- x
2  
> x 
? { Add –x to both sides } 
 x
2 
- x > 0 
? { Factorize } 
 x(x - 1) > 0 
? { Both x and x-1 are positive according to assumption. Therefore their    
   product is also positive. }  
 
T 
The derivation starts with a description of the problem (“Prove that x
2 
> x”), 
followed by a list of assumptions (here we have only one: x > 1). The turnstile 
(||-) indicates the beginning of the derivation and is followed by the start term 
(x
2 
> x). In this example, the solution is reached by reducing the original term 
step by step. Each step in the derivation consists of two terms, a relation and an 
explicit justification for why the first term is transformed to the second one. 
Justifications are written inside curly brackets.  
  
Another key feature of this format is the possibility to present derivations at 
different levels of detail using subderivations, but as these are not the focus of 
this paper, we have chosen not to present them here. For information on 
subderivations and a more detailed introduction to the format, please see the 
book and articles by Back et al. 
Why Use in Education? 
As each step in the solution is justified, the final product contains a 
documentation of the thinking that the student was engaged in while completing 
the derivation, as opposed to the implicit reasoning mentioned by Dreyfus 
(1999) and Leron (1983). The explicated thinking facilitates reading and 
debugging both for students and teachers.  
Moreover, the defined format gives students a standardized model for how 
solutions and proofs are to be written. This can aid in removing the confusion 
that has commonly been the result of teachers and books presenting different 
formats for the same thing (Dreyfus, 1999). A clear and familiar format has the 
potential to function as mental support, giving students belief in their own skills 
to solve the problem. As solutions and proofs look the same way using 
structured derivations, the traditional “fear” of proof might be eased. 
Furthermore, the use of subderivations renders the format suitable for new types 
of assignments and self-study material, as examples can be made self-
explanatory at different detail levels. 
STUDY SETTINGS 
The data were collected during an elective advanced mathematics course on 
logic and number theory (about 30 hours) at two upper secondary schools in 
Turku, Finland during fall 2007. Twenty two (22) students participated in the 
course (32 % girls, 68 % boys). The students were on their final study year. 
For this study, we have used a pre course survey including a pretest, three course 
exams and a mid and post course survey. The pretest included five exercises, 
which students were to solve. They were also asked explicitly to justify their 
results. The surveys included both multiple choice questions and open-ended 
questions for students to express their opinions in their own words.  
For each course exam, we have manually gone through and analyzed three 
assignment solutions per student, giving us a total of 198 analyzed solutions (22 
students * 3 exams * 3 solutions). In the analysis, we focused on two things: the 
types of justification related errors (JRE) and the frequency of these. 
RESULTS AND DISCUSSION 
Justification related errors in the exams 
The analysis revealed the following three JRE types: 
• Missing justification. A justification between two terms in the derivation is 
missing. 
  
• Insufficient or incorrect justification. E.g. using the wrong name of a rule 
or not being precise enough, for instance, writing “logic” as the justification, 
when a more detailed explanation would have been needed.  
• Errors related to the use of mathematical language. Characterized by the 
student not being familiar with the mathematical terminology. For instance, 
one student wrote “solve the equation” when actually multiplying two 
binomials or simplifying an inequality.  
The pre course survey indicated that the students had quite varied justification 
skills. Over half of the students disagreed with the statement “I usually justify 
my solutions carefully” and an analysis of the pretests showed that many 
students did do quite poorly on the justification part, especially for the two most 
difficult exercises (over 50 % of the students gave an incorrect or no 
explanation). Also, the nature of the justifications was rather mixed: whereas 
some gave detailed explanations, some only wrote a couple of words giving an 
indication of what they had done.  
The exam assignments included surprisingly few JREs taking into account the 
skills exhibited by students in the pretest. The overall frequency of JREs stayed 
rather constant throughout the course: a JRE was found in 15-20 % of the 66 
assignments analyzed for each exam. Most students who made a JRE of a 
specific type, made only one such error in the nine assignments. Note that this is 
one erroneous justification comment throughout all three exams. Only six 
students made more than one JRE of a specific type.  
Missing justifications were the most common JRE in the second exam (11 % of 
students), whereas students did mainly insufficient/ incorrect justifications in the 
first and third exam (9-12 %). Errors related to mathematical language stayed 
fairly constant in all exams (3-6 %).  
The low number of missing justifications in the first exam is understandable 
given the character of the assignments (short, familiar topics). In the second 
exam, new topics had been introduced, resulting in a larger number of missing 
justifications. This however decreased in the third exam, suggesting that 
students had got used to always justifying each step. The slightly increased 
number of insufficient/ incorrect justifications in the third exam can be 
explained by the third exam being the most difficult one. The main point here is 
to note that the overall frequency of JREs was low.  
Survey results 
The mid and post course surveys revealed students’ perceived benefits and 
drawbacks of using structured derivations. Our analysis showed that 77 % of the 
students stated that the solutions were much clearer than before. Further another 
77 % suggested an increased understanding for doing mathematics.
1
 
                                         
1
 The quotations have been freely translated from Swedish by one of the authors. 
  
“At first I found it completely unnecessary to write this way, but now I think it is 
a very good way, because now I understand exactly how all assignments are done.” 
“I actually liked this course (rare when it comes to mathematics), structured 
derivations made everything much clearer. Earlier, I basically just wrote something 
except real justifications. Sometimes I haven’t known what I’ve been doing.” 
The main drawbacks, according to the students, were that the format made 
solutions longer (32 % of students) and more time consuming (55 % of 
students). This is understandable, as the explicit justifications do increase the 
length of the solutions and also take some time to write down. The justifications, 
however, were considered a source of increasing understanding, thus the time 
consumption might be regarded something positive after all. In fact, we believe 
it is a large benefit, as it helps promote quality instead of quantity.  
The students also noted that structured derivations required more thinking. 
Moreover, they recognized that the format helped them make fewer errors partly 
because they had to let it take time to write down the solutions.  
“In this course the calculations become more careful since you take the time to 
think every step through.” 
“[Using the traditional format, you] can more easily make mistakes when you 
calculate so fast.”  
Another interesting finding was that students seemed to believe that 
justifications were not part of the solutions when doing mathematics in the 
traditional format. Describing the traditional way they do mathematics, they e.g. 
noted: 
“You don’t have to explain what you do!… It’s enough to get a reasonable answer.” 
“You lack explanations for why you do things the way you do.”  
A final remarkable observation was the lack of completely negative comments. 
Comments starting out in a negative tone (“It takes much time”, “I don’t like all 
the writing”), all ended up positive (“… but I understand what I do better”, 
“…but I make fewer errors”). In our opinion, this is a promising finding. 
CONCLUDING REMARKS 
The format and results presented in this paper suggest that it is possible to get 
students to start justifying their solutions better. If you want to do something 
carefully, it will take some time and effort. “Quality before quantity” is 
something that, in our opinion, should be emphasized also in mathematics 
education.  
The focus on also explaining solutions raises a new challenge - how do we get 
students to choose an appropriate level of detail for their justifications. While 
talented students may feel comfortable using “simplify” as a justification, this 
might not be sufficient for weaker students. A certain level of detail thus needs 
  
to be enforced at least at the beginning of a new topic, in order to ensure that 
students truly are learning the topic at hand.  
Another question raised that merits further investigations is what type of 
justification should be preferred (name of a mathematical rule, natural language 
description of the process, i.e. what is done in the step)? The impact of the type 
of justification (“simplify” compared to a longer description) on the quality/ 
correctness of a solution also deserves attention.  
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Abstract
In this paper, we present the results from a qualitative study on students’ initial
reactions to the use of structured derivations in mathematics education. Our
findings suggest that the approach increases the clarity of solutions and facilitates
debugging of proofs. It also has potential to increase students’ self-perceived level
of understanding. Our findings indicate that the main drawbacks experienced by
the students are related to time and length. Nevertheless, the overall feedback on
the approach was found to be positive, thus encouraging further use of structured
derivations in mathematics education.
Keywords: structured derivations, mathematics education, student feedback
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1 Introduction
This paper is based on an alternative approach to teaching mathematics, which is
founded on a systematic notation for proofs and derivations as well as the explicit
use of logical notation and inference rules. We refer to this approach as structured
derivations.
The rationale for introducing structured derivations in education is grounded
on two common issues with the traditional way in which mathematics is taught.
First, proof and logic are important foundations of mathematics, but are typically
considered difficult and are therefore often avoided in mathematics education at,
for instance, secondary level [5, 17, 19, 32]. Second, mathematical solutions have
traditionally been presented using various formats by teachers and in text books,
resulting in confusion among students [12]. Consequently, strong arguments have
been presented in favor of more training in proof, logic and rigorous reasoning
[16, 21] and different ways to deal with the lack of a common structure have been
proposed [14, 22, 23]. Using structured derivations, it is possible to address both
these issues.
Structured derivations has been evaluated in a classroom setting at both high
school1 and university level with promising results [3, 4, 5, 25, 28, 29]. The largest
study so far was initiated in 2001 at a Finnish high school [5, 28, 29], when all ten
compulsory courses in the advanced mathematics syllabus were rewritten and given
using structured derivations. The study was conducted as a quasi experiment,
involving a test group taught using structured derivations and a control group
taught in the same way as earlier. Based on course and exam results, students in
the test group consistently outperformed the control group in all ten courses as
well as in the matriculation exam.2 In addition, the drop out rate was lower in
the test group.
The quasi experiment focused on student performance. Another important
aspect when introducing a new approach is students’ attitudes towards it; after all,
a method that yields good result but is unappealing to students will not necessarily
be successful in the long run. The aim of the present article is to bring light on
students’ opinions regarding structured derivations by investigating the following
questions:
• What benefits and drawbacks do students experience when having used struc-
tured derivations for the first time in a course?
• Do students at high school and university level experience similar benefits
and drawbacks?
1In the Finnish educational system, high schools are referred to as upper secondary schools,
providing education to students aged 16-19. The principal objective of these schools is to offer
general education preparing students for future studies.
2Finnish high school students take the matriculation exam at the end of their high school
studies.
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The paper is arranged as follows. First we introduce structured derivations and
discuss some examples to illustrate the approach. Thereafter, we describe the
study settings and the methods used. Next we present and discuss the results. We
conclude the paper with a brief summary and ideas for future work.
2 Structured Derivations
Back and von Wright first developed structured derivations [2, 3, 6, 7] as a way to
present proofs in programming logic. Later they adapted the method to provide
a practical approach to presenting proofs and derivations in an easily readable
and well-structured format in high school mathematics. The approach is a further
development of the calculational style [10, 11, 13, 34], where mechanisms for doing
subderivations and for handling assumptions in proofs have been added. In essence,
structured derivations can be seen as combining the calculational style with natural
deduction.
A structured derivation has a general syntax that fixes the overall structure and
layout of a proof/derivation. The syntax and the layout are easily parsable by a
computer and thus render the format suitable for presenting mathematics digitally,
for instance, on the web. The use of subderivations also makes the format suitable
for new types of assignments and self-study material, as examples can be made
self-explanatory at different detail levels.
In the following, we will illustrate structured derivations by solving three math-
ematical problems.
2.1 Example 1
We start by proving the inequality (1 + a)(1 + b)(1 + c) ≥ 1 + a + b + c, when
a, b, c ≥ 0. The structured derivation that proves this theorem is shown below.
The derivation starts by introducing the problem on a bulleted line. Next we state
the assumptions that we are allowed to make, on lines starting with a dash. In
this case, the assumption is that a, b and c are all non-negative. The proof starts
with the “” line.
• Show that (1 + a)(1 + b)(1 + c) ≥ 1 + a+ b+ c
- when a, b, c ≥ 0
 {combining = and ≥ gives ≥}
(1 + a)(1 + b)(1 + c)
= {multiply the second and the third parentheses}
(1 + a)(1 + b+ c+ bc)
2
= {multiply the remaining parentheses}
1 + b+ c+ bc+ a+ ab+ ac+ abc
≥ {subtract the non-negative expression ab+ac+bc+abc. The expression
is non-negative as a, b, c are positive}
1 + a+ b+ c
The proof transforms an initial expression to some desired form, where each step
is a relation between two terms. The first step states that (1 + a)(1 + b)(1 + c) =
(1+a)(1+ b+ c+ bc) and justifies this by a mathematical operation that is known
to preserve equality. The proof proceeds in this way step by step, until we finally
have shown that the expression that we started with is greater or equal to the last
expression, 1 + a+ b+ c.
The justification of a derivation step should explain why the indicated rela-
tionship holds between the terms. There is plenty of space for writing the justifi-
cations, as these are written on separate lines between the terms. This underlines
the importance of justifying each step, since equal amount of space is provided for
arithmetic expressions as for the justifications. The relation between the terms is
written in a separate column to make it clearly visible.
2.2 Example 2
The standardized proof format is one of the central ideas of structured derivations.
A second important aspect is the use of logical notation and logical reasoning in
high school mathematics. Although logic is avoided in education at that level, it
still abounds in the theory, exercises and examples covered.
Consider as an example the following problem, where we are to solve the equa-
tion (x− 1)(x2 + 1) = 0.
• (x− 1)(x2 + 1) = 0
≡ {zero product rule: ab = 0 ≡ a = 0 ∨ b = 0}
x− 1 = 0 ∨ x2 + 1 = 0
≡ {add 1 to both sides in the left disjunct}
x = 1 ∨ x2 + 1 = 0
≡ {add −1 to both sides in the right disjunct}
x = 1 ∨ x2 = −1
≡ {a square is never negative: a2 < 0 ≡ F}
x = 1 ∨ F
3
≡ {disjunction rule: p ∨ F ≡ p}
x = 1
In traditional mathematics teaching, informal notations and descriptions are com-
monly used to hide the underlying logic. The structured derivation above, however,
shows how explicit logical notation and logical reasoning can be used both to struc-
ture the derivation and to explain the individual reasoning steps. In this specific
derivation, disjunction is used to keep two different branches of the derivation
together, and in the final step, a specific logical inference rule is applied.
The explicit use of logical notation also has another notable advantage: the
traditional mathematical notation has evolved over many centuries, and often pro-
vides different notations for things that are logically the same. Logical notation,
on the other hand, is standardized and thus cuts down on the different things that
students have to learn.
2.3 Example 3
Whereas the two examples above illustrate shorter derivations, the following one
is longer and demonstrates the use of subderivations. A subderivation is typically
used when we need to establish an auxiliary fact, but do not want to interrupt
the main line of reasoning. A subderivation is indented one step to the right and
starts with a bullet. To indicate where the main derivation continues we use an
ellipsis (. . .) at the beginning of the corresponding line.
In this example, the task is to determine the values of constant a such that the
function f(x) = −x2 + ax + a − 3 is always negative. The problem is expressed
using a universally quantified formula and the reasoning relies on two figures;
this example thus also shows how graphs and other illustrations can be used in a
structured derivation.
• Determine the values of constant a such that the function f(x) =
−x2 + ax+ a− 3 is always negative.:
(∀x · −x2 + ax+ a− 3 < 0)
4
≡ {the function is a parabola that opens downwards as the coefficient for
x2 is negative; such a function is always negative if it does not intersect
the x- axis (figure on the left)}
(∀x · −x2 + ax+ a− 3 6= 0)
≡ {a second degree equation lacks solutions when its discriminant D is
less than zero}
D < 0
≡ {substitute values for D}
• Compute the discriminant D:
D
= {the discriminant for the equation Ax2 + Bx + C = 0 is
B2 − 4AC}
a2 − 4(−1)(a− 3)
= {simplify}
a2 + 4a− 12
. . . a2 + 4a− 12 < 0
≡ {the function a2 + 4a − 12 is a parabola that opens upwards as the
coefficient for a2 is positive; such a function is negative between the
intersection points with the x- axis (figure on the right)}
• Compute the places where a2 + 4a − 12 intersects the x -
axis:
a2 + 4a− 12 = 0
≡ {square root formula}
a =
−4±
√
42−4·1·(−12)
2·1
≡ {simplify}
a = 2 ∨ a = −6
. . . −6 < a < 2
The original proposition is reduced step by step to a form that explicitly gives
the answer to the problem (−6 < a < 2). The main derivation includes two
subderivations, one for determining the value of the discriminant, and one for
solving the second-degree equation that arises.
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Hiding and showing subderivations
A computer based editor for structured derivations makes it possible to display
and hide the subderivations at will, so that a derivation can be constructed and
studied at different levels of detail. Hiding the subderivations lets us see the overall
structure of the proof, whereas showing them allows us to study and edit the proof
at a more detailed level.
The following derivation shows the above derivation with both subderivations
hidden.
• Determine the values of constant a such that the function f(x) =
−x2 + ax+ a− 3 is always negative.:
(∀x · −x2 + ax+ a− 3 < 0)
≡ {the function is a parabola that opens downwards as the coefficient for
x2 is negative; such a function is always negative if it does not intersect
the x- axis (figure on the left)}
(∀x · −x2 + ax+ a− 3 6= 0)
≡ {a second degree equation lacks solutions when its discriminant D is
less than zero}
D < 0
≡ {substitute values for D}
. . . a2 + 4a− 12 < 0
≡ {the function a2 + 4a − 12 is a parabola that opens upwards as the
coefficient for a2 is positive; such a function is negative between the
intersection points with the x- axis (figure on the right)}
. . . −6 < a < 2
3 Study Settings
3.1 Data Collection
The data for the study were collected in fall 2007, when the approach was used
in individual courses at both high school and university level. The high school
course was an elective advanced course on logic and number theory, whereas the
university course was a first year introductory logic course for computer science
students. Both courses included approximately 30 lessons ( 45 minutes) in class. In
total, 22 high school students (32% girls and 68% boys) and 24 first year university
students (8% girls and 92% boys) participated in the study.
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A questionnaire including multiple choice questions and open-ended items was
distributed to the students at the end of the courses. In this study we focus on
the following open ended questions:
• What do you feel are the benefits of solving problems using structured deriva-
tions?
• What do you feel are the drawbacks of solving problems using structured
derivations?
We also asked the same questions for the traditional methods – i.e. what are the
benefits and drawbacks of solving problems using the traditional approach. Doing
so, we hoped to catch several dimensions of students’ opinions, by allowing them
to address the same questions from different perspectives.
3.2 Method
As the questions asked were open-ended, the data collected were of qualitative
nature. Qualitative data are highly descriptive, and in order to interpret the
information, the data need to be reduced. Content analysis was chosen for this
purpose.
The basic idea of content analysis is to take textual material and analyze,
reduce and summarize it using emergent themes [9]. These themes can then be
quantified and hence content analysis is suitable for transforming rich data into a
form which can be statistically analyzed.
The content analysis was done independently by two of the authors in order
to ensure internal reliability. These authors reviewed half the questionnaires each,
while at the same time listing the drawbacks and benefits for structured deriva-
tions and the traditional approach respectively. Most students mentioned several
drawbacks and/or benefits, and these comments were split accordingly. This initial
coding resulted in a detailed view of the students’ opinions. In order to further
organize and reduce the data, the authors together reviewed the results of the
analyses, discussed the findings and combined detailed comments into higher level
categories. When the authors agreed on the categorization, all questionnaires were
analyzed again using the resulting categorization as the coding scheme.
When the second round analysis had been completed, a quantitative approach
was taken in order to make it possible to present the data in a diagrammatic form
and to analyze them statistically. Percentages were calculated and presented both
separately for the two courses and in total. Categories that were represented in
10% of student answers or less were combined into a single “other” category in
order for the results not to become cluttered. The χ2- test was used to reveal any
differences between high school students’ and university students’ opinions. Effect
sizes were also calculated in order to give an indication of the practical importance
of statistically significant findings.
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4 Results
4.1 Benefits
The analysis revealed five main categories describing the benefits of structured
derivations (Figure 1).
Figure 1: Experienced benefits of structured derivations (% of students)
As can be seen from the diagram above, there is a notable difference between
high school and university level for the categories related to understanding. A
statistical analysis using the χ2-test confirmed a significant difference between
the two education levels on these categories (“Helps understand” and “Requires
thinking and/or understanding”).
A larger number of high school students (50%) found that structured deriva-
tions helped them understand (“I know what I do”, “It helps me understand”)
compared to the university students (13%) (p=0.006, χ2=7.624, df=1). The effect
size indicated a relatively strong association (Phi=0.407).
In a similar manner, high school students (32%) were more likely to appreci-
ate structured derivations for the explicit requirements on thorough thinking and
understanding compared to the university students (4%) (p=0.013, χ2= 6.109,
df=1). Here the effect size indicated a moderate association (Phi=0.364).
No difference between education levels was found for the other categories, indi-
cating that the opinions related to these categories were rather similar regardless
of education level.
In the following, we will briefly introduce each of these categories separately.
Quotations from the questionnaires, freely translated to English by two of the
authors, are used for illustration purposes. Quotations marked with “HS” indicate
that these are the words of high school students (HS1-HS22), whereas those marked
with a “U” are excerpts from university students’ (U1-U24) comments.
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Increased clarity
Nearly 60% of all students found that the approach increased the clarity of solu-
tions and examples, making this the largest benefit category. The opinions in this
category were of three main types:
1) explicitly talking about clarity,
“I actually liked this course (rare when it comes to mathematics).
Structured derivations helped make everything clearer, earlier I’ve basi-
cally just written something down without any justifications and some-
times I haven’t known what I’ve been doing.” (HS10)
“It makes the solution clear so that you truly know what you do.”
(HS13)
2) clarity originating from the justifications, and
“It’s clearer as each step is properly explained.” (U18)
3) clarity originating from the structured stepwise format.
“You clearly see step by step what you have done.” (HS21)
“You get a nice division (structure), easier to see the main thread.”
(U15)
Easier to follow
Almost 35% of all students found that it was easy to follow a structured derivation,
for instance when reviewing a solution or listening to the teacher’s explanations.
“Anyone can understand the solution.” (U8)
“It’s easier to follow along.” (U14)
Helps to understand
Nearly a third of all students reported that the format helped them understand
both when solving a problem and looking at a solution later.
“At first I found it completely unnecessary to write this way, but now
I think it is a very good way, because now I understand exactly how
all assignments are done.” (HS7)
“You learn more about what you’re actually doing.” (HS4)
“It’s easier to know what you (or someone else) is thinking when ev-
erything is explained.” (HS3)
Students also found that structured derivations had potential to help others un-
derstand.
“Other people understand [your solutions] better.” (HS2)
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Easier to find errors
Almost a third of all students experienced that structured derivations facilitated
finding and correcting errors in their solutions.
“Easy to check what you have done.” (U3)
“The errors are easier to notice.” (HS14)
As a consequence, this improved their confidence in deciding whether a solution
was correct or not.
“Most of the time you know if you have solved it correctly.” (U13)
“Easier to see if the solution is correct.” (HS1)
Requires thinking and/or understanding
The questionnaires also revealed that students, at high school in particular, ap-
preciated the thinking required for solving a task using structured derivations.
“The solutions require more explanations and therefore become more
thought through.” (HS14)
“You see what you do and must think things through thoroughly.”
(HS8)
Students noted that in order to write reasonable justifications, they must under-
stand what they are doing.
“Here you have to ’tell a story’ about what you’re doing, which requires
more time and puts your brain to work more.” (HS4)
“The justifications require that you understand what you have done.”
(U19)
Other
The “other” category included opinions such as structured derivations being easier
and more exact than the traditional format.
4.2 Drawbacks
Figure 2 illustrates the main categories for the perceived drawbacks related to
structured derivations.
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Figure 2: Experienced drawbacks of structured derivations (% of students)
Syntax difficulties were shown to be considered a drawback more frequently
among high school students than at university level. Comparing the two education
levels, the analysis indicated that high school students (41%) were more likely to
express negative opinions with regard to the syntax than university students (8%)
(p=0.01, χ2=6.695, df=1). The effect size for the difference showed a moderate
association (Phi=0.381).
In the following, we describe the drawback categories separately and again use
excerpts from the questionnaires for illustration purposes.
Time consuming
The largest drawback of structured derivations was found to be time related, as
almost half of all students commented on this aspect.
“It may take longer since you have to write more.” (U8)
“It takes more time as you also have to think about what to write in
the curly brackets [i.e. the justifications].” (U9)
Lengthy solutions
This category is closely related to the previous one. Nearly 30% of all students
found the length of structured derivations a drawback.
“A waste of paper when solving simple and trivial problems.” (U7)
“A lot to write, many unnecessary steps.” (U16)
Syntax
Almost 25% of all students experienced some kind of notational issues. Aspects of
this category were, for instance, the need to master relevant terminology
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“You need to know the names of all the rules.” (U14)
“You have to use difficult terminology.” (HS2)
and to remember the syntax of the format.
“All the dots, squares that you must remember take concentration away
from the actual task.” (HS4)
“You can’t focus 100% on the problem.” (U17)
Difficult
Slightly more than 10% of the students found writing solutions using structured
derivations difficult.
“If you don’t know what to do it’s difficult to continue.” (HS6)
Requires work
One out of ten students did not like the work required to solve a problem using
structured derivations.
“You can’t ’improvise’ since you need to understand and write down
what you have done.” (HS3)
Other
The “other” category on the drawback side included feelings of confusion when
using the method and the frustration of using the format for very simple tasks.
Students also mentioned problems related to coming up with what to choose as
the first term in a derivation as well as deciding on a suitable level of detail.
4.3 Benefits and Drawbacks of the Traditional Approach
As indicated in section 3.1, we also asked students about the benefits and draw-
backs of the traditional approach used in their other mathematics courses. Al-
though we did not ask the students to compare this approach to structured deriva-
tions, the results suggest that this is what happened in practice. This is under-
standable as the students were only to comment on two approaches; in such a
situation it becomes quite natural to compare the two against each other.
The analysis revealed that these results were roughly the reverse of the results
for structured derivations (Figure 3): the drawbacks found for the traditional
method were more or less the opposites of the benefits experienced when using
structured derivations. Similarly, many of the drawbacks experienced with struc-
tured derivations were reflected as benefits for the traditional approach.
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Figure 3: Benefits (to the left) and drawbacks (to the right) of the traditional
approach (% of students).
The main benefit found for the traditional approach was time related: solv-
ing problems using the traditional format was not considered as time consum-
ing. When comparing the two education levels, the χ2-test indicated that a
larger proportion of high school students (77%) viewed “faster” as a major bene-
fit of the traditional approach compared to university students (46%) (p=0.029,
χ2=4.763, df=1). The effect size for the difference showed a moderate association
(Phi=0.322).
“You save much time [using the traditional approach].” (HS2)
“[The traditional approach] is considerably faster...” (HS18)
The traditional approach was also considered easier and shorter, apparently mainly
due to not having to write any justifications.
“[Using the traditional approach], you have a bit more freedom when
it comes to how exact you are and why you calculate in a certain way.”
(HS7)
“You don’t have to explain what you do!. . . It’s enough to get a rea-
sonable answer.” (HS6)
“... less space is needed.” (HS18)
One aspect not touched upon in the comments on structured derivations was re-
vealed in those for the traditional method, namely that of familiarity. In total
13% of all students (9% and 17% for high school and university participants re-
spectively) reported that the familiarity of the traditional method was a benefit,
thus suggesting that the unfamiliarity of structured derivations could be a po-
tential drawback. The familiarity aspect was found to be related either to what
students themselves are used to
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“[The traditional approach] is so ingrained that you might not need to
think as much.” (U4)
“Have used [the traditional format] since first grade.” (HS12)
or to what people around them may know.
“The calculations we have done now could be difficult to understand if
you hadn’t taken the course because of structured derivations.” (HS3)
“It’s easier to ask for help using the traditional approach.” (U19)
The drawbacks of the traditional approach were mainly related to lack of clarity,
as students found solutions difficult to follow, check and understand. Although
speed was considered one of the main benefits of the traditional approach, some
students also found it a drawback: when doing calculations quickly, one does not
necessarily spend enough time thinking about the solution, which leads to errors
that can be difficult to find as the thinking is not documented in any way.
“[Using the traditional approach, you] can more easily make mistakes
when you calculate so fast.” (HS4)
“It is more difficult to find careless mistakes.” (HS11)
“The risk for making mistakes and errors increases. The solution does
not become as thought through as when using structured derivations.”
(HS15)
5 Discussion
In this section we discuss the results presented above. We will arrange the dis-
cussion around the main findings aiming at addressing the research questions put
forward in the introduction.
5.1 Clarity and Understanding
One of the main benefits of structured derivations was related to clarity and un-
derstanding. Most comments suggesting an increased understanding, directly or
indirectly implied the increased clarity and justifications as reasons. Understand-
ing is however quite difficult to define [20]. Knowing what the students meant
when using the word is even more difficult, and the data for this study are not
sufficient for drawing any conclusions about the intended meaning. Understanding
is, nevertheless, a subjective phenomenon, and every person has a feeling for how
well he or she understands things; even if one cannot know precisely what under-
standing is, one can still recognize it [20]. Regardless of its exact meaning it should
thus be regarded as something positive when a student expresses an increased level
of understanding.
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High school students were found to be more likely to express appreciation
for the understanding aspect than those at university level. This may naturally
have many different causes, but one explanation could possibly be found in the
course contents. The university course included only new material, and hence
the students had nothing to compare their understanding to (i.e. they could not
compare their learning and understanding during this course with any other on
the same topic earlier). This was however possible for the high school students, as
parts of the material covered in the high school course was familiar (e.g. equation
solving). Thus, one can hypothesize that these students found that they now
better understood topics they had seen before.
5.2 Time and Length
The main drawbacks of structured derivations were related to time and length.
This is understandable, as the explicit justifications naturally increase the length
of solutions and also take some time to write down. We will here discuss these two
related issues separately.
Issue of time Research has shown that there is a wide spread belief among
students that all problems can be solved quickly [15]. Therefore, students are
inclined to give up if they do not succeed in solving a given problem in a short
amount of time. For instance, Schoenfeld [31] found that high school students
think 12 minutes is a reasonable amount of time to spend on a given problem
before concluding that it is impossible. The longest response was 20 minutes.
A related issue is wait time in the mathematics classroom, i.e. the amount of
time the teacher waits after asking a question before picking a student to answer
it or before answering it him/herself. Studies have shown that an extended wait
time is associated with higher achievement levels among students when it comes
to challenging problems [18]. However, after simple questions, longer wait time is
counterproductive and does not make sense. Thus, it is understandable that the
justifications required in structured derivations feel frustrating for simple tasks.
The reluctance to spend time on a certain task can also be explained to some
degree by considering the generation of students involved. They have all grown
up with the Internet and thus have become accustomed to immediate feedback,
expecting quick responses and no waiting time. This generation may even value
the speed at which tasks are completed more than the level of accuracy of the
result [27].
Whereas students considered the time consumtion a drawback when solving
problems themselves, they regarded it as a benefit when it came to the teacher.
“You have time to follow and understand why things should be in a
certain way. It doesn’t just pass by.” (HS16)
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Structured derivations force not only students but also teachers to calculate slower,
which is essential in the mathematics classroom [33]. While teachers are used to
handling concentrated ideas, students are not, and consequently need more time
to digest the information.
Issue of length Solutions become longer using structured derivations mainly
due to the justifications, which are written on separate lines. In the traditional
way in which mathematics is taught, students do not get used to justifying their
solutions [12] as they are commonly asked to explain their reasoning only when
they have made an error [8, 15]. This was reflected in some questionnaire answers
related to the traditional approach:
“You don’t always have to explain why you have done in a certain way
as long as you get the correct result.” (HS7)
“You lack explanations for why you do things the way you do.” (HS10)
Clearly, it is then no wonder that students express an initial resistance to writing
thorough justifications when they are required to. However, without justifica-
tions, the reasoning that drives the solution forward remains implicit [12, 23] and
consequently it is more or less impossible for the teacher (and for the student
him/herself) to assess whether a student has learned/understood or not [30]. Ar-
guments such as “Because my teacher said so” or “I can see it” are insufficient to
reveal any reasoning and a brief answer such as “26/65 = 2/5” does not tell the
reader anything about the student’s understanding [12]. What if he or she has
“seen” that this is the result after simply removing the number six (6)?
The additional information given in the justifications was nevertheless appre-
ciated by many students as a source of increased clarity:
“It’s easier to later remember how you have solved it.” (HS1)
“It’s easy to see what rule or assumptions each step is based upon.”
(U20)
Based on this discussion, we do not consider the length or time issues drawbacks.
The length of the justifications and the detail level of the steps taken can be
freely chosen. In the beginning, when learning a new topic, one would prefer to
write detailed justifications, but later it is natural to start taking larger steps and
abbreviating the justifications. Doing so, the length of the derivation decreases. In
order to facilitate self-study, we still believe that material prepared by the teacher
in electronic format should always be as detailed as possible. The details can be
hidden using subderivations, but need to be available for those who feel they need
to see the example or a model solution at a more detailed level.
As for the issue of time, we believe it is a benefit in disguise. When students
spend more time on the solutions, they think things through more carefully. Thus
we get into another benefit found in the study, that of facilitated error prevention
and checking.
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5.3 Ease of Finding Errors
Students (30%) found that structured derivations made it easier to check solutions
and find errors as each step is justified.
“. . . the calculations become more careful since you take the time to
think every step through.” (HS15)
The structured format and the documentation available in the justifications appear
to make it easier to spot mistakes, as the derivation can be checked locally, one
step at a time. Compare this to the traditional format, where one often has to
start checking everything from the beginning in order to find a mistake. Research
has shown that this type of error checking is time consuming; for instance, Lithner
[24] found that it took a first-year undergraduate student seven minutes to find
an error when going through a solution to a mathematical problem. Without
justifications, one has to once again reconstruct the thought processes that took
place when solving the problem in the first place in order to be able to follow the
chain of reasoning.
Our results also indicate that the need for taking it slow when solving problems
using structures derivations helps avoid making careless errors. Although mistakes
made due to quick calculations can be considered insignificant, they do count, for
instance, in assessment. More important, however, careless errors can transform
or simplify a task so that the result answers something totally different from what
was originally intended. Consider, for instance, the difference of simplifying the
expression x ≥ 0 ∧ x < −3 and the expression x ≥ 0 ∨ x < −3. Writing the
incorrect connective by mistake can happen to anyone, but when you have to
explain how you do the simplification you are more likely to pay more attention
to the original expression, thus increasing the chances of finding and avoiding the
mistake in the first place.
To illustrate how a careless error can simplify a problem, we show a solution
to a derivative problem given by a student in a traditional mathematics course:
D
(
x+ 1
x2 + 1
)
= D
(
x+ 1
(x+ 1)(x− 1)
)
= D
(
1
x− 1
)
= D (x− 1) −1 =
−1 (x− 1) −2 · 1 = (−x+ 1) −2 = 1
(1− x) 2
Here, the problem was simplified already in the very first step, where the
student incorrectly factorized x2 + 1 as (x + 1)(x − 1). Instead of calculating
the derivative of a fraction, the task was simplified to finding the derivative of a
polynomial raised to a negative power.
5.4 Structure and Syntax
Research has suggested that a standard format can be of great assistance when
learning mathematics [14, p. 70]:
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“if ordinary students are to make genuine progress in mathematics,
almost all need standard templates of this kind to provide a framework
(a) within which their solutions can be presented and checked,
(b) by means of which they can be expected to organise a sequence of
steps in a way that makes plain to the reader the validity of the final
conclusion, and
(c) through which their understanding of proof, and their acceptance
of responsibility for identifying and correcting errors can mature.”
As mentioned in the introduction, there is, however, no clear format for how
solutions should be presented in traditional mathematics education. As a result,
students are left confused [12]. By only writing down the main steps of e.g. the
process of solving an equation, much important information is overlooked. By
condensing the solution, many steps and arguments that the teacher might have
made orally in the classroom become implicit. Thus, much information that could
have aided in understanding and reconstructing the solution is left out [22].
Using structured derivations, the standardized format gives students a con-
crete model for how solutions and proofs are to be written. The format also has
potential to make the presentation of mathematics more consistent in textbooks
and in the classroom. In addition, a familiar format can act as mental support,
giving students belief in their own skills to solve a problem. This can be especially
important when considering the common “fear” for proof found among students.
When proofs and simple calculational derivations are written using the same for-
mat, students may feel less intimidated by proofs – these look just as familiar as
solutions to other mathematical problems.
Our analysis indicated a significant difference in how students at high school felt
about the syntax compared to the university students, as the latter were less likely
to express negative opinions with regard to the syntax. Some university students
even explicitly mentioned the syntax and the format as benefits. One possible
explanation can be that the university students were in the computing field and
took a programming course at the same time. Both of these circumstances are
likely to have made these students more open to following a given syntax, whereas
high school students may not have had to follow a certain format in any course.
5.5 Difficulty and Unfamiliarity
Some students found it difficult to write solutions using structured derivations.
The comments were unfortunately rather vague, and did not reveal whether the
difficulties lay in the format per se or e.g. in the assignments. In the latter case, the
assignments would be difficult to solve regardless of the format. It does, however,
seem reasonable to assume that the difficulties could be related to structured
derivations being a completely new format for the students. Although unfamiliarity
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was not specifically mentioned as a drawback of structured derivations, roughly
10% of the students found the familiarity of the traditional format beneficial.
This touches upon two important aspects: students’ resistance to change and
possibilities to get guidance outside the classroom.
Resistance to change All students in this study had been studying mathe-
matics since first grade, that is, for over ten years. Thus, they had already been
initiated into an acceptable practice, making them reluctant to changes in the ways
they are taught [26]. This resistance is understandable and should be expected.
Every new approach requires an investment of time and energy in acquiring new
skills with no certainty of payoff. This may be further aggravated in situations
where students are not unhappy with their previous learning experiences, produc-
ing little incentive for change [1].
Guidance outside the classroom Structured derivations does not introduce
any new mathematics, only a format for structuring and presenting proofs and
derivations in a clearer and more consistent way. Whereas parents may not be
able to help with the presentation of solutions, the format might reduce their need
to explain the same thing repeatedly, since each example and solution is justified
and can be used as reference by the students. Parents are also likely to more easily
be able to follow and check a solution using structured derivations compared to
an unstructured one without any justifications.
5.6 Additional Observations
Structured derivations introduces several new features compared to the traditional
way in which mathematics is presented: the use of logical notation, subderivations
and justifications. Our findings suggest that students, after taking one course
using the format, recognize and appreciate the justifications. We did not find a
single comment with regard to, for instance, the use of connectives, relations or
subderivations. There are several possible explanations for this. First of all, both
the high school and university course were on logic, which may explain why stu-
dents did not explicitly comment on the use of connectives and relations; these
were simply part of the course content. On the other hand, we do not precisely
know what students were referring to when making negative comments with re-
gard to the syntax; these might be related to the logical notation to some extent.
Especially the relations can in the beginning quite easily be viewed as merely part
of the syntax instead of as an essential part of the logic of the solution.
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6 Summary and Future Work
In this paper, we have introduced structured derivations and presented the results
from a study of students’ reactions to the new approach. Our findings suggest that
the fixed format and the justifications bring many benefits. As each step is justified,
the final product contains a documentation of the thinking that the teacher or the
student was engaged in while completing the derivation. Hence, the format and the
justifications facilitate presentation of proofs and derivations in class. Moreover,
the clarity of proofs and derivations is increased, making them easier to read,
check and correct, both for students and teachers. Structured derivations also has
potential to increase students’ self-perceived level of understanding.
As is the case with all changes, instructors should expect and be prepared for
some initial reluctance when introducing a new format for writing mathematics.
Our findings suggest that time and length are the main drawbacks experienced
by the students. As discussed above, the time spent on solving a problem is
associated with many benefits, and we do therefore not consider that aspect a
drawback. With regard to the length issue, abbreviating the justifications and
chunking the problem in larger steps can reduce the length of the solution — after
the student has become used to the format and feels on top of the topic at hand.
This should, however, never be done to such an extent that the readability of the
derivation suffers.
We are continuously broadening the use of the method to new schools and edu-
cation levels. In addition, we have received funding for teacher’s training from the
Finnish National Board on Education, and are currently (spring 2009) educating
mathematics teachers in using this approach. From a research perspective, many
interesting questions are still to be answered. One topical question is whether
an adapted version of the format can be used at lower levels of education than
high schools. Another point of interest is related to the use of computer tools for
structured derivations in educational settings.
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In this paper, we continue our previous work on evaluating the use of structured derivations in the 
mathematics classroom. We have studied student justifications in 132 exam solutions and described 
the types of justifications found. We also discuss the results in light of Skemp’s (1976) framework 
for relational and instrumental understanding. 
Keywords: student justifications, structured derivations, high school, instrumental and relational 
understanding 
INTRODUCTION 
The ability to justify a step in, for instance, a proof can be considered a skill that needs to be 
mastered, at least to some extent, before proof is introduced. In a wider sense, proof can even be 
regarded as justification (Ball and Bass, 2003). Unfortunately, students are not used to justify their 
solutions (Dreyfus, 1999). It is common for teachers to ask students to explain their reasoning only 
when they have made an error; the need to justify correctly solved problems is usually de-
emphasized (Glass & Maher, 2004). Consequently, without the explanations, the reasoning that 
drives the solution forward remains implicit (Dreyfus, 1999; Leron, 1983).  
A previous study (Mannila & Wallin, 2008) indicated that high school students can improve their 
justification skills in one single course. In this paper, we will present the results from a follow-up 
study, focusing on the types of justifications given by the students. We will first discuss some 
related work and also give a brief introduction to the approach used when teaching the course. The 
main research questions are the following: What types of justifications do students give in a 
solution? Do the types of justifications change as the course progresses, and in that case how? 
RELATED WORK 
Justifications as a condition for proof 
The importance of proof and formal reasoning for the development of mathematical understanding 
is also recognized by the National Council of Teaching Mathematics (NCTM), which issues 
recommendations for school mathematics at different levels. According to the current document 
(NCTM, 2008), students at all levels should, for instance, be able to communicate their 
mathematical thinking, analyze the thinking of others, use mathematical language to express ideas 
precisely, and develop and evaluate mathematical arguments and proof. While discussing 
mathematical ideas is important, communicating mathematical thinking in writing can be even more 
efficient for developing understanding (Albert, 2000). 
To think mathematically, students must learn how to justify their results; to explain why they think 
they are correct, and to convince their teacher and fellow students. “[M]athematical reasoning is as 
fundamental to knowing and using mathematics as comprehension of text is to reading. Readers 
 who can only decode words can hardly be said to know how to read. … Likewise, merely being 
able to operate mathematically does not assure being able to do and use mathematics in useful 
ways.” (Ball & Bass, 2003; p. 29)  
Justifications are not only important to the student but also to the teacher, as the explanations (not 
the final answer) make it possible for the teacher to study the growth of mathematical 
understanding. Using arguments such as “Because my teacher said so” or “I can see it” is 
insufficient to reveal their reasoning (Dreyfus, 1999).  A brief answer such as “26/65=2/5” does not 
tell the reader anything about the student’s understanding. What if he or she has “seen” that this is 
the result after simply removing the number six (6)? 
Types of understanding and reasoning 
A review of literature on mathematics education shows that there is an interest in studying the 
distinction between being able to apply a determined set of instruction in order to solve a 
mathematical problem and being able to explain the solution by basing it on mathematical 
foundations. Several frameworks have been presented for investigating types of learning and 
understanding.  
Skemp (1976) discusses two types of understanding named by Mellin-Olsen: relational (“knowing 
both what to do and why”) and instrumental (“knowing what”, “rules without reasons”). People 
who exhibit an instrumental understanding know how to use a given rule and may think they 
understand when they really do not. For instance, getting the correct result when applying a given 
formula is an example of instrumental, not relational, understanding. One typical example can be 
found in equation solving, where students learn to “move terms to the other side and change the 
sign”, without necessarily knowing why they do it.  
Sfard (1991) investigates the role of algorithms in mathematical thinking and discusses how 
mathematical concepts can be perceived in two ways: as objects and as processes. Pirie and Kieren 
(1999) present a theory of the growth of mathematical understanding and its different levels. More 
recently, Lithner (2008) has created a research framework for different types of mathematical 
reasoning, distinguishing between two main types: imitative and creative. Imitative reasoning is rote 
learnt and can be divided into two subtypes: memorised reasoning, where the student, for instance, 
solves a problem by recalling a full answer given in the text book or by the teacher, and algorithmic 
reasoning, where a problem is solved by recalling and applying a given algorithm. The other main 
type, creative reasoning, includes a novel reasoning sequence, which can be justified and is based 
on mathematical foundations. One of the main differences between imitative and creative reasoning 
is that the former does not necessarily involve analytical and conceptual thinking, whereas such 
thinking processes are essential to creative reasoning.  
STRUCTURED DERIVATIONS 
Structured derivations is a logic-based approach to teaching mathematics (Back & von Wright, 
1998; Back & von Wright, 1999; Back et al, 2008a). The format is a further development of 
Dijkstra's calculational proof style, where Back and von Wright have added a mechanism for doing 
subderivations and for handling assumptions in proofs. Using this approach, each step in a 
solution/proof is explicitly justified.  
 In the following, we illustrate the format by briefly discussing an example where we want to prove 
that x
2
 > x when x > 1.  
• Prove that x
2 
> x:  task  
-  x > 1    assumption 
||- x
2  
> x    term 
? { Add –x to both sides }  justification 
 x
2 
- x > 0   term 
? { Factorize }        … 
 x(x - 1) > 0 
? { Both x and x-1 are positive according to assumption. Hence, their product is also positive } 
T 
The derivation starts with a description of the task (“Prove that x
2
 > x”), followed by a list of 
assumptions (here we have only one: x > 1). The turnstile (||-) indicates the beginning of the 
derivation and is followed by the start term (x
2
 > x). In this example, the solution is reached by 
reducing the original term step by step. Each step in the derivation consists of two terms, a relation 
and an explicit justification for why the first term is transformed to the second one.  
Another key feature of this format is the possibility to present derivations at different levels of detail 
using subderivations, but as these are not the focus of this paper, we have chosen not to present 
them here. For information on subderivations and a more detailed introduction to the format, please 
see the articles by Back et al. referred to above.  
Why use in education? 
As each step in the solution is justified, the final product contains a documentation of the thinking 
that the student was engaged in while completing the derivation, as opposed to the implicit 
reasoning mentioned by Dreyfus (1999) and Leron (1983). The explicated thinking facilitates 
reading and debugging both for students and teachers. According to a feedback analysis (Back et 
al., 2008b), students appreciate the need to justify each step of their solutions. They also find that 
the justifications makes solutions easier to follow and understand both during construction and 
afterwards. 
Moreover, the defined format gives students a standardized model for how solutions and proofs are 
to be written. This can aid in removing the confusion that has commonly been the result of teachers 
and books presenting different formats for the same thing (Dreyfus, 1999). A clear and familiar 
format also has the potential to function as mental support, giving students belief in their own skills 
to solve the problem. Also, as solutions and proofs look the same way using structured derivations, 
the traditional “fear” of proof might be eased. Furthermore, the use of subderivations renders the 
format suitable for new types of assignments and self-study material, as examples can be made self-
explanatory at different detail levels. 
 STUDY SETTINGS 
Data collection 
The data were collected during an elective advanced mathematics course on logic and number 
theory (about 30 hours in class) that was taught at two high schools in Turku, Finland, during fall 
2007. All in all, twenty-two (22) students completed the course at either school and participated in 
the study (32 % girls, 68 % boys). The students were on their final study year.  
The course included three exams held after 1/3, 2/3 and at the end of the course. The exams were of 
increasing difficulty level, i.e. the first was the easiest and the last the most difficult one. Two 
assignments from each were chosen for the analysis. Hence, we have in total analyzed 132 solutions 
(six solutions for each student) written as structured derivations.  
The assignments analyzed were the following: 
A1: Determine the truth value of the expression (x
2 
+ 3 ? 7 ? y < x - 4) ? x + y ? 5, when x = 2 
and y = 4. 
A2:  Solve the equation | x - 4| = 2x - 1. 
A3:  Use de Morgan’s law (¬(p ? q) ? ¬p ? ¬q) to determine if the expression  
(¬p ? ¬q) ? (p ? q) is a tautology or a contradiction. 
A4:  Prove that b
2 
- d
2
 = ad + bc - ab - cd if a + b = c - d. 
A5:  Prove or contradict the following: For any integers m and n, it is the case that if m*n is an 
even number, then both m and n are even. 
A6:  Prove that 2 + 14
30 ?13 106 + 2730. 
The topics covered in assignments A1 and A2 were familiar to the students from previous 
mathematics courses. The aim of these assignments was mainly to let students practice structured 
derivations and writing solutions using the new format.  
The topics covered in the rest of the analyzed assignments (A3-A6) were new to the students. A3 
and A4 focused on logical concepts and manipulation of logical expressions, whereas A5 and A6 
covered number theory.  
Method 
The data collected, i.e. the justifications, were of qualitative nature. Qualitative data are highly 
descriptive, and in order to interpret the information, the data need to be reduced. In this study, a 
content-analytical approach was chosen for this purpose. The basic idea of content analysis is to 
take texts and analyze, reduce and summarize them using emergent themes. These themes can then 
be quantified, and as such, content analysis is suitable for transforming textual material into a form, 
which can be statistically analyzed (Cohen, 2007). 
A first round of the content analysis was done by one of the authors, who analyzed 18 solutions 
from E1 and 24 solutions from E2. This initial coding resulted in a first view of the types of 
justifications. The authors discussed the results and agreed on how to combine the detailed 
justifications into higher-level categories.  Next, all solutions were analyzed using the preliminary 
categories as the coding scheme. The second round analysis showed that the categories found in the 
 initial phase were sufficient for covering all justifications found in the 132 solutions. A quantitative 
approach was then taken in order to be able to illustrate the results graphically.  
The use of both quantitative and qualitative methods has several benefits. Mixed methods avoid any 
potential bias originating from using one single method, as each method has its strengths and 
weaknesses. A mixed methods approach also allows the researcher to analyze and describe the same 
phenomenon from different perspectives and exploring diverse research questions. Whereas 
questions looking to describe a phenomenon (``How/What..?'', our first research question) are best 
answered using a qualitative approach, quantitative methods are better at addressing more factual 
questions (``Do...'', our second research question) (Cohen, 2007).  
RESULTS  
The content analysis revealed five main justification types: 
• Assumption: Referral to an assumption given in the assignment directly or in a rewritten 
format.  
• Vague/broad statement: A very brief and uninformative justification type: “logic” or 
“simplify”.  
• Rule: Referral to a name of a rule or a definition, e.g. the rule for absolute values, tautology, 
congruence etc. In some cases, the justification also included the rule explicitly written out 
in text.  
• Procedural description: An explanation of what is done in the step, i.e. a description 
including a verb. E.g. “add 2x + 4 to both sides”, “move 3 to the other side and change the 
sign” and “calculate the sum”. 
• Own explanation: An explanation for why the step is valid in own words and/or with 
symbols, e.g. ”2k2 + 2k is an integer if k is an integer. Therefore 2(2k2 + 2k) is an even 
integer”. In some justifications a mathematical definition was written out in own words, e.g. 
“2 ?13 106 because 2 – 106 = -104, 13 | - 104”.  
Figure 1 illustrates the proportion of different justification types found in the assignments 
respectively. The diagram also shows how the types of justification used varied depending on the 
assignment.  
Some justification types are highly assignment specific. For instance, assumptions can naturally 
only be used in assignments were assumptions are present. In such assignments, it is common for 
the assumption to be used only once or twice, and the proportion of this type of justification will be 
rather low. The analysis showed that all students but one were able to handle assumptions correctly 
already in the first exam, i.e. after 1/3 of the course.  
The use of rules can also be considered assignment specific. For instance, when manipulating 
logical expressions, rules become important as these make up the basis for the manipulation. When 
students gave a rule as a justification, most usually stated only the name of the rule, whereas only a 
few also wrote out the rule itself. In the final and most difficult assignment, where the rule was 
central to the solution, a larger proportion of students (46 %) had written it out explicitly, compared 
to those who had only provided the name of the rule (22 %). 
  
Figure 1: The proportion of justifications of different types in the six assignments 
In addition to these specific dependencies, the analysis also revealed some other relationships. The 
assignments in the first exam (A1-A2) were not trivial but still familiar to the students (determine 
the value of an expression and solve an equation), who consequently mainly used short 
justifications (vague/broad, assumption, rule). Given the nature of equations, the solutions to A2 
also contained a large proportion of procedural descriptions (“move 3 to the other side).  
In the second exam, students faced assignments (A3-A4) that were not as familiar anymore. In A3, 
students were to make explicit use of logical rules, which, as stated above, naturally has an impact 
on the types of justifications: almost half of all justifications referred to a given rule. The following 
assignment, A4, called for a formal proof (the Finnish high school curriculum does not include 
proofs in any other course than the elective one described in this paper). As the expression used in 
the proof was an equation, the main justification type used was, again, procedural descriptions.  
The third exam (A5-A6) is probably the most interesting one from a research perspective. The 
assignments were in a completely new domain, with which students had no prior experience: 
constructing proofs in number theory. Thus, these assignments have potential to provide insight into 
how students use justifications when adventuring into a new terrain. As indicated in the diagram 
(figure 1), the proportion of own explanations increased, in particular at the expense of the less 
informative justification type “vague/broad”.  
DISCUSSION 
As seen above, the justification types changed throughout the course. Whereas some of the variation 
(e.g. the use of assumptions and rules) is a direct result of the nature of the task at hand, some seems 
to be more related to the perceived level of difficulty.  
For instance, the most noticeable changes are found for “vague/broad” justifications and “own 
explanations”: whereas the former dominate the solutions early on, their frequency decreases 
towards the end as the number of the latter increases. The first exam was easier than the final one, 
and as easy assignments include more “straightforward” steps, students may not have seen the need 
 to justify those steps in any more detail. Rather, students seem to find the need to justify more 
carefully as the assignments become more difficult. Consequently, the occurrence of own 
explanations increase. Similarly, it is understandable that students are reluctant to write lengthy 
justifications when solving tasks similar to tasks they have solved many times before, whereas they 
may feel a need for writing more careful justifications in assignments that deal with new topics. 
This is supported by the results from our feedback study, where students found “extra writing” 
unnecessary for simple tasks (Back et al., 2008b).  
Can justifications aid in assessing understanding? 
Only two justifications types, “own explanations” and “procedural descriptions”, involve students 
writing in their own words. There is an important difference between these types. In a “procedural 
description”, students write what they do, but not why they have chosen or are allowed to do so. 
The “own explanation”, on the other hand, also gives information regarding why the step is valid. 
This is closely related to Skemp’s instrumental and relational understanding (1976). Own 
explanations are clearly relational, but the remaining four types (vague/broad, assumption, rule, 
procedural descriptions) cannot easily be mapped to either type of understanding. We will therefore 
refer to own explanations as “relational justifications” and the other four types as “instrumental 
justifications”.  
Although Skemp argued that instrumental justifications such as “move -3 to the other side” are 
examples of an instrumental approach to understanding, we do not think the situation is as black-or-
white. For instance, a simple justification such as “logic” may be the result of complex thought 
processes. Knowing that students are not keen on writing, one can also assume that students may 
choose to write a short justification even in places where they could have been more expressive in 
order to indicate their understanding. An instrumental justification simply does not reveal enough 
information about whether the student has truly understood what he or she has done. Ruling out the 
possibility of relational understanding in such situations requires more than a mere justification. 
To exemplify this, we now look at three different solutions to an assignment involving absolute 
values. The absolute value rule referred to below is the following: |x| = c ? (x = c ? x = -c) ? c ? 0 
• Tom: instrumental justification, relational understanding   
Tom did not use the rule for absolute values learnt in class, but rewrote the expression in a way 
showing that he had really understood the absolute value concept. The solution was correct and 
indicated a relational understanding of absolute values. 
|x - 4| = 2x – 1 
? { rewrite the absolute value } 
(x – 4 = 2x – 1 ? 2x – 1 ?  0) ? (-x + 4 = 2x – 1 ? 2x – 1 ? 0)  
• Layla: instrumental justification, instrumental or relational understanding  
Layla used the absolute value rule and solved the problem correctly. Despite the correct 
solution, we cannot know whether Layla understood the concept or merely used a rule she had 
learnt that “should work” for this type of problems.  
 |x - 4| = 2x – 1 
? { rule for absolute values } 
(x – 4 = 2x – 1  ?  x – 4 = -2x + 1) ?  2x – 1 ? 0 
• Joe: instrumental justification, instrumental understanding 
Just like Layla, Joe also justified the initial step with “the rule for absolute values”. However, he 
used the rule incorrectly, as he “forgot” the second part of it (the requirement on x).  
|x - 4| = 2x – 1 
? { rule for absolute values } 
x – 4 = 2x – 1  ?  x – 4 = -2x + 1 
This was a rather common error in our study (made by almost 36% of all students in assignment 
A2). Had Joe had a relational understanding for absolute values, the additional requirement 
would have been clear to him even if he had forgotten what the rule looked like.  
Thus, it seems as if one can in fact conclude that a given instrumental justification is not an example 
of relational understanding – this is the case if the step is incorrect as for Joe above. However, doing 
the opposite, i.e. concluding that an instrumental justification to a correct step is relational, is not as 
straightforward.  
Is a clearly relational approach always needed? 
In high school mathematics, much time is spent on things like solving equations and simplifying 
expressions. Thus, to a large extent it boils down to using rules, and consequently a seemingly 
instrumental approach becomes dominant. However, this is foregone by the teacher explaining the 
theory behind the rules and the definitions. If the student later uses the rules in an instrumental or a 
relational way is up to how well he or she understood the theory. If the underlying concept is not 
clear to the students, the rules are most likely applied without reasons, i.e. instrumentally. One area 
of high school mathematics where relational understanding most likely becomes more evident is in 
textual problems, where students first need to formalize the problem specification. In order to 
correctly specify the problem, the student needs to understand the problem domain and the 
underlying concepts. Relational understanding is naturally also important when constructing proofs.   
Furthermore, sometimes a justification with a seemingly instrumental approach is the best one that 
can be given. Take for example a complex trigonometric expression. Finnish high school students 
have a collection of rules that they can always have with them, even on exams. One can hardly 
require them to start explaining rules in order to be allowed to apply them. What is essential in such 
a situation is that they a) have an underlying understanding for trigonometry, b) know how to apply 
trigonometric rules correctly, and c) are able to manipulate the expression into a form where one of 
the many rules can be applied correctly.  
As another example we can take equation solving and the “add -3 to both sides” type of 
instrumental justification mentioned above. Let us say we have two students: one who understands 
that whenever you have an expression of the form a = b, you can add the same value to both sides 
without changing the truth value of the full expression (a + c = b + c), and another who knows that 
 one should move “lonely numbers” to the other side while changing the sign. Both of these students 
would probably use similar justifications, but only one of them would have a relational 
understanding. This student would, however, hardly write out the rule (a = b ? a + c = b + c), 
which would be needed in order for the teacher to be able to distinguish the justification from that 
given by the other student.  
Justifications and validity of steps  
As was described above, a seemingly “correct” justification can lead to an incorrect derivation step. 
This can happen for several reasons, one being the one exhibited by Joe above: not completely 
remembering a rule. Careless mistakes in a step do not seem to correlate with the type or the 
accuracy of the justification. Only a small number of this type of errors was found (in 9 % of the 
assignments throughout all three exams), which was also supported by students’ feedback as they 
pointed out that they made fewer careless mistakes using structured derivations than what they 
usually do (Back et al., 2008b). 
CONCLUDING REMARKS 
The type of justification chosen in a certain situation is closely related to the assignment and/or the 
step at hand. For example, assumptions or rules will not be used in problems where there are no 
assumptions or rules to apply. Our findings suggest that students choose the level of detail in their 
justifications mainly based on the difficulty level of the task at hand: in tasks that are familiar, 
students tend to opt for broad and vague justifications, whereas justifications which say more come 
into play as the topics covered are new and/or the assignments become more difficult. Especially 
justifications written in own words are of great importance to the teacher for understanding a 
solution and the student’s thinking; this is not necessarily the case for vague and broad 
justifications. 
The study presented in this paper is a continuation on earlier qualitative studies on the use of 
structured derivations in education. Previous results indicate that students appreciate the approach 
(“it takes me longer, but I understand better”) and that it improves students’ justification skills as 
soon as during one single course (Mannila & Wallin, 2008). Furthermore, we have found that 
explicit justifications make students think more carefully when solving a problem (Back et al., 
2008b). With this study, we now also have a rather clear picture of how students justify their 
solutions and how the justifications change throughout the course. 
Getting students to clearly document their solutions step by step is a step forward, although 
“judging” the justifications is everything but straightforward. Thus, many questions still remain. Is 
it possible to teach a way of writing “good” justifications? And if we want to try, what characterizes 
such justifications? Another aspect, not considered so far, is related to teachers and course books. 
How do teachers justify their solutions when teaching using structured derivations? How are 
examples justified in texts? In order for students to develop relational understanding, we believe 
that it is essential that examples are explained freely (“using own words”) as often as possible.  
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Abstract
Deciding what to teach novices about programming
and what programming language to use is a com-
mon topic for debate. Should an industry relevant
programming language be taught, or should a lan-
guage designed for teaching novices be used? Typ-
ically, these questions are raised at university level,
but in this paper we address them from a high school
perspective.
We present a case study with a twofold goal: (1)
examining how programming can be introduced at
high school level, and (2) evaluating how suitable the
programming language Python is to support both
teachers and learners in this process. During the
school year 2004/2005, an introductory programming
course was given to four student groups in two differ-
ent high schools. The students enjoyed programming
and learnt to think in terms of re-use and interfaces.
In addition, we found that many features of Python
facilitated both teaching and learning (for instance, a
simple and flexible syntax, immediate feedback, easy-
to-use modules and strict requirements on proper in-
dentation).
Our findings support results from previous stud-
ies in that students have difficulties in dealing with
abstract concepts - even though the syntax for im-
plementing these is simple. In addition, compared to
university students, high school students are young
and have necessarily not yet developed the writing
skills required for producing proper documentation.
The course was designed to be well suited for high
school students in general, but still all participants
were boys. Since high schools should provide all-
round learning to all students, we, as do all computer
science teachers, face the challenge of making pro-
gramming more appealing to girls.
1 Introduction
Computer Science in High Schools
Subjects that have previously been considered univer-
sity level topics are increasingly introduced at lower
levels of education; computer science (CS) is an ex-
ample of such a topic (Ben-Ari 2004a). The aim of
elementary and secondary education is to provide stu-
dents with knowledge needed in every-day life, and
considering the increasing role of computer technol-
ogy and applications in today's society, CS can be
seen as an essential part of this all-round learning.
Copyright c©2006, Australian Computer Society, Inc. This
paper appeared at Eighth Australasian Computing Education
Conference (ACE2006), Hobart, Tasmania, Australia, January
2006. Conferences in Research and Practice in Information
Technology, Vol. 52. Denise Tolhurst and Samuel Mann, Ed.
Reproduction for academic, not-for profit purposes permitted
provided this text is included.
Consequently, efforts have been made in order to in-
troduce CS at high school (HS)1 level: for instance, in
the USA (Merritt et al. 1993) and in Israel (Gal-Ezer
et al. 1995), CS curricula for HSs were developed in
the 1990s, and according to the information network
on education in Europe, Eurydice,2 most European
countries specified CS and programming as part of
HS education in 2004. As CS education has become
more common at HS level, the interest in studying
this topic has increased; for example in 2004, an en-
tire issue of the journal Computer Science Education3
was devoted to this topic.
Difficulties in Learning Programming
Although there seems to be a general agreement that
CS should be taught at HS level, there are many dif-
fering ideas about what exactly should be taught.
The main point of disagreement is usually whether
programming should be included in CS curricula at
HS level or not. Many studies have pointed out
difficulties experienced by university students when
learning programming. Spohrer and Soloway (1986)
showed that a few bug types constitute the major-
ity of the mistakes made by novice programmers:
construct-based problems, which make it difficult to
learn the correct semantics of language constructs,
and plan composition problems, which make it diffi-
cult to put plans together correctly. Recent studies
support these findings (for example (McCracken et al.
2001, Ben-Ari 1998)). Moreover, the results from a
multi-national study conducted in 2004 (Lister et al.
2004) showed that students lack the skills needed to
trace the execution of short pieces of code after taken
their first course on programming. Other reported
sources of difficulty or confusion have been related to,
for instance, parameter passing (Fleury 1991), analo-
gies (Halasz & Moran 1982) and mathematical nota-
tion (for example (Haberman & Kolikant 2001, Bay-
man & Mayer 1983)). For a further review of this
topic see, for example, Robins et al. (2003).
Programming Languages in Education
The difficulties mentioned above seem to be related
to the programming activity - not the programming
language. Nevertheless, deciding what, and how, to
teach novice programmers is not the only topic for de-
bate. Equally common a topic is which programming
language to teach. According to Palumbo (1990), the
learning results in programming classes depend on the
1In the Finnish educational system, high schools are referred to
as upper secondary schools, providing education to students aged
16-19. The principal objective of these schools is to offer general
education preparing the students for the matriculation examina-
tion, which is a pre-requisite for enrolling for university studies.
http://www.edu.fi/english/page.asp?path=500,4699,4840,4845
2http://www.eurydice.org/Documents/KDICT/en/FrameSet.htm
3http://www.tandf.co.uk/journals/titles/08993408.asp
time devoted to actual programming and language
access. In order to maximize the time spent on pro-
gramming, one should avoid having to waste time
on discussing irrelevant language constructs and syn-
tax errors.
According to Milbrandt (1993), a programming
language to be used in education should be easy to
learn, structured in design, universal in use and pow-
erful in computing capability. The language should
also have a simple syntax, provide easy I/O han-
dling as well as output formatting, use meaningful
keywords, give immediate feedback, etc.
Pascal and Logo were both designed with edu-
cation in mind, and many studies have indicated
the suitability of these in education (for example
(Schollmeyer 1996, Shaffer 1986)). Unfortunately,
both languages suffer from drawbacks that have led to
decreasing significance over the years. For instance,
Logo is seen as a language for children, and Pascal has
not followed the same pace of development as more
recent languages (deRaadt et al. 2002).
Today, C, Java and C++ top the list of the most
popular languages based on the availability of engi-
neers, courses and third party vendors around the
world.4 Researchers have found that Java, Visual Ba-
sic, C++ and C are the languages most widely taught
(or planned to be taught) at universities (deRaadt et
al. 2002, Stephenson & West 1998). These results are
further confirmed when looking at web pages of CS
departments at universities worldwide. Despite their
popularity, there has been much debate about the
suitability of these languages in education, especially
when introducing programming to novices (for exam-
ple (Mody 1991, Hadjerrouit 1998, Biddle & Tempero
1998, Clark et al. 1998, Close et al. 2000)). The lan-
guages are, for example, considered too verbose, en-
forcing notational overhead that has little to do with
learning to think algorithmically and to write struc-
tured programs. All the time spent on sorting out
these issues is time away from actual programming.
Given the difficulties related to learning program-
ming at university level, the skepticism against intro-
ducing the topic at HS level is understandable; after
all, if something is considered problematic by univer-
sity students, it is reasonable to assume that it is
equally troublesome for younger students - especially
when indications of the difficulties can be found also
in studies conducted among HS students (for exam-
ple (Aiken 1972, Ginat 2003, Haataja et al. 2001))).
Most of the problems that have been discussed in the
literature have, however, been based on the tradi-
tional instructional languages mentioned above; those
who take a critical stand against programming being
taught at lower levels might be doing so based on
their experiences in teaching these languages. In that
case, the criticism can be seen as aimed towards the
languages and not at programming per se.
Should HS Students Learn Programming?
Prior programming experience has been shown to
have a positive impact on university CS studies
(Hagan & Markham 2000). However, programming
skills are not only important to students pursuing ca-
reers as computer scientists. Researchers (for exam-
ple (Mayer 1986, Treese 2003, Soloway 1993)) have
studied the impact of programming on the develop-
ment of thinking skills, and although the results vary,
indications of the connection between programming
and problem solving, algorithmic thinking and log-
ical reasoning have been found. Students who will
not become programmers will still benefit from these
meta skills learnt in the process. Knowing how to
4http://www.tiobe.com/tpci.htm
program also implies understanding how software and
computers work, which may reduce computer anxiety
and frustration. Moreover, having some knowledge
of programming makes it easier to communicate with
CS professionals. In addition, we feel that the afore-
mentioned difficulties in learning programming make
it even more motivated to start teaching program-
ming at HS level; doing so, we can deal with some of
the problematic issues related to learning to program
at an early stage and thus improve the prior knowl-
edge and skills of future university students. In our
opinion, programming should therefore be included in
CS curricula at HS level. Even though some students
would not take the courses, they should be given the
chance to do so.
In this paper, we present an approach to intro-
ducing programming and algorithmic thinking in HS
using the programming language Python. Our aim is
twofold: (1) examining how programming can be in-
troduced at HS level, and (2) evaluating how Python
is suited for supporting this teaching process. We
begin by motivating our research, particularly by re-
viewing previous work relevant for our two goals.
Thereafter we present the course, its goals, material
and syllabus. Starting in fall 2004, the course has
been given to four groups of HS students, and we
present and discuss the results from these courses. We
briefly discuss our own experiences before concluding
the paper with some final remarks and suggestions for
future work.
2 Motivation and Related Literature
Although Pascal and Logo have lost much of their
significance, the same things that one earlier hoped to
achieve using these are still desirable in programming
education. In many respects, the aims of Python can
be compared to those of Pascal and Logo, with the
difference of Python being a popular language.5
Python is a high-level scripting language, origi-
nally designed by Guido van Rossum to facilitate
learning; van Rossum has even suggested that every-
body could master programming using Python (van
Rossum 1999). The language has many of the features
characteristic for a language suitable for teaching pro-
gramming, for instance the following ones:
Small and clean syntax Compared to languages
such as Java or C++, Python has a more in-
tuitive syntax (code listing 1).
Dynamic typing Python is dynamically typed,
which further reduces the notation.
Expressive semantics Python's basic types are
powerful: for example, lists can be introduced
at the same time as other built-in types.
Immediate feedback The interpreter enables fast
and interactive demonstration of programming
concepts, and gives immediate and understand-
able feedback on potential errors.
Enforced structural design Python enforces an
indented and structured way of writing pro-
grams, and the code resembles pseudo code.
Relevant open-source software Python is free
and widely used.6 It comes with a text editor
(IDLE ), and a large amount of tutorials, books,
course material, exercises, assignments and ex-
tensive documentation is available on the web.
5http://www.tiobe.com/tpci.htm
6http://www.pythonology.org/succes
Code listing 1 Comparison of a simple output program
in Python and Java.
Python Java
print "Hi!" class Hi {
public static void main (String args[]) {
System.out.println("Hi!");
}
}
% javac Hi.java
% java Hi
For a more detailed review of Python's features
see the official website7 or the articles cited below.
As any language, Python naturally also has features
that might be drawbacks:
Performance That Python is a scripting language
makes it time saving to write and execute short
programs, whereas large programs might suffer
from a loss in performance. This should not be
relevant in introductory programming courses, in
which the programs written are relatively small.
No information hiding In Python, attributes are
visible by default, thus making discussion on in-
formation hiding and encapsulation more diffi-
cult. This is not an issue while not dealing with
object-oriented programming.
Dynamic typing Dynamic typing was mentioned
as an advantage, but it might also turn out to
be a drawback. In imperative programming,
the possibility of assigning different types to the
same variable can be seen as a weakness that
might make programs more prone to errors.
These potential drawbacks must naturally be
pointed out to the students. Although Python might
be a good starting language, our goal was to introduce
programming and not Python per se; it was there-
fore important to make students aware of at least the
biggest differences so that they would know what to
expect/not to expect from other languages they might
use.
Many indications of Python's suitability as the
first programming language can be found on the web.8
During recent years, Python has also become increas-
ingly popular in HS settings; for instance, the Python
Bibliotheca,9 a site acting as both a repository for
learning materials and a virtual meeting place for
teachers, includes a list of HSs in the USA that use
Python.
Although seemingly on the rise in education,
studies on teaching introductory programming us-
ing Python are still quite few. When adding the
HS perspective to this research, the number of con-
ducted studies decreases further. Some research pa-
pers on the use of Python in education (at both
university and HS level) can be found (for example
(Elkner 2001, Elkner 2002, Ceder & Yergler 2003,
Oldham 2005, Stajano 2000, Agarwal & Agarwal
2005, Shannon 2003)), but these have mainly dis-
cussed experiences and provided suggestions, without
presenting any results. Guzdial (2003) has developed
a new type of introductory programming course in
which a Java related version of Python (Jython) is
used. Nevertheless, although research on Python or
7http://www.python.org
8http://www.cs.ubc.ca/wccce/Program03/papers/Toby.html,
http://zen.sandiego.edu:8080/luby/papers/python.pdf,
http://www.python.org/sigs/edu-sig/miller-dissertation.pdf,
http://mcsp.wartburg.edu/zelle/python/python-first.html
9http://www.ibiblio.org/obp/pyBiblio/schools.php
HS programming is by no means new, the combina-
tion of these seems to be a field in which much still
remains to be explored. The aim of this paper is to
begin this exploration.
3 The Introductory Programming Course
Since there is no compulsory programming curricu-
lum for HSs in Finland,10 we began by defining course
goals according to what we feel HS students having
taken their first course on programming should be
able to do: (1) understand and use basic program-
ming concepts and data structures, (2) develop spec-
ifications of problems to be solved, (3) write and test
programs, and (4) communicate their work to others
by thorough documentation.
Syllabus
According to the Finnish educational system, HS
courses should include at least 28 hours of instruction.
The course covered the basics of imperative program-
ming: variables, types, boolean logic, I/O, subrou-
tines, flow control, exception handling, modules and
documentation. In addition, we began with a rather
extensive introduction to algorithms, flowcharts and
pseudo code, before moving on to actual program-
ming. This theoretical introduction was considered
essential, particularly for students who had no prior
experience in CS-related topics. Only after under-
standing the concept of algorithms can one go on
to translating these into programs. We also cov-
ered lists and dictionaries (a collection type similar to
hashmaps in Java); topics that generally, using other
languages, are not included in introductory program-
ming courses.
Teaching Approach
Active learning11 builds on constructivist principles,
according to which students become active partici-
pants in their own learning process (Ben-Ari 1998).
Instead of viewing learning as passive transmission
of information from the teacher to the students, con-
structivists see learning as an active, reflective process
in which the students themselves construct the knowl-
edge by building further upon their prior knowledge.
Moreover, both constructivism and active learning
are related to the cone of experience12 developed by
Dale in the 1940s. This model suggests that learn-
ers retain more information by what they do (90
%) compared to what they read (10 %), hear
(20 %) or observe (30 %). Consistently with this
model, recent literature on active learning (for ex-
ample (Ramsden 1992)) suggests that most students
cannot learn unless they are actively involved.
As a result of the issues discussed above, we took
a learning by doing-approach,13 and did not give
traditional lectures, but instead introduced so called
lab-lessons in which theory and practice were inter-
weaved during class. The lab-lessons were interactive,
hands-on sessions, which took place in a computer
lab. The exercises and other activities were problem-
oriented, engaging the students in both problem-
solving and analysis, in addition to writing the actual
10CS is not included as an individual subject in the curriculum,
but is instead integrated in other subjects. Schools also have the
opportunity to arrange optional courses in CS and related topics.
11http://www.ericdigests.org/1992-4/active.htm.
12http://www.mc.uky.edu/pharmacy/edinnovation/pdf/Step
Dales Cone.pdf
13The concept of learning by doing was introduced by John
Dewey in the early 1900s (Dewey 1910).
code. Each lab-lesson started with the teacher for-
mulating a problem, covering topics likely to be rele-
vant and motivating to the students, including simple
games and web programming. A solution was devel-
oped collaboratively by gradually refining the code.
The classroom thus made up a community, in which
authentic problems were solved in a real context.
This can be seen as an implementation of situated
learning, a theory introduced by Lave and Wegner in
the early 1990s, and discussed by Ben-Ari (2004b).
We chose the lab-lesson approach in order to
address issues that have emerged from literature:
Winslow (1996) states that [g]ood pedagogy requires
the instructor to keep initial facts, models and rules
simple, and only expand and refine them as the stu-
dent gains experience. According to Spohrer and
Soloway (1986), students are not given sufficient in-
struction in how to 'put the pieces together. ' Lahti-
nen et al. (2005) have stated that [t]he more practi-
cal and concrete the learning situations and materials
are, the more learning takes place. The lab-lessons
were designed to make it easier for the students to
see the reason for introducing new concepts: why new
constructs are needed, and when, and how, these are
to be used. Programming concepts and structures
were covered in the order needed to be able to solve
the problem; not just because they had to be in-
troduced according to the order of the chapters in a
book. In this manner, new features were learnt one
at a time, at the same time as they were combined
with previously learnt programming structures using
known strategies. This approach of mixing theory and
practice is not unique (Haberman & Kolikant 2001),
but to our knowledge not common in Finnish HSs.
The more traditional way of instruction is to sepa-
rate the two parts by first covering theory and only
then implementing the newly learnt ideas in practice
as a separate part of tuition.
Material
A tutorial was written for each problem containing
a problem description and theory about the concepts
needed to solve the problem, also providing a strat-
egy for solving the problem at hand. Although the
course was held in class, all material was made avail-
able on a web page in the course framework Moo-
dle.14 The course page acted as a repository for course
material, examples, assignments, announcements and
links. The students were to document 1) what they
had experienced as most difficult and 2) what they
had learnt after each lab-lesson in their private online
learning diary (called progress report since we wanted
to use a more neutral term that would not have direct
associations with traditional diaries). The purpose
was to make it easier for us to see when students had
problems; in our experience, HS students are seldom
willing to express their uncertainties or admit their
difficulties in front of their classmates.
Examination
The final grade was based on the level of participation
in the lab-lessons, a final project (including documen-
tation) and a two-part exam. The final project was a
larger assignment that the students completed at the
end of the course. Since we wanted to meet the indi-
vidual needs and interests of the students, they were
allowed to choose the topic for the project quite freely.
The students were allowed to complete the project ei-
ther individually or in pairs. In cases where the stu-
dents collaborated, documentation had to be precise,
clearly stating who had done what. The final exam
14http://www.moodle.org
consisted of one part to be completed using only pen
and paper and another, in which the students were to
write the solution programs on the computer.
4 Study Methodology
Action Research
Our research is loosely built on the principles of action
research (Clear 2004). In action research, practition-
ers in a field improve practice by doing or changing
something and reflecting on the results. The improve-
ment can be in three areas: improving a practice;
improving the understanding of a practice [...] and
improving the situation in which the practice takes
place (p. 106). The main purpose is to collect data
and experience that help in gaining a better under-
standing of the practice. Our study follows a prac-
tical action research model, in which the researcher
facilitates reflection by individual practitioners upon
some aspect of their practice (p. 109). In our case,
the researchers and the practitioners were the same
persons.
Settings
The introductory course presented in the previous
section was given four times as an optional HS course
during the school year 2004/2005 (four different stu-
dent groups in two different schools). In total, 42 boys
aged 16-19 have completed the course; unfortunately
the course did not attract any female students. The
students in our study constituted nearly 40% of all HS
students taking a basic programming course in Turku
(the center of the third largest metropolitan area in
Finland) in 2004/2005.
When teaching programming, one is bound to be
faced with a situation in which the students are on dif-
ferent levels; some students might have programmed
a lot, whereas others might not have any program-
ming background at all. There were also differences
between the groups: all students in groups A-C had
taken at least one basic CS course, our programming
course was part of their curriculum, and they met
regularly thrice a week during a period of 1 12 months.
The students in group D had not had any previous
CS courses, and due to school arrangements, they met
only once a week for three hours in the late afternoon,
making the course span a period of three months.
Data Collection
The learning results were mainly derived by analyz-
ing the progress reports, the final projects and the
exam. In order to gather additional information we
conducted two surveys during each course. The aim of
the pre-course survey was to collect background data
of the students, such as information about age, pro-
gramming background and mathematical skills. More
general questions, such as concerning the benefits ex-
perienced from learning to program and the students'
awareness of Python, were also included. The purpose
of the post-course survey was to gather information
about the students' attitudes towards the course, its
difficulty level and Python as the language of instruc-
tion. Students who had some pre-course program-
ming background were also asked to compare Python
with the languages used earlier.
5 Results and Discussion
In this section we present and discuss the learning re-
sults and the data extracted from the surveys. We
also discuss our experiences from teaching Python
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Figure 1: The distribution (in percent) of students in divi-
sions based on whether they had programmed before (PB) or
not (NPB).
compared to prior experiences using other languages
such as C, C++ and Java.
5.1 Learning Results
Course Grades
The course grade was given on the scale 4-10 (4 =
failed), and was derived from the different parts of
the examination mentioned in section 3. When calcu-
lated based on the data from all four student groups,
the average course grade was 7.71. Over 85 % of the
students passed the course. The grades were divided
into four divisions (1st (9-10), 2nd (7-8), 3rd (5-6)
and 4th (4)), which resulted in a distribution follow-
ing a reversed Gaussian curve; this finding is well in
line with our experiences from university level pro-
gramming courses. Our data indicate that the results
for the students who had some programming back-
ground were good: nearly 90 % achieved the grade 8
or higher. Although the diagram in figure 1 does not
provide any comparable data, since this was the first
time we gave these courses, it does show that nearly
80 % of students who had not programmed before
passed the course. For students who achieved one
of the lowest grades, the course exam was the weak-
est point of the examination parts. This calls for a
discussion on how to prepare students for written ex-
ams: should tuition perhaps include elements of writ-
ing programs using only pen and paper? This would
enforce the students to really think their programs
through and trace the execution, test and debug the
code - all by hand.
The number of students that failed the course
was somewhat higher than for HS courses in general,
but completely normal for programming courses, and
therefore an expected result. The number of students
in the first division was, however, larger than what
can be seen as normal for any HS course (especially
for programming courses): almost 45 % of all students
passed with one of the two highest grades.
Since this was the first time a programming course
was given at the school of group D, we did not have
any data to compare the results of this group with.
However, programming courses have been given at
the school of the other groups (A-C), most recently
using Java. For these courses, all other factors but
the language have been the same as for groups A-
C in our course (at least one background CS course,
same teacher, same course requirements, scheduled
and frequent meetings). When comparing the re-
sults, the differences were notable. As figure 2 shows,
the proportion of students that failed decreased using
Python, whereas the number of students achieving
one of the two highest grades increased: half of the
0
10
20
30
40
50
60
1st (9-10) 2nd (7-8) 3rd (5-6) 4th (4)
Grade division
P
ro
p
o
rt
io
n
(%
)
Python (groups A-C) Java
Figure 2: Comparison of the grade distribution (in per-
cent) from introductory programming courses using Python
and Java.
Figure 3: The distribution (in percent) of grades achieved
by students in different groups with regard to whether they
had programmed before (PB) or not (NPB).
students in groups A-C achieved a grade in the first
division. The reliability of this result might naturally
also depend on other variables, such as motivation
level, prior programming experience and mathemat-
ical skills, of the students. However, given that the
prerequisites and the practical arrangements of the
courses were identical, as was the teacher, the results
should be comparable.
As expected, there were differences between the
grades achieved by students in groups A-C and those
in group D. Figure 3 shows that the overall result for
the students in groups A-C was better than for those
in group D. The biggest difference was among stu-
dents who had not programmed prior to the course;
whereas only 11 % of the novices in groups A-C failed,
40 % of those in group D failed the course. On the
other hand the percentage of students achieving a
high grade is just as good for students with some pro-
gramming background in both groups A-C and group
D. Our findings thus suggest that the differences in
the environment (for example meeting rarely late in
the afternoon) and the lack of previous CS-courses,
complicated the learning process among true novices.
Moreover, not meeting more frequently resulted in the
students finding it difficult to remember the syntax
and programming in general. Considering, in addi-
tion, that over 75 % of all students stated that they
programmed most in class, one can conclude that the
students in group D were not exposed to program-
ming as much as would have been needed. However,
when starting on the final project, most students also
worked at home. Since the students enjoyed working
on the project, it could be beneficial to let the stu-
dents work on smaller projects throughout the course
to ensure that they program continuously.
Progress Reports
We were pleasantly surprised to see that most stu-
dents took the progress report seriously. Naturally,
there were also non-informative comments, but most
students filled out the report regularly, stating what
they had learnt and what they had experienced as
most difficult. The analysis of the reports showed
that students had in general been positive. Coding
itself was frequently mentioned as the most enjoyable
part of the lab-lessons. No difficulties were mentioned
at the beginning of the course, whereas some students
started to report difficulties when dealing with sub-
routines and exceptions.
An interesting observation was that the weaker
students more often wrote comments such as rather
easy, did not sound too difficult, it will be OK
when I practice, whereas the more advanced students
were able to point out the difficulties more precisely
if they had any. One explanation for this could be
that weaker students do not dare admit their difficul-
ties, but it might also be that they do not recognize
which things are problematic. This could imply that
teachers should try more actively to make students
aware of their difficulties, for example by arranging
more mid term quizzes and discussing the results -
perhaps even in private.
Characteristics of Student Programs
We are currently in the process of analyzing the stu-
dents' final projects, and we will later report on our
findings from this analysis elsewhere. Our prelim-
inary results indicate that the programs have been
of at least the same standard as during similar HS-
courses given using other languages. Most final
projects include different control structures, self-made
and built-in subroutines, modules as well as some doc-
umentation. Several projects can be ranked as partic-
ularly good considering both quality and complexity:
programs that consist of several modules interacting
at runtime, providing user guides and thorough doc-
umentation including testing and debugging reports.
Code listing 2 for-loops in Python
Python Java
for element in set: for (i = 0; i < set.length; i++) {
print element System.out.println(set[i]);
}
Some interesting findings have been made already
at this point of our analysis. First, the off-by-one
bugs (Spohrer & Soloway 1986) seem to be less fre-
quent in students' programs using Python compared
to our previous experiences in, for instance, Java.
One evident explanation can be found in the differ-
ing format of the for-loop in Python. When writ-
ing for-loops that are truly Pythonish, no indexes
are needed (code listing 2). Whereas the for-loop in
Java can be seen as quite cryptic, the Python for-loop
might remain unclear due to the missing indexes: the
syntax does not give an intuitive understanding for
what the computer does and how many times it re-
peats it. The avoidance of indexes naturally cleans up
and simplifies the code, but the Python version might
even be too simplified. In this sense, the for-loop of
Pascal can be seen as a good compromise: simplified,
but still containing indexes, thus forcing the students
to get used to thinking in terms of the computer and
its memory. However, the lack of indexes can also be
seen as an advantage: when teaching programming
as an all-round learning skill in HSs (to students, of
which by no means all will become programmers), the
most important thing is for students to learn how to
solve problems and translate solutions into program
code. The question is whether indexes play an im-
portant role in this. If the answer is yes, the Python
for-loop can indeed be regarded as too simple; oth-
erwise, its simplicity is an additional feature due to
which Python can be found suitable for novice pro-
grammers.
Another interesting issue concerns the use of I/O.
When teaching HS programming using Java and
C++, our students have frequently found user in-
put difficult. Difficulties related to input statements
have also been reported on by several researchers
(for example (Bayman & Mayer 1983, Haberman
& Kolikant 2001, Rosenberg & Kölling 1996)). In
Python, no input or output streams have to be opened
or closed. Getting input from the user is accomplished
by using simple built-in functions (code listing 3),
and the students learnt to use I/O effectively in an
hour. The same comments as for the for-loop can be
made concerning I/O as well; while Python's solution
is compact and simple, it can be discussed whether it
has been made even trivial.
Code listing 3 I/O in Python
# Prints out a question and reads user input as a string
name = raw_input("What is your name? ")
# Prints out a question and reads user input as a numeric
age = input("How old are you? ")
5.2 Survey Results
Difficulty Level
The data from the post-course survey showed that the
course was not considered particularly difficult. The
students graded the difficulty level of the course on
a five-point scale (1 = very easy, 5 = very difficult),
giving a mean of 2.58 (std dev = 1.03).
Students rated the difficulty level of each course
topic on the same scale as the course. The data (table
1) showed that no topic had been regarded as partic-
ularly difficult, the averages lying between 1.33 and
3.11 on the scale 1-5 (1 = very easy, 5 = very diffi-
cult). Subroutines, exception handling and documen-
tation were considered the most difficult topics. Open
questions established this finding: whereas variables
and control structures were considered rather simple,
abstract topics such as algorithms, exception han-
dling, documentation and subroutines were regarded
as more difficult.
Topic Mean Std Dev
Algorithms 2.68 0.87
Variables 1.72 0.97
Lists 2.51 1.21
Boolean expressions 2.32 1.04
For-loops 2.32 0.93
While-loops 2.05 0.94
If-statements 1.33 0.74
Subroutines 2.76 1.08
Modules 2.44 1.02
Dictionaries 2.51 1.07
Files 2.69 1.15
Exception handling 2.89 1.09
Documentation 3.11 0.85
Table 1: The perceived difficulty level of course topics (1 =
very easy, 5 = very difficult)
Difficulties in Abstract Topics
Subroutines are known to be difficult among novices,
for example due to parameter passing (Fleury 1991).
Another plausible explanation is that it might be dif-
ficult to understand why subroutines are needed when
writing short programs. The same goes for exception
handling: students might not grasp why such a thing
is needed. Finding out what might go wrong in one's
programs, and recognizing the parts of the code in
which errors could occur, can be difficult. Exception
handling has traditionally not been seen as one of the
first things to cover in programming courses, result-
ing in it being introduced rather late in the schedule.
This might make it even more difficult for the stu-
dents to understand why it is suddenly needed; after
all, their programs have worked before (provided
that the user has given the correct input).
As for the difficulties experienced with documen-
tation, researchers have suggested different reasons:
students find writing comments and documentation
useless for small programs, and is also considered to
slow down the programming process (Deveaux et al.
1999). Moreover, Weinberg (1998) stated that the
good documenter has to be a good programmer (p.
169). Clearly, not all students having taken their first
programming course can be regarded as good pro-
grammers and explaining one's programs, ideas and
logic in one's own words is completely different from
writing code. In our case, the fact that the students
were young might be an additional reason: students
of this age are simply not used to writing thorough
documentation, and have, most likely, not yet devel-
oped the necessary writing skills.
Many of our findings are supported by previous
studies: in a study made by Haataja et al. (2001)
among students in a web-based introductory pro-
gramming course in Java, 60 % of the respondents
stated that methods (in other words, subroutines in
Java) were one of the most difficult topics. Accord-
ing to a study conducted by Lahtinen et al. (2005),
students find error handling (exception handling) and
libraries (modules) more difficult than, for example,
selection and looping structures when learning to pro-
gram in Java or C++.
Although many of our findings are supported by
results from earlier studies, some differences can be
found: compared to the results reported by Lahtinen
et al. (2005), variables and selection structures were
considered easier by our students (average difficulty of
1.72 and 1.33 vs. 2.10 and 1.98). Loop structures were
considered to be of similar difficulty level in both stud-
ies. Moreover, our students found the if-statement
easy, whereas 48% of the respondents to the study
of Haataja et al. (2001) perceived if-statements as
one of the most difficult topics. It thus seems that
although some of the difficulties are the same across
studies, there are differences as well, which, in ad-
dition, can be contradictory. These differences can
naturally be due to various factors, the differing pro-
gramming language being only one. More research
comparing students' attitudes towards the different
topics in introductory programming courses would be
needed to make clearer the potential impact of the
language.
Petre et al. (2003) have found indications of top-
ics being introduced early in a course to be generally
perceived as easy by students, whereas later top-
ics are usually considered more difficult. They found
two possible explanations for this: 1) students have
more time to truly learn the early topics and 2) the
early topics are emphasized more by the teacher. In
this light, our findings and the results from previ-
ous afore-mentioned studies suggest that the diffi-
cult topics would benefit from being introduced ear-
lier in the syllabus. For instance, exception handling
could be introduced when discussing user input, to
let the students get used to including it in their pro-
grams from the beginning. Later on in the course, we
find it imperative that the students are made aware
of the different types of exceptions that can occur and
learn how to look for parts in the code that could be
prone to errors. This could potentially result in stu-
dents paying more attention to debugging and try-
ing to write correct programs. Documentation could
also be emphasized more in the very beginning of the
course, in order for the students to get used to de-
scribing the goals and the process of their programs.
This can be done for small programs, but takes away
some time from actual programming. One must then
consider the benefits of introducing these difficult
topics earlier - is it worthwhile to rethink the way in
which we teach programming if we can give students
better opportunities to learn the difficult topics? We
are tempted to say yes, or as one student stated
in the post-course survey: Is it truly necessary to
spend so much time on printing in the beginning of
the course? The simple issues will still be practiced
throughout the rest of the course[...]. It would be
interesting to see if the results were to be different if
the simple topics were covered quickly, and the ones
that have commonly been viewed as difficult were
given more time.
Attitudes towards Python
According to the pre-course survey data, almost half
of the students had never heard of Python before.
About 65 % of the students mentioned a language
they would prefer to use, the majority mentioning
C++, C or Java.
The students who had prior experience in pro-
gramming (60 %) were asked to compare the lan-
guages used previously to Python. We used a five-
point scale (1 = totally disagree, 5 = totally agree)
and the results were in Python's favor: compared to
other languages, Python was perceived as easier to
learn and also as somewhat more pleasant to use. The
students strongly agreed with the statement Python
was easier to learn [than languages previously used]
(mean of 4.1) and they also agreed with the state-
ment Python was more fun to use (mean of 3.7).
Naturally, new languages might be considered easier
when one has already learnt to program in another
one. However, the fact that Python was regarded as
at least somewhat more fun to use is a positive find-
ing. According to the students, aspects such as sim-
plicity, compactness (resulting in shorter code), clar-
ity and a rich range of modules made Python better
than other languages; that is, the kind of features that
initially suggested that Python would be suited as a
first language. The other languages were, on the other
hand, perceived as more flexible and hard-core, en-
abling programming on a lower level. However, the
course being an introductory one, no hard-core de-
tails could (or even should) be covered.
Nearly 80 % of the students that filled out the
post-course questionnaire planned to continue pro-
gramming, and over 65 % of these stated that they
would do so using Python. Other languages men-
tioned were C++, C, Java and PHP. Half of the stu-
dents who had programmed prior to the course (in
some other language than Python) reported that they
would continue programming using Python after tak-
ing this course. This can be seen as an interesting
result, which could imply that Python was consid-
ered better than the languages used previously; one
could expect that one does not lightly change one's
preferences concerning what language to use.
Student Satisfaction
The post-course survey showed that the course had
fulfilled the expectations of most students (90 %).
Over half of the students had learnt exactly as much
as they had expected in the course, whereas 23 % felt
they had learnt more and 20 % felt they had learnt
less than expected. The students found writing code,
working on the final project and getting a program
to work most satisfying. The lack of graphical pro-
gramming was the main reason why the expectations
had not been fulfilled. Considering again the fact that
the students were young, one can assume that some
did not have any expectations at all, and some had
expectations focusing on technical and cool details.
Collaborative or Single Programming
The results from the post-course survey did not indi-
cate any preference to work alone or with a friend. In
groups A-C, all students worked individually on the
project, whereas most students in group D worked
in pairs. One explanation for most students working
alone could be the additional requirements on docu-
mentation, since, as stated earlier, the students found
documentation difficult. We believe that collabora-
tive programming could facilitate producing docu-
mentation: when working together with someone else,
one is bound to express thoughts and ideas to the
other(s), that is, exactly the same things that one
does when documenting programs. In the future, we
will therefore consider guiding the students into work-
ing in pairs or groups.
5.3 Our Experiences
Powerful Built-in Constructs
Compared to for instance teaching Java, it was possi-
ble to introduce the powerful list data type at an early
stage, thus enabling writing more advanced programs.
The students did not use the same variables for differ-
ent data types, although this is allowed, and dynamic
typing did, thus, not turn out to be a drawback as
was presumed in section 3.
Ease of Debugging and Error Detection
We had expected that Python's easy and clear syn-
tax would facilitate students' learning, but we had
not considered the consequences for us as instructors.
The indented structure of Python programs forced
the students to write structured programs, since in-
correct indentation results in syntax errors. The
clear indentation facilitated debugging, error detec-
tion and made correcting students' programs easier
than, for instance, in Java or other languages where
program blocks are denoted by curly brackets. In
such languages, the compiler does not put any re-
quirements on the structure of the program; one can
even write an entire program on one single line, pro-
vided that all semicolons and brackets are in the right
places. Programs of this kind are nearly impossible to
check. However, such horror code cannot be written
in Python. We feel that writing structured programs,
which are easy to check, follow and maintain is one of
the main lessons in any programming course. Using
Python, this lesson is taught automatically.
Interactive Mode
The interactive mode was useful when introducing
new constructs and showing examples. Since each
concept could be demonstrated in isolation, no other
syntax got in the way. In addition, the students fre-
quently used the interactive mode for checking name
spaces and reading documentation.
Ease of Re-Use
The core of a programming language should not be
overly extensive (Weinberg 1998): all necessary con-
structs and concepts should be compact. To be truly
useful, the language should, however, be extendable.
Most of the languages today can be extended by in-
dividual programmers, who are also given the possi-
bility to re-use code written by others or themselves.
However, in Python the advantages of re-use are even
more evident, since all programs automatically be-
come modules that can be used in other programs.
Our students were able to share their programs with
others and re-use programs written earlier already
during the first parts of the course. The students
recognized the importance of also writing small and
seemingly unusable programs, by seeing how these are
used when building more complex software.
Our suspicions of the negative impact of the lack
of information hiding proved to be without grounds.
Even though the students found writing documenta-
tion difficult, they learnt to efficiently read and make
use of formal documentation, and were able to use
ready-made subroutines correctly without knowing
what was going on behind the scenes. This made it
possible for us to discuss abstraction and information
hiding, which suggests that the students managed to
develop some level of abstract thinking skills in this
short time - even though object orientation was not
included in the syllabus.
Code listing 4 Use of the webbrowser module
import webbrowser
options = {"A" : "http://www.google.com",
"B" : "http://www.yahoo.com",
"C" : "http://www.altavista.com"
}
for site in options:
print site + " : " + options[site]
try:
choice = raw_input("\nChoose a site: ")
webbrowser.open(options[choice])
except:
print "You did not pick a valid alternative."
In addition, using modules that appealed to the
students made it possible to teach the basics of pro-
gramming in a motivating way. Since the modules
are easy to use, and do not enforce notational over-
head, these did not take the students' attention away
from the programming itself. In our experience, when
trying to incorporate external packages or modules in
other languages, the extra notation usually turns the
students' focus to learning the specific package in-
stead. In Python, the modules and the functionality
they provide can really be used as what they should
be, in other words, as tools, without becoming the fo-
cus of attention. One example is the open-function of
the webbrowser-module, which can be used to open
web pages using a browser. The sample program
in code listing 4 illustrates a program that displays
a menu of search engines of which the user chooses
one by simply entering the corresponding menu let-
ter, whereas the web page is opened using the default
browser. As the code illustrates, this lets the stu-
dents practice important concepts such as user input,
iteration, dictionaries and exception handling in an
interesting way, without extra notation. In our opin-
ion, modules truly supported teaching and we feel
that this ease of making tuition interesting is a great
advantage for a language used by novices.
6 Summary
When choosing a programming language for educa-
tional settings, one has to consider many different
factors: although learning aspects should be most im-
portant, institutions, pressured by for instance indus-
try, usually feel a responsibility to select a language
with market appeal. The competition is heavy, and
individual institutions do not dare to make radical
changes or try something new - even if they wanted
to; the risk of losing students to a competitor is too
big. Python is not one of the most widely used lan-
guages today, but statistics indicate that it is among
the top ten languages.15 But should this even be an
issue at HS level? This is again a question of what
we want our students to learn. If we focus on a cer-
tain language, we are most likely primarily teaching
the language and its syntax, the core concepts of pro-
gramming becoming a secondary objective. Should it
not be the other way around? Should we not focus on
teaching programming skills and leaving the language
to be something of subordinate importance? The fact
still remains - we need a language when teaching pro-
gramming, and the challenge is to find the most suit-
able one. In this paper we have presented a case study
of using Python to introduce programming in HSs,
with emphasis on programming, not Python, and we
will now summarize our main findings.
Introducing Programming in High School...
Our intention was to introduce programming as an
all-round learning skill at HS level, and to some extent
we succeeded. The students experienced feelings of
success, learnt to write structured programs and think
in terms of re-use and interfaces; a highly needed and
appreciated skill in today's society.
Our findings indicate that students find it difficult
to deal with abstract concepts, regardless of language.
Naturally, the easier the syntax, the better, but in
order to truly understand, one cannot focus on pure
syntax or technical details; these can be looked up in a
book and copied into one's programs. However, using
abstract concepts properly and in the correct place
of the code is nearly impossible without understand-
ing the underlying principles of why these concepts
are needed and in which situations. Abstract topics
should thus be given more time in the syllabus, even
early on in the course.
Another source of difficulty was related to the
young age of the students: HS students have not nec-
essarily yet developed good writing skills required, for
example, for producing proper documentation. A fi-
nal issue is that of attracting girls into CS: so far, all
students have been boys, and considering the role of
HSs as all-round learning institutions, this is alarm-
ing. We tried to build a programming course that
would be suited for everybody, but were not able to
attract any female student - even though both teach-
ers were women. A future challenge is therefore, as
is probably the case for all CS faculty, trying to find
ways to make programming more appealing to girls.
...Using Python
Python's simple and flexible syntax significantly re-
duced notational overhead compared to other lan-
15http://www.tiobe.com/tpci.htm
guages we have used in instruction, and thus left more
time for actual coding. In addition, the interactive en-
vironment offers immediate feedback even with lim-
ited language experience, and lends itself to in-class
coding, testing and demonstration. This interaction
also supports active, hands-on learning, since the stu-
dents can easily try out and analyze different solu-
tions. We identify the advantages of using compiled
system languages such as Java and C++ at higher
levels of education and in industry, but we do be-
lieve that one should remember that there is quite
a difference between teaching professionals or expe-
rienced programmers, and high school students, who
are about to take on programming for the first time.
The main goals of programming education at HS level
are (1) to teach the basics of programming and algo-
rithmic thinking as general all-round skills, and (2)
to prepare the students for future studies.
Moreover, the ease of re-use has many benefits:
the easy-to-use modules makes it possible for the stu-
dents to practice basic concepts in a motivating man-
ner, and the students learn how smaller programs
are crucial when building larger systems. Although
the final product might be very complex, the build-
ing process must be easy; using Python this is some-
thing that seems possible to achieve. Python is an
open-source language, and this openness further in-
creases its suitability for teaching purposes. Books,
course readings, syllabi, exercises and other material
can be downloaded from the Internet free of charge,
and news groups and mailing lists provide forums for
discussions and questions. The international commu-
nity may also have welcome side effects: reading ma-
terial in foreign languages and exchanging ideas with
persons with the same interests in other countries de-
velop language skills and promote understanding for
other cultures. In some cases, Python's syntax can be
seen as perhaps even too simplified, but as a whole,
our initial experiences indicate that Python could be
suitable as a language for novices.
7 Future Work
It is always difficult to judge the effects of curricu-
lar changes objectively, and the case study presented
in this paper is too small for giving any significant
statistical results; that was, however, not our original
goal either. We set out to investigate programming
at HS level and the suitability of Python in this pro-
cess. Our experience has been positive, but to be able
to make more conclusive statements, we are actively
continuing our work in the field of using Python in
HS programming courses.
Since the four courses presented in this paper,
we have given a HS continuation course in program-
ming covering object-oriented topics and graphics us-
ing Python. As we speak, we are also conducting a
new study, similar to the one presented here. Some
changes have been made, based on the results from
this first study, for example by rethinking the syllabus
in order to introduce abstract topics earlier. We will
also continue the analysis of the student projects from
the courses given so far. Finally, some of the stu-
dents that have participated in our Python courses
are now studying Java, and we are following up on
their progress.
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In this paper, we present the results from a two-part study. We analyze 60 programs written by
novice programmers aged 16 – 19 after their first programming course, in either Java or Python.
The aim is to find difficulties independent of the language used, and such originating from
the language. Second, we analyze the transition from a ‘‘simple’’ language to a more ‘‘advanced’’
one, by following up on eight students, who learned programming in Python before moving on to
Java.
Our results suggest that a simple language gives rise to fewer syntax errors as well as logic errors.
The qualitative part of our study did not reveal any disadvantages from having learned to program
in a simple language when moving on to a more complex one. This suggests that not only can a
simple language be used when introducing programming as a general skill, but also when providing
basic skills to future professionals in the field.
1. Introduction
Novice Programming
Programming has traditionally been considered a difficult topic, and research has
shown that novices face several problems when learning to program (Spohrer and
Soloway, 1986; Lister et al., 2004; McCracken et al., 2001; Robins, Rountree, &
Rountre, 2003). Winslow (1996) refers to Linn and Dalbey, who have suggested an
‘‘ideal chain’’ for learning to program: (1) learn one language feature at a time (both
syntax and semantics), (2) learn to combine the newly learned feature with previously
known skills, and (3) develop general problem-solving skills. When learning to
program, novices are not only faced with solving a problem; they also have to learn
the syntax and semantics of a programming language and how to express solutions in
a form that the computer can understand. Although the language is not the main
focus, it still plays a substantial role in the learning process.
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Programming Languages
Most recent results related to difficulties in programming are based on experiences from
using languages such as Java and Cþþ. This is understandable, since these are the
languages most popular both in industry1 and at universities (de Raadt, Watson, &
Toleman, 2002; Stephenson & West, 1998). Despite their popularity, there has been
much debate about their suitability in education, especially when introducing program-
ming to novices (e.g. Hadjerrouit, 1998; Biddle & Tempero, 1998; Close, Kopec, &
Toleman, 2000).
Only few programming languages have been designed for teaching. Such a language
should, for instance, have a simple syntax, be easy to learn, powerful, structured in
design and universal in use (Milbrandt, 1993). Pascal and Logo were designed with
education in mind, fulfilling many of these characteristics, and studies have indicated
that they are suitable in education (e.g. Schollmeyer, 1996; Shaffer, 1986).
Unfortunately, both languages suffer from drawbacks that have led to decreasing
significance over the years. In the late 1990s, Guido van Rossum proposed that the
high-level scripting language Python could be used in education; he has even
suggested that everybody could master programming using this language (van
Rossum, 1999). Many indications of Python’s suitability as the first programming
language can be found in the literature and on the Internet (see Appendix 1).
Motivation
We have been teaching programming courses at high school2 (HS) for many years
using different languages: Pascal, Cþþ, Delphi, Java and most recently Python.
(Grandell, Peltoma¨ki, Back, & Salakoski, 2006). The main criticism against
introducing programming using a ‘‘non-traditional’’ language, such as Python, has
been that students are taught too simple a language, which makes them run into a
wall when having to deal with a more complex one later on. Our main argument
against this is recognizing the difference between teaching future professionals and
teaching HS students. Using a scripting language with a simple syntax might be out of
the question in some contexts. However, the main goals of programming education at
HS level are (1) to teach the basics of programming and algorithmic thinking as
general, all-round skills, and (2) to prepare the students for future studies. Other
contexts should not decide how these goals are fulfilled.
The aim of this paper is to evaluate the use of a ‘‘simple’’ language as the first
language, and the effect such a decision might have on future learning of more
complex languages. We have conducted a two-part study: first, we have analyzed 60
programs written by novice programmers at HS level, half using Java and the other half
using Python.We have studied errors found in the programs andmade comparisons in
order to see whether any difficulty could be attributed to the specific language used. In
the second part, we have followed up on eight of the Python students’ progress as they
have moved on to learning Java at university level, in order to examine the transition
process from a simple language to a more ‘‘advanced’’ one. We have thus evaluated
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Python and Java both in parallel as first programming languages, and as subsequent
languages. We begin by describing the study and the methods used, after which we
present and discuss the results. The paper is concluded with a section giving some final
remarks and suggestions for future work.
2. The Study
Our study is built on an action research (Clear, 2004) approach. In action research,
practitioners aim at improving practice by doing something or making changes and
then reflecting on the results. The improvement can come in three forms: ‘‘improving
a practice; improving the understanding of a practice [ . . . ] and improving the
situation in which the practice takes place’’ (p. 106). The main aim of this study is to
collect data and experience that help in gaining a better understanding of the practice.
2.1. Part 1: Program Analysis and Comparison
In the first part, we analyze the structure and characteristics of programs written on
the exam by HS students having taken their first programming course in Java (2002/
2003) or Python (2004/2005). The only difference in the preconditions was the
programming language used; all other aspects, e.g. teacher, course environment and
contents (basics of imperative programming), were the same during both years. The
course goals were also unchanged: after completing either course, the students
should have been able to (1) understand and use basic programming concepts and
data structures, (2) develop problem specifications, (3) write and test programs, and
(4) communicate their work to others.
Settings. In total, 30 Javaprograms and30Pythonprogramswere analyzed (oneprogram/
student). The courses taught in Java had fewer participants than the Python ones, and
we had to choose two Java assignments to collect the needed number of programs.
The students completed the assignments using a computer, andwere thus able to execute
and test the programs. The assignment specifications can be found in Appendix 2.
The assignments were not identical, but for the sake of this study the main thing
was that all analyzed programs covered the same programming constructs. The
problem-solving process can be divided into different stages, for instance as follows:
(1) understanding the problem, (2) coming up with a solution, (3) developing an
algorithm, and (4) implementing the algorithm. When analyzing errors and program
criteria such as the ones in this study, the main focus is on the logic (stages 2 – 3) and
the syntax (stages 3 – 4) of the program. The first stage of understanding the problem
and from that coming up with a solution is not as relevant. All programs were non-
blank, i.e. contained code related to the assignment specification.
One of the assignments required checking for the leap year property. Since the
other two assignments did not require the students to write such complex conditions,
we did not include logic errors originating from incorrect conditions in our analysis.
Reliability issues are discussed more extensively in Appendix 2.
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Analysis. We created an analysis instrument that let us evaluate some pre-determined
aspects in the programs. The analysis was conducted manually, and the code of each
program was analyzed separately. Each program was executed with different input, in
order to see how the program behaved on general, arbitrary input and on more
‘‘tricky’’ input.
The number and type of errors in each program were analyzed and classified using
two categories: logic and syntax errors. Logic errors indicate a misunderstanding or
an incorrect algorithm (e.g. accepting erroneous input, using selection instead of
iteration or vice versa, and declaring unused variables), whereas syntax errors can
be considered less severe, since these do not necessarily indicate any mis-
understandings, but can be made by mistake (e.g. missing brackets or semicolons,
misspelled keywords and syntactically malformed statements). They are, however,
frustrating for novice programmers (Kelleher & Pausch, 2005), and including these
errors in the analysis was, in our opinion, essential for the purpose of the study. The
categories of errors are broad and imprecise, but are sufficient for distinguishing
between errors related to understanding, and errors that arise from features of the
language used.
Each program was also analyzed based on four additional criteria: (1) program
execution, (2) satisfaction of specification, (3) error handling, and (4) program
structure. The level of program execution (i.e. whether the program runs correctly all
the time, on some input only, or does not compile/run at all) and satisfaction of
problem specification (i.e. whether the program complies with the requirements
and does what it is expected to do) can be seen as vital characteristics of any
program. Error handling has traditionally been viewed as problematic when learning
programming, and we wanted to find out to what extent students’ programs
check for and deal with errors. Finally, the structure is important in any program: a
clear structure makes the code easy to read, debug, maintain and modify, which
is important to both the programmer and to everyone who comes in contact with
the code.
2.2. Part 2: Transition to the Second Language
Close collaboration between the university and high school gives us a rather unique
opportunity to make longitudinal follow-ups of students from their very first
programming course at HS to specialized university courses.
Settings. We followed up on eight students from the Python group as they moved on
to learning Java in fall 2005, when they participated in the first programming course at
the university. The contents of the course were largely the same as what the eight HS
students had learned earlier using Python.
At the end of the university course, they were given a Python solution to a problem,
and were asked to write a corresponding Java version. The difficulty level of the
problem was similar to that of the assignments they were used to solving. In addition,
semi-structured interviews about the programming task and learning programming
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provided qualitative insight into the experiences of individual students. Care was
taken to make the interview questions (see Appendix 3) open and non-leading.
Analysis. When analyzing the Java programs resulting from the programming task,
special attention was put on finding indications of errors or misconceptions that could
originate from the students’ Python background. We were also interested in seeing
whether the students had continued to use any Python conventions in Java.
The interviews were recorded, transcribed and analyzed. Main focus was put on
finding comments related to (1) conceptual comprehension (what is programming?),
and (2) sources of difficulty when learning a new language. For each student, the
interview transcript and the program were also analyzed in conjunction, in order to
see whether there was an agreement between the two data sets, or if any discrepancy
could be found.
3. Results
3.1. Part 1: Program Analysis and Comparison
Syntax and logic errors. The Python programs included substantially fewer syntax
errors than the Java ones (2 versus 19). The most common syntax errors in Java were
missing brackets, missing semicolons, use of uninitialized variables or badly spelled
keywords. In Python, the errors originated from incomplete statements or a missing
colon.
The difference in the number of logic errors was also notable (17 in Python, 40 in
Java). We were able to classify the logic errors in five distinct categories: (1) accepting
erroneous input, (2) incorrect or missing algorithm, (3) mix up of constructs (if and
while), (4) incorrect or redundant declarations of variables or subroutines, and (5)
other errors (Figure 1).
Functionality. As Figure 2 shows, there was a difference between the languages when
considering the proportion of programs running correctly and satisfying the problem
specification (Figure 2). More Python programs than Java programs ran correctly and
satisfied the specification, whereas more Java programs did not run or satisfy the
specification. Reliability issues are discussed in Appendix 2.
Interestingly, the proportion of Python programs that ran correctly was smaller
than the proportion (of the same programs) that satisfied the specification (Figure 2).
One would expect that a program satisfying the specification also would run correctly;
however, a couple of Python students had ‘‘done more’’ than what was called for in
the assignment, resulting in the program not running correctly on some input,
although the program satisfied the specification.
Specific findings. Lack of error handling was a commonly found bug: many students
failed to identify situations in which error checking and handling should be
included. For instance, in one of the Java assignments the user was to input a positive
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integer, and less than 30% of the programs checked that the input data were
acceptable. The percentage of Python programs including exception handling was
higher (about 65%).
Another interesting difference was found with regard to typing and variables.
Examples of such errors were found in 13% of the Java programs, e.g. in the form of
choosing the wrong type for a variable or declaring variables that were never used.
Moreover, 7% of the Java programs used uninitialized variables. As for Python, we
found no such errors. The dynamic typing of Python did not give rise to any problems
Figure 1. The type of logic errors and their proportional occurrence in Java and Python programs
respectively
Figure 2. The proportions of programs that ran correctly, did not run, and satisfied the specification
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either; the students consequently used new names when storing data of different
types.
A small difference in the structuring of code was found. The syntax of Python
requires a strict indentation, which enforces students to write structured code. Thus,
as expected, no examples of bad indentation were found in the Python programs.
Most Java programs were also well structured, although non-severe examples of
unclear indentation were found in almost 25% of these. Python uses indentation to
denote blocks, whereas Java uses brackets, and bugs resulting from missing begin
and/or end-brackets were found in 10% of the Java programs.
3.2. Part 2: Transition to the Second Language
Conceptual comprehension. The interviews (I1 – I8, below) revealed that the students
distinguished between learning programming and learning a programming language.
They also felt that the idea of programming is something that remains the same,
regardless of the language used.
‘‘The programming idea is the same, no matter what language you use.’’ (I7)
‘‘The idea of programming, a certain kind of constructs and ways of doing things.’’ (I3)
One aim of the follow-up study was to evaluate the consequences of knowing
Python when learning Java. Whereas the results from the programming task let us
develop our interpretation of the consequences, the interviews gave insight into the
students’ own opinions and experiences. Most students indicated that their previous
Python background had been a definite advantage during the university course.
‘‘I haven’t had to learn programming in this course anymore, just another syntax.’’ (I1)
‘‘It’s easier to learn new languages once you know some from before. The idea is exactly the
same, only the syntax that is different.’’ (I2)
None of the students would have preferred to learn Java already at HS level, but all
appreciated having learned programming using a simple language. Nevertheless,
some found arguments for learning Java later on.
‘‘No, I still think Python is that much easier, and most students probably would learn that
easier. Should teach the idea, not the language. The idea probably comes out easier . . . [using
Python].’’ (I5)
‘‘And it has been good to learn the semicolons and brackets now too, since they are there in
most languages.’’ (I8)
A summary of the opinions related to learning a new language that came up in the
interviews can be found in Appendix 3.
Sources of difficulty. The interviews revealed that all students had seen the ‘‘necessary
details’’ in the Java syntax, such as semicolons, brackets and other syntactical
features as a challenge. However, this appeared to have been easy to handle and
overcome; all but one student pointed out that it did not take them long to adopt the
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‘‘Java way’’ of writing code. Moreover, half of the students considered the Java
libraries (e.g. I/O) problematic, and one student felt that the reference semantics of
Java were illogical.
We had expected that the static typing and the need for compilation would
have been problematic for some students but, surprisingly, this was not the case:
none of these issues was mentioned in the interviews. The programs from the
programming task confirmed that the static typing had not been a problem; all
variable declarations included a type. Moreover, both the interviews and the
programs indicated that students had continued to use the strict indentation of
Python also in Java.
During the interviews, students were also asked about their experiences from the
programming task. Only one student found the task difficult, and of the eight
programs, his was the only one that was clearly faulty. The other solutions were quite
correct. Although the students were not able to write completely correct programs,
they pointed out that the main idea of the program was there:
‘‘Didn’t remember all the [syntactic] details exactly, but I don’t regard such things as
difficulties. [ . . . ] It [the program] doesn’t necessarily work, but it contains the idea.’’ (I4)
This was confirmed when analyzing the programs—although some students had not
known how to implement I/O and exception handling, they had written comments at
the correct places of the code, stating what should be accomplished at that specific
point of the program. The interviews also explained why exception handling and user
input were problematic: exception handling had not been covered at all during the
university course, and the I/O class used was rather new, and there had not been time
to cover it thoroughly.
4. Discussion
The most eye-catching finding in part one of the study was expected: Python
programs included less syntax errors than Java programs. This is natural when
considering that Python is marketed as a language with a simple and clear syntax.
Although it is a rich language, it has an integral subset that provides sufficient power
for implementing structured solutions. Java, on the other hand, has a verbose syntax,
which enforces notational overhead even when writing short programs. Examples of
the syntactical differences can be found in Appendix 1.
Although syntax errors are annoying, they are still quite trivial and easy to correct.
We were more interested in finding out whether the results indicated any difficulties
beyond the syntactical level. The analysis showed that the Java programs also
contained more logic errors than the Python ones. A verbose and complex syntax
might result in novices finding it necessary to focus on getting the syntax correct to
such an extent that the algorithm becomes a secondary concern only. In that case, it
would be reasonable to assume that a simple syntax leads to fewer logic errors—a
hypothesis which seems to be supported by our findings.
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For instance, in the Java programs, declarations resulted in logic errors, e.g. not
using declared variables, whereas no such errors were found in the Python programs.
Moreover, dynamic typing is assumed to make programs more prone to errors, since
it is possible to use the same name for storing different types of data. The risks of
introducing hard-to-find bugs are also believed to increase when type checks cannot
be performed at compile time. However, no such problems were found in the data
from the first part.
Furthermore, the low proportion of Java programs that included error checking
indicates that Java students do not understand when e.g. user input should be
checked. Due to lack of time, exception handling was not covered thoroughly in the
Java courses, but this does not justify the lack of error checking; the teachers still
emphasized the importance to always check that user input is valid and deal with
erroneous data, either using exception handling or sentinels.3 The 27% of the Java
students that did check for errors used a sentinel, which is something all students
should have known how to do. All Python students, who included error checking in
their programs, used exception handling.
When comparing Python and Java as languages, Python seems to be a more suitable
choice in light of the afore-mentioned features suggested by Milbrandt (Milbrandt,
1993). The differences in errors found in the first part of our study support a similar
view. However, one could also argue that by teaching Python instead of Java, we are
doing our students a disservice; that we are teaching them something useless, and that
they will have to ‘‘relearn’’ most of the things when starting to program in a ‘‘real’’
language, such as Java. The idea of such an argument is that it would be better to get
exposed to this common type of syntax from the very beginning.
The second part of our study has shown that this is not the case. When analyzing
the Java programs written by the Python students, we found almost no error
originating from the transition: the programs included semicolons, brackets,
modifiers, and other syntactical details not required in Python. In cases where the
students had not known how to implement something, e.g. exception handling or I/O
that had only been touched upon briefly or not at all in the university course, they
wrote comments in the code explaining what should be done in that specific place of
the code. In our opinion, this indicates that the students would have understood how
to complete the task, had they only been aware of the tools needed.
We were pleased to hear that the majority of students talked about having learned
‘‘the idea of programming’’ during the HS courses; after all, this is exactly the main
goal of programming education at HS. All students found benefits from learning
programming in a simple language before turning to a more complex one, and none
of them would have preferred to learn Java at HS. No indications of the students
having problems in adopting the static typing of Java after learning Python were
revealed. Furthermore, the students indented the code as strictly in Java as in Python,
which, in our opinion, can be seen as a welcome side effect. Our findings thus suggest
that there is no harm in teaching the basics of programming as a general skill using a
simple, dynamically typed language, which strengthens the arguments for using such
a language in the first programming course.
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5. Conclusion and Future Work
HS courses span a limited amount of time (28 hours in the Finnish educational
system), and it is essential that programming tuition can focus on the important
things, and avoid wasting time on irrelevant issues, such as going through and
memorizing a verbose syntax. Given the complex and rich syntax of Java, there is not
time to cover all basic concepts during an introductory course; this was demonstrated
by the lack of error handling above. In addition, programming courses at HS level
should also inspire those students, who are interested in a future career as computer
scientists; especially given that prior programming experience has been shown to have
a positive impact on university CS studies (Hagan & Markham, 2000). HS is the
place in which future university students receive their basic skills; should we not then
concentrate on giving them a solid ground in algorithmic thinking and programming,
instead of in programming languages and syntax?
One criticism towards teaching Python as the first language is that we teach
students a strange language. However, the results presented in this study suggest that
students learning programming using Python do not make as many errors as those
learning using Java. This is, in our opinion, reason enough for considering
introducing programming using a simple language at HS level. Moreover, the results
indicate that learning programming using such a language is no drawback for those
who do want to become professionals in the field either. Learning the idea of
programming using, for instance, Python seems to have potential for facilitating
learning more complex and advanced languages further on. Thus, although our
original interest was in teaching programming as a general, all-round skill, it seems as
if it could be beneficial to choose a simpler language as the first one also when
educating future professionals in the field.
Although a lot of research has been done in the field of introductory programming,
we still feel that much remains undone. We will continue working according to the
principles of action research, i.e. iteratively giving courses, reflecting on the results
and making changes as needed. For instance, after the four courses using Python
discussed in this paper, we have given the same course to four new HS student
groups—with some changes made. For instance, we rethought the syllabus in order to
introduce abstract topics such as exception handling at an earlier stage. We also
emphasized reading and tracing skills from the very beginning of the course, and
collected data on how well students are able to read and understand ready-made
programs. Moreover, the exams used in the courses included exactly the same
assignments as the Java ones used in the first part of this study, which gave us
completely comparable programs for further investigation of the substantial
difference in error rates between programs written in the two languages. We are
currently in the process of beginning to analyze these new data sets.
Besides teaching basic programming, we have also taught HS students object-
orientation and graphics in a continuation course using Python. This course has now
been given twice, and the collected data will make it possible for us to analyze how
well suited Python is for teaching more advanced topics. We are also interested in
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studying students’ experiences of the difficulties in learning programming using
different languages.
Notes
1. www.tiobe.com/tpci.htm
2. In the Finnish education system, high schools are referred to as upper secondary
schools, providing education to students aged 16 – 19. The principal objective is
to offer general education, preparing the students for the matriculation examina-
tion, which is a pre-requisite for enrolling for university studies. A course is a
study entity that gives credits.
3. A sentinel is a loop-terminating condition. For error checking purposes, one can,
e.g. use a sentinel-controlled loop to keep asking the user for input until the input
provided is acceptable.
References
Biddle, R., & Tempero, E. (1998). Java pitfalls for beginners. SIGCSE Bull., 30, 48 – 52.
Clear, T. (2004). Critical enquiry in computer science education. In S. Fincher & M. Petre (Eds.),
Computer Science Education Research (pp. 101 – 125). London: Taylor & Francis.
Close, R., Kopec, D., & Aman, J. (2000). CS1: perspectives on programming languages and the
breadth-first approach. Journal of Computing in Small Colleges, 228 – 234.
De Raadt, M., Watson, R., & Toleman, M. (2002). Language trends in introductory programming
courses. Informing Science and IT Education Conference (pp. 329 – 337).
Grandell, L., Peltoma¨ki, M., Back, R.-J., & Salakoski, T. (2006). ‘Why complicate things?
Introducing programming in high school using python. 8th Australasian Computing Education
Conference, 52 (pp. 71 – 80).
Hadjerrouit, S. (1998). Java as first programming language: a critical evaluation. SIGCSE Bull., 30,
43 – 47.
Hagan, D., & Markham, S. (2000). Does it help to have some programming experience before
beginning a computing degree program? ITiCSE ’00: Proceedings of the 5th annual ITiCSE
conference (pp. 25 – 28).
Kelleher, C., & Pausch, R. (2005). Lowering the barriers to programming: A taxonomy of
programming environments and languages for novice programmers. ACM Comput. Surv., 37,
83 – 137.
Lister, R., Adams, E.S., Fitzgerald, S., Fone, W., Hamer, J., Lindholm, M., McCartney, R.,
Mostro¨m, J.E., Sanders, K., Seppa¨la¨, O., Simon, B., & Thomas, L. (2004). A multi-national
study of reading and tracing skills in novice programmers. ITiCSE-WGR ’04: Working group
reports from the ITiCSE conference, Leeds (pp. 119 – 150).
McCracken. M., Almstrum, V., Dia, D., Guzdial, M., Hagan. D., Kolikant, Y.B.-D., Laxer, C.,
Thomas, L., Utting, I., & Wilusz, T. (2001). A multi-national, multi-institutional study of
assessment of programming skills of first-year CS students. SIGCSE Bull., 33, 125 – 180.
Milbrandt, G. (1993). Using problem solving to teach a programming language in computer
studies. Journal of Computer Science Education, 8, 14 – 19.
Robins, A., Rountree, J., & Rountre, N. (2003). Learning and teaching programming: a review and
discussion. Computer Science Education, 13, 137 – 172.
Schollmeyer, M. (1996). Computer programming in high school vs. college. SIGCSE ’96:
Proceedings of the 27th SIGCSE technical symposium on CS education (pp. 378 – 382).
What About a Simple Language? 221
Shaffer, D. (1986). The use of Logo in an introductory computer science course. SIGCSE Bull., 18,
28 – 31.
Spohrer, J.C., & Soloway, E. (1986). Novice mistakes: are the folk wisdoms correct? Commun.
ACM, 29, 624 – 632.
Stephenson, C., & West, T. (1998). Language choice and key concepts in CS1. Journal of Research
on Computing Education, 31, 89 – 95.
van Rossum, G. (1999). Computer programming for everybody. CNRI: Corporation for National
Research Initiatives.
Winslow, L.E. (1996). Programming pedagogy—a psychological overview. SIGCSE Bull., 28,
17 – 22.
222 L. Mannila et al.
Appendix 1: Python
The official website (www.python.org) is the source of a large collection of material
and tutorials, and contains a review of Python’s features. The special interest group of
Python in education (www.python.org/sigs/edu-sig/) brings together educators from
around the world.
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Examples
A version of the simple ‘‘Hello World’’ program.
Python Java
print ‘‘Hi!’’ class Hi {
public static void main (String args []) {
System.out.println(‘‘Hi!’’);
}
}
% javac Hi.java
% java Hi
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Linear Search in Python
def linearSearch(list, element):
for x in list:
if x ¼¼ element:
return True
return False
v¼[‘Bob’, ‘Doug’, ‘Alice’]
while (True):
value¼raw_input(‘‘Enter search string or q to quit: ’’)
if value.lower( ) ¼¼ ‘q’:
break
else:
print linearSearch(v, value)
Linear Search in Java
import java.util.Vector;
public class JavaEx {
public static boolean linearSearch(Vector v, Object o){
for (int i=0; i 5 v.size( ); iþþ){
if (v.elementAt(i).equals(o)) {
return true;
}
}
return false;
}
public static void main(String args[]){
Vector v¼new Vector( );
BufferedReader in¼new BufferedReader
(new InputStreamReader (System.in));
String[] values¼{‘‘Bob’’, ‘‘Doug’’, ‘‘Alice’’};
for (int i¼0; i 5 values.length; iþþ){
v.addElement(values[i]);
}
String value;
while (true) {
System.out.println(‘‘Enter search string or’’þ
þ ‘‘ q to quit: ’’);
value¼in.readLine( );
if (value.toLowerCase( ).equals(‘‘q’’)) {
break;
}
else {
System.out.println(linearSearch(v, value));
}
}
}
}
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Appendix 2: Program Analysis
Assignment Specifications
1. Write a program that asks the user for a positive integer and outputs the
multiplication table for that number (Java, N¼ 18).
2. Write a program that asks the user to input two years and then outputs all leap
years in that interval (Java, N¼ 12).
3. Write a program that checks if integers are divisible by three. The user should
first input a positive integer indicating how many numbers he/she wants to check,
after which the program should let the user input one integer at a time, check if it
is divisible by three, and output the result. This is repeated until the user chosen
number of integers has been checked (Python, N¼ 30).
Reliability Discussion
The exam assignments that were the basis for the programs analyzed in the first part
of the study were not identical. However, they did require using the same concepts
and constructs, testing basic programming skills of the students. The leap year
program in Java can be regarded as more difficult than the other two programs, but
the impact of this on our analysis has been diminished, e.g. by excluding errors that
clearly originated from the complex condition required in order to check for the leap
year property.
We did, however, want to analyze the frequency of incorrect or missing algorithms
in the programs, although the number of this bug was rather high for the leap year
assignment (Figure 1). If the leap year data were excluded from the analysis, logic
errors originating from an incorrect or a missing algorithm were found in 33% of the
remaining 18 Java programs; i.e. still higher than the corresponding amount in
Python (3%). Likewise, one could take away the impact of the leap year assignment
from the amount of programs that did not run, resulting in 39% of the remaining 18
Java programs running correctly; this is still less than the corresponding proportion
for the Python programs (63%).
Appendix 3: Interviews
Interview Questions
I The programming task
1. What was it like solving the problem?
. What was difficult?
. What was easy?
2. Do you think your Java version is flawless?
II Experiences from the university course
1. What did you, in general, find difficult?
2. What did you, in general, find easy?
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III Opinions about the high school courses
1. Do you feel that you have had any use for what you learned at the programming
courses at school? What? In what way?
2. Would you have preferred to learn Java already at school? Why/ why not?
IV Programming in general
1. Do you feel that there is something in programming, which is the same regardless
of the language used? What? In what way?
2. Did our talk bring up any thoughts related to programming that you would like to
tell me about?
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Summary of Opinions
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Abstract. This paper presents an approach for educators to evaluate student progress throughout
a course, and not merely based on a final exam. We introduce progress reports and describe how
these can be used as a tool to evaluate student learning and understanding during programming
courses. Complemented with data from surveys and the exam, the progress reports can be used to
build an overall picture of individual student progress in a course, and to answer questions related
to how students (1) understand program code as a whole, (2) understand individual constructs, and
(3) perceive the difficulty level of different programming topics. We also present results from using
this approach in introductory programming courses at secondary level. Our initial experience from
using the progress reports is positive, as they provide valuable information during the course, which
most likely would remain uncovered otherwise.
Key words: introductory programming, learning programming, program understanding, SOLO
study.
1. Introduction
In (Grandell et al., 2006), we reported on a study from teaching introductory pro-
gramming at high school level.1 The results showed that abstract topics such as algo-
rithms, subroutines, exception handling and documentation were considered most diffi-
cult, whereas variables and control structures were found rather straight forward. These
results were in line with those of other researchers (e.g., (Haataja et al., 2006; Lahtinen
et al., 2005)). In addition, our findings indicated that most novices found it difficult to
point out their weaknesses. Moreover, exam questions asking the students to read and
trace code showed a serious lack in program comprehension skills among the students.
One year later (2005/2006) we conducted a new study, in which we further investigated
these issues using what we have called progress reports. This paper presents the results
from this study.
1In the Finnish educational system, high schools are referred to as upper secondary schools, providing
education to students aged 16–19. The main objective of these schools is to offer general education preparing
the students for the matriculation examination, which is a pre-requisite for enrolling for university studies.
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We begin the paper with a background section, followed by a section describing the
study and the methods used. Next, we present and discuss the results, after which we
conclude the paper with some final words and suggestions for how the ideas presented
can be implemented in practice.
2. Background
Introductory programming courses tend to have a strong focus on construction, with the
overall goal to get students to write programs as quickly as possible using some high-level
language. This is understandable as the aim of these courses is to learn programming,
which is commonly translated into the ability to produce code using language constructs.
Writing programs is, however, only one part of programming skills; the ability to read
and understand code is also essential, particularly since a programmer spends much time
maintaining code written by somebody else.
One could assume that students learning to write programs automatically also learn
how to read and trace code. Research has, however, indicated otherwise. For instance,
Winslow (1996) notes that ”[s]tudies have shown that there is very little correspondence
between the ability to write a program and the ability to read one. Both need to be taught
[...]” (p. 21). In 2004, a working group at the ITiCSE conference (Lister et al., 2004)
tested students from seven countries on their ability to read, trace and understand short
pieces of code. The results showed that many students were weak at these tasks.
Why then is it difficult to read code? Spinellis (2003) makes the following analogy:
”when we write code, we can follow many different implementation paths to arrive at
our program’s specification, gradually narrowing our alternatives, thereby narrowing our
choices [...] On the other hand, when we read code, each different way that we interpret
a statement or structure opens many new interpretations for the rest of the code, yet only
one path along this tree is the correct interpretation” (p. 85–86).
Fix et al. (1993) cite Letovsky, who has stated that it usually is quite easy to infer the
overall goals of a program only by reading the code, based on for instance variable names,
comments and other documentation. Letovsky also suggests that the same thing applies
to the program implementation: a person reading through a program understands the
actions of each line of code separately. The difficulty arises when trying to map high-level
goals to their representation in the code. Similarly, Pennington (1987a) has found that
whereas experts infer what a program does from the code, less experienced programmers
make speculative guesses based on superficial information such as variable names without
confirming their guesses in any way. A study conducted by Lister et al. (2006) based on
the SOLO (Structure of the Observed Learning Outcomes) taxonomy also supports these
findings. The SOLO taxonomy was originally introduced by Biggs and Collis (1982),
and can be used to set learning objectives for particular stages of learning or to report
on learning outcomes. The taxonomy is a general theory, not specifically designed to be
used in a programming context. Lister et al., however, used the taxonomy to describe how
code is understood by novice programmers, and illustrate the five SOLO levels applied
to novice programming as follows:
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Prestructural ”In terms of reading and understanding a small piece of code, a student
who gives a prestructural response is manifesting either a significant misconception
of programming, or is using a preconception that is irrelevant to programming. For
example, [...] a student who confused a position in an array and the contents of that
position (i.e., a misconception)” (p. 119).
Unistructural ”[...] the student manifests a correct grasp of some but not all aspects of
the problem. When a student has a partial understanding, the student makes [...] an
’educated guess”’ (p. 119).
Multistructural ”[...] the student manifests an understanding of all parts of the prob-
lem, but does not manifest an awareness of the relationships between these parts
– the student fails to see the forest for the trees” (p. 119). For example, a student
may hand execute code and arrive at a final value for a given variable, still not
understanding what the code does.
Relational ”[...] the student integrates the parts of the problem into a coherent structure,
and uses that structure to solve the task – the student sees the forest” (p. 119). For
instance, after thoroughly examining the code, a student may infer what it does –
with no need for hand execution. Lister et al. also note that many of the relational
responses start out as multistructural, with the student hand tracing the code for a
while, then understanding the idea, and writing down the answer without finishing
the trace.
Extended Abstract At the highest SOLO level, ”the student response goes beyond the
immediate problem to be solved, and links the problem to a broader context” (p.
120). For example, the student might comment on possible restrictions or prereq-
uisites, which must be fulfilled for the code to work orderly.
Lister et al. found that a majority of students describe program code line by line, i.e.,
in a multistructural way, and that weak students in particular seem to have difficulties in
abstracting the overall workings of a program from the code. They talk about students
failing to “see the forest for the trees” (p. 119) and argue that students who are not able
to read and describe programming code relationally do not possess the skills needed to
produce similar code on their own.
Pennington (1987a) has developed a model describing program comprehension, ac-
cording to which a programmer constructs two mental models when reading code. First,
the programmer develops a program model, which is a low-level abstraction based on
control flow relationships (e.g., loops or conditionals). This program-level representation
is formed at an early stage and inferred from the structure of the program code. After
that, the programmer develops a domain model, which is a higher-level abstraction based
on data flow containing main functionality and the information needed to understand
what the program truly does. Similarly, Corritore and Wiedenbeck (1991) have found
that novices tend to have concrete mental representations of programming code (opera-
tions and control flow) with only little domain-level knowledge (function and data flow).
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3. The Study
3.1. Data
The data analyzed in this study were collected during two high school introductory pro-
gramming courses in 2005/2006. The majority of the 25 students had no previous pro-
gramming background. The courses were taught using Python and covered the basics of
imperative programming. To validate our results, as well as to deepen and widen our un-
derstanding of how novices’ progress in an introductory programming course, we used
data triangulation (Mathison, 1988) to investigate the same phenomenon from different
perspectives. The data collection was conducted using surveys, progress reports and a
final exam.
• The pre-course survey was used to collect background information about the stu-
dents, and, e.g., their programming experience, whereas the post-course survey
provided information about how the students had experienced the course.
• A progress report can be seen as a type of learning diary written on paper, aiming
at revealing the students’ own opinions and thoughts about their learning. What
differentiates it from a traditional diary is that in addition to calling for self reflec-
tion, the report makes it possible for the teacher to evaluate students’ understanding
based on their responses to ”trace and explain” questions. In this study, we used two
progress reports that were handed out after 1/3 and 2/3 of the course respectively.
Each report included a piece of code dealing with topics recently covered in the
course as well as four questions. First, in the ”trace and explain” questions, the
students were to read the code and in their own words (1) describe what each line
of the code does, and (2) explain what the program as a whole does on a given set
of input data. In addition, students were asked to state what they had learned and
what had been most difficult so far in the course.
• To gain further insight into the individual progress and to see how well students
were able to write code related to the topics dealt with in the progress reports, we
analyzed code they generated on the final exam. We selected a sample of 10 ex-
ams, for which we analyzed the students’ answers to two assignments: 1) a ”trace
and explain” question similar to the ones in the progress reports and 2) a program-
ming task that involved developing a function that calculates and returns either the
factorial of a given number or the mean of a list of numbers. Care was taken when
choosing the exams to ensure that they would be representative for all students, and
include work of students at different skill levels.
In total, we have analyzed 50 progress reports (two for each of the 25 students), 25
post-course surveys and 10 exams. Given that we knew who had written each answer, we
we were able to analyze the progress on an individual basis.
3.2. Method
The progress reports, exam assignments and post-course surveys were analyzed in order
to investigate three questions: how do students (1) understand program code as a whole,
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(2) understand individual constructs, and (3) perceive the difficulty level of different pro-
gramming topics.
The first two questions were addressed by grouping the explanations given for the
”trace and explain” questions according to qualitative differences found in the data. On
this point, the study resembles the SOLO study by Lister et al. (2006) to some extent.
However, in this study, we explicitly asked students for both a multistructural and a rela-
tional response for each piece of code, giving us the possibility to compare how well the
two responses match for individual students. Using data collected on the final exam, we
were also able to analyze to what extent the difficulties to understand code experienced
during the course were still an issue at the end of the course.
Finally, to address the third question, we studied the difficulty level of topics as per-
ceived by the students by looking at both the progress reports and the post-course survey.
The ”trace and explain” questions in the reports and the final exam also provided data
pertinent to this part of the study as explanation errors were considered indications of
student experiencing problems with that specific topic.
4. Results
4.1. Program Understanding
The ”trace and explain” code given in the first progress report is listed below (Algo-
rithm 1).
Algorithm 1. Program given in progress report 1
try:
a = input("Input number: ")
b = input("Input another number: ")
a = b
if a == b:
print "The if-part is executed..."
else:
print "The else-part is executed..."
except:
print "You did not input a number!"
Students were asked to explain what this piece of code does if two integers are given
as input. The analysis of the overall explanations gave rise to four categories:
1. Correct explanation (n = 13).
2. Choosing the wrong branch in the selection after not explaining the meaning of the
statement a = b (n = 5).
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3. Choosing the wrong branch although having explicitly explained the statement
a = b (n = 3).
4. Giving an output totally different from the ones possible based on the code (n = 4).
The first category is straight forward: over half of the students gave a perfect overall
explanation for the program code, not only stating the output but also explaining why that
specific output was produced. The second category covers responses in which the student
had failed to explain what the a = b statement means, and hence also missed the fact
that when arriving at the selection statement, a does, in fact, equal b.
In the third category, students who explicitly explained the a = b statement still be-
lieved that the else-branch would be executed. This indicates a misunderstanding related
to either the effects of an assignment statement, or the workings of the selection state-
ment. In the fourth category, students appeared to be guessing, thinking that the program
would output something that might have been expected from the code (e.g., values instead
of one of the text messages) but that nevertheless was incorrect.
Algorithm 2. Program given in progress report 2
def divisible(x):
if x % 2 == 0:
return True
else:
return False
default = 5
number = default
while number > 0:
try:
number = input ("Give me a number: ")
result = divisible(number)
print result
except:
print "Numbers only, please!"
Algorithm 2 shows the piece of code included in the second progress report. For
this program, students were given a list of input data including positive integers and a
character, ending with a negative integer. The explanations were analyzed in a similar
manner to the corresponding task in the first progress report, and four categories were
found:
1. Correct explanation (n = 8).
2. Not understanding what it means to return a boolean value (n = 10).
3. Missing the last iteration, otherwise correct (n = 4).
4. Incorrect output (n = 3).
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The number of correct overall explanations for the program in the second progress re-
port was smaller than for the first report. The main stumbling block was related to under-
standing what happens when a subroutine returns a boolean value. The program checks
if the input is divisible by two and outputs either True or False based on the result
as long as the input number is positive. Some students thought that returning True re-
sults in the control being returned to the main program, whereas returning False makes
the subroutine start all over again. Another misunderstanding was that there is no output
whenever the subroutine returns False.
The third category indicates that some students also had difficulties deciding when a
while loop stops, missing the last iteration (the loop will be executed once more after a
negative value is input). The fourth category is similar to the one for the first progress
report, i.e., students seemed to be guessing, stating that the program outputs something
totally different (in this case the input values) from what the subroutine returns.
4.2. Understanding of Individual Statements
In order to further analyze students’ skills to read and understand code, we analyzed
how they explained individual statements related to a set of programming topics. The
explanations found were categorized as one of the following types:
• Correct – the student explained the statement ”by the book”.
• Missing – the student did not write any explanation for that given statement.
• Incomplete – the student’s explanation was correct to some extent, but lacked some
parts.
• Erroneous – the student gave an incorrect explanation.
Although the number of students giving correct overall explanations for the programs
decreased from the first to the second report (as discussed in Section 4.1), the results pre-
sented in the diagram in Fig. 1 indicate that at the same time the students became better
at understanding individual statements: the number of correct explanations for individual
statements increased while the number of incomplete or missing explanations decreased.
When comparing the report results for each student separately, a positive progress trend
Fig. 1. The frequency of different types of explanations given by students for individual statements in the two
progress reports.
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Fig. 2. The frequency of different types of explanations given by students for new topics in the second progress
report.
was found: e.g., for assignment statements, 14 students improved their ”type” of expla-
nation (e.g., from missing or incomplete to correct).
We found no erroneous comments related to the topics covered in both reports. The
second progress report, however, introduced some new topics not present in the first one.
The distribution of explanation types for these is illustrated in Fig. 2. The data in the dia-
gram reflect the previously mentioned difficulties related to subroutines returning boolean
values: almost half of the students gave incorrect explanations on this point. Interestingly,
the other half of the students explained the returns correctly. Many students did not ex-
plain the other aspects of subroutines, such as calls or parameters, which makes it difficult
to say anything about how well these topics were understood.
4.3. Difficulty of Topics
Apparently, assignment statements constituted the most common difficulty for students
in the first progress report. However, this was not reflected in the students’ own opinions
on what they found difficult in the course at that time. Instead, they mentioned topics such
as loops (n = 4), the selection statement (n = 2) and lists (n = 3). Moreover, 40% of the
students only gave an incomplete explanation for what a = b means, not mentioning
values or variables, but stating for instance that ”a becomes b” or ”a is b”.
In the second progress report, the problems students faced in the ”trace and explain”
questions (returns and subroutines) were in line with the difficulties they reflected upon in
the other questions: almost half of the students stated that subroutines were most difficult.
Some students still reported having problems with lists (n = 2) and loops (n = 2).
In the post course survey, students were asked to rate each course topic on the scale
1–5 (1 = very easy, 5 = very difficult). The results showed that the perceived difficulty
levels were quite consistent with the corresponding results presented in our previous study
(Grandell et al., 2006). Subroutines, modules, files and documentation were still regarded
as most problematic (average difficulty of 2.8–3.2). There was, however, one exception:
in the previous study, exception handling was also experienced as one of the most difficult
topics (average of 2.9), but in the current study this was no longer the case (average of
2.1). The progress reports supported this finding: exception handling was not mentioned
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as a difficult topic at all, and nearly all students gave a perfect explanation for statements
dealing with exception handling in the ”trace and explain” questions.
When analyzing the exam assignments, focus was put on the use of assignments, if-
statements, exception handling, loops and subroutines (declaration, calling and returns),
i.e., the topics covered in the progress reports. Any difficulties found related to other
topics were, naturally, also taken into account. As a whole, the analysis of the student
solutions to the programming assignment indicated that the students, without problems,
had implemented the topics that they had found difficult to explain in the progress reports.
All students but two had clearly understood the problem and developed an algorithm to
solve it. Half of the students had written perfect programs, whereas two of them seemed
to have had problems with lists and inputting multiple values. In addition, the ”trace and
explain” question included in the exam showed that the students were also able to explain
these topics without difficulty. It thus seems as if students had overcome the difficulties
they had had earlier in the course.
5. Discussion
The ”trace and explain” questions in the progress reports revealed some surprising results.
For instance, we had not expected assignment statements to be difficult. Nevertheless,
this was one of the main problems in the first progress report. Explaining a = b with
something like ”a equals b” or ”a becomes b” is not a valid explanation; clearly, such a
student has some idea of what happens, but without mentioning values the explanations
are not exact enough. According to the students themselves, assignment statements were,
however, not a problem. This strengthens our previous findings (e.g., in (Grandell et al.,
2006)): novices do not always recognize their own weaknesses and are therefore not able
to point them out.
Moreover, we had expected that subroutines would be perceived as difficult in the
second report, since these are commonly one of the main stumbling blocks in introductory
programming (Grandell et al., 2006; Haataja et al., 2006; Lahtinen et al., 2005). However,
the analysis revealed that this was not necessarily the case; instead of subroutines per se
being the problem, surprisingly many students seemed to not understand the effects of a
subroutine returning a boolean value.
Many students did not explain subroutine calls or parameters explicitly, and it is thus
impossible to say anything definite about how well the students understood those topics.
If all missing explanations indicate ”erroneous explanations”, the number of students not
understanding subroutine calls and parameters is alarmingly high. On the other hand,
if the missing explanations were due to students finding those aspects ”obvious”, and
therefore not needing any explanation, the number of correct explanations for those topics
would be high. When taking into account that the overall explanations to the code in
the progress reports did not indicate any specific difficulties in calling subroutines with
parameters, the latter explanation might be a bit closer at hand.
Given the obvious difficulties with at least parts of the subroutine concept in the
progress reports, we had expected to find some problems related to subroutines in the
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exam. However, our analysis showed that all students had defined and used their own
subroutines in an exemplary way in the programming assignment. In our opinion, the
difficulties that novices encounter with the different aspects of subroutines nevertheless
merit further investigation. Doing so, instruction could start focusing more on the prob-
lematic aspects, not on the ones that have traditionally been given most attention (unless
these are the ones found to be the main difficulties).
We were pleased to see that exception handling was no longer among the most difficult
topics, as we had made changes to the syllabus in order to facilitate students’ learning of
this particular topic. We now introduced exception handling at the very beginning of the
course together with variables, output and user input, and students got used to check
for and deal with errors from the start. It thus seems as if the order in which topics are
introduced does have an impact on the perceived difficulty level, as suggested by Petre
et al. (2003), who have found indications of topics being introduced early in a course
to be perceived as ”easy” by students, whereas later topics usually are considered more
difficult. One could thus expect that the difficulty level of other ”difficult” topics could
be decreased by introducing the topic earlier in the course. Naturally, all topics cannot
be moved to the beginning of the course just to make them all easier for the students – it
is up to the teacher to decide what topics he or she thinks are most important, and then
consider introducing them early in the course.
Having analyzed the explanations for both individual statements and entire programs,
we can conclude that more students were able to correctly explain the program line by
line than as a whole. This was found for both progress reports. When related to the levels
in the SOLO taxonomy, most students were able to give correct explanations in multi-
structural terms, but only part of them did so relationally. Moreover, the analysis showed
that students’ ability to explain given individual topics increased from the first to the sec-
ond progress report. This can, however, be seen as quite natural as one could – and should
– expect students to gain a better understanding for individual topics as the course goes
on and they become more experienced and familiar with the topics.
The categories found were quite similar for both progress reports, and can be related
to the SOLO taxonomy as presented by Lister et al. (2006). The first category (correct
explanation) contains relational responses, whereas the second and third ones (indicating
a misunderstanding) can be seen as containing explanations at the pre- or unistructural
level. The fourth category (guessing) includes unistructural responses, which can also be
seen as the ”speculative guesses” mentioned by Pennington (1987a).
In order to bring further light on the ”guessing” one could consider conducting ad-
ditional interviews with some students. By talking to the students about their answers,
one could remove some of the speculations and get a better understanding for different
answers. Were the students only guessing, or do the answers originate in some subtle mis-
understanding that needs to be corrected? Another more resource light approach would
be to let the students evaluate (e.g., on a given scale) how confident they are about their
explanations. This would make it easier to distinguish between students truly believing
in their answers and those merely guessing.
The difficulties found in the student generated code on the exam were not the ones
found in the ”trace and explain” questions in the progress reports. Rather, the problems
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found in the students’ programs were better in line with what they had mentioned as
difficult (e.g., lists) in the corresponding questions in the progress reports. It thus seems
as when students are asked about what they find difficult about programming, they mainly
answer based on their experiences from writing code – not reading it. This is, however, a
natural result as this is also the main focus of instruction.
6. Conclusion
There seems to be a general lack of attention to program comprehension skills in edu-
cation. Understanding the workings of an algorithm requires time and practice, and if
students cannot understand the code presented they invent their own conceptions and
strategies. This is certainly something we want to minimize and avoid. The study re-
ported on in this paper illustrates an approach for teachers to evaluate student progress
throughout a course and not merely based on a final exam. Our initial experience from
using this approach is positive, especially with regard to the progress reports, as we feel
that they provide important information during the course that most likely would remain
uncovered otherwise.
The results from the SOLO study presented by Lister et al. (2006) are interesting
as they divide student responses into different SOLO categories. However, asking the
students for both a multistructural and a relational response makes the data even more
interesting, since it gives us two different responses for each program. These can be used
to analyze how well the responses match for an individual student. As seen in the previous
section, students were in general able to give perfect descriptions of the programs line by
line, but only a fraction of these gave a perfect explanation of what the program did as
a whole. This finding suggests that novice programmers tend to understand concepts in
isolation, and is thus consistent with the results presented by Lister et al. (2006) and with
Pennington’s idea of program vs. domain models (Pennington, 1987b). Our study also
strengthens our previous findings related to students’ awareness of their own stumbling
blocks: novice programmers cannot necessarily point out their own weaknesses. In this
study, another aspect of the awareness issue was raised as we found that novices seem to
think about their difficulties related to programming mainly in terms of writing code, not
reading it.
The progress reports serve as a simple mechanism to put a stronger focus on the
need for also being able to read and understand code. In this study, the progress reports
were mainly used as a feedback tool to perform continuous checkups of student progress
throughout the course. They can also be used as a basis for intervention during the course,
for instance in the form of individual discussions in which the teacher would review
the progress reports and sort out potential difficulties with each student separately. The
extra resources needed (teacher/tutor effort and time) might not be available, and a less
demanding alternative would be to only arrange discussions with students who based on
the report are in evident need of help.
As educators, we expect students to go through and learn from examples when we
introduce a new topic. Doing so, the student’s attention is on the construct (program
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model) and not on understanding how the given piece of code solves a particular problem
(domain model). The progress reports can be used as a evaluation tool for evaluating how
well our students are doing on the domain level, and give us indications about topics that
need to be further explained or taught in another way. We believe that, if used wisely, the
information gathered in the reports can make a big difference for both us as educators
and our students learning to program.
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Pradedancˇi ↪uj ↪u pažanga mokantis programavimo pradmen ↪u kurso
Linda MANILA
Straipsnyje pristatoma mokytojams skirta priemone˙ besimokancˇi ↪uj ↪u pažangai vertinti. Ji tinka
ne tik galutiniam vertinimui gauti, bet ir vertinti pažang ↪a per vis ↪a mokymosi proces ↪a. Pristatomos
pažangos proceso ataskaitos, aprašoma, kaip tai gali bu¯ti panaudota vertinant besimokancˇi ↪uj ↪u pro-
gramavimo mokym ↪asi. Kartu su duomenimis iš apklaus ↪u ir egzamin ↪u pažangos proceso ataskaitos
gali bu¯ti naudojamos sukonstruoti išsam ↪u besimokancˇiojo mokymosi eigos aprašym ↪a ir gali
pagelbe˙ti atsakyti ↪i šiuos klausimus: 1) kaip besimokantieji supranta programos tekst ↪a; 2) kaip
besimokantieji supranta ↪ivairias konstrukcijas; 3) suvokti ↪ivairi ↪u programavimo tem ↪u sude˙tingum ↪a.
Taip pat pristatome rezultatus, gautus, naudojantis šia priemone vidurine˙s mokyklos programavimo
pradmen ↪u kursui. Pirmoji patirtis, ↪igyta, naudojantis pažangos proceso ataskaitomis, yra teigiama,
reikšmingos informacijos pateikiama kurso teikimo metu.
Paper VIII 
 
 
 
 
Teaching the Construction of Correct Programs Using Invariant 
Based Programming 
 
R-J. Back, J. Eriksson & L. Mannila 
 
 
 
 
 
Originally published in Proceedings of the 3rd South-East European Workshop on 
Formal Methods. Thessaloniki, Greece, December 2007. 
Teaching the Construction of Correct Programs Using
Invariant Based Programming
Ralph-Johan Back, Johannes Eriksson, and Linda Mannila
A˚bo Akademi University, Dept. of Information Technologies
Turku Centre for Computer Science
Joukahaisenkatu 3-5 A, 20520 Turku, Finland
{backrj, joheriks, linda.mannila}@abo.fi
Abstract. In most computer science curricula, formal reasoning about program
correctness is taught separately from practical programming, and is thus by most
students considered a purely theoretical activity. It has been a challenge to con-
vince students of the practical applicability of formal methods. We present here
an effort to apply Invariant Based Programming (IBP), a visual and practical
program construction and verification methodology, in an introductory formal
methods course as part of a pilot study at A˚bo Akademi University. The course
introduces a minimum of notational overhead, and allows the student to reason
about correctness using mathematical concepts with which they are already fa-
miliar (such as set theory). We have used a programming environment with the-
orem prover support (SOCOS) to increase student confidence in the correctness
of the program components that they construct. We evaluate the course using a
mixed method approach, and provide data which show that IBP is well suited for
teaching introductory formal methods.
1 Introduction
In 1989, Edsger Dijkstra called for giving formal methods a higher profile in the com-
puter science (CS) curriculum [18]. His proposal was the starting shot for an extensive
debate on CS education and the role of formal methods in it. Some scientists agreed
with Dijkstra’s suggestion, whereas others disagreed [16]. Two years later, David Gries
followed with basically the same message, stating that undergraduates should learn for-
mal methods as a fundamental topic [24]. Ever since, CS academics have debated the
importance of encouraging formal practices in CS education.
In this paper, we present a practical invariant based approach to introducing cor-
rectness in undergraduate CS courses. The approach is highlighted by a diagrammatic
notation and emphasizes formal reasoning. Introducing correctness early in the CS cur-
riculum and the particular approach we have used naturally raise some basic questions:
– How do students experience learning formal methods using this approach?
– How applicable is the use of tool support in the course?
– What difficulties do students encounter when learning formal methods using this
approach?
The contribution of this paper lies in addressing these questions as well as in de-
scribing the invariant based approach and presenting a model for how it can be used in
education. We begin by discussing the role of formal methods in education in section
2, after which section 3 describes the invariant based approach. In section 4, we present
the educational setting. The study is presented in section 5, and the results are put for-
ward in section 6. After discussing the findings in section 7, we conclude the paper with
some final observations and suggestions for future work in section 8.
Although this study takes place in the context of CS education, we believe that for-
mal methods play an important role for software engineers as well. In our opinion, the
mathematical foundations of programming and knowledge about how mathematics can
be used to improve reliability and robustness are essential for anyone designing and cre-
ating software, regardless of whether they have a degree in CS or software engineering.
2 Formal Methods in Education
Many attempts to introduce program correctness to novice CS students have been made
(e.g. [1, 15, 26, 33, 37, 38]), but convincing students of the value of formal methods is a
challenge. Formal techniques are commonly perceived as difficult and requiring math-
ematical sophistication. Moreover, ’[t]he computing education community has adopted
a curriculum strategy of dividing curricula elements into areas of ”theory” and ”prac-
tice”. This causes both faculty and students to view the theory of computing as separate
and distinct from the practice of computing.’ [1, p. 79] As an effect of this separation
students get only little exposure to correctness concepts.
When formal verification is taught as an activity independent from the program-
ming process [27], the students get the impression that the formal approach is merely
applicable in theoretical courses. Students are more likely to be motivated by gaining
skills that they know are relevant, bring immediate benefits and are valued in industry.
These preferences are also used by CS faculty as arguments against teaching formal
methods [31]. If such teachers do teach something related to the topic, they will most
likely not be enthusiastic or show a true interest in what they are teaching. And a ”I
don’t really believe in this, I just have to teach it” mentality hardly goes far in having a
positive impact on students’ attitudes to or experiences of the topic at hand.
The nature of software construction may also reduce the experienced need for for-
mal methods. It is completely possible to break design rules when constructing software
and still end up with a working program, and it has become more or less the norm in
industry to release buggy software. When well-known companies can get away with not
writing correct programs, it is not easy to convince novice CS students that they need
to do it.
As a result of the general lack of interest in formal methods, it is common that
students do not apply what they have learnt in the theoretical courses when doing actual
programming. Instead, novices learning to program go about it in a manner resembling
a ”trial and error” activity, resorting to ”endless debugging” with the approach being
”try it and see what happens” [12, p. 63]. Although testing and debugging certainly
have their place when learning to program, it is essential that CS students learn that
these approaches can never prove that a program is correct, and that other methods are
available for that purpose. In the following, we outline one such approach.
3 Invariant Based Programming
Invariant based programming (IBP) is an approach to constructing correct programs,
where not only pre- and postconditions, but also loop invariants are written before the
actual code. IBP is not new — it was studied already in the 1970s by one of the authors
[4, 5] and similar ideas were proposed by for instance Reynolds [29] and van Emden
[35]. In 2004, Back [6] revisited the topic and has since then worked on developing IBP
into a more practical hands-on method.
In IBP, a program is constructed and verified at the same time. The notion of an
invariant is generalized to a situation. Each situation is a collection of constraints and
describes the set of states that satisfy these constraints. Thus, a loop invariant is a sit-
uation, as well as a precondition or a postcondition. An invariant based program may
have many different situations and is not restricted to single-entry, single-exit control
structures.
In essence, IBP provides a visual representation of a program. A variety of graphi-
cal programming/pseudocode formats have been proposed in the literature [13, 30], and
all of these have one common goal: “to provide a clear picture of the structure and
semantics of the program through a combination of graphical constructions and some
additional textual annotations.” [30, p.3] To our knowledge, all of these have, however,
focused on representing control flow and data flow. IBP, on the other hand, describes
programs from another perspective as it emphasizes the invariant properties of the pro-
gram data structures, and thus makes it possible to reason about the correctness of the
constructed program in a rather straightforward manner. This is all accomplished with-
out sacrificing either clarity or expressiveness of the diagrams.
3.1 An Illustrating Example
We will here exemplify the work flow for developing invariant based programs by con-
structing a program that implements the selection sort algorithm. We use a cursor to
traverse an array from left to right, and for each position we find the smallest element
to the right of the cursor and swap that element with the one pointed at by the cursor.
After each swap the cursor is advanced, and the array is sorted when the entire array
has been traversed.
We start the process by drawing figures illustrating the basic data structures involved
and how they will change during execution of the algorithm. Drawing the figures is
an essential step of the IBP work flow, as the figures describe the algorithm at work
and thus help the programmer get a feeling for the behavior of the algorithm. As this
example illustrates, the figures also aid in identifying the situations (invariants) of the
program.
The first figure (Fig. 1) illustrates the specification (the pre- and postcondition),
which helps us identify the initial and final situations. As situations are considered
sets of states, the final situation is a subset of the initial situation where an additional
constraint, Sorted(A, 1, n), is satisfied. We use a Venn-like diagram, a nested invariant
diagram, to represent the program and the strengthening of situations. Our first diagram
is shown in Fig. 2. Due to the nesting, all constraints in an outer set implicitly also
hold in all of its subsets and need therefore not be repeated (for instance, n : integer
holds in both the initial and the final situation). Dashed arrows are used to indicate
the computation that we want to define and are labeled with a potential guard and the
variables that may be changed in the computation.
A
1 2 3 n
Permutation(A,A0 )
A
1 2 3 n
Permutation(A,A0 )
sort the array
changing only A
Sorted(A,1,n)
n: integer
A: array 1..n of integer
1 ≤ n
Permutation(A,A0 )
Sorted(A,1,n)
A
Fig. 1. Visualization of the specification Fig. 2. Corresponding invariant diagram illus-
trating the initial and final situations
In the same manner as the final situation was identified as a subset of the initial one,
we introduce new situations by adding new constraints to the ones present in the more
general situations. We further develop the figure of the algorithm at work by introducing
the intermediate situation (Fig. 3). As is shown in the corresponding diagram (Fig. 4),
this newly inserted situation is a subset (i.e. a constrained version) of the initial situation.
A
1 n
Permutation(A,A0 )
i.= 1
A
1 n
Permutation(A,A0 )
Sorted(A,1,i-1)
A
1 n
Permutation(A,A0 )
Sorted(A,1,n)
i
Partitioned(A,i)
[i < n]
swap smallest remaining element with A[i];
i:= i+1
[i = n]
n: integer
A: array 1..n of integer
1 ≤ n
Permutation(A,A0 )
i: integer
1 ≤ i ≤ n
Sorted(A,1,i-1)
Partitioned(A,i)
[i < n]
i:= 1
0 ≤ n-i
Sorted(A,1,n)
[j = n]
A, i 
Fig. 3. Sorting program with one loop Fig. 4. Invariant diagram with the intermediate
situation inserted
Whereas dashed arrows illustrate what we want to accomplish, we use solid ones
to indicate computations that we have already planned and defined. We call these solid
arrows transitions. Each transition is labeled with a potential guard and the program
statements executed when the transition is carried out. We have to check that each tran-
sition preserves the situations as follows: assume that we initiate execution in the source
situation of a transition and that all the constraints hold for the starting state. Also as-
sume that we reach some target situation after executing the statements for the transition
(there may be more than one possible target situation). Then all the constraints of the
target situation must hold for the final state. We say that a program is consistent if each
transition preserves all situations. Consistency is checked for each new transition that
we add to the diagram, i.e. we make sure that the newly added transition preserves all
situations.
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A[i],A[k):= A[k],A[i]
i:= i+1
j,k:= i,i
Fig. 5. Complete algorithm at work
We still need one more loop to find the smallest element in the remainder of the
array. Again, we use figures as a tool to help us get an idea of how the algorithm works
(Fig. 5). The corresponding invariant diagram (Fig. 6) represents our final program.
When all situations and transitions have been added to the diagram, we still need
to check that no infinite execution loops exist, i.e. that the program terminates. We
introduce a termination function (one for each loop), usually an integer function that
is bounded from below and whose value is decreased before re-entering the situation.
Moreover, the termination functions must be chosen so that no inner loop modifies the
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Fig. 6. Final invariant diagram
value of the termination function of an outer loop. The termination functions are written
in the right upper hand corner of the respective invariant (Fig. 6).
Finally, we must check that the program is live, i.e. that termination only occurs in
final situations. In practice, this means that we must make sure that for all situations
in the diagram (except for the final ones) the available out-going transitions cover all
possibilities.
An invariant based program is correct if it satisfies the three criteria above, i.e. it 1)
is consistent, 2) terminates and 3) is live. For a more in-depth presentation of IBP as a
method, see [6–8].
3.2 Tool Support for IBP
Invariant based programs can be constructed using only pen and paper, and in many
cases this is the best way for initially drafting a program. However, even small programs
generate a large number of verification conditions, many of which are rather trivial and
can be automatically proved or greatly simplified by state of the art theorem provers.
Additionally, the (considerable) risk of human error in manual proofs and specifications
can be mitigated with proper tool support. Finally, we want to be able to execute the
diagrammatic representation directly, without first having to hand translate it into some
existing programming language.
SOCOS [9] is a graphical programming environment for the construction and verifi-
cation of invariant based programs (Fig. 7). It analyzes invariant diagrams semantically,
and generates correctness conditions which are sent to external proof tools (currently
Simplify [17] and PVS [32] are supported). SOCOS also compiles invariant diagrams
to executable Python code.
Fig. 7. The SOCOS IBP Environment.
4 IBP in Education
4.1 Motivation
The invariant property and the benefits from using it were presented in quite a natural
and easily understandable way already in the original articles by Floyd [21] and Naur
[28] on proving the correctness of computer programs. Introducing invariants early in
the CS curriculum has been studied previously [2, 3, 20, 23], and the main message in
all of these studies is that program correctness and loop invariants can be introduced at
an early stage of CS education provided that the way in which it is done is adapted to
the level of the students.
Starting in 2004, the development of IBP has been intertwined with informal experi-
ments on teaching the method to see how it could be made more applicable in education.
We have organized and observed 14 sessions with, in most cases, two CS students or
academics having no prior experience of IBP. Each session started with an introduc-
tion to the approach, after which the participants were to solve a given problem using
IBP on the blackboard. In spring 2005, a course on IBP was given to CS PhD students.
These experiments have provided us with valuable feedback on the approach (positive
experiences, difficulties, places for improvements etc) and two years later, the approach
was deemed to be mature enough to be introduced at undergraduate level for the first
time.
4.2 Undergraduate IBP Course
In spring 2007, an elective course covering the basics of IBP was developed and given
to CS students at A˚bo Akademi University (Turku, Finland). Our main motivation was
to address the common issues discussed in section 2 aiming at 1) changing the image
of formal methods as being difficult (requiring highly advanced mathematics), uninter-
esting and of no use in practice and 2) showing that formal reasoning about program
correctness can in fact be done in a practical manner with only fundamental logic skills.
The goal of the course was for students to develop their programming and algorithmic
thinking skills at the same time as learning about program correctness and formal rea-
soning. Another main design criteria was to make the course interesting and accessible
so that it would inspire and motivate students to learn about correctness concepts.
The course is part of a project at our department aiming at designing a three course
“course bundle” that would give all students a solid foundation in both the theory and
practice of programming already during their first study year. The bundle includes,
in the following order, a course covering “traditional” practical programming using a
“simple” language (in our case, Python), a course on logic, and one that covers the math-
ematical foundations of programming (the IBP course). Together with the introductory
course in mathematics (which introduces set theory that is needed for understanding
the diagrammatic notation), the two former courses provide the students with all the
background knowledge they need in order to successfully complete the IBP course.
The course on logic introduces structured derivations, which is a calculational proof
format developed by Ralph-Johan Back and Joakim von Wright [10, 11]. They have
extended the derivational style approach to proofs as presented by Dijkstra [19] and
van Gasteren [36] by adding nested derivations (subderivations), allowing inferences
to be presented at different levels of detail. The approach provides simple yet precise
rules for how to write mathematical derivations and proofs that are easy to read as each
step in the proof is clearly motivated. The goal of the course on logic is for students to
learn 1) a clear format for writing well structured proofs that they know how to apply in
practice and 2) basic propositional and first-order logic. Structured derivations are well
suited for constructing proofs for invariant based programs, and using the same format
in the IBP course was a natural choice.
Course Syllabus The course was given in an interactive format, emphasizing student
activity throughout the course. All in all, the course included 17 sessions (90 minutes
each) out of which 11 were used for lectures, and six for practical exercise. The main
part of the course was taught without tool support; the SOCOS environment was only
used in the four final sessions.
During each practice session, the students were to solve a set of IBP-related tasks,
such as constructing a program, proving a certain transition or checking the correct-
ness of a given program. Three of the assignments were reviewed collectively in class,
whereas three were handed in and checked by the teacher who then gave detailed indi-
vidual feedback for all tasks.
Integrating SOCOS in the Course Although the main part of the course was given
without tool support, we felt a need to include SOCOS as the burden of organizing
proofs quickly becomes noticeable even for relatively simple programs. Also, CS stu-
dents are accustomed to using specialized software (e.g. compilers, interpreters, editors)
in course work, and may regard programs and proofs constructed with pen and paper as
mere academic exercises. Actually being able execute the program may give the student
some additional sense of accomplishment and thus act as a motivating factor.
Incorporating SOCOS in the course also made it possible for us to evaluate it in the
context of teaching introductory formal methods, as well as to identify potential issues.
The students were not expected to be familiar with PVS (mechanical theorem proving
requires a separate course), so only the automatic prover was used in the course. In
situations where the prover failed, students were required to complement the solution
with a manual proof. The goal was to reduce the busy-work of proving simple, repetitive
conditions, so that we were able to give more complex programs as exercises.
Examination The course examination consisted of active class participation, passed
assignments and a final exam. The exam included programming problems similar to the
ones in the assignments as well as questions that tested the students’ understanding of
invariant based programs. The students did not have access to the SOCOS environment
on the exam.
5 The Study
Methodology The aforementioned studies on loop invariants in education ([2, 3, 20,
23]) include no evaluation of the approaches presented. Our goal was not only to present
a new approach but also to evaluate its use and applicability in practice. We conducted a
descriptive case study aiming at addressing the research questions presented in section
1, at the same time gaining insight into whether, and in that case how, the course and
the method should be improved.
The study follows the principles of action research [14]. In action research, prac-
titioners in a field improve practice by doing or changing something and reflecting on
the results. The improvement can be in three areas: ”improving a practice; improving
the understanding of a practice [...] and improving the situation in which the practice
takes place” [14, p.106]. The main purpose is to collect data and experience that help in
gaining a better understanding of the practice.
Settings The undergraduate course was elective but still attracted 16 active participants
(students that handed in at least one assignment). Nearly half were first or second year
students with no background in formal methods. One of the students was absent for over
half of the course due to medical treatment. Ten students participated in the SOCOS part
of the course.
Data Collection Data were collected using pre- and post course questionnaires, obser-
vations, hand-in assignments and a final exam. Moreover, eight students were selected
for semi-structured interviews one month after the exam. In this paper we will focus
the analysis on the post course questionnaire, the assignments, the exam and the in-
terviews. This mixed method approach with triangulation [25] was used to arrive at a
multifaceted picture of the students’ opinions and attitudes about the course in general
as well as the applicability of SOCOS. The use of different research instruments also in-
creases the trustworthiness of the results, as it allows the researcher to look at the same
phenomenon from several perspectives and thus arrive at a more complete account.
The post course questionnaire included both multiple choice questions and open
ended ones asking the students about their opinions about the course in general as
well as about IBP and SOCOS. In the multiple choice questions, Likert-type scales
were used. Solutions to homework assignments were sent directly to the teacher by e-
mail. Grading for the SOCOS assignments was based on the correctness of the solution
(amount of verification conditions proved) and how precisely the pre- and postcondi-
tions were expressed.
The results reported on in this paper are based on the analysis of 12 post course
questionnaires, 8 interviews and 13 sets of assignments and exams.
6 Results
6.1 Questionnaire Data
The answers to each open-ended question were first read and categorized as either posi-
tive or negative. In cases where the answer included both positive and negative aspects,
the answer was divided into two parts accordingly. Next, all answers were reread and
classified according to common themes representing the overall views of the twelve stu-
dents (S1 - S12). The categories found with regard to what the students had experienced
as 1) beneficial and useful, and 2) difficult in the course are listed below. Each category
is exemplified with excerpts from the answers. The citations have been freely translated
from Swedish by one of the authors.
Experienced Benefits
1. Introduction to program correctness and formal verification
Knowledge about proofs and correctness will hopefully lead to better programs
(S2)
To learn a method for verifying programs formally (S7)
A good introduction to formal verification and how tools can be used in that
context (S9)
Helps remove errors in the algorithm that could lead to bugs (S7)
2. A practical method for introducing program correctness
IBP seems to be a more practical verification approach than other methods I have
seen (S4)
IBP summarizes the proof conditions in a good way (S4)
IBP is intuitive (S8)
3. Introduction to a more abstract view of programming
The course is about program design. You get a specification and design a correct
program based on that (S3)
Learning to think about how a program works in general, without resorting to a
given programming language (S3)
Learned to think about a program as states and transitions instead of merely as
transitions as is usually the case (S10)
4. More tangible overview of a program’s structure
Learning to draw a program makes it easier to see its structure (S12)
Makes it easy to keep track of the various parts [pre- and postconditions,
invariants] of a program (S4)
5. The course arrangements
Good teaching material, methods and lectures (S9)
The assignments helped me learn (S11)
All topics were thoroughly covered (S5)
6. New and useful contents
I learned something new (S8)
The things I learned in the course will be useful in the future, especially in further
studies (S9)
Experienced Difficulties
1. Syntax and notation
It is difficult to formulate one’s programs according to the standard (S8)
Since I have programmed previously, e.g. the Java way of expressing things is
quite ingrained (S3)
Formulating the conditions in a way that makes it easier to prove the program (S4)
2. Proofs
Proving programs by hand is very work intense (S4)
Proving complex programs (S1)
Proving programs ’honestly’, i.e. to realize that one has made a mistake and
correct it instead of trying to merely come up with explanations (S9)
The formal proof conditions should have been introduced earlier in the course
(S1)
3. Finding the appropriate conditions
Finding the correct postcondition is most difficult. The difficulty of finding the
invariant depends on how difficult it is to find the postcondition (S6)
Finding the invariant in complex programs (S7)
The quantitative data gathered in the questionnaire supported these qualitative find-
ings. For instance, the course was found useful, interesting, somewhat fun and of medium
difficulty level. On average, the data suggested that students found IBP rather easy to
learn and useful in practice. The difficulties in constructing proofs and finding the in-
variant for more complex programs were also pointed out in the multiple choice ques-
tions. All students but one stated that they had enough mathematical skills for taking—
and passing—the course.
Ten students attended the SOCOS part of the course and answered the related ques-
tionnaire. In line with our expectations the students preferred SOCOS over pen and
paper, as the automation increases productivity. One student commented that it was
“rather straightforward to understand the idea of the tool and how to apply it.” On the
question whether IBP could be a practicable method in realistic software construction
the answers were scattered but still predominantly positive. Finally, the idea of support-
ing a formal method with a practical tool in the same course was very well received. The
survey also indicates that unfamiliarity with the SOCOS syntax was the main cause of
difficulty. Unfortunately, SOCOS lacks a good reference manual so teaching was mainly
example-driven, and due to time constraints the students did not really achieve fluency
in the SOCOS syntax.
The SOCOS related answers to the open ended questions supports the above men-
tioned findings, indicating that the tool was found useful, but somewhat difficult to use
due to lack of time and an incomplete manual.
6.2 Assignments and Exam
The max score for the pen and paper assignments was 40, and the average was 25.5
(stdev 11.2). Seven students scored more than 30 points. Most errors were related to
syntax (e.g. using Java like syntax) or the proofs not following the given format. The
most common error related to program correctness was incomplete invariants, e.g. in
the form of a missing lower or upper bound for a variable. A couple of students had
problems with the algorithm, e.g. not updating variables to arrive at the result or writing
a correct program that, however, was not the program asked for in the assignment. Some
cases of using undeclared variables were also found. Merely one student seemed to have
problems with the diagrammatic notation, writing the statements inside the situations
instead of adjacent to the transition arrows. Only one “off by one” error was found.
Students who handed in solutions to the SOCOS assignments performed well. The
highest scoring student achieved 20/20 points, while the average score was 14/20 points.
Two students failed the exercise as a result of not handing in solutions—in one of
these cases the student had been absent from the introductory sessions and subsequently
lacked basic knowledge of the tool.
So far, 13 students have taken the exam,1 out of which 11 have passed the course
(four students with the highest grade). One of the two students who failed was the one
who was absent for over half the course. As the goal of this paper is to describe how
we have used IBP in education and report on the overall results, it does not contain any
in-depth analysis of the students’ assignment and exam answers.
6.3 Interviews
Eight students (I1-I8) were interviewed by the lecturer one month after the exam. The
interviewees were selected based on their course results in order for the interview data
to be as representative as possible of the entire student group.
We chose not to conduct the interviews directly at the end of course as we wanted
to have time to go through the other data first in order to construct interview questions
based on the difficulties and other interesting points found in the other data. The pro-
cess resulted in 12 broad questions that made it easy to ask follow-up questions when
needed. The students were, for instance, asked about what they had learned and what
1 At A˚bo Akademi University, students have several alternative dates for taking the exam, and
are thus not obliged to take part in the first ones that are arranged.
they had found difficult. They were also to describe the process of how they solve a
problem using IBP and discuss how confident they are that the final program is correct.
The semi-structured interviews were transcribed and analyzed manually. All in all,
the interview data strengthened the results found in the questionnaires. Students gen-
erally considered the IBP course a practical theory course quite different from other
courses they had taken previously. The interactive nature of the class sessions was ap-
preciated and the course considered suitable for first year university students. The in-
terviewees were to describe how they typically solve a problem using IBP, and most of
the descriptions followed the work flow presented in the course. Most students also said
that they formally prove their programs after they have completed the diagram, whereas
they rely on informal reasoning while while constructing the diagram.
Although the students found the invariant based approach per se useful, clear and
simple, they did point out some difficulties, similar to those that were mentioned in the
questionnaires. SOCOS was considered a helpful tool that, however, needs better user
manuals and support. The students still pointed out the need for learning the fundamen-
tals of IBP using only pen and paper.
7 Discussion
7.1 The Course and IBP in General
The feedback on both the course and IBP was in general quite positive. Students felt
that IBP was easy to learn and the diagrammatic notation easy to understand. We were
pleased to find that many students had recognized our original motivation for develop-
ing this course, that is, to present a practical method for introducing formal reasoning
when constructing programs. Moreover, students also found that the approach made the
general structure of the program more comprehensible.
We acknowledge that success in assignments and on exams is not a direct indicator
of student learning, but we do feel that the programs written by the students on the exam
and in the assignments show that they had understood the idea behind IBP and were able
to construct and prove simple invariant based programs. These are the same students
out of which many were not even able to explain basic concepts like “precondition”
and “invariant” prior to the course.
The students clearly appreciated the diagrammatic notation of IBP. Studies [22, 34]
estimate that between 75% and 83% of all students are visual learners, and because of
their highly textual nature, the use of traditional programming languages or pseudocode
is not necessarily the single best way for expressing algorithms to the majority of our
first year students. As one of the IBP-students said in the post-course interview:“Nice to
see how a program really works. You saw it for yourself. And then you also understand
the algorithm better when you see it in front of you. It’s more difficult to see what a
program does directly from code.”
Another benefit of using the invariant based approach is that it provides good sup-
port for finding bugs during the program construction (instead of after). This was also
pointed out by the students in the interview. For example, we only found one single off
by one error in the assignment solutions. Some of the other errors were related to the
use of undeclared variables. One could assume that writing out the type for a variable
might easily be overlooked when writing the programs by hand as there is no compiler
to check that the programs are correct (the SOCOS tool would naturally point out such
errors). Thus, the students might simply have “forgotten” the declaration part when
introducing a new variable in the program.
We had expected the students to find identifying the invariants the most difficult
task, but this was not the case. Although some students mentioned the invariants, writing
proofs by hand still seems to have been most problematic as they required much time
and effort. The manual proofs do become rather long, for instance as all assumptions
are written in each step of the derivation, but it is still interesting to see that students
rate the difficulty of a given task based on how much time or effort it requires. Whether
that is a reasonable indicator for the difficulty level of the task can be questioned. The
format for the structured derivations has, however, been revised, and the modifications
will automatically make the manual proofs less repetitive.
The questionnaire data pointed out the need for a clear standardized syntax. Students
reported on sometimes finding it difficult to know how to express conditions and when
to write their own definitions. This was to some extent expected, as the students had
very little, if any, prior training in building their own domain theory. More practice and
information about how to define predicates and reason about common data structures
will therefore be included in the course from now on.
When designing the course, we thought it would be good to start by reasoning only
informally about the correctness of the programs, before going further to formal math-
ematical proofs. This did, however, not turn out to be the case; instead, the students
would have wanted the formal proof obligations to be introduced earlier. One expla-
nation could be that students who are not mathematically mature do not know how to
reason ”informally” but first need to learn a formal approach with a set of rules.
7.2 Use of SOCOS
Incorporating computer aided verification in an introductory course was not an entirely
uncontroversial choice. We were aware of the risk that students could apply the au-
tomatic prover as a magical tool and resort to a test-and-modify cycle (i.e., guess an
invariant, guess transitions, run the automatic theorem prover, modify if the proof fails,
ad nauseam). However, this risk was not manifested. Apparently the theoretical part of
the course had given the students sufficient insight into the difficulty of the verification
problem to realize that such testing would not converge into a correct program.
In line with Wing’s study [38], the students clearly appreciated the theory being
complemented by a tool such as SOCOS. Surprisingly, most students learned to use the
tool sufficiently well to solve the (non-trivial) exercises in the limited time available.
Syntactical issues were the main cause of difficulty, largely due lack of documentation
and occasional “rough edges” in the user interface. These usability issues are under-
standable and expected since the tool is experimental, and in our opinion do not indicate
a fundamental flaw in the work flow.
Based on the open ended feedback, we have realized that there is a definite need for
more extensive support in the form of documentation and manuals as well as personal
guidance. Also, two weeks is far too little time to introduce and familiarize a verification
tool, which by nature contains considerable complexity. Both of these issues will be
considered and rectified in sequel courses.
8 Conclusions and Future Work
Our initial experience from teaching IBP is positive, and we feel that our study has ad-
dressed the questions mentioned in section 1. The students appreciated learning about
program correctness and seeing the programming activity from another perspective. IBP
helps students further develop their programming skills at the same time as they learn
how to reason formally about their programs. As opposed to the traditional separation
between theoretical and practical courses that contrast formal and informal approaches,
IBP integrates mathematics with the presentation of software design. Teaching IBP im-
plies teaching all core topics in software design rather than a specific topic for which
a dedicated formalism or tool exists. Moreover, the material is presented with minimal
notational burden and builds upon students’ previous knowledge (e.g. set theory). The
use of SOCOS in the course was also appropriate; by automating trivial tasks, tool sup-
port enables the student to focus on difficult and interesting parts of the problem at hand.
Furthermore, provided that the basics of invariant based programming are well under-
stood, the exacting rigor of machine checked proofs considerably increases confidence
in the correctness of the solution.
The study also shed light on some issues that need to be addressed. The syllabus will
be modified according to the findings presented in this paper, for instance by including
the formal proof conditions early. Moreover, a small and simple domain theory for
array manipulation will be developed. In order to facilitate the construction of manual
proofs, the preceding course on logic will be redesigned to better support the IBP course
in providing the students with the skills needed to reason logically and write proofs
using structured derivations. The format for the structured derivations has also been
modified, and the changes will automatically shorten the proofs as all assumptions do
not have to be written in every step of the proof. Additionally, the usability of SOCOS
will be improved, the user manual will be further developed in order to become more
comprehensive, and the proportion of the SOCOS part of the course will be considered
and adjusted accordingly. The assignments and exam answers will also be thoroughly
analyzed in order to find any indications of difficulties or problems that need to be
considered.
Encouraged by the results from this pilot study, a course covering the basics of
IBP will be offered annually to CS students at our department starting in the upcoming
academic year (2007/2008), complementing the preceding courses on practical pro-
gramming and logic. Our aim is thus not to substitute IBP for traditional programming
courses. Quite on the contrary, we acknowledge the need for ”traditional” programming,
testing and debugging. We do not, however, see any reason for why these approaches
could—or should—not coexist. We recognize that one single course is not enough for
bridging the gap between theory and practice in the CS curriculum. If the students are
to truly benefit from the skills acquired in the IBP course, these should be built upon
in upcoming courses. A discussion with other CS faculty is thus essential in order to
guarantee that there is a joint agenda on this point. We are also planning on developing
followup courses on this topic, for instance covering mechanical verification and ap-
plication domain theory. By doing so, we aim at introducing a continuum in students’
exposure to formal reasoning throughout their education.
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Abstract
In this paper, we analyze the errors novice students make when developing invari-
ant based programs. In addition to presenting the general error types, we also look
at what students have difficulty with when it comes to expressing invariants. The
results indicate that an introductory course utilizing the invariant based approach
is suitable from the very beginning of university studies in CS without being "too
advanced". Although inventing the invariant was not found to be trivial, the main
difficulty faced by novices when applying a correct-by-construction approach to
program development seems to be related to weak skills in translating intuitive
and informal statements into a symbolic form using logical notation in general and
quantifiers in particular.
Keywords: invariant based programming, programming education, introductory
formal methods, student difficulties
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1 Introduction
The concept of loop invariants was introduced by Naur [25] and Floyd [18] al-
ready in the 1960s. Continuing on their work, Hoare [21] defined inference rules
for correctness proofs based on loop invariants. This development lay the basis
for Dijkstra’s [15] work on outlining a new programming methodology for writing
programs with built-in correctness proofs. Half a decade later, Gries [20] wrote a
textbook on using this methodology aimed at education. Dijkstra also discussed
the question of how much formality to include in the computer science (CS) cur-
riculum in the paper "On the cruelty of really teaching computer science" [16], a
paper which was followed by many responses collected in "A debate on teaching
computing science" [14].
Regardless of the rather early developments, loop invariants and formal tech-
niques are commonly underutilized in introductory CS courses. There are many
other reasons for this. First, these topics are typically considered difficult, requir-
ing prerequisite knowledge of advanced mathematics and logic, which students
simply do not have [31]. As a result, different, some more informal, approaches for
introducing invariants and program correctness concepts in education have been
presented (see e.g. [2, 3, 17, 19, 31]). Unfortunately, we have not found any
empirical evaluation of these approaches in the literature.
Moreover, most CS curricula treat the teaching of programming and the teach-
ing of more formal courses as separate disciplines, where, for instance, logic is
viewed as a separate "add-on" instead of as an integral part of programming.
Consequently, students get only little exposure to correctness concepts [1]. When
formal techniques are taught as an activity independent from the programming
process, students get the impresssion that formal techniques are only applicable in
theoretical courses [24]. This in turn gives rise to attitude problems, as students
do not see any point in having to take more theoretical courses. Dijkstra described
this as “mental resistance” among students [20].
Reed and Sinclair [26] suggest that another reason for students’ resistance may
be found in the prevailing culture where students want and are used to getting
quick results; a hacker mentality clearly does the job much faster than one aiming
at verifying the correctness. Moreover, CS students seem to be driven by external
factors, and learning the skills that they believe are relevant and are needed to earn
money may make it difficult to motivate the study of other topics. Finally, the
challenges can be traced back to the actual teaching situations. Most textbooks
on introductory programming, for instance, do not discuss program correctness or
concepts such as loop invariants [3]. In addition, it is common for CS faculty to
argue against formal methods [30].
Although attempts at introducing formal methods in education have been made
and the importance of more rigorous formal reasoning in CS has been emphasized
in curricula and other recommendations (see e.g. [22, 23]), it seems safe to say
that convincing students of the value of formal techniques is everything but easy.
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Starting in 2007, we have been evaluating an approach to teaching “practicable
formal methods” in a course for CS novices. We refer to this approach as invariant
based programming (IBP). IBP is a visual program construction and verification
methodology, which introduces a minimum of notational overhead and allows stu-
dents to reason about correctness using mathematical concepts with which they
are already familiar (such as set theory and basic logic). Through this course we
aim at addressing several of the challenges discussed above: changing the image of
formal methods as difficult while at the same time reducing the gap between theory
and practice. Issues related to lack of teaching material or teacher attitudes are
such that we as educators and method developers can address. Overcoming stu-
dents’ mental resistance and changing their cultural preferences are however things
that one could believe are not easily accomplished during a single course. Our ex-
perience from the course has, however, been positive, indicating that students find
it fun and useful. In addition, they seem to appreciate learning about program
correctness and seeing the programming activity from another perspective. [9]
For this paper, we have conducted a thorough analysis of student created in-
variant based programs, focusing on the errors made. The aim is also to bring
light on to what extent IBP requires knowledge and skills falling under the “too
advanced” section. The study seeks to investigate three research questions:
1. What kind of errors do novices make when using IBP?
2. Do these errors change as the course progresses, and if so, how?
3. Does the year of study impact student performance?
The paper is organized as follows. Next, we describe the invariant based ap-
proach, after which we present the study design. In the following two sections, we
put forward and discuss the results. The paper is concluded with some final words
and ideas for future work.
2 Invariant Based Programming
IBP is an approach to constructing correct programs, where not only pre- and
postconditions, but also loop invariants are to be written before doing any coding.
The approach is not new — it was studied already in the 1970s by Reynolds [27]
and Back [4, 5]. Similar ideas were also proposed by van Emden [33]. In 2004,
Back [6] revisited the topic and has since worked on developing IBP into a practical
hands-on method.
In IBP, a program is constructed and verified at the same time. The notion of an
invariant is generalized to a situation. Each situation is a collection of constraints
and describes the set of states that satisfy these constraints. Thus, a loop invariant
is a situation, as well as a precondition or a postcondition. An invariant based
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program may have many situations and is not restricted to single-entry, single-exit
control structures.
In essence, IBP provides a visual representation of a program. A variety of
graphical programming/pseudocode formats have been proposed in the literature
[11, 29], and all of these have one common goal: “to provide a clear picture of
the structure and semantics of the program through a combination of graphical
constructions and some additional textual annotations.” [29, p.3] To our knowl-
edge, these have, however, focused on representing control flow and data flow.
IBP, on the other hand, describes programs from another perspective as it em-
phasizes the invariant properties of the program data structures, and thus makes
it possible to reason about the correctness of the constructed program in a rather
straightforward manner. This is accomplished without sacrificing either clarity or
expressiveness of the diagrams.
2.1 An Illustrating Example
We will here exemplify the work flow for developing invariant based programs by
constructing a program that implements the selection sort algorithm. We use a
cursor to traverse an array from left to right, and for each position we find the
smallest element to the right of the cursor and swap that element with the one
pointed at by the cursor. After each swap the cursor is advanced, and the array
is sorted when the entire array has been traversed.
We start the process by drawing figures illustrating the basic data structures
involved and how their values will change during execution of the algorithm. This is
an essential step of the IBP work flow as the figures describe the algorithm at work
and thus help the programmer get a feeling for the behavior of the algorithm. As
this example illustrates, the figures also aid in identifying the situations (invariants)
of the program.
The first figure (Figure 1) illustrates the specification (the pre- and postcon-
dition), which helps us identify the initial and final situations. As situations are
sets of states, the final situation is a subset of the initial one where an additional
constraint, Sorted(A, 1, n), is satisfied.
Figure 1: Visualization of the specification
3
We use an Euler-like diagram, a nested invariant diagram, to represent the
program and the strengthening of situations. Our first diagram is shown in Figure
2. Due to the nesting, all constraints in an outer set implicitly also hold in all of
its subsets and need therefore not be repeated (for instance, n : integer holds in
both the initial and the final situation). Dashed arrows are used to indicate the
computation that we want to define and are labeled with a potential guard and
the variables that may be changed in the computation.
Figure 2: Corresponding invariant diagram illustrating the initial and final situa-
tions
In the same manner as the final situation was identified as a subset of the initial
one, we introduce new situations by adding new constraints to the ones present
in the more general situations. We further develop the figure of the algorithm at
work by introducing the intermediate situation (Figure 3).
Figure 3: Sorting program with one loop
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As is shown in the corresponding diagram (Figure 4), this newly inserted situ-
ation is a subset (i.e. a constrained version) of the initial situation.
Figure 4: Invariant diagram with the intermediate situation inserted
Whereas dashed arrows illustrate what we want to accomplish, we use solid
ones to indicate computations that we have already planned and defined. We call
these solid arrows transitions. Each transition is labeled with a potential guard
and the program statements executed when the transition is carried out.
Figure 5: Complete algorithm at work
For each transition that we add to the diagram, we check that it preserves the
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situations as follows: assume that we initiate execution in the source situation of a
transition and that all the constraints hold for the starting state. Also assume that
we reach some target situation after executing the statements for the transition
(there may be more than one possible target situation). Then all the constraints
of the target situation must hold for the final state. We say that a program is
consistent if this is true for all transitions in the diagram.
We still need one more loop to find the smallest element in the remainder of the
array. Again, we use figures as a tool to help us get an idea of how the algorithm
works (Figure 5). The corresponding invariant diagram (Figure 6) represents our
final program.
Figure 6: Final invariant diagram
When all situations and transitions have been added to the diagram, we still
have to check that no infinite loops exist, i.e. that the program terminates. We
introduce a termination function for each intermediate situation. A termination
function is an integer function that is bounded from below and whose value is
decreased before re-entering the situation. The termination functions are written
in the right upper hand corner of the respective invariants (Figure 6).
Finally, we must check that the program is live, i.e. that termination only
occurs in final situations. In practice, this means that we must make sure that
for all situations, except for final ones, there is at least one exit transition that
terminates normally.
An invariant based program is correct if it satisfies the three criteria above, i.e.
1) is consistent, 2) terminates and 3) is live. For a more in-depth presentation of
IBP as a method, see the articles by Back [6, 7, 8].
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3 Study Design
The study presented in this paper is part of a larger developmental research project
[28, 32], in which we empirically evaluate the use of three methods for teaching
introductory CS courses. The empirical evaluations act as a feedback mechanism
for making improvements to the methods or changes to the ways in which the
methods are used in education.
3.1 Data Collection
A course covering IBP was introduced at the Department of Information Technolo-
gies at Åbo Akademi University in Turku, Finland in spring 2007. The data for
the study reported on in this paper have been collected during 2007-2008, when
23 students completed the course.1 Half of the students were on their first or sec-
ond study year, whereas the other half had studied for three years or more. Most
students were CS or software engineering majors.
The course includes 34 hours in class and has been given in an interactive
lab lesson format. Approximately a third of the time has been used for hands-
on training. During these exercise sessions, students solve assignments which are
later handed in for grading and feedback. At the end of the course, all participants
take a final exam. The exercise sessions and the exam include different types of
assignments:
• “Look at this invariant diagram and explain what it does.” (reading)
• “Modify this invariant diagram so that the program does X instead of Y.
Prove that the resulting program is correct.” (reading and modification)
• “Find the corresponding imperative program for this invariant based one.”
(reading)
• “Construct an invariant based program that does X. Prove that the program
is correct.” (construction)
In this study, we focus on evaluating students’ difficulties when constructing pro-
grams, and will thus only consider the construction part of the final type of assign-
ment. All in all, we have analyzed solutions to six assignments for 23 students.
Two of the solutions were solved at the beginning of the course (Exercise set 1),
two towards the end (Exercise set 2) and the final two on the exam (Exam). Nine
solutions were missing, giving us a total of 129 analyzed solutions (out of 138).
In the following, we briefly describe and exemplify the types of assignments
included in the exercise sets and the exam. The assignments were of increasing
difficulty level, i.e. those included in the first exercise set were the easiest, while
the ones in the second set and on the exam were more difficult.
1In this context, completing the course stands for “handing in at least 50 % of all assignments
and participating in the final exam”.
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Exercise set 1: In these assignments, students were provided with readily de-
fined predicates and there was no need to use quantified expressions. The following
is an example of this type of exercise.
Construct a correct invariant based program2 that checks if an inte-
ger (n > 0, given) is odd and returns the result as a boolean value
(True if the integer is odd, False otherwise). You are only allowed
to use addition. To simplify your work you can define the predicate
isOdd(x) = x mod 2 6= 0 to describe what it means that an integer is
odd.
Exercise set 2: In these assignments, students needed to define predicates
themselves and also use quantified expressions, for instance as in the following:
Construct a program that substitutes the number one (1) for all odd
numbers in an array. The even numbers should be kept unchanged.
Use the mod operator (x mod n) to decide if a number is odd or even.
Exam: In these assignments, students needed to define predicates and use
quantified expressions.
Construct a program that calculates the sum of every mth integer be-
tween 0 and n. Assume that n and m are given integers (n ≥ 0,
m > 0). I.e. if m = 3 and n = 10, the following integers should be
summed up: 0 12 3 45 6 78 9 10 (sum = 15).
One of these assignments also included nested loops:
A polynomial is an expression of the format a0 + a1x1 + a2x2 + ... +
an−1xn−1 + anxn. Construct a program that calculates the value of
the polynomial given a non-negative integer n, the value of x and an
array a containing the coefficients a0, a1, ..., an (a[0] = a0, a[1] =
a1, ..., a[n] = an).
If we had the precondition n = 3 ∧ x = 4 ∧ a = [2, 3 , 0 , 5], the re-
sults of the calculation should be 334 (2 + 3 · 41 + 0 · 42 + 5 · 43). Note!
You do not have access to the exponential function in the calculations,
so you will need to come up with another way to calculate the powers
(e.g. in a nested loop).
2In the following assignment specifications the word “program” refers to a correct invariant
based program.
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3.2 Method
When analyzing student solutions, we are dealing with rich data. In order to be
able to interpret such data, it first needs to be reduced. In this study, a content-
analytical approach was chosen for this purpose.
The basic idea of content analysis is to take textual material and analyze, reduce
and summarize it using emergent themes. These themes can then be quantified,
and as such, content analysis is suitable for transforming rich data into a form
which can be statistically handled and analyzed. [12]
The content analysis was done in two phases. First, a subset of the student
programs were analyzed one at a time by comparing these to the problem speci-
fication. Each solution could contain no, one or several error types. During this
initial analysis, all errors were listed, resulting in 14 different errors types. In order
to further organize and reduce the data, detailed types were combined into higher
level error categories. This resulted in eight (8) categories.
Based on these categories, a coding scheme was created. This coding scheme
was then used in the second phase to analyze all assignments, resulting in an
overview of the errors each student made in the different assignments.
The results of this second round analysis indicated a need for making a more
thorough analysis of the problems related to the invariant. Therefore, all solutions,
in which an invariant related error had been found, were revisited. A process
similar to the one described above was initiated to find the different types of
errors made by the students when attempting to find and express the invariant.
This resulted in a new scheme containing nine (9) error types for invariants.
Whereas questions looking to describe a phenomenon are best answered using
a qualitative approach, quantitative methods are better at addressing more fac-
tual questions [12]. Hence, when the initial (quite qualitative) analysis had been
completed, a quantitative approach was taken in order to present and statistically
analyze the data. We also wanted to find out whether there was any difference
between the exam performance of novices (students on their first or second study
year) and students having studied for a longer period of time. The Kolmogorov-
Smirnov test showed that the exam data were not normally distributed, and hence
the non-parametric Mann-Whitney U test was used in the analysis.
4 Results
4.1 General Error Types
In this subsection, we address the first two research questions: ”What kind of errors
do novices make when using IBP?” and ”Do these change as the course progresses,
and in that case how?”
The analysis revealed eight main error types, which are presented and exem-
plified in the following.
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• Updates: Missing or redundant update. The student may, for instance,
have forgotten to update the variable containing the result when finishing
execution and moving to the final situation. Redundant updates do not
make the program erroneous, but were still considered an error as they are
unnecessary.
• Guards: Missing guard or incorrect bounds.
• IBP notation: Issues with the IBP syntax. The student may, for instance,
have left out some brackets surrounding guards, set boundaries or a transition
arrow. Another version of this error was the use of a Java-like syntax for
expressing transition actions.
• Logical notation: The student had problems expressing situations correctly
using logical notation. Note that this error type does not include quantifier
related errors found in the invariant (these are included in the “invariant”
error).
• Invariant: The analysis revealed the invariant related error type to be a
multifaceted one; hence a more thorough analysis of these errors was con-
ducted. The results from this analysis are discussed in section 4.2 below.
• Postcondition: Erroneous or imprecise. The student may have used an
incorrect postcondition or expressed it carelessly.
• Terminating function: Missing or erroneous.
• Algorithm: The student may have constructed a program solving another
problem than the one intended or taken shortcuts in the algorithm (e.g. not
storing the result of a calculation in a variable, but instead assuming it was
kept in memory).
The frequency of error types in the two exercise sets and on the exam is illus-
trated in figure 7. As the assignments were different, it is naturally not possible
to make an absolute comparison of the error frequencies in them. The error fre-
quencies do show the trend of how the errors made by the students developed as
the course progressed and the assignments became more difficult. Evidently, the
frequency of all error types decreased from the beginning to the end.
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Figure 7: Occurrence of general error types in the two exercise sets and on the
exam
4.2 Invariant Related Error Types
As the diagram in Figure 7 shows, invariant related errors were most common
throughout the course, and as mentioned above, this called for a deeper analysis
in order to investigate where the main difficulties lie.
The results from this analysis revealed that the invariant related errors were
indeed quite multifaceted, as nine error types were found.
• Quantifier syntax: Malformed quantified expression.
• Quantifier bounds: Incorrect bounds in a quantified expression.
• Variable bounds: Missing, incorrect (“off-by-one”) or incomplete (e.g. lack-
ing upper bound) bounds for a declared variable.
• Variable declaration: Use of an undeclared variable.
• Logical notation: Imprecise logical notation not related to quantifiers.
• Incomplete: An essential part of the invariant is missing.
• Missing relationship: The invariant includes all essential information, but
lacks the relationship between a variable and a describing predicate. For
instance, stating only sorted(A, 0, k) instead of isSorted = sorted(A, 0, k).
• Strong: A part of the invariant is too strong, for instance, stating that a
variable is a constant (e.g. isSorted = False) instead of expressing it in
terms of a predicate.
• Erroneous: Where the student had written a program solving the wrong
problem, the invariant naturally also was incorrect. A variation of this error
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was demonstrated in solutions where the student apparently had not been
able to come up with a sensible invariant.
As in the previous subsection, we illustrate the occurrence of these error types
for the exercise sets and the exam separately using a diagram (Figure 8) .
Figure 8: Occurrence of invariant related error types in the two exercise sets and
on the exam
These nine error types can further be classified as severe or less severe. For
instance, one could argue that using an incorrect syntax in a quantified expression
is not a severe error, as long as it is possible for the human reader to interpret what
the student has meant and this underlying meaning is sound. Using a 100% correct
syntax when using the quantifier is not necessary to accomplish this. Similarly, one
could claim that variable declarations are easily overlooked when writing programs
by hand. This type of errors would not necessarily get caught when writing formal
proofs by hand.
Incomplete, too strong or erroneous invariants on the other hand can be classi-
fied as severe, as these are directly related to the student’s ability to find a suitable
invariant. Likewise, bound errors indicate that the student has not done a good
job at verifying the program, because such misses would easily have been found
during the verification process. Based on this distinction, we get the following
classification:
• Severe errors: related to the invariant (incomplete, strong, erroneous,
quantifier bounds, variable bounds)
• Less severe errors: notational (quantifier syntax, logical notation, missing
relationship) or careless (missing variable declarations)
As is shown in the diagram, the frequency of most severe errors decreased as the
course progressed. The only exception is for errors related to variable bounds,
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which showed an increasing trend. A similar development can be seen for the less
severe “notational” errors, where the increase in errors related to quantifier syntax
is especially eye-catching. No careless errors (missing variable declarations) were
found after the first exercise set.
Of the 23 students, 12 demonstrated a decrease in invariant related errors when
comparing their solutions in the first exercise set to those written on the exam.
For seven (7) students, the number of invariant related errors increased, whereas it
remained unchanged for the remaining four (4). Unfortunately, one of the assign-
ments in Exercise set 2 contained a subtlety resulting in many students’ invariants
being incomplete. In order to get a sufficiently strong invariant, an unchanged
property that was not easy to “see” needed to be stated. If these errors had not
been taken into account, the percentage of incomplete invariants for the second
exercise set would have been 9% instead of 22%. On the exam, all occurrences
of incomplete invariants except one were found in an assignment involving nested
loops; apparently, either invariant tends to become sloppily expressed in such pro-
grams.
Finally, we also wanted to examine how the proportion of completely correct
invariants would change if only considering the severe errors. If looking at all
errors (both the severe and the less severe ones), totally correct invariants were
found in 31% of student programs in the first exercise set, with a slight increase
in the second set and on the exam. If, however, only considering the severe errors,
correct invariants were found in 45%, 53% and 60% for the exercise sets and the
exam respectively.
4.3 Exam Performance
Our final research question aimed at investigating whether “older” students per-
formed any differently in the course compared to the novices (students on their
first or second study year).
The maximum score on the exam was 30, out of which 15 points were required
to pass the exam. The average score was 21.2 (std dev = 4.82), while one student
failed (13 points). The Mann-Whitney U test indicated no difference in exam
performance (U=50, Z=-0.992, p < 0.05). Similarly, the content analysis showed
no difference in error frequencies or error types between the two groups.
5 Discussion
The results indicated a decreasing trend for all general error types comparing
the situation at the beginning of the course to that on the exam. Although the
invariant related errors seemed to be a problem throughout the course, the more
detailed analysis of these resulted in some interesting findings. When dividing the
invariant related errors into two groups (severe and less severe), we found that the
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number of most severe errors decreased as the course progressed. The decrease
in invariant related errors implies that students became more proficient at finding
the invariant, even if the problems to solve became more difficult. This is an
encouraging result, as one of our initial suspicions when introducing the approach
in education was that the largest difficulties would be related to identifying the
invariant.
With this general trend for the severe errors, the increase in errors related to the
variable bounds seems somewhat counterintuitive. Why would students become
better at more difficult things (finding the invariant) while at the same time start
doing worse on aspects that are quite easily checked? Given the way in which the
programs were written, one could argue that the bound errors should be seen as
careless errors. After all, there was no interpreter or compiler checking if a variable
had been declared or if it had been given the correct bounds. Under pressure, these
are “smaller details” that may be easily overlooked. This is especially true for the
exam, where the students did not have the time to do proper proofs.
Looking at how the number of solutions with correct invariants would change if
only considering the severe errors, it became clear that the less severe errors made
up a substantial part of the errors. Although these are not as serious as the other
errors, their occurrence accentuates a need to further stress the importance of going
through and proving each transition separately, if not by writing a formal proof,
at least informally by checking that all properties hold. Without explicit checks,
formal or informal, the invariant approach is no more “safe” than the traditional
“trial-and-error” approach to program development.
In addition, the results indicated that many students are weak at formalizing
informal statements using logic. To be able to, for instance, describe situations
precisely and correctly, students need to be able to move confidently between
informal (e.g. situations illustrated in the figures) and formal representations (the
corresponding logical expressions). Apparently, predicate logic and quantifiers are
particularly difficult to students. This finding also serves as a partial explanation
to why students find proofs difficult [9]. How could a student construct a correct
proof if he or she does not know how to express and manipulate the verification
conditions formally and precisely? Consequently, it seems crucial that CS students
were given more training in translating informal statements into symbolic form.
A tool could help in addressing both the issue of careless errors and that of log-
ical notation and syntax. SOCOS 3 [10] is a graphical programming environment
developed within our research group at Åbo Akademi University for the construc-
tion and verification of invariant based programs. It analyzes invariant diagrams
semantically, and generates correctness conditions which are sent to external proof
tools. Using SOCOS, trivial verification conditions can thus be proved or simpli-
fied automatically. In addition, it also compiles invariant diagrams to executable
Python code.
3http://mde.abo.fi/confluence/display/SOCOS
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A beta version of SOCOS was used in the course, and based on the initial
teaching experiences and student feedback, the tool is currently being further de-
veloped to better suit the needs and skill levels of novice CS students. Nevertheless,
we still believe that it is essential to introduce the approach using pen and paper
only. Learning to build invariant based programs and constructing the correspond-
ing proofs by hand is important in order for students to become familiar with the
approach. The hands-on experience also makes explicit the link between mathe-
matics and programming and shows that proving programs manually is a tedious
and time demanding process; knowing the effort that goes into these activities,
students can appreciate tool support to a larger extent later on.
The results also indicated that the IBP notation does not pose a problem to
students, as only few such errors were found. Most of the notational errors found
were due to students using a Java like syntax when expressing transitions and
invariants. Given that the students already “knew” how to program, they already
had an “ingrained” syntax. Thus, it is understandable that such students may
face initial difficulties in abandoning their old approach [13]. Choosing to use a
programming language like notation may also be closely related to the problems
with using logical notation discussed above; the programming language syntax
may be the only formal notation they feel confident in using.
Finally, the findings presented in the previous section indicate that IBP is just
as suitable for novices as for students who have studied for a longer period of time.
6 Concluding Remarks
In this paper, we have investigated the difficulties that students face when learning
IBP. Although inventing the invariant was not found to be trivial, the main diffi-
culty seems to be related to a lack of skills in formalizing expressions and interpret-
ing expressions written using logical notation. Problems related to constructing
program correctness proofs also appear, at least to some extent, explainable by
the lack of these very same skills. In order to successfully use the invariant based
approach, more attention thus needs to be put on appropriate training aimed at
developing these skills – as early as possible.
Apart from the problems with logical notation, we have not found any indica-
tion that IBP would be “too advanced” for CS students during their first or second
study year. Although the invariant can be tricky to come up with, our experience
shows that this is not beyond the capability levels of novices. Taken together
with the positive attitudes among students towards the approach presented in [9],
IBP seems to be a worthwhile alternative method for introducing a more formal
approach to program development early in CS education.
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