We study the time evolution of an ideal system composed of two harmonic oscillators coupled through a quadratic Hamiltonian with arbitrary interaction strength. We solve the dynamics analytically by employing Lie algebraic tools that allow to decouple the time-evolution operator induced by quadratic Hamiltonians. In particular, we use this result to completely chracterize the dynamics of the two oscillators interacting in the ultrastrong coupling regime. Furthermore, we compute quantities of interest, such as the average number of excitations and the correlations that are established between the two subsystems due to the evolution. We also provide an exact decoupling of the time evolution in terms of simple quantum optical operations, which can be used for practical implementations and studies. Finally, we show how our techniques can be extended to include more oscillators and higher order interactions.
I. INTRODUCTION
Harmonic oscillators are paramount among quantum systems, due to their great importance for the description of bosonic systems, such as the modes of the electromagnetic field or phononic excitations of optomechanical [1] , many body systems [2] , circuit quantum electrodynamics (QED) [3] and cavity QED [4] . Regardless of the overwhelming number of studies that have used coupled harmonic oscillators for different tasks, there is still a lack of analytical control and understanding of relatively simple systems, such of two coupled harmonic oscillators in the ultrastrong coupling regime. Some progress in this direction has been obtained for oscillators in the ultrastrong coupling regime on resonance [5] , and using higher order perturbation theory [6] , while approaches to general solutions have been put forward providing results of different degrees of complexity [7, 8] . In general, an employable solution to the full problem remains outstanding.
In this work we close this gap and provide the full solution of the time evolution of a system of two coupled harmonic oscillators that interact through a time independent quadratic Hamiltonian. Our results are free from approximations and apply to the whole parameter space. Therefore, they allow us to study the dynamics of the harmonic oscillators on a variety of experimental platforms. We apply these solutions to the important scenario of two oscillators that interact in the ultrastrong coupling regime. The solutions are given explicitely in terms of the Hamiltonian parameters, and we employ these results to compute a few quantities of physical interest, such as particle creation number and entropy of * david.edward.bruschi@gmail.com entanglement between the modes. This analytical control over the dynamics can provide new insights and motivate the pursuit of new experimental regimes of operation. We also discuss extensions of this work to tackle diagonalization of Hamiltonians of higher order, i.e., Hamiltonians that contain cubic or higher powers of the quadrature operators [9] . These terms appear, for example, in statistical mechanics [10] and models of interacting molecules [11, 12] .
Furthermore, we combine our work with symplectic geometry to show how the time evolution induced by the ultrastrong coupling Hamiltonian can be decomposed into a sequence of time independent simple quantum optical operations, i.e., mode mixing and squeezing, while the dependence on time enters only through a fase rotation throughout the process. This result allows us to interpret the time evolution as a channel, which can be implemented through basic operations either in a simulation or in an experiment. This decomposition can open the door to applying and combining our results to other fields, such as the theory of quantum channels [13] .
This paper is organized as follows. In Section (II) we introduce the necessary tools. In Section (III) we solve the time evolution analytically. In Section (IV) we apply our results to compute a few useful quantities. In Section VI we provide a decoupling of the time evolution in terms of simple quantum optical operations.
II. TOOLS

A. Hamiltonian
The quadratic Hamiltonian describing two harmonic oscillators with mass m k , momentump k , positionq k and arXiv:1912.11087v1 [quant-ph] 23 Dec 2019
frequency ω k , where we have k =a,d, that interact in the ultrastrong regime is given bŷ
where λ 2 is the quadratic coupling strength and the canonical commutation relations read [x k ,p k ] = i δ kk . In terms of creation and annihilation operatorŝ
the Hamitonian (1) takes the form
whereĤ 0 = ω aâ †â + ω dd †d denotes the free Hamiltonian and λ is the coupling constant in this different operator basis. Note that here we have introduced the quadrature operatorsq a := ma ωa 2
x a and 1 2 ma ωap a →p a , and analogous for modeb.
The first two terms in the interaction term in (2) take excitations of one oscillator into the other one (mode mixing) while the second two terms are associated with parametric amplification (squeezing). The system described by (2) is said to be in the ultrastrong coupling regime [14, 15] . An extension of this ultrastrong coupling Hamiltonian (2) occurs when mode mixing and squeezing have different coupling constants, giving us the Hamiltonian of the form
Here, g bs and g sq are the coupling constants of the mode mixing and squeezing interactions respectively.
Hamiltonians of this form can be engineered in physical systems such as coupled nanomechanical oscillators [1, 16] , coupled vibrational modes of molecules [17] and coupled microwave resonators in circuit QED [18, 19] .
B. Time evolution
The time evolution operatorÛ (t) induced by a timedependent HamiltonianĤ(t) readŝ
where ← T stands for the time-ordering operator. The solution to the implicit expression (4) for our Hamiltonian (3) has already been obtained when ω a = ω, that is, on resonance [5] . Further analysis of this system within higher order perturbation theory has also given partial results [6] . In this work we proceed beyond this special case, and provide the full solution to the problem.
C. Linear dynamics
The Hamiltonian (3) induces linear dynamics. 1 Such dynamics are defined as those induced by Hamiltonians that are quadratic in the creation and annihilation operators (or equivalently in the quadrature operators), which is the case of this work. Therefore, we can use the symplectic formalism [20] to map the usually intractable problem of manipulating unitary operators to the much more tractable problem of multiplying low-dimensional matrices, an approach that has been recently developed in the literature for linear systems [7] -an alternative approach was attempted in [21] , and has also been extended to nonlinear ones [22] . An extensive review can be found in the literature [20] .
We start by collecting the creation and the annihilation operators in the vectorX of operators defined asX := (â,d,â † ,d † ) Tp . Any linear unitary evolution of our two oscillators can be represented by a 4×4 symplectic matrix S through the defining equation
The defining property of a symplectic matrix S is that it
where Ω is the symplectic form [20] . Given the choice of ordering of the operators in the vectorX, we have that
Here 1 2 = diag (1, 1) . Notice that the defining property of the symplectic matrix S is equivalent to the well-known Bogoliubov identities, which in matrix form read α α † − β β † = 1 2 and α β Tp − β α Tp = 0. Finally, any quadratic HamiltonianĤ can be put in a matrix form H by the followinĝ
where U and V satisfy U = U † and V = V T . Therefore, the action (5) of the time evolution operator U (t) implies that it has the symplectic representation of the form
in the Heisenberg equation (5) . We note here that Bogoliubov transformations are symplectic transformations. In fact, the defining properties of symplectic matrices are just another way of stating that the transformations preserve the canonical commutation relations.
D. Covariance matrix formalism
In this work we will also consider Gaussian states of bosonic systems. Gaussian states are prominent across many areas of physics [20] . In conjunction with the techniques defined above, they allow for a full description and characterisation of the whole physical system using the covariance matrix formalism. Note that, while the analytical solution of the time evolution applies to systems that are initially in any state, the addition of the covariance matrix formalism can be done only when considering Gauissian states. A full introduction to this topic can be found in the literature [20] .
A Gaussian stateρ G of N bosonic modes in the covariance matrix formalism is fully characterised by the N -dimensional vector of first moments d and the N × N covariance matrix of second moments σ defined by
Here, · ρG is the average with respect to the stateρ G and {·, ·} is the anticommutator. If a unitary transformationÛ (t) acting on an initial Gaussian state is linear, then it is represented by a symplectic matrix S, and the usual Heisenberg relation
This equation must be supplemented by the trasformation of the first moments, which reads d(t) = S d(0). Williamson's theorem guarantees that any 2 N × 2 N matrix, such as the covariance matrix σ, can be put in diagonal form as
by an appropriate symplectic matrix S, see [23] . The diagonal matrix ν ⊕ is called the Williamson form of the covariance matrix σ and has the expression ν ⊕ = diag(ν 1 , ..., ν N , ν 1 , ..., ν N ), where ν n ≥ 1 are called the symplectic eigenvalues of σ and are found as the absolute value of the spectrum of i Ω σ. The general expression for such eigenvalues is ν n = coth ωn 2 k d Tn , where T n is a local temperature of each subsystem. Clearly, when T n = 0 one has ν ⊕ ≡ 1, i.e., the state is pure.
Finally, we recall that, in this formalism, tracing over a subsystem is extremely easy. It is sufficient to delete the rows and columns in the covariance matrix corresponding to the subsystems one wishes to trace out.
III. TIME EVOLUTION OF THE SYSTEM
In this section we present the explicit expression of the time evolution represented by the transformation (8) . All calculation can be found in detail in Appendix A.
A. Time evolution of the system: full coupling Let us now proceed with our main computation. We first note that the problem of computing the time evolution with the Hamiltonian (3) has been been already solved for ω a = ω and g bs = g sq in [5] , and for g sq = 0 (i.e., the rotating wave approximation) in [24] . General methods have also been put forward using Lie algebra approaches [7, 8] , however, exact solutions are typically difficult to obtain in this way.
The Hamiltonian (3) can be easily diagonalised by a Bogoliubov (i.e., symplectic) transformation, therefore providing (symplectic) eigenvalues κ ± , namely, the eigenvalues of i Ω H. Work in this direction has already been done for simpler cases [6, 25] . In the present case, some algebra allows us to compute κ ± , which read
We are now in the position of presenting the symplectic representation S(t) of the time evolution operator induced by the full Hamiltonian (3), and we leave all computations to Appendix A. We find
with the 2 × 2 matrices A(t) and B(t) that have the expression
These coefficients correspond the results found in the literature for ω a = ω, see [5] . Notice that in the present case we have A Tp (t) = A(t) and B † (t) = −B(t). In addition to the main equations (14) we need the constraints
where
Here σ x is one of the Pauli matrices. Given the solution above, we can use the defining equation (5) to show that the creation and annihilation operators evolve as
This is our main result. An explicit solution can be given once the constraints (15) have been explicitly solved, which might require a large amount of work depending on the explicit form of U and V .
B. Time evolution of the system: ultrastrong coupling
In the ultrastrong coupling regime [14, 15] , we have g bs = g sq = g, and therefore (12) reduces to
In this case, the Bogoliubov coefficients α nm and β nm found in (15) have an explicit expression that we compute in Appendix B. The final expressions read
where we have introduced θ through the relation tan(2 θ) = 4 g √ ωa ω
(ω 2 a −ω 2 ) for simplicity of presentation.
C. Time evolution of the system: near critical coupling
We are now in the position to make a few considerations on our main results.
First, the symplectic eigenvalues (18) of the full Hamiltonian must be real. This implies that the coupling strength g is limited by g ≤ 1 and we will see in the following why we have chosen to use 4 . Using perturbation theory it is possible to show that
We can use these expressions to find the perturbative expressions for the Bogoliubov coefficients (19) . Interestingly, we notice that α 21 ∼ −β 21 ∝ 1/ and α 22 ∼ −β 22 ∝ 1/ , while other coefficients are constant to lowest order. This means that, at the transition point g cr , the quantum mechanical description of the two coupled harmonic oscillators fails.
D. Time evolution of the system: multimode extension
We note here that our results are not limited to two modes only. For example, its possible to use our techniques to solve the Hamiltonian of three harmonic oscillators with interaction HamiltonianĤ I of the form
In fact, the expressions (13), (14) and (15), as well as the main result (17) apply to systems of arbitrary number N of modes. The only modifications that will occur are the following: i) all matrices have either dimension 2N × 2N or N × N , instead of 4 × 4 and 2 × 2; ii) the matrix κ that collects the frequencies of the normal modes will read κ := diag(κ 1 , ..., κ N ); iii) The constraint equations necessary for this case are the straightforward extension of those found in (15) .
Notice that, in general, finding the symplectic matrix s (or, equivalently, the Bogoliubov matrices α and β) that diagonalizes the Hamiltonian matrix H becomes increasingly hard for N > 2, see Appendix A. Nevertheless, our procedure can be repeated step by step whenever the case presents itself.
IV. EXCITATIONS AND ENTANGLEMENT IN THE ULTRASTRONG COUPLING REGIME
Our results provide the time evolution of the creation and annihilation operators which can in turn be used to compute the expectation value of any quantity of interest. Here we restrict ourselves to the class of Gaussian states, which allow us to showcase the impact of our result through explicit and analytical expressions. Note that our results can be used for any state, including Fock states, but we leave it to future work to extend this work in the direction of non Gaussian states.
The covariance matrix of a Gaussian state evolves through equation (10), while the vector of first moments X evolves as X (t) = S(t) X (0) . At any time t, the covariance matrix σ(t) of the system has the form
where the 2 × 2 matrices U (t) and V(t) read
A. Initial vacuum state
To illustrate the results we can start with the initial vacuum state |0 of the system. The covariance matrix σ i of this system is just σ i = 1 4 .
Lengthy algebra gives us the number N (t) of total excitations of the system at time t, which reads N (t) = |B 11 (t)| 2 + |B 22 (t)| 2 + 2 |B 12 (t)| 2 . Therefore, we have
where c ± (t) := cos(κ ± t) and s ± (t) := sin(κ ± t) for compactness of presentation and the coefficients a ± and b are time independent expression which we choose not to present because they are not illuminating. The creation of particles from the vacuum is a signature of squeezing processes, and this would not occur if the original Hamiltonian was employed within the rotating wave approximation alone. Notice that, in general, the number of excitations will be strictly larger than zero, and can approach zero when κ + = κ − + 2 n π, for some appropriate n ∈ Z, which occurs for values of ω a , ω, g and t that satisfy
Furthermore, the number of excitations oscillates with time, which we expect since the time evolution is unitary. We can also compute some quantities that measure the amount of correlations, or entanglement, generated between the two modes. The simplest one is the entropy of entanglement S VN , which is just the Von Neumann entropy of one of the two reduced systems (note that, since the state is globally pure, the entropy of entanglement of both subsystems has the same value). In the language of the covariance matrix formalism, we have S VN := f + (ν) − f − (ν), where ν is the symplectic eigenvalue of the reduced state of modeâ, and f ± (ν) := ν±1 2 ln ν±1 2 . The reduced state σ a (t) of modeâ has the expression
and therefore we find
The coefficients A nm and B nm are defined in (B4). We have entropy of entanglement when S VN (ν(t)) > 0, which occurs when ν(t) > 1. In fact, the reduced state of modeâ is initially pure and therefore ν(0) = 1. However, due to the entangling nature of the ultastrong coupling Hamiltonian, we have that ν(t) > 1 and therefore some quantum correlations are established between the two systems. Note that, since for continuous variables there is no such thing as a 'maximally entangled state', the fact that ν(t) > 0 guarantees the presence of correlations between the two subsystems, but the actual numerical value of S VN (ν(t)) does not provide an intuitive understanding on 'how much' correlations are present, since no natural scale is available. 2 Finally, entanglement can also be computed using the separability criterion of the partial transpose -i.e., the PPT criterion [26, 27] -which for Gaussian states of two modes can be cast as the following procedure.
We take the full state σ(t) ate time t and compute the spectrum of i Ω P σ(t) P (note thatσ(t) = P σ(t) P is the partial transpose of the state σ(t) in moded, in this basis), where the matrix P reads
The spectrum has eigenvalues +ν ± , −ν ± , where 0 < ν − <ν + . These are also called the symplectic eigenvalues of the partial transpose. Recall that the symplectic eigenvalues ν ± of the state are always greater or equal to one. However, the smallest symplectic eigenvalueν − of the partial transpose can be smaller than one. If that is the case, the PPT criterion guarantees that there is entanglement in the state, and all measures of entanglement are monotonic functions ofν − , see [20] . The procedure outlined here allows us to compute the smallest symplectic eigenvalueν − of the partial transpose and therefore detect the presence of entanglement. The explicit result in terms of the parameters of the problem is too cumbersome to be presented here. However, our results allow for immediate numerical analysis of the amount of entanglement present as a function of the parameters of the problem and of time. We leave it to specialized work to perform analysis of this type. Finally, we note that entanglement for coupled bosonic systems modeled by Hamiltonians such as (3) has been already numerically studied in different works, such as [28] .
B. Other initial Gaussian states
It is possible to apply our results to other initial Gaussian states of interest. Given the expression (23) for states at some time t, it is possible to analyse thermal states, for which U (0) = diag(ν + , ν − ) and V(0) = 0, and two mode squeezed states, for which U (0) = cosh r 1 2 and V(0) = sinh r σ x .
We choose to leave these analysis to specialized and dedicated future work.
V. EXTENSION TO HIGHER ORDERS
The techniques described in this work can be extended to study Hamiltonians that include higher order interactions, that is, terms that are cubic, quartic or higher order in the products of creation and annihilation operators. An example of such higher order Hamiltonians of two systems isĤ
which can potentially be used in statistical mechanics [10] and when modeling interacting molecules [11, 12] . These Hamiltonians occur when the interaction potential U (x) between small massive physical systems, such as molecules, has a minimum U (x 0 ) at x 0 (here x represents any relevant variable). In that case, one can Taylor expand the potential around the minimum obtaining
In this work, we looked at a quantized Hamiltonian considering interactions up to the quadratic contribution of the interaction potential (30) . The higher order terms, which are typically discarded because smaller than the quadratic ones, can be included in the analysis presented here. If they take a form analogous to the one suggested in (29) , we can then proceed to include them in the complete analysis of the dynamics of the system. The quadratic Hamiltonian H can be diagonalized by a symplectic matrix s acting on the diagonal Hamiltonian H 0 . In terms of operators means that the quadratic HamiltonianĤ can be diagonalised by the unitary oper-atorÛ s representating of the symplectic matrix s. In other words, s †κ s = H is equivalent to the equation U † sĤ0Ûs =Ĥ. Here,κ := κ ⊕ κ. This implies that the family of higher order Hamiltonians (29) can be also diagonlized in terms of the same unitary operatorÛ s aŝ
Since we know the action of the unitary operatorÛ s on the creation and annihilation operators (through equation (5) which applies for any quadratic transformation), we can therefore solve analytically the time evolution induced by the family of Hamiltonians (29) . Similar studies have shown that a Bose-Hubbard type Hamiltonian describing two oscillators interacting through a mode mixing term in addition to fourth order interactions of the form (29) , corresponding to atomic collisions, can be solved analytically [9, 29] . In addition, extensions to higher orders were also discussed [9] . Furthermore, a concrete example with third interactions has also been studied [30] . Our analysis here extends this work by including squeezing.
VI. CIRCUIT IMPLEMENTATION OF THE ULTRASTRONG COUPLING TIME EVOLUTION
Here we show that the time evolution induced by the ultrastrong coupling Hamiltonian can be decomposed into a sequence of simpler operations, which we interpret as providing a simple way to implement a two-mode bosonic quantum channel. Detailed calculations can be found in Appendix C. 
A. Circuit decomposition
The foundation for this decomposition is the important result that states that any linear unitary operator of N bosonic modes can be decomposed as a sequence of three operations: i) a generalized beam splitter of N modes; ii) single mode squeezing of each mode; iii) another generilzed beam splitter of N modes (in general different from the first one) [31] .
In our language, this means that the time evolution symplectic matrix (13) can be written as
Here, o(ϕ), s q (r) and o(φ) are symplectic matrices in their own right, and we also have defined r := (r a , r d ) and −r = (−r a , −r d ).
To obtain this result we have used the expression S(t) = s −1 exp[Ωκ t] s obtained in (A3), we have applied the aforementioned result to the symplectic matrix s, and we have used the fact that the matrix o(ψ) has real valued entries, o(ψ) o Tp (ψ) = o(ψ) o(−ψ) = 1, s † q (r) = s q (r) and s q (−r)s q (r) = 1. The expressions for the 4 × 4 orthogonal matrix o(ψ) and the 4 × 4 squeezing matrix s q (r) can be found in (C3). Finally, recall that exp[Ωκt] = diag(e −iκ+t , e −iκ−t , e iκ+t , e iκ−t ).
In our case, the angles φ and ϕ, and the squeezing parameters r a and r d are related to the original parameters of the problem through the definitions
Here, the expressions for the coefficients α nm are given in (19) and we have defined Γ 2 := α 2 11 − α 2 12 + α 2 21 − α 2 22 2 + 4 (α 11 α 12 + α 21 α 22 ) 2 for ease of presentation.
In the language of quantum optics, the matrix o(θ) implements a mode mixing channel, while the matrix s q (r) implements a single mode squeezing channel on both modes. In Figure 1 we give a pictorial representation of the operation (32).
B. Circuit implementation: considerations
Let us now make a few considerations about the decomposed solution (32) . We start by noting that, when e Ωκt = 1, it immediately follows that S(t) ≡ 1. This means that the channel acts as the identity for times t that satisfy the condition (25) , as expected from the considerations above. The advantage of this channel decomposition picture is that it gives a clear understanding of the action of the time evolution. In particular, it informs us that the time evolution can be essentially implemented by applying to the system some specific time independent quantum optical transformations (i.e., squeezing and mode mixing), while the evolution in time is provided by the free term e Ωκt with frequencies κ ± .
We then remind that the total action of the channel is to two-mode squeeze the initial modes, with the addition of some local mixing of the modes.
C. Circuit implementation: applications
Our work can be applied to any system that is modelled, at least in some regime, by the Hamiltonian (3).
A particular implementation can be that of microwave circuits [32] [33] [34] , where one can engineer the interacting partĤ I of the total HamiltonianĤ =Ĥ 0 +Ĥ I aŝ
Inductive coupling (34) A very schematic depiction of the basic building block of such microwaves systems can be found in Figure 2 .
Microwave LC resonator, where L is the inductivity and C the capacity. Such a resonator can be described using equations (2) and (34) .
In this case it is easy to see that one can map this system to the one studied in this work by setting g bs = g sq = g C for the capacitive coupling, while setting g bs = −g sq = g L for the inductive coupling. Therefore, this implies that using a suitable combination of both capacitive and inductive couplings might allow to implement the Hamiltonian (3) with microwave systems [35] .
VII. CONCLUSIONS
We have found the analytical solution of the time evolution of two harmonic oscillators interacting through a quadratic Hamiltonian with arbitrary parameters. As an important case of interest, we applied this result to obtain the full evolution of the oscillators in the ultrastrong coupling regime, where we provided all quantities as explicit functions of the parameters of the Hamiltonian.
Our solutions allow for the explicit evaluation of any quantity of interest, and we have focussed on computing the average number of excitations in the system or the entropy of entanglement generated between the two oscillators. The latter, together with other measures of entanglement, can provide interesting characterizations of the entanglement of the system for potential use in quantum information tasks [13] . We also discuss how our techniques can be used to study particular families of Hamiltonians of higher order, namely, Hamiltonians that contain terms that are at least cubic in the difference between the quadrature operators of the oscillators. Furthermore, we were able to show that the time evolution can be decomposed as a sequence of simple, time-independent quantum optical operations and free evolution. This result illustrates the importance of the techniques used in this work, and the fact that complicated Hamiltonians can be implemented by sequences of simpler operations, and simulated efficiently.
Concluding, not only we provided an analytical solution to the time evolution of two harmonic oscillators interacting in the ultrastrong coupling regime, but we also provided a systematic way to implement such evolution through simple quantum optical operations within a simulation or in the laboratory. We leave it to further work to exploit these results for specific applications. ACKNOWLEDGMENTS GSP acknowledges support from Foundational Questions Institute (FQXi), from the European Commission project QUARTET, and from the Academy of Finland through project 328193 and through the "Finnish Center of Excellence in Quantum Technology QTF" project 312296. DEB acknowledges the Central European Institute of Technology (CEITEC) Nano RI for partial support. This study was inspired by the pioneering work of L. M. Narducci and collaborators [5] .
The Hamiltonian induces time evolution in the symplectic formalism through the matrix
Williamson's theorem guarantees that the 2N × 2N (Hamitlonian) matrix H can be put in diagonal form through the relation H = s †κ s, where s is a symplectic matrix [23] . Here, we have thatκ is the symplectic form of H. 3 Therefore, we have
where we have used the property s −1 = −Ω s † Ω derived from the definition s Ω s † = Ω of symplectic matrices.
Here, the symplectic matrix s is the one that diagonalises the Hamitlonian matrix H. We also have thatκ = diag(κ + , κ − , κ + , κ − ), and these elements are known as the symplectic eigenvalues [20] of the matrix H. Therefore, we have found that
Notice that the expression (A4) holds for any time independent and quadratic Hamiltonian. Defining the symplectic matrices S(t) as
we then obtain
where we have defined κ = diag(κ + , κ − ) -note that, therefore,κ = κ ⊕ κ. These coefficients have the same functional form of those that appear in the results found in the literature for the resonant case [5] . Needless to say, they also reduce to such coefficients when ω a = ω. Furthermore, notice that A Tp (t) = A(t) and B † (t) = −B(t).
Together with the main equations (A6) we need the constraints
which are nothing more than the statement that the Hamiltonian H is diagonalised by the symplectic matrix s.
Notice that we can multiply the first line of (A7) on the right by α Tp and the second line by Inverting the products and repeating we get
Taking the transpose we obtain the equivalent sets of constraints
Appendix B: Time evolution through the symplectic formalism: gsq = g bs = g
Let us assume here that g sq = g bs = g. In this case we can find a solution for (A7) using (A11). First of all we write α = α 11 α 12 α 21 α 22 , β = β 11 β 12 β 21 β 22 .
Lengthy algebra allows us first to show that
together with the definition of θ, which reads tan(2 θ) = 4 g √ ω a ω (ω 2 a − ω 2 )
.
(B3)
Notice that α 2 11 − β 2 11 = α 2 22 − β 2 22 = cos 2 θ and α 2 12 − β 2 12 = α 2 21 − β 2 21 = sin 2 θ. Finally, this allows us to obtain A 11 (t) = cos 2 θ cos(κ + t) + sin 2 θ cos(κ − t) − i 2 κ 2 + + ω 2 a κ + ω a cos 2 θ sin(κ + t) + κ 2 − + ω 2 a κ − ω a sin 2 θ sin(κ − t)
A 22 (t) = sin 2 θ cos(κ + t) + cos 2 θ cos(κ − t) − i 2 
which is our main decomposition result.
We then need to match the decomposition s = o(ϕ)s q (r)o(φ) to the explicit form found in (A5), with coefficients (B1) that read (B2). Lengthy algebra leads us to obtain the expressions tan ( 
which prove that the ansatz provides a solution to the decomposition problem.
