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Abstract. This paper deals with a free boundary problem of the Lotka-Volterra type
prey-predator model with variable intrinsic growth rate for predator over a one dimen-
sional habitat, in which the free boundary represents the spreading front and is caused
only by the prey. In this problem it is assumed that the species can only invade further
into the new environment from the right end of the initial region, and the spreading
front expands at a speed that is proportional to the prey’s population gradient at the
front. Moreover, the variable intrinsic growth rate r(t, x) is positive in pointwise but
may tend to zero and decay ”very fast” t → ∞ or x → ∞. The main objective is to
realize the dynamics/variations of prey, predator and free boundary. We first study
the long time behavior of (u, v) for the vanishing case (h∞ < ∞). Then we find the
criteria for spreading and vanishing. At last, the long time behavior of (u, v) for the
spreading case (h∞ = ∞) is discussed. Theorems 2.2, 2.3 and 4.1 together establish a
spreading-vanishing dichotomy. Moreover, our model exhibits very different properties
from the free boundary problems of prey-predator model in which the free boundary is
caused only by the predator or by both prey and predator (ref. [27, 28]).
Keywords: Free boundary problem; Prey-predator model; Spreading-vanishing di-
chotomy; Long time behavior; Criteria for spreading and vanishing.
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1 Introduction
A variety of reaction-diffusion equations are used to describe some phenomena arising in population
ecology. A typical model is the following classical Lotka-Volterra type prey-predator system in a
∗This work was supported by NSFC Grant 11371113
†E-mail: mxwang@hit.edu.cn.
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one-dimensional habitat (under the suitable rescaling)

ut − uxx = u(1− u− av), t > 0, x ∈ R,
vt −Dvxx = rv(b− v + cu), t > 0, x ∈ R,
(1.1)
where u(t, x), v(t, x) denote, respectively, the population densities of prey and predator at the
position x and time t.
Understanding of spatial and temporal behaviors of interacting species in ecological systems is
a central issue in population ecology. One aspect of great interest for a model with multispecies
interactions is whether the species can spread successfully. Many mathematicians have made efforts
to develop various models and investigated them from a viewpoint of mathematical ecology. To
describe the spreading phenomenon for (1.1), there have been many interesting studies on the
existence of positive traveling wave solutions connecting two different equilibria; see, for example
[17, 19] and the references cited therein. Also, the study of asymptotic spreading speed plays an
important role in population ecology since it can be used to predict the mean spreading rate of
species. The concept of asymptotic spreading speed comes from Aronson and Weinberger [1, 2] and
then Lin and Pan [18, 22] extended the result of asymptotic spreading speed to the system (1.1).
Our purpose is to investigate the long time behavior of two species spreading via a free boundary
for the system (1.1) in where the predator has a variable intrinsic growth rate, i.e., r = r(t, x) is a
function of (t, x), and realize the expanding mechnism of the species.
In the real world, the following phenomenons will happen constantly:
(i) At the initial state, one kind of pest species (prey) occupied some bounded area (initial
habitat). In order to control the pest species, the biological method is to put some natural enemies
(predator) in this area;
(ii) There is some kind of species (prey) in a bounded area (initial habitat), and at some time
(initial time) another kind of species (the new or invasive species, predator) enters this area.
In general, both prey and predator will have a tendency to emigrate from the boundary (front)
to obtain their new habitat. However, for the above two real problems, the prey will have the
stronger tendency than the predator. So, it is reasonable to assume that the free boundary is
caused only by the prey. It is also assumed that the species can only invade further into the
new environment from the right end of the initial region, and the spreading front expands at a
speed that is proportional to the prey’s population gradient at the front. We want to realize the
dynamics/variations of prey, predator and free boundary. In consideration of these reasons, in this
paper we shall investigate the following free boundary problem

ut − uxx = u(1− u− av), t > 0, 0 < x < h(t),
vt − dvxx = r(t, x)v(b − v + cu), t > 0, 0 < x < h(t),
ux = vx = 0, t > 0, x = 0,
u = vx = 0, h
′(t) = −µux, t > 0, x = h(t),
u(0, x) = u0(x), v(0, x) = v0(x), 0 ≤ x ≤ h0,
h(0) = h0.
(1.2)
In the above, x = h(t) represents the moving boundary, which will be determined, a, b, c, d, h0 and
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µ are given positive constants, and r(t, x) can be considered as the variable intrinsic growth rate
of predator and satisfies
(H) r(t) is a smooth, bounded and positive function defined for t ≥ 0 and x ≥ 0.
The initial functions u0(x), v0(x) satisfy
u0, v0 ∈ C
2([0, h0]), u
′
0(0) = v
′
0(0) = u0(h0) = v
′
0(h0) = 0, u0(x) > 0 in [0, h0) and
v0(x) > 0 on [0, h0].
The ecological background of the free boundary condition in (1.2) can refer to [3].
For the special case: r(t, x) ≡ 1, some similar free boundary problems for the Lotka-Volterra
prey-predator model have been studied by Wang and Zhao. In [28, 30], Wang and Zhao studied
two types of free boundary problems with double free boundaries in which the prey lives in the
whole space but the predator lives in the region enclosed by the free boundary. When the bound-
ary condition vx(t, h(t)) = 0 and free boundary condition h
′(t) = −µux(t, h(t)) are replaced by
v(t, h(t)) = 0 and h′(t) = −µ[ux(t, h(t)) + ρvx(t, h(t))] with ρ > 0, respectively, such problem is
studied by [27]. The spreading-vanishing dichotomy, long time behavior of solution and criteria
for spreading and vanishing have been established in there. In the absence of v, problem (1.2) is
reduced to the one phase Stefan problem of the logistic model which has been studied intensively
by [3], [6]–[10], [12, 15, 23] (including the higher dimension and heterogeneous environment case)
and the references cited therein. The so called diffusive logistic model in online social networks
with free boundary 

ut − duxx = r(t)u(1− u/K), t > 0, 0 < x < h(t),
ux(t, 0) = u(t, h(t)) = 0, t > 0,
h′(t) = −µux(t, h(t)), t > 0,
h(0) = h0, u(0, x) = u0(x), 0 ≤ x ≤ h0
has been studied by Lei et al. [16] under the assumption that
r(t) is a decreasing function of time t with a positive lower bound, i.e., 0 < r∞ ≤ r(t) ≤ r(0).
The other related studies to free boundary problems of biological models, we refer to, for instance
[11, 13, 14, 16, 20, 21] and references cited therein.
The main objective of this paper is to study the dynamics of (1.2) and attempt to find some
new phenomena. We first give the existence, uniqueness and regularity of solution (u, v, h).
Theorem 1.1 The problem (1.2) has a unique global solution (u, v, h), and
(u, v) ∈ [C∞(D∞)]
2, h ∈ C∞(0,∞),
where
D∞ = {(t, x) : t ∈ (0,∞), x ∈ [0, h(t)]} .
Furthermore, there exists a positive constant M , which depends only on b, c, maxu0 and max v0,
such that
0 < u(t, x), v(x, t) ≤M, 0 < h′(t) ≤ µM, ∀ t > 0, 0 < x < h(t). (1.3)
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Proof. The global existence and uniqueness of solution, as well as the estimate (1.3) can be
done by the arguments used in [4, 10] (see also [28, Theorem 2.1, Lemma 2.1 and Theorem 2.2]).
The regularity of (u, v, h) can be proved by the method of [25] (see also [29, Theorem 1.2] for
particulars). We omit the details.
It follows from Theorem 1.1 that x = h(t) is monotonic increasing. So, there exists h∞ ∈ (0,∞]
such that limt→∞ h(t) = h∞.
The organization of this paper is as follows. Section 2 is devoted to the long time behavior
of (u, v) for the vanishing case (h∞ < ∞). In section 3 we shall give the criteria for spreading
and vanishing. The section 4 is devoted to the long time behavior of (u, v) for the spreading case
(h∞ =∞). The last section is a brief discussion.
Our main theorems provide a spreading-vanishing dichotomy:
(i) when ab < 1 and µ is suitable large, the prey successfully establishes itself in the new
environment (called spreading) in the sense that h(t)→∞. Moreover, u(t, ·)→ 1−ab1+ac and v(t, ·)→
b+c
1+ac uniformly in the compact subset of [0,∞) if ac < 1;
(ii) when ab > 1, or ab < 1 and µ belongs to a certain range (suitable small), the prey
fails to establish itself in the new environment and vanishes eventually (called vanishing), i.e.,
h(t)→ h∞ <∞, and u(t, ·)→ 0, v(t, ·)→ b uniformly in [0, h(t)].
2 Long time behavior for the vanishing case (h∞ <∞)
The main objective of this section is to study the long time behavior of (u, v) when h∞ <∞. Our
procedure is to deal with u firstly, and v secondly. For this purpose, we first give an estimate which
can be done by the similar way to that of [30, Lemma 3.1].
Theorem 2.1 Let (u, v, h) be the solution of (1.2). If h∞ < ∞, then there exists a constant
K > 0, such that
‖u(t, ·), v(t, ·)‖C1 [0, h(t)] ≤ K, ∀ t > 1. (2.1)
Moveover,
lim
t→∞
h′(t) = 0. (2.2)
Applying Theorem 2.1 and Proposition A in the Appendix A, it is immediately to obtain the
following theorem.
Theorem 2.2 Let (u, v, h) be the solution of (1.2). If h∞ <∞, then
lim
t→∞
max
0≤x≤h(t)
u(t, x) = 0. (2.3)
This indicates that if the prey can not spread into infinity, it will die out eventually.
Now we state two assumptions on the function r(t, x).
(H1) There exists x∗ ≥ 0, such that
∫ ∞
r(t, x∗)dt =∞;
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(H2) For any given x∗ < Λ < ∞, there exists a non-negative and integrable function rΛ(t) such
that
|rx(t, x)| ≤ rΛ(t), ∀ (t, x) ∈ [0,∞)× [0,Λ].
A typical example of r(t, x) is (1 + t)−1[1 + (1 + t)−1 + sin(1 + t+ xe−t)]. For such r(t, x), the
following two facts are obvious:
(i) For any fixed x ≥ 0, ∫ ∞
0
r(t, x)dt =∞;
(ii) There exists a positive and continuous function x¯(t) such that sin(1 + t + x¯(t)e−t) = −1
and ∫ ∞
0
r(t, x¯(t))dt <∞.
In the following, we shall study the limit of v(t, x) as t→∞.
Theorem 2.3 Assume that the hypotheses (H1) and (H2) hold. Let (u, v, h) be the solution of
(1.2). If h∞ <∞, then
lim
t→∞
max
0≤x≤h(t)
|v(t, x) − b| = 0.
Proof. The proof is divided into two parts. In the first part it will be shown that
lim sup
t→∞
max
0≤x≤h(t)
v(t, x) ≤ b, (2.4)
and in the second part we shall testify
lim inf
t→∞
min
0≤x≤h(t)
v(t, x) ≥ b. (2.5)
Part A: Proof of (2.4).
First, for any given 0 < ε ≪ 1, in view of (2.3), there exists T > 0 such that u(t, x) < ε/c for
all t ≥ T and x ∈ [0, h(t)]. Let V (t, x) be the unique positive solution of

Vt − dVxx = r(t, x)V (b+ ε− V ), t > T, 0 < x < h(t),
Vx(t, 0) = 0 = Vx(t, h(t)), t > T,
V (T, x) = v(T, x), 0 ≤ x ≤ h(T ).
(2.6)
Then v(t, x) ≤ V (t, x) for all t ≥ T and 0 ≤ x ≤ h(t) by the comparison principle. Furthermore,
Vt, Vxx ∈ C
α(ΩT ) and for any given T2 > T1 > T , there exists a positive constant C, depending
only on T, T1, T2, M, µ and ‖r‖C1(Ω[T1, T2])
, such that
‖Vt, Vxx‖C(Ω[T1, T2])
≤ C,
where the constant M is given by Theorem 1.1, and
ΩT = {(t, x) : t > T, 0 ≤ x ≤ h(t)},
Ω[T1, T2] = {(t, x) : T1 ≤ t ≤ T2, 0 ≤ x ≤ h(t)}. (2.7)
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For any t > T , let x(t) ∈ [0, h(t)] be such that
V (t, x(t)) = max
0≤x≤h(t)
V (t, x), (2.8)
and x(t) is continuous in t. Set f(t) = V (t, x(t)).
Step 1: The differentiability of f(t).
Let t0 > T be fixed. We first consider the case x(t0) < h(t0). Owing to the continuities of x(t)
and h(t), there exists a small positive constant δ such that
h(t) > x(t0) and h(t0) > x(t), ∀ |t− t0| ≤ δ.
For such t (t 6= t0), we write
f(t)− f(t0)
t− t0
=
V (t, x(t))− V (t, x(t0))
t− t0
+
V (t, x(t0))− V (t0, x(t0))
t− t0
, (2.9)
f(t)− f(t0)
t− t0
=
V (t, x(t))− V (t0, x(t))
t− t0
+
V (t0, x(t)) − V (t0, x(t0))
t− t0
, (2.10)
respectively. When t0 < t < t0 + δ, note that (2.8), we have
f(t)− f(t0)
t− t0
≥
V (t, x(t0))− V (t0, x(t0))
t− t0
= Vt(t1, x(t0))
by (2.9), and
f(t)− f(t0)
t− t0
≤
V (t, x(t))− V (t0, x(t))
t− t0
= Vt(t2, x(t))
by (2.10), where t1, t2 ∈ (t0, t). By virtue of the continuities of Vt(t, x) and x(t), it follows that
lim inf
tցt0
f(t)− f(t0)
t− t0
≥ lim
tցt0
Vt(t1, x(t0)) = Vt(t0, x(t0)),
lim sup
tցt0
f(t)− f(t0)
t− t0
≤ lim
tցt0
Vt(t2, x(t)) = Vt(t0, x(t0)).
Consequence,
lim
tցt0
f(t)− f(t0)
t− t0
= Vt(t0, x(t0)). (2.11)
When t0 − δ < t < t0, we have
f(t)− f(t0)
t− t0
≤
V (t, x(t0))− V (t0, x(t0))
t− t0
= Vt(t3, x(t0)),
f(t)− f(t0)
t− t0
≥
V (t, x(t)) − V (t0, x(t))
t− t0
= Vt(t4, x(t)),
where t3, t4 ∈ (t0, t). Similar to the above,
lim
tրt0
f(t)− f(t0)
t− t0
= Vt(t0, x(t0)).
This fact combined with (2.11) allows us to derive that f is differentiable at t0 and f
′(t0) =
Vt(t0, x(t0)). This indicates that
f ′(t) = Vt(t, x(t)), if t > T and x(t) < h(t). (2.12)
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Now we consider the case x(t0) = h(t0).
(i) If x(t) = h(t) in [t0 − δ, t0 + δ] for some constant δ > 0. Since h(t) is differentiable in t and
V (t, x) are differentiable in both t and x, we see that
f ′(t) = Vt(t, h(t)) + Vx(t, h(t))h
′(t) = Vt(t, h(t)), ∀ t ∈ [t0 − δ, t0 + δ].
(ii) If there exist {tj} satisfying tj → t0 and x(tj) < h(tj), then f
′(tj) = Vt(tj , x(tj)) by
(2.12). By the continuity of Vt(t, x(t)) in t, it follows that limj→∞ f
′(tj) = Vt(t0, x(t0)). Define
f ′(t0) = Vt(t0, x(t0)).
Summarizing the above discussions we conclude that f(t) is differentiable and
f ′(t) = Vt(t, x(t)), ∀ t > T. (2.13)
Step 2: Analyzing the sign of Vxx(t, x(t)) for any fixed t > T .
If 0 < x(t) < h(t), it is obvious that Vxx(t, x(t)) ≤ 0. If x(t) = 0, we claim that limx→0+ Vxx(t, x) ≤
0. Otherwise, by the continuity of Vx(t, x) in x we see that Vx(t, x) > 0 when 0 < x ≪ 1 since
Vx(t, 0) = 0. This is a contradiction to the fact (2.8). If x(t) = h(t), similarly, limx→h(t)− Vxx(t, x) ≤
0. In a word, we have
Vxx(t, x(t)) ≤ 0, ∀ t > T. (2.14)
Step 3: Determine the super limit of f(t) and complete the proof of (2.4).
Set f∞ = lim supt→∞ f(t). It will be proved that
f∞ ≤ b+ ε. (2.15)
Once this is done, note that v(t, x) ≤ V (t, x) ≤ f(t) for all t > 0 and 0 ≤ x ≤ h(t), we have
lim sup
t→∞
max
0≤x≤h(t)
v(t, x) ≤ lim sup
t→∞
f(t) ≤ b+ ε.
Due to the arbitrariness of ε > 0, the inequality (2.4) is obtained.
In order to prove (2.15), we first give a claim:
(C) If f(t1) > b+ ε for some t1 > T , then f(t) ≤ f(τ) for all T < τ < t ≤ t1.
In fact, for all T < τ < t1, it is evident that
max
D[τ, t1]
V (t, x) ≥ V (t1, x(t1)) = f(t1) > b+ ε, (2.16)
where D[τ, t1] is the same as (2.7). Remember (2.14) and (2.16), from the differential equation of
(2.6), it is easy to see that V (t, x) can not achieves its maximum maxD[τ, t1] V (t, x) at the top line
t = t1 of D[τ, t1]. By the strong maximum principle and Hopf boundary lemma we know that V (t, x)
must achieves its maximum maxD[τ, t1] V (t, x) at the bottom side t = τ of D[τ, t1], i.e.,
max
D[τ, t1]
V (t, x) = max
0≤x≤h(τ)
V (τ, x) = f(τ).
Consequently,
f(t) = V (t, x(t)) ≤ max
D[τ, t1]
V (t, x) = f(τ), ∀ τ < t ≤ t1.
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The claim (C) is proved.
Now we show (2.15). On the contrary we assume that it is not true, then there exist a sequence
{tj} satisfying tj →∞ as j →∞, and a positive constant σ, such that f(tj) > b+ ε+ σ. Applying
the above claim (C) we conclude that f(t) is non-increasing in t, and so
f(t) > b+ ε+ σ, ∀ t > T.
Letting x → x(t) in the differential equation Vt − dVxx = r(t, x)V (b + ε − V ) and using (2.14), it
yields
Vt(t, x(t)) = dVxx(t, x(t)) + r(t, x(t))V (b+ ε− V )|(t,x(t))
≤ r(t, x(t))f(t)[b+ ε− f(t)]
≤ −σ(b+ ε+ σ)r(t, x(t)), ∀ t > T
since r(t, x(t)) > 0. Denote λ = σ(b+ ε+ σ). Thanks to (2.13), one has
f ′(t) = Vt(t, x(t)) ≤ −λr(t, x(t)), ∀ t > T. (2.17)
Let x∗ be given by the condition (H1). Set Λ = x∗ + h∞ and let rΛ(t) be given by the condition
(H2). Then we have
r(t, x(t)) = r(t, x∗) + r(t, x(t))− r(t, x∗)
= r(t, x∗) + rx(t, x
′)(x(t) − x∗)
≥ r(t, x∗)− rΛ(t)(h∞ + x
∗).
We combine this with (2.17) to arrive at
f ′(t) ≤ −λr(t, x∗) + λ(x∗ + h∞)rΛ(t).
And so,
V (t, x(t)) = f(t) ≤ f(T )− λ
∫ t
T
r(t, x∗)dt+ λ(x∗ + h∞)
∫ t
T
rΛ(t)dt→ −∞
as t→∞ by the assumptions (H1) and (H2). This is a contradiction.
Part B: Proof of (2.5).
Since v0(x) > 0 in [0, h0], there exists 0 < δ < b such that v0(x) ≥ δ in [0, h0]. Let Z(t, x) be
the unique positive solution of

Zt − dZxx = r(t, x)Z(b− Z), t > 0, 0 < x < h(t),
Zx(t, 0) = 0 = Zx(t, h(t)), t > 0,
Z(0, x) = δ, 0 ≤ x ≤ h0.
(2.18)
Then, for all t ≥ 0 and 0 ≤ x ≤ h(t), we obtain v(t, x) ≥ Z(t, x) ≥ δ by the comparison principle,
and Z(t, x) < b by the strong maximum principle and Hopf boundary lemma.
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Since Z(t, x) < b, for any given 0 < τ < ∞, by the strong maximum principle and Hopf
boundary lemma, it is also deduced that
Z(t, x) > min
0≤x≤h(τ)
Z(τ, x), ∀ t > τ, 0 ≤ x ≤ h(t). (2.19)
For any t > 0, let xˆ(t) ∈ [0, h(t)] be such that
Z(t, xˆ(t)) = min
0≤x≤h(t)
Z(t, x),
and xˆ(t) is continuous in t. Set g(t) = Z(t, xˆ(t)), then g(t) ≤ b for all t > 0. Moreover, g(t) is
increasing in t by (2.19). So, limt→∞ g(t) = g∞ exists and g∞ ≤ b. Similar to Step 1 of Part A, we
can show that g(t) is differentiable and
g′(t) = Zt(t, xˆ(t)), ∀ t > 0. (2.20)
Similar to Step 2 of Part A, one has Zxx(t, xˆ(t)) ≥ 0 for all t > 0.
It suffices to prove
g∞ = b. (2.21)
Once this is done, note that v(t, x) ≥ Z(t, x) ≥ g(t) for all t > 0 and 0 ≤ x ≤ h(t), it is immediately
to derive (2.5).
On the contrary we assume that (2.21) is not true, then g∞ < b since we have known g∞ ≤ b.
Therefore, σ := b− g∞ > 0. Because g(t) is increasing in t, we see that g(t) ≤ g∞ < b for all t > 0.
Notice that Z(t, x) ≥ δ for all t ≥ 0 and 0 ≤ x ≤ h(t), we also have g(t) ≥ δ for all t > 0, where
δ > 0 is given in (2.18). Letting x→ xˆ(t) in the differential equation of (2.18), it yields
Zt(t, xˆ(t)) = dZxx(t, xˆ(t)) + r(t, xˆ(t))Z(b− Z)|(t,xˆ(t))
≥ r(t, xˆ(t))g(t)(b− g(t))
≥ δ(b− g∞)r(t, xˆ(t))
= δσr(t, xˆ(t)), ∀ t > 0,
Thanks to (2.20),
g′(t) = Zt(t, xˆ(t)) ≥ δσr(t, xˆ(t)), ∀ t > 0. (2.22)
Similar to the end of Step 3 in Part A, it can be derived that
g′(t) ≥ δσr(t, xˆ(t)) ≥ δσ[r(t, x∗)− (h∞ + x
∗)rΛ(t)],
Z(t, xˆ(t)) = g(t) ≥ g(T ) + δσ
(∫ t
T
r(t, x∗)dt− (x∗ + h∞)
∫ t
T
rΛ(t)dt
)
→∞
as t→∞. This contradiction indicates that (2.21) is true, and then the proof is complete.
Remark 2.1 If we use the following assumption
(H3) There exists a non-negative function r¯(t) such that r(t, x) ≥ r¯(t) for all (t, x) ∈ [0,∞) ×
[0,∞), and
∫ ∞
r¯(t)dt =∞
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instead of hypotheses (H1) and (H2), then we can use the ODE results and comparison principle
to obtain Theorem 2.3 directly.
In fact, thanks to (2.3), for any given 0 < ε≪ 1, there exists T > 0 such that u(t, x) < ε/c for
all t ≥ T and x ∈ [0, h(t)]. Let ϕ(t) be the unique positive solution to the initial value problem

ϕ′ = r¯(t)ϕ(b+ ε− ϕ), t > T,
ϕ(T ) = b+ ε+ max
0≤x≤h(T )
v(T, x).
It is obvious that ϕ(t) ≥ b+ ε for all t ≥ T and limt→∞ ϕ(t) = b+ ε. Therefore,
r¯(t)ϕ(b+ ε− ϕ) ≥ r(t, x)ϕ(b+ ε− ϕ) ≥ r(t, x)ϕ [b− ϕ+ cu(t, x)] , ∀ t ≥ T, 0 ≤ x ≤ h(t).
Clearly, ϕx = 0 at x = 0 and x = h(t). Using the comparison principle it follows that v(t, x) ≤ ϕ(t)
for all t ≥ T and 0 ≤ x ≤ h(t). Thus we have
lim sup
t→∞
max
0≤x≤h(t)
v(t, x) ≤ lim
t→∞
ϕ(t) = b+ ε.
Hence, by the arbitrariness of ε > 0, one has (2.4).
On the other hand, choose 0 < δ < b such that v0(x) ≥ δ in [0, h0]. Let ψ(t) be the solution of

ψ′ = r¯(t)ψ(b− ψ), t > 0,
ψ(0) = δ.
(2.23)
Then δ ≤ ψ(t) < b for all t ≥ 0 and limt→∞ ψ(t) = b. Accordingly,

r¯(t)ψ(b− ψ) ≤ r(t, x)ψ(b − ψ) ≤ r(t, x)ψ [b− ψ + cu(t, x)] , ∀ t > 0, 0 ≤ x ≤ h(t),
ψ(0) = δ ≤ v0(x), ∀ 0 ≤ x ≤ h0.
Obviously, ψx = 0 at x = 0 and x = h(t). Utilize the comparison principle, v(t, x) ≥ ψ(t) for all
t ≥ 0 and 0 ≤ x ≤ h(t). Hence, (2.5) holds.
From the above discussion it can be seen that, under the condition (H3), inequality (2.5) always
true regardless of h∞ <∞ or h∞ =∞.
3 The criteria governing spreading and vanishing
The main purpose of this section is to show the criteria governing spreading and vanishing. We
first demonstrate that if ab > 1 then h∞ <∞ under the condition (H3).
Theorem 3.1 Assume that r(t, x) satisfies the condition (H3) and ab > 1. Let (u, v, h) be the
solution of (1.2). Then we must have h∞ <∞.
Proof From the end of section 2, it has been known that (2.5) always holds no matter whether
h∞ < ∞ or h∞ = ∞. Since ab > 1, there exists T > 0 such that 1 − u(t, x) − av(t, x) < 0 for all
t ≥ T and 0 ≤ x ≤ h(t).
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Direct calculation gives
d
dt
∫ h(t)
0
u(t, x)dx =
∫ h(t)
0
ut(t, x)dx+ h
′(t)u(t, h(t))
=
∫ h(t)
0
uxx(t, x)dx+
∫ h(t)
0
u(1− u− av)dx
= −
1
µ
h′(t) +
∫ h(t)
0
u(1− u− av)dx.
Integrating from T to t yields
0 ≤
∫ h(t)
0
u(t, x)dx =
∫ h(T )
0
u(T, x)dx+
1
µ
h(T )−
1
µ
h(t)
+
∫ t
T
∫ h(s)
0
u(1 − u− av)dxds, t ≥ T.
Since 1− u(t, x)− av(t, x) < 0 for all t ≥ T and 0 ≤ x ≤ h(t), it is derived that
h(t) ≤ µ
∫ h(T )
0
u(T, x)dx+ h(T ), t ≥ T,
which implies that h∞ <∞. The proof is finished.
In the following we consider the case ab < 1. A necessary condition for vanishing will be given
firstly.
Theorem 3.2 Let ab < 1. Assume that the function r(t, x) satisfies conditions (H1) and (H2),
or condition (H3). If h∞ <∞, then
h∞ ≤
π
2
(1− ab)−1/2. (3.1)
Hence, h0 ≥
pi
2 (1− ab)
−1/2 implies h∞ =∞ due to h
′(t) > 0 for t > 0.
Proof In view of Theorems 2.2, 2.3 and Remark 2.1, it has been known that if h∞ < ∞ then
lim
t→∞
‖u(t, ·)‖C[0,h(t)] = 0 and lim
t→∞
max
0≤x≤h(t)
|v(t, x)− b| = 0. We assume h∞ >
pi
2 (1− ab)
−1/2 to get a
contradiction.
It is obvious that there exists 0 < ε≪ 1, such that ab+ ε < 1 and h∞ >
pi
2 (1− ab− ε)
−1/2. For
such fixed ε, there exists T ≫ 1 such that h(T ) > pi2 (1− ab− ε)
−1/2 and
v(t, x) ≤ b+ ε/a, ∀ t ≥ T, x ∈ [0, h(t)].
Let w be the positive solution of the following initial and boundary value problem with fixed
boundary: 

wt = wxx + w (1− ab− ε− w) , t > T, 0 < x < h(T ),
wx(t, 0) = w(t, h(T )) = 0, t > T,
w(T, x) = u(T, x), 0 < x < h(T ).
12 Mingxin Wang
By the comparison principle,
w(t, x) ≤ u(t, x) for t ≥ T, 0 ≤ x ≤ h(T ).
Since h(T ) > pi2 (1 − ab − ε)
−1/2, it is well known that w(t, x) → W (x) as t → ∞ uniformly on
[0, h(T )], where W (x) is the unique positive solution of

Wxx +W (1− ab− ε−W ) = 0, 0 < x < h(T ),
Wx(0) =W (h(T )) = 0.
Hence, lim inft→∞ u(t, x) ≥ limt→∞w(t, x) = W (x) > 0 on [0, h(T )]. This is a contradiction to
(2.3). Consequently, (3.1) holds.
In the sequel of this section, we discuss the case h0 <
pi
2 (1− ab)
−1/2.
Lemma 3.1 Let ab < 1. Assumed that the function r(t, x) satisfies conditions (H1) and (H2),
or condition (H3). If h0 <
pi
2 (1 − ab)
−1/2, then there exists µ0 > 0 such that h∞ = ∞ provided
µ ≥ µ0.
Proof The idea of this proof comes from [23]. Let M be given by (1.3), which is independent
of µ. Take m = (1 + a)M − 1 > 0, then (u, h) satisfies

ut − uxx ≥ −mu, t > 0, 0 < x < h(t),
ux(t, 0) = 0, u(t, h(t)) = 0, t ≥ 0,
h′(t) = −µux(t, h(t)), t ≥ 0,
u(0, x) = u0(x), 0 ≤ x ≤ h0,
h(0) = h0,
(3.2)
Now we consider the auxiliary free boundary problem

wt − wxx = −mw, t > 0, 0 < x < s(t),
wx(t, 0) = w(t, s(t)) = 0, t > 0,
s′(t) = −µwx(t, s(t)), t > 0,
w(0, x) = u0(x), 0 ≤ x ≤ h0,
s(0) = h0.
(3.3)
Similar to Theorem 1.1, such problem also admits a unique solution (w, s) which is well defined for
all t > 0. Moreover, due to the Hopf boundary lemma, s′(t) > 0 for t > 0. Applying the comparison
principle to (3.2) and (3.3), it follows that
u(t, x) ≥ w(t, x), h(t) ≥ s(t), ∀ t ≥ 0, x ∈ [0, s(t)]. (3.4)
In what follows, we are going to prove that for all large µ,
s(1) ≥ π(1− ab)−1/2. (3.5)
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To the end, we first choose a smooth function s(t) such that
s(0) = h0/2, s(1) = π(1− ab)
−1/2, s′(t) > 0, ∀ t > 0.
We then consider the following initial-boundary value problem

wt − wxx = −mw, t > 0, 0 < x < s(t),
wx(t, 0) = w(t, s(t)) = 0, t > 0,
w(0, x) = w0(x), 0 ≤ x ≤ h0/2.
(3.6)
Here, for the smooth initial value w0(x), it is required that
0 < w0(x) ≤ u0(x) on [0, h0/2], w
′
0(0) = w0(h0/2) = 0, w
′
0(h0/2) < 0. (3.7)
The standard theory for parabolic equations ensures that (3.6) has a unique positive solution w,
and wx(t, s(t)) < 0 for all t ∈ [0, 1] due to the Hopf boundary lemma. According to our choice of
s(t) and w0(x), there exists a constant µ
0 > 0 such that, for all µ ≥ µ0,
s′(t) ≤ −µwx(t, s(t)), ∀ 0 ≤ t ≤ 1. (3.8)
Note that both (3.3) and (3.6) are linear problems and the constant m > 0, thanks to (3.7),
(3.8) and the fact s(0) = h0/2 < s(0), employ the indirect method and Hopf boundary lemma we
can prove that s(t) ≥ s(t) for all t ∈ [0, 1] and w(t, x) ≥ w(t, x) for all t ∈ [0, 1] and x ∈ [0, s(t)].
Which particularly gives s(1) ≥ s(1) = π(1 − ab)−1/2, and so (3.5) holds true. Hence, in view of
(3.4) and (3.5), it yields
h∞ = lim
t→∞
h(t) > h(1) ≥ π(1− ab)−1/2.
This, together with Theorem 3.2, derives the desired result.
Lemma 3.2 Let ab < 1. Suppose that either r(t, x) satisfies (H3), or v0(x) satisfies v0(x) ≥ b in
[0, h0]. If h0 <
pi
2 (1 − ab)
−1/2, then there exists µ0 > 0, depending also on u0(x) and v0(x), such
that h∞ <∞ when µ ≤ µ0.
Proof. (i) The case that r(t, x) satisfies (H3). Let ψ(t) be the solution of (2.23), then
v(t, x) ≥ ψ(t) for all t ≥ 0 and 0 ≤ x ≤ h(t). Moreover, δ ≤ ψ(t) < b for all t ≥ 0, and
limt→∞ ψ(t) = b. Consider the following auxiliary free boundary problem

wt − wxx = w [1− w − aψ(t)] , t ≥ 0, 0 < x < s(t),
wx(t, 0) = 0, w(t, s(t)) = 0, t ≥ 0,
s′(t) = −µwx(t, s(t)), t ≥ 0,
w(0, x) = w0(x) := u0(x), 0 ≤ x ≤ h0,
s(0) = h0.
(3.9)
Similar to Theorem 1.1, such problem also admits a unique solution (w, s) which is well defined for
all t > 0.
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Step 1 We first demonstrate that there exists µ0 > 0 such that
s(∞) <∞, ∀ 0 < µ ≤ µ0. (3.10)
Denote θ = pi2 (1− ab)
−1/2 and H = 12h0 +
1
2θ, then h0 < H < θ. Inspired by [24], we define
f(t) = C exp
{∫ t
0
[
1− aψ(s)−
( π
2H
)2]
ds
}
, t ≥ 0,
η(t) =
(
h20(1 + σ)
2 + µπ
∫ t
0
f(s)ds
)1/2
, t ≥ 0,
W (y) = cos
πy
2
, 0 ≤ y ≤ 1,
w¯(t, x) = f(t)W
(
x
η(t)
)
, t ≥ 0, 0 ≤ x ≤ η(t),
where 0 < σ ≪ 1 is a fixed constant such that H > h0(1 + σ) and C is a positive constant to be
chosen later. It is obvious that η′(t) > 0 for t ≥ 0 and
f ′(t)
f(t)
= 1− aψ(t)−
( π
2H
)2
, ∀ t ≥ 0. (3.11)
Remember H < θ and limt→∞ ψ(t) = b, one has 1 − aψ(t) −
(
pi
2H
)2
< 0 for t large enough, and
hence
∫ t
0 f(s)ds is uniformly bounded in [0,∞).
Take
µ0 =
H2 − h20(1 + σ)
2
π
∫ ∞
0
f(t)dt
,
and assume 0 < µ ≤ µ0. Then H ≥ η(t) for all t ≥ 0. In view of (3.11), the direct computation
gives
w¯t − w¯xx − w¯(1− w¯ − aψ) = f
′W − fW ′
xη′
η2
+ f
(
π
2η
)2
W − fW (1− fW − aψ)
≥ fW
[
f ′
f
+
(
π
2η
)2
− 1 + aψ
]
=
π2
4
fW
(
1
η2
−
1
H2
)
≥ 0
for all t > 0 and 0 < x < η(t). On the other hand,
η′(t) =
µπ
2η(t)
f(t), w¯x(t, 0) = w¯(t, η(t)) = 0, w¯x(t, η(t)) = −
π
2η(t)
f(t).
The latter also provides
η′(t) = −µw¯x(t, η(t)).
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Choose C is so large that u0(x) ≤ C cos
pix
2h0(1+σ)
for x ∈ [0, h0]. Then, for any 0 < µ ≤ µ0, the
pair (w¯, η) satisfies 

w¯t − w¯xx ≥ w¯ [1− w¯ − aψ(t)] , t > 0, 0 < x < η(t),
w¯x(t, 0) = w¯(t, η(t)) = 0, t > 0,
η′(t) = −µw¯x(t, η(t)), t > 0,
w¯(0, x) = C cos
πx
2h0(1 + σ)
, 0 ≤ x ≤ h0,
η(0) = h0(1 + σ) > h0.
Since w(0, x) = u0(x) ≤ C cos
pix
2h0(1+σ)
= w¯(0, x) in [0, h0], by the comparison principle for the
single equation ([10]), it can be derived that s(t) ≤ η(t) and w(t, x) ≤ w¯(t, x) for t > 0 and
0 ≤ x ≤ h(t). It follows that
s(∞) ≤ lim
t→∞
η(t) ≤ H <∞.
Step 2 Note v(t, x) ≥ ψ(t) for all t ≥ 0 and 0 ≤ x ≤ h(t), we find that (u, h) satisfies

ut − uxx ≤ u [1− u− aψ(t)] , t > 0, 0 < x < h(t),
ux(t, 0) = 0, u(t, h(t)) = 0, t > 0,
h′(t) = −µux(t, h(t)), t > 0
u(0, x) = u0(x), 0 ≤ x ≤ h0,
h(0) = h0.
(3.12)
Applying the comparison principle to (3.9) and (3.12), it is derived that
h(t) ≤ s(t), u(t, x) ≤ w(t, x), ∀ t ≥ 0, 0 ≤ x ≤ h(t).
This implies h∞ ≤ s(∞) <∞ for all 0 < µ ≤ µ0 by (3.10).
(ii) The case that v0(x) ≥ b in [0, h0]. According to the maximum principle, v(t, x) ≥ b for all
t ≥ 0 and 0 ≤ x ≤ h(t). Therefore, u satisfies

ut − uxx ≤ u(1− u− ab), t > 0, 0 < x < h(t),
ux(t, 0) = u(t, h(t)) = 0, t > 0,
h′(t) = −µux(t, h(t)), t > 0,
u(0, x) = u0(x), 0 ≤ x ≤ h(t),
h(0) = h0.
By the conclusion of logistic equation and comparison principle ([10]), it is easy to see that there
exists µ0 > 0 such that h∞ <∞ when µ ≤ µ0. The proof is complete.
Theorem 3.3 Let ab < 1. Suppose that either r(t, x) satisfies conditions (H1), (H2) and v0(x)
satisfies v0(x) ≥ b in [0, h0], or r(t, x) satisfies the condition (H3). If h0 <
pi
2 (1 − ab)
−1/2, then
there exist µ∗ ≥ µ∗ > 0, depending on u0(x), v0(x) and h0, such that h∞ = ∞ if µ > µ
∗, and
h∞ ≤
pi
2 (1− ab)
−1/2 if µ ≤ µ∗ or µ = µ
∗.
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Proof. The proof is similar to that of [27, Theorem 5.2]. For the convenience to reader we
shall give the details because this is the main theorem in this section. We will write (uµ, vµ, hµ) in
place of (u, v, h) to clarify the dependence of the solution of (1.2) on µ. Define∑∗
=
{
µ > 0 : hµ(∞) ≤
π
2
(1− ab)−1/2
}
.
By use of Lemmas 3.1 and 3.2, respectively, we have
∑∗⋂[µ0,∞) = ∅ and (0, µ0] ⊂∑∗. Therefore,
µ∗ := sup
∑∗ ∈ [µ0, µ0]. From this definition and Theorem 3.2 we find that hµ(∞) = ∞ when
µ > µ∗. Hence,
∑∗ ⊂ (0, µ∗].
We shall testify µ∗ ∈
∑∗. Otherwise, hµ∗(∞) = ∞. Then there exists T > 0 such that
hµ∗(T ) >
pi
2 (1−ab)
−1/2. By the continuous dependence of (uµ, vµ, hµ) on µ, there exists ε > 0 such
that hµ(T ) >
pi
2 (1− ab)
−1/2 for µ ∈ (µ∗ − ε, µ∗ + ε). It follows that for all such µ,
lim
t→∞
hµ(t) ≥ hµ(T ) >
π
2
(1− ab)−1/2.
Therefore, (µ∗ − ε, µ∗ + ǫ)
⋂∑∗ = ∅, and sup∑∗ ≤ µ∗ − ε. This contradicts the definition of µ∗.
Define ∑
∗
=
{
ν : ν ≥ µ0 such that hµ(∞) ≤
π
2
(1− ab)−1/2 for all 0 < µ ≤ ν
}
.
Then µ∗ := sup
∑
∗ ≤ µ
∗ and (0, µ∗) ⊂
∑
∗. Similar to the above, one can show that µ∗ ∈
∑
∗. The
proof is completed.
4 Long time behavior for the spreading case (h∞ =∞)
In order to discuss the long time behavior for the spreading case, we first state two propositions,
their proofs are similar to those of Propositions B.1 and B.2 in [28], respectively.
Proposition 4.1 Let d, α and β be fixed positive constants. For any given ε, L > 0, there exists
Lε > max {L,
pi
2
√
d/(αβ)} such that, if the continuous and non-negative function w(t, x) satisfies

wt − dwxx ≥ (≤)αw(β − w), t > 0, 0 < x < Lε,
wx(t, 0) = 0, w(t, Lε) ≥ 0, t > 0,
and w(0, x) > 0 in (0, Lε), then
lim inf
t→∞
w(t, x) > β − ε
(
lim sup
t→∞
w(t, x) < β + ε
)
uniformly on [0, L].
Proposition 4.2 Let d, α, β and K be fixed positive constants. For any given ε, L > 0, there exists
Lε > max {L,
pi
2
√
d/(αβ) } such that, if the continuous and non-negative function w(t, x) satisfies

wt − dwxx ≥ (≤)αw(β − w), t > 0, 0 < x < Lε,
wx(t, 0) = 0, w(t, Lε) ≥ (≤)K, t > 0,
and w(0, x) > 0 in (0, Lε), then we have
lim inf
t→∞
w(t, x) ≥ β − ε
(
lim sup
t→∞
w(t, x) < β + ε
)
uniformly on [0, L].
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Throughout this section we always assume that the following condition (H4) holds.
(H4) (i) There exists a positive and smooth function r0(x), such that r(t, x) ≥ r0(x) for all t, x ≥ 0.
(ii) There exist a constant γ > −2, and two positive constants α1 and α2, such that
α1 = lim inf
x→∞
r0(x)
xγ
, α2 = lim sup
x→∞
r0(x)
xγ
.
We should remark that when we use the condition (H4)(i) instead of conditions (H1), (H2)
and (H3), all conclusions of Theorem 2.3, Theorem 3.2 and Lemma 3.1 still hold. We shall give
the detailed explanation in the Appendix B. Especially, if the function r(t, x) has a positive lower
bound, then all conclusions of our present paper are correct.
Note that Theorem 3.1, we only consider the case that ab ≤ 1 in the following.
Theorem 4.1 Let (u, v, h) be the solution of (1.2). If h∞ = ∞, then for the case ab ≤ 1 and
ac < 1, we have
lim
t→∞
u(t, x) =
1− ab
1 + ac
, lim
t→∞
v(t, x) =
b+ c
1 + ac
(4.1)
uniformly in the compact subset of [0,∞). It is obvious that if ab = 1, then 1−ab1+ac = 0 and
b+c
1+ac = b.
We remark that when ab = 1, the assumption ac < 1 is not required.
Proof We only give the proof for the case ab < 1 since the case ab = 1 can be dealt with by the
similar way. Throughout this proof, the constant M is given by Theorem 1.1. We shall construct
the suitable iteration sequences to complete the proof.
Step 1: The construction of v1.
Let k > 0. It is well known that the problem

−dϕ′′k = λr0(x)ϕk, 0 < x < k,
ϕ′k(0) = 0, ϕk(k) = 0
(4.2)
has a unique principal eigenvalue denoted by λk, which is positive and tends to zero as k → ∞.
There exists k0 ≫ 1 such that
λk < b, ∀ k ≥ k0.
Let ϕk(x) be the corresponding positive eigenfunction with maxϕk = 1.
For any fixed k ≥ k0, since h(t) → h∞ = ∞, there exists T1 > 0 such that h(t) > k for all
t ≥ T1. Take 0 < δk ≪ 1 and let w
k(t, x) be the solution of

wkt − dw
k
xx = r0(x)w
k(b− wk), 0 < x < k, t > T1,
wkx(t, 0) = 0, w
k(t, k) = 0, t ≥ T1,
wk(T1, x) = δkϕk(x), 0 ≤ x ≤ k.
The maximum principle yields 0 ≤ wk(t, x) ≤ b. Obviously, wk(t, x) is increasing in t because
δkϕk(x) is a lower solution of

−dwxx = r0(x)w(b− w), 0 < x < k,
wx(0) = 0, w(k) = 0.
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So, the limit limt→∞w
k(t, x) = wk(x) exists, is positive in [0, k) and satisfies

−dw′′k = r0(x)wk(b− wk), 0 < x < k,
w′k(0) = 0, wk(k) = 0.
(4.3)
Utilizing the comparison principle once again, it can be derived that wk(x) is increasing in k.
Therefore, the limit limk→∞wk(x) = w(x) exists, is positive and solves

−dw′′ = r0(x)w(b − w), x > 0,
w′(0) = 0.
By Theorem 7.12 of [5], w(x) ≡ b. Using the interior estimate, it can be proved that limk→∞wk(x) =
w(x) uniformly in any compact subset of [0,∞).
On the other hand, since wk(t, x) ≤ b, r(t, x) ≥ r0(x) and δk ≪ 1, one has

wkt − dw
k
xx ≤ r(t, x)w
k(b− wk), 0 < x < k, t > T1,
wkx(t, 0) = 0, w
k(t, k) = 0 ≤ v(t, k), t ≥ T1,
wk(T1, x) = δkϕk(x) ≤ v(T1, x), 0 ≤ x ≤ k.
Thus, wk ≤ v in [T1,∞)× [0, k] by the comparison principle, which implies
lim inf
t→∞
v(t, x) ≥ lim
t→∞
wk(t, x) = wk(x), ∀ 0 ≤ x ≤ k. (4.4)
For any given L > 0. As limk→∞wk(x) = w(x) uniformly in any compact subset of [0,∞), it
follows from (4.4) that lim inft→∞ v(t, x) ≥ w(x) ≡ b uniformly on [0, L]. As a result,
lim inf
t→∞
v(t, x) ≥ b := v1 uniformly in the compact sunset of [0,∞). (4.5)
Step 2: The construction of u¯1
For any given L > 0 and 0 < δ, ε ≪ 1, let Lε be given by Proposition 4.2 with d = α = 1,
β = 1 − a (v1 − δ) and K = M . It is obvious that β > 0 since ab < 1. Taking into account (4.5)
and h∞ =∞, there exists T2 > 0 such that
v(t, x) ≥ v1 − δ, h(t) > Lε, ∀ t ≥ T2, x ∈ [0, Lε].
Therefore, u satisfies

ut − uxx ≤ u [1− a(v1 − δ)− u] , t ≥ T2, x ∈ [0, Lε],
ux(t, 0) = 0, u(t, Lε) ≤M, t ≥ T2.
As u(T2, x) > 0 in [0, Lε], applying Proposition 4.2, we have
lim sup
t→∞
u(t, x) < 1− a(v1 − δ) + ε uniformly on [0, L].
By the arbitrariness of ε, δ and L, it arrives at
lim sup
t→∞
u(t, x) ≤ 1− av1 := u¯1 uniformly in the compact subset of [0,∞).
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Step 3: The construction of v¯1
For any given k > 0 and ε > 0, there exists T3 > 0 such that h(t) > k for all t ≥ T3, and
u(t, x) ≤ u¯1 + ε for all t ≥ T3 and x ∈ [0, k]. Let w
k(t, x) be the solution of


wkt − dw
k
xx = r0(x)w
k
[
b+ c(u¯1 + ε)− w
k
]
, 0 < x < k, t > T3,
wkx(t, 0) = 0, w
k(t, k) =M, t ≥ T3,
wk(T3, x) =M, 0 ≤ x ≤ k.
(4.6)
We may think that M > b+ c(u¯1+ε). The maximum principle yields b+ c(u¯1+ε) ≤ w
k(t, x) ≤M .
Moreover, in view of the comparison principle it can be deduced that wk(t, x) is decreasing in t since
M is an upper solution of the equilibrium problem of (4.6). Therefore, the limit limt→∞w
k(t, x) =
wk(x) exists and satisfies

−dw′′k = r0(x)wk [b+ c(u¯1 + ε)− wk] , 0 < x < k,
w′k(0) = 0, wk(k) =M.
Clearly, b + c(u¯1 + ε) ≤ wk(x) ≤ M in [0, k]. Make use of the comparison principle, wk(x) is
decreasing in k. Thus, the limit limk→∞wk(x) = w(x) exists, w(x) ≥ b+ c(u¯1 + ε) and solves

−dwxx = r0(x)w [b+ c(u¯1 + ε)− w] , x > 0,
wx(0) = 0.
Note the assumption (H4)(ii) and take advantage of [5, Theorem 7.12], we get w(x) ≡ b+c(u¯1+ε).
Using the interior estimate, it can be also demonstrated that limk→∞wk(x) = w(x) uniformly in
any compact subset of [0,∞).
On the other hand, since wk(t, x) ≥ b+ c(u¯1 + ε) and r(t, x) ≥ r0(x), we have that

wkt − dw
k
xx ≥ r(t, x)w
k
[
(b+ c(u¯1 + ε)− w
k
]
, 0 < x < k, t > T3,
wkx(t, 0) = 0, w
k(t, k) =M ≥ v(t, k), t ≥ T3,
wk(T3, x) =M ≥ v(T3, x), 0 ≤ x ≤ k.
Thanks to the comparison principle, wk(t, x) ≥ v(t, x) for all t ≥ T3 and 0 ≤ x ≤ k. And then,
lim sup
t→∞
v(t, x) ≤ lim
t→∞
wk(t, x) = wk(x), ∀ 0 ≤ x ≤ k.
Similar to Step 1, we can get
lim sup
t→∞
v(t, x) ≤ b+ cu¯1 := v¯1 uniformly in the compact sunset of [0,∞). (4.7)
Step 4: The construction of u1
For any given L > 0 and 0 < δ, ε ≪ 1, let Lε be given by Proposition 4.1 with d = α = 1 and
β = 1− a(v¯1 + δ). Here
β = (1− ab)(1 − ac)− aδ > 0
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since ab < 1, ac < 1 and δ ≪ 1. According to h∞ = ∞ and (4.7), there exists T4 > 0 such that
h(t) > Lε and v(t, x) ≤ v¯1 + δ for all t ≥ T4, x ∈ [0, Lε]. Hence, u satisfies

ut − uxx ≥ u [1− a(v¯1 + δ)− u] , t ≥ T4, x ∈ [0, Lε],
ux(t, 0) = 0, u(t, Lε) ≥ 0, t ≥ T4.
Since u(T4, x) > 0 in [0, Lε], by Proposition 4.1 we have
lim inf
t→∞
u(t, x) > 1− a(v1 + δ) + ε uniformly on [0, L].
Same as Step 2, it follows that
lim inf
t→∞
u(t, x) ≥ 1− av¯1 := u1 > 0 uniformly in the compact subset of [0,∞). (4.8)
Step 5: The construction of v2
Similar to Step 1, let λk > 0 be the principal eigenvalue of (4.2). Then for any given 0 < ε≪ 1,
there exists kε ≫ 1 such that
λk < b+ c(u1 − ε), ∀ k ≥ kε.
For those k and ε, in view of (4.8), there exists T5 > 0 such that u(t, x) ≥ u1 − ε for all t ≥ T5
and x ∈ [0, k]. Since h(t) → h∞ = ∞, we also think that h(t) > k for all t ≥ T5. Let w
k(t, x) be
the solution of

wkt − dw
k
xx = r0(x)w
k
[
b+ c(u1 − ε)− w
k
]
, 0 < x < k, t > T5,
wkx(t, 0) = 0, w
k(t, k) = 0, t ≥ T5,
wk(T5, x) = δkϕk(x), 0 ≤ x ≤ k,
where the constant 0 < δk ≪ 1, and ϕk(x) is the positive eigenfunction corresponding to λk with
maxϕk = 1.
Similar to Step 1, we have the following conclusions step by step:
(i) 0 ≤ wk(t, x) ≤ b+ c(u1 − ε) for all t ≥ T5 and 0 ≤ x ≤ k;
(ii) limt→∞w
k(t, x) = wk(x), which is positive in [0, k) and satisfies (4.3) with b replaced
by b+ c(u1 − ε);
(iii) limk→∞wk(x) = b+ c(u1 − ε) uniformly in any compact subset of [0,∞);
(iv) wk(t, x) ≤ v(t, x) for all t ≥ T5 and 0 ≤ x ≤ k, which implies lim inft→∞ v(t, x) ≥
wk(x) for all 0 ≤ x ≤ k;
(v) lim inft→∞ v(t, x) ≥ b+ cu1 := v2 uniformly in the compact sunset of [0,∞).
Step 6: Constructions of u¯2, v¯2 and u2
Similar to Steps 2, 3 and 4, it can be deduced, respectively, that
lim sup
t→∞
u(t, x) ≤ 1− av2 := u¯2,
lim sup
t→∞
v(t, x) ≤ b+ cu¯2 := v¯2,
lim inf
t→∞
u(t, x) ≥ 1− av¯2 := u2
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uniformly in the compact subset of [0,∞). Moreover, u¯2, v¯2 and u2 are all positive constants.
Step 7 Repeating the above procedure, one can find four sequences {ui}, {vi}, {u¯i} and {v¯i},
such that, for all i,
ui ≤ lim inft→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ u¯i, vi ≤ lim inft→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ v¯i (4.9)
uniformly in the compact subset of [0,∞). Moreover, these sequences can be determined by the
following iterative formulas:

v1 = b, u¯i = 1− avi, v¯i = b+ cu¯i,
ui = 1− av¯i, vi+1 = b+ cui, i = 1, 2, · · · .
(4.10)
Denote A = 1− ab and q = ac, then A > 0, 0 < q < 1. By the direct calculation,
u¯1 = A, v¯1 = b+ cA, u1 = A(1− q),
v2 = b+ cA(1− q), u¯2 = A(1− q + q
2), u2 = A(1− q + q
2 − q3).
Using the inductive method we have the following expressions:
u¯i = A
(
1− q + q2 − · · ·+ q2i−2
)
, ui = (1 + q)u¯i −A, u¯i = ui +Aq
2i−1, i ≥ 3.
In view of 0 < q < 1, we conclude
lim
i→∞
u¯i = lim
i→∞
ui =
A
1 + q
=
1− ab
1 + ac
. (4.11)
This fact combines with (4.10) yields
lim
i→∞
v¯i = lim
i→∞
vi =
b+ c
1 + ac
. (4.12)
The limits (4.1) are followed from (4.9), (4.11) and (4.12). The proof is complete.
5 Discussion
In this paper, we have examined a free boundary problem of the Lotka-Volterra type prey-predator
model with variable intrinsic growth rate for predator over a one dimensional habitat, in which the
free boundary represents the spreading front and is caused only by the prey. In the absence of u,
the system is reduced to the diffusive logistic model describing information diffusion in online social
networks [26].
Because of the bad properties of r(t, x), the mathematical analysis becomes very difficult. Some
methods used in the study of free boundary problems (e.g., for the logistic, prey-predator and com-
petition models with positive constant coefficients or variable ones having positive lower bounds)
are no longer applicable. Our results illustrate that under the suitable assumptions regarding to
r(t, x), the properties of solution are the same as those for the case r(t, x) is equal to a positive
constant.
Theorem 3.1 exhibits a very different property from those that the free boundary is caused by
the predator or both prey and predator, see [27, 28]. This result is similar to [11, Theorem 3.3] for
the competition model.
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Coefficient a is the predation rate, and b is the birth rate of the predator without prey. We fixe
b, for example, take b = 1. Theorem 3.1 illustrates that if the predation rate is greater than 1, then
prey can not spread into infinity and will die out eventually (prey will be eaten up by predator).
For the Lotka-Volterra type prey-predator model, c = ka for some positive constant k, which
can be considered as the transition rate from prey to predator. So, ac = ka2. In Theorem 4.1,
the condition ac < 1 means that either the predation rate a is suitable small when k is fixed, or
k is suitable small when a is fixed. For such situation, if ab < 1 then the prey and predator will
stabilize at a positive equilibrium state
(
1−ab
1+ac ,
b+c
1+ac
)
.
If the function r(t, x) has a positive lower bound, then all conclusions of our present paper are
correct.
When we consider the following free boundary problem with double free boundaries

ut − uxx = u(1− u− av), t > 0, g(t) < x < h(t),
vt − dvxx = r(t, x)v(b− v + cu), t > 0, g(t) < x < h(t),
u = vx = 0, t > 0, x = g(t), h(t),
g′(t) = −µux(t, g(t)), h
′(t) = −µux(t, h(t)), t > 0,
u(0, x) = u0(x), v(0, x) = v0(x), g0 ≤ x ≤ h0,
g(0) = g0, h(0) = h0, g0 < h0,
similar conclusions hold.
The biological significance of the present paper can be read as:
(I) In any one of the following situations, the pest species can not spread into infinity and will
die out eventually (pest species will be eaten up by the natural enemies):
(i) Either a (predation rate) is suitable large, or b (birth rate of the predator without prey) is
suitable large, to ensure that ab > 1;
(ii) Both a and b are not large (ab < 1), h0 (size of the initial habitat) is less than
pi
2 (1−ab)
−1/2,
and µ (moving coefficient of free boundary) is suitable small.
(II) In other situations, especially in the case that ab < 1, and either h0 ≥
pi
2 (1 − ab)
−1/2, or
h0 <
pi
2 (1 − ab)
−1/2 but µ is suitable large, the pest species will successfully spread into infinity
eventually and stabilize at a positive equilibrium state. That is, the pest species can’t be wiped
out clean.
Appendix A
To study the long time behavior of u(t, x) for the vanishing case, we shall give a general result
in this appendix.
Proposition A Let d, β and s0 be positive constants and C ∈ R. Assume that functions s(t) and
w(t, x) satisfy s(t) > 0, w(t, x) > 0 for all 0 ≤ t < +∞ and 0 < x < s(t). We further suppose that
lim
t→+∞
s(t) = s∞ < +∞, lim
t→+∞
s′(t) = 0, (A.1)
and
‖w(t, ·)‖C1 [0, s(t)] ≤M, ∀ t > 1 (A.2)
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for some constant M > 0. If (w, s) satisfies

wt − dwxx ≥ Cw, t > 0, 0 < x < s(t),
wx = 0, or w = 0, t > 0, x = 0,
w = 0, s′(t) ≥ −βwx, t > 0, x = s(t),
w(0, x) = w0(x), x ∈ [0, s0],
s(0) = s0
in the classical sense, then
lim
t→+∞
max
0≤x≤s(t)
w(t, x) = 0. (A.3)
Proof. Although the proof is similar to Proposition 3.1 of [27], but because this proposition
plays an important role in determining the asymptotic behavior of solution for the vanishing case,
and for the sake of completeness and convenient to readers, we shall give the details.
On the contrary we assume that there exist ε > 0 and {(tj , xj)}
∞
j=1, with 0 ≤ xj < s(tj) and
tj →∞ as j →∞, such that
w(tj , xj) ≥ 3ε, j = 1, 2, · · · . (A.4)
Since 0 ≤ xj < s∞, there exist a subsequence of {xj}, denoted by itself, and x0 ∈ [0, s∞], such that
xj → x0 as j →∞. We claim that x0 6= s∞. Otherwise, then xj − s(tj)→ 0 as j →∞. By use of
the inequality (A.4) firstly and the inequality (A.2) secondly, we have that∣∣∣∣ 4εxj − s(tj)
∣∣∣∣ ≤
∣∣∣∣ w(tj , xj)xj − s(tj)
∣∣∣∣ =
∣∣∣∣w(tj , xj)− w(tj , s(tj))xj − s(tj)
∣∣∣∣ = |wx(tj , x¯j)| ≤M,
where x¯j ∈ (xj, s(tj)). It is a contradiction since xj − s(tj)→ 0. Similarly, it is easily deduced that
x0 6= 0 if the boundary condition at x = 0 is w = 0.
By use of (A.2) and (A.4), there exists δ > 0 such that x0 + δ < s∞ and
w(tj , x) ≥ 2ε, ∀ x ∈ [x0, x0 + δ]
for all large j. Since s(tj)→ s∞ as j → +∞, we may think that s(tj) > x0 + δ for all j. Let
rj(t) = x0 + δ + t− tj, τj = inf {t > tj : s(t) = rj(t)} .
Clearly, x0 + δ + τj − tj = rj(τj) < s∞, s(τj) = rj(τj), and x0 + δ ≤ rj(t) ≤ s(t) in [tj, τj ]. Define
yj(t, x) =
2(x− x0)− (δ + t− tj)
δ + t− tj
(π − θ),
Dj = {(t, x) : tj < t < τj, x0 < x < rj(t)},
and
wj(t, x) = εe
−k(t−tj )[cos yj(t, x) + cos θ], (t, x) ∈ Dj ,
where θ (θ < π/8) and k are positive constants to be chosen later. Then |yj(t, x)| ≤ π − θ for
(t, x) ∈ Dj, and yj(t, x0) = −(π − θ), yj(t, rj(t)) = π − θ. Therefore, wj(t, x) ≥ 0 in Dj , and
wj(t, x0) = wj(t, rj(t)) = 0.
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We want to compare w(t, x) and wj(t, x) in Dj . It is obvious that
w(t, x0) ≥ 0 = wj(t, x0), w(t, rj(t)) ≥ 0 = wj(t, rj(t)), ∀ t ∈ [tj, τj ],
and
w(tj , x) ≥ 2ε > wj(tj, x), ∀ x ∈ [x0, x0 + δ].
Thus, as long as positive constants θ and k can be chosen independent of j so that
wjt − dwjxx ≤ Cwj in Dj, (A.5)
it can be deduced that wj(t, x) ≤ w(t, x) for (t, x) ∈ Dj by applying the comparison principle
to w and wj over Dj . Since w(τj , s(τj)) = 0 = wj(τj , rj(τj)) and s(τj) = rj(τj), it follows that
wx(τj , s(τj)) ≤ wjx(τj , rj(τj)). Thanks to θ < π/8 and δ + τj − tj < s∞, we have
wjx(τj , rj(τj)) = −
2ε(π − θ)
δ + τj − tj
e−k(τj−tj) sin(π − θ) ≤ −
7επ
4s∞
e−ks∞ sin θ.
Note the boundary condition −βwx(τj , s(τj)) ≤ s
′(τj), we have
s′(τj) ≥
7βεπ
4s∞
e−ks∞ sin θ,
which implies lim supt→∞ s
′(t) > 0 since limj→∞ τj → ∞. This contradicts to (A.1), and (A.3) is
obtained.
Now we justify that (A.5) holds provided that θ and k satisfy
θ <
π
8
, sin θ ≤
3πdδ2
4s3∞
, (A.6)
k > |C|+ d
(
2π
δ
)2
+
2πs∞
δ2(cos θ − cos 2θ)
. (A.7)
And so, (A.3) is followed. For this purpose, remember 0 ≤ wj ≤ 2ε and δ + τj − tj < s∞, a series
of computations demonstrate that, for (t, x) ∈ Dj ,
wjt − dwjxx − Cwj
= −kwj − εe
−k(t−tj )yjt sin yj + dεe
−k(t−tj )y2jx cos yj −Cwj
≤
(
|C|+ dy2jx − k
)
wj − dεe
−k(t−tj )y2jx cos θ − εe
−k(t−tj )yjt sin yj
≤
[
|C|+ d
(
2π
δ
)2
− k
]
wj + εe
−k(t−tj )
[
2π(x− x0)
δ2
| sin yj| − d
(
2(π − θ)
s∞
)2
cos θ
]
:= I(t, x).
Clearly, |C|+ d
(
2pi
δ
)2
− k < 0 by (A.9). To verify I(t, x) ≤ 0 in Dj , we should divide Dj into two
parts D1j and D
2
j , such that
I(t, x) < εe−k(t−tj )
[
2π(x− x0)
δ2
| sin yj| − d
(
2(π − θ)
s∞
)2
cos θ
]
≤ 0 in D1j ,
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and
I(t, x) <
[
|C|+ d
(
2π
δ
)2
− k
]
wj + εe
−k(t−tj )
2π(x− x0)
δ2
| sin yj| ≤ 0 in D
2
j .
For this purpose, notice |yj(t, x)| ≤ π − θ in Dj , we take
D1j = {(t, x) ∈ Dj : tj < t < τj, π − 2θ < |yj(t, x)| < π − θ} ,
D2j = {(t, x) ∈ Dj : tj < t < τj, |yj(t, x)| ≤ π − 2θ} .
Then | sin yj(t, x)| ≤ sin 2θ in D
1
j , and cos yj(t, x) ≥ − cos 2θ in D
2
j . Remember θ < π/8, and
wj(t, x) ≥ 0, 0 ≤ x− x0 ≤ s∞ in Dj. In view of (A.6) and (A.7), the detailed calculations allows
us to conclude
I(t, x) < εe−k(t−tj )
(
2πs∞
δ2
sin 2θ − d
3π2
s2∞
cos θ
)
< 0 in D1j ,
and
I(t, x) < εe−k(t−tj )
{[
|C|+ d
(
2π
δ
)2
− k
]
(cos θ − cos 2θ) +
2πs∞
δ2
}
< 0 in D2j .
Therefore, (A.5) holds. The proof is complete.
Appendix B
In this appendix it will be shown that if we assume the condition (H4)(i) instead of conditions
(H1), (H2) and (H3), then all conclusions of Theorem 2.3, Theorem 3.2 and Lemma 3.1 still hold
true.
1) For the proof of (2.4), by use of (2.17) and (H4)(i) we have
f ′(t) ≤ −λr(t, x(t)) ≤ −λr0(x(t)), ∀ t > T.
Since r0(x) is positive and smooth, and h∞ <∞, we see that r0(x(t)) ≥ σ := min
0≤x≤h∞
r0(x) > 0 for
all t > T . Therefore,
f ′(t) ≤ −λσ, ∀ t > T,
which implies V (t, x(t)) = f(t)→ −∞ as t→∞. This is a contradiction.
Applying (2.22), the result (2.5) can be deduced by the same method as the above. So, Theorem
2.3 holds.
2) Theorem 3.2 can be proved in the same way as the original proof since Theorem 2.2 and
Theorem 2.3 hold.
3) Lemma 3.1 holds since Theorem 3.2 is true.
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