Working memory (WM) is important to maintain information over short time periods to 1 6 provide some stability in a constantly changing environment. However, brain activity is 1 7 inherently dynamic, raising a challenge for maintaining stable mental states. To investigate 1 8 the relationship between WM stability and neural dynamics, we used electroencephalography 1 9 3 1 state to guide ongoing behaviour. Working memory is a core cognitive function that provides 3 2 a stable platform for guiding behaviour according to time extended goals; however, it remains 3 3 unclear how such stable cognitive states emerge from a dynamic neural system. 3 4
Introduction 3 0
Neural activity is highly dynamic, yet often we need to hold information in mind in a stable 1 3 1 approximately 135 minutes, including breaks. See Figure 2A for a trial schematic. stimuli were presented laterally. A retro-cue then indicated which of those two would be 1 3 5
tested at the end of the trial. Two impulses (white circles) were serially presented in the 1 3 6 subsequent delay period. At the end of the trial a randomly oriented probe grating was 1 3 7
presented in the centre of the screen, and participants were instructed to rotate this probe until EEG was acquired with 61 Ag/AgCl sintered electrodes (EasyCap, Herrsching, Germany) 1 4 1 laid out according to the extended international 10-20 system and recorded at 1,000 Hz using 1 4 2
Curry 7 software (Compumedics NeuroScan, Charlotte, NC). The anterior midline frontal 1 4 3 electrodes (AFz) was used as the ground. Bipolar electrooculography (EOG) was recorded 1 4 4 from electrodes placed above and below the right eye and the temples. The impedances were 1 4 5 kept below 5 kΩ. The EEG was referenced to the right mastoid during acquisition. Offline, the EEG signal was re-referenced to the average of both mastoids, down-sampled to 1 4 8 dependent neural response from a 100 ms impulse (as used in the current study) is largely 1 7 2 confined to this window (18). In the current study, instead of decoding at each time-point 1 7 3 separately, information was pooled across the whole time-window. The mean activity level MVPA analyses, unless explicitly mentioned otherwise. The same approach over the same 1 8 0 time window of interest was used in our previous study (25). We computed the mahalanobis distances as a function of orientation difference to reconstruct 1 8 3 grating orientations (18). The following procedure was performed separately for items that 1 8 4
were presented on the left and right side. Since the grating orientations were determined 1 8 5
randomly on a trial-by-trial basis and the resulting orientation distribution across trials was 1 8 6
unbalanced, we used a k-fold procedure with subsampling to ensure unbiased decoding. Trials were first assigned the closest of 16 orientations (variable, see below) which were then 1 8 8 randomly split into 8 folds using stratified sampling. Using cross-validation, the train trials in 1 8 9 7 folds were used to compute the covariance matrix using a shrinkage estimator (26). The 1 9 0 number of trials of each orientation bin were equalized by randomly subsampling the 1 9 1 minimum number of trials in any bin. The subsampled trials of each angle bin were then 1 9 2 averaged. To pool information across similar orientations, the average bins were convolved 1 9 3 with a half cosine basis set raised to the 15 th power (27) (28) (29) . The mahalanobis distances 1 9 4
between each trial of the left-out test fold and the averaged and basis-weighted angle bins 1 9 5
were computed and mean-centred across the 16 distances to normalize. This was repeated for all test and train fold combinations. To get reliable estimates, the above procedure was 1 9 7 repeated 100 times (random folds and subsamples each time), separately for eight orientation ordered as a function of orientation difference. The resulting "tuning curve" was summarized 2 0 3 into a single value (i.e., "decoding accuracy") by computing the cosine vector mean of the 2 0 4 9 tuning curve (18), where a positive value suggests a higher pattern similarity between similar 2 0 5 orientations than between dissimilar orientations. The approach was the same for the 2 0 6 reanalysis of (17).
0 7
We also repeated the above analysis iteratively for a subset of electrodes in a searchlight 2 0 8 analysis across all 61 electrodes. In each iteration, the "current" as well as the closest two 2 0 9
neighbouring electrodes were included in the analysis (similar as in 30) The freely available 2 1 0 MATLAB extension fieldtrip (31) was used to visualise the decoding topographies. Note that 2 1 1 the topographies were flipped, such that the left represents the ipsilateral and the right the contralateral side relative to stimulus presentation side. To test cross-generalization between impulses, instead of training and testing within the same 2 1 5 time-window, the train folds were taken from impulse 1, and the test fold from impulse 2, and 2 1 6 vice versa. The analysis was otherwise exactly as described above.
1 7
To test cross-generalization between presented locations, the classifier was similarly trained 2 1 8 on trials where the item was presented on the left, and tested on the right, and vice versa. Since left and right trials were independent trial sets, cross-validation does not apply.
However, to ensure a balanced training set, the number of trials of each orientation bin were 2 2 1 nevertheless equalized by subsampling (as described above), and this approach was repeated 2 2 2 100 times.
3
The cross-generalization of the orientation code between impulse onsets in (17) was tested 2 2 4
with the same analyses as the location cross-generalization described in the paragraph above:
The classifier was trained on the early onset condition, and tested on the late-onset condition, 2 2 6 and vice versa, while making sure that the training set is balanced through random 2 2 7
subsampling. To decode the difference of the evoked neural responses between impulses, we used a leave-
one-out approach. The mahalanobis distances between the signals from a single trial from difference indicates more similarity between same than different impulses. To convert the 2 3 6 distance difference into trial wise decoding accuracy, positive distance difference were 2 3 7 simply converted into "hits" (1) and negative into "misses" (0). The percentage of correctly 2 3 8 classified impulses were subsequently compared to chance performance (50%).
3 9
The presentation side and impulse onset (in (17)) was decoded using 8-fold cross-validation, 2 4 0 where the distance difference between different and same location/onset was computed for 2 4 1 each trial, which were then converted to "hits" and "misses". To explore and visualize the relationship between the location or impulse/time code and the 2 4 4 orientation code in state space (see Fig. 1A for different predictions), we used classical For the visualization of the code across impulse/time, distances were computed separately for 2 4 9 left and right trials, before taking the average. Within each orientation bin, the data of half of 2 5 0 the trials were taken from impulse 1, and the data of the other half from impulse 2 2 5 1 (determined randomly). The number of trials within each orientation of each impulse were 2 5 2 equalized through random subsampling before averaging. The mahalanobis distances 2 5 3 between both orientation and impulses were then computed using the covariance matrix average across all iterations. For the visualization of the code across space, the data of each trial were first averaged across impulses. The number of trials of orientation bins (same as above) of each location were 2 5 9
equalized through random subsampling. The mahalanobis distances of the average of each 1 2 difference, chance decoding). Note that tests of within condition decoding (within 2 9 8 presentation location, impulse/onset) were one-sided, since only positive decoding is 2 9 9 plausible in those cases, whereas tests of cross-generalization between conditions were two-3 0 0 sided, since negative decoding is theoretically plausible in those cases. Comparisons of 3 0 1 decodability between conditions/items were also two-sided.
3 0 2
The possible shift in representation towards the response was quantified and tested for shift of the neural representation of the orientation to be towards the response. will be made available upon peer-reviewed publication. The neural response elicited by the memory array contained parametric information about the 3 1 8
presented orientations (p < 0.001, one-sided; Fig. 3, left) .
The first impulse response contained statistically significant information about the cued item 3 2 0 (p = 0.008, one sided), but not the uncued item, which failed to reach the statistical 3 2 1 significance threshold (p = 0.057, one-sided). The difference between cued and uncued item 3 2 2 decoding was not significant (p = 0.694, two-sided; Fig. 3, middle) . The decodability of the cued item was also significant at the second impulse response (p < 0.001, one-sided), while it was not of the uncued item (p = 0.919, one-sided). Notably, the 3 2 5 decodability of the cued item was significantly higher than that of the uncued item (p = 3 2 6 0.002, two-sided; Fig. 3, right) . Overall, these results reflect previous findings (18) in that the impulse response reflects 3 2 8 relevant information in WM, and that no longer relevant information leave no detectable trace 3 2 9
in the WM network.
The decoding topographies highlight that most of the decodable signal came from posterior 3 3 1 electrodes during both encoding and maintenance, and is therefore likely generated by the 3 3 2 visual cortex. Notably, while contralateral electrodes showed unsurprisingly higher item 3 3 3 decoding during encoding, this was not the case during maintenance in either impulse 3 3 4 response ( Fig. 2C bottom row) . The relationship between orientations and impulses/time is visualized in state-space through 3 4 7 MDS (Fig. 4A) . While the first dimension clearly differentiates between impulses, the second that while the impulse responses are different between impulses, the orientation coding 3 5 0 schemes revealed by the impulse are the same. This is corroborated by significant decoding accuracy of the impulse (p < 0.001, one-sided; Fig. 4B ) on the one hand, but also significant 3 5 2 cross-generalization of the orientation code between impulses (p < 0.001, two-sided), which 3 5 3
was not significantly different from same-impulse orientation decoding (p = 0.581, two-3 5 4 sided; Fig. 4C ). To rule out that the difference in impulse response reported above is not only due to 3 7 2 difference in stimulation history and changing WM operations, but also due to temporal 3 7 3 coding in the WM network, we reanalysed previously published data where a single impulse 3 7 4 stimulus was presented either 1,170 or 1,230 ms after the presentation of a single memory of impulse-onset and orientations shows the same circular geometry of the orientations at 3 7 7 each impulse onset, while also highlighting a separation of impulse onsets in state-space 3 7 8
(Suppl. fig. 2A ). Decoding impulse-onset was significantly than from chance (p = 0.005, one- sided; Suppl. fig. 2B ). Cross-generalization of the orientation code between impulse-onsets 3 8 0 was significant (p < 0.001, two-sided), and did not significantly differ from decoding the 3 8 1 memorized orientation within the same impulse-onset (p = 0.244, two-sided; Suppl. fig. 2C ).
8 2
Overall, the results of the current study, as well as the reanalyses of (17) provide evidence for different time-points (as predicted in (33)), while at the same time providing evidence for a 3 8 5
temporally stable coding scheme of WM content (3,4). As a counterpart to the stable coding scheme in time reported above, we explicitly tested if 3 8 8 the coding scheme is location specific (i.e., dependent on the previous presentation location shows a clear separation between locations and no overlap in orientation coding between 3 9 1 locations (Fig. 5A ). The cued location was significantly decodable from the impulse 3 9 2 responses (p < 0.001, one-sided; Fig. 5B ). Cross-generalization of the orientation coding 3 9 3 scheme between cued item locations was not significant (p = 0.403, two-sided), and 3 9 4 significantly lower than same side orientation decoding (p = 0.009, two-sided; Fig. 5C ).
9 5
These results reflect previous reports of spatially specific WM codes, even when location is 3 9 6 no longer relevant (34). The first approach to test for a possible shift of the neural representation towards the response presentation (p = 0.117, one-sided; Fig. 6B & C, left) . No evidence for such a shift was found 4 1 5
at impulse 1/early maintenance either (p = 0.07, one-sided; Fig. 6B & C, middle) . However, 4 1 6 the orientation tuning curve was significantly shifted towards the response at impulse 2/late 4 1 7 maintenance (p < 0.001, one-sided; Fig. 6B & C, right) . bursts may keep this to a minimum, by periodically reinstating a sharp representation.
2 6
However, since this refreshing depends on the read-out of a coarse representation, the 5 2 7
resulting representation may be slightly wrong and thus shifted. This interplay between 5 2 8
decaying silent WM-states that are readout and refreshed by active WM-states also predicts a 5 2 9
drifting WM code, without depending on an unbroken chain of persistent neural activity.
3 0
Moreover, the representational drift does not necessarily have to be random. Modelling of 5 3 1 report errors in a free recall colour WM task suggests that an increase of report errors over the present study could be explained by a similar drift towards specific orientations, which 5 3 6
would predict an increase of report bias for longer retention periods. However, clear behavioural evidence for such an increase in systemic report errors of orientations is lacking 5 3 8
(10). In the present study we isolated random from systematic errors, both as a 5 3 9
methodological necessity, but also to be able to conclude that any observed shift is due to 5 4 0 random errors. Thus, while a systematic drift towards specific orientations might be possible, 5 4 1 the shift in representation reported here is unrelated to it.
4 2
Our results suggest that maintenance in WM is dynamic, although the fundamental coding 
