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Розроблено модифікації простого генетичного алгоритму для розпізна-
вання образів. У запропонованій модифікації Альфа-Бета на етапі відбору осо-
бин до нової популяції особини ранжуються за показником пристосованості, 
далі випадковим чином визначається кількість пар – певна кількість найприс-
тосованіших особин, та стільки ж найменш пристосованих. Найпристосова-
ніші особини формують підмножину B, найменш пристосовані – підмножину 
W. Обидві підмножини входять в множину пар V. Число особин, що можуть
бути обрані в пари, знаходиться в діапазоні 20–60 % від загальної кількості
особин. У модифікації Альфа-Бета фіксована в порівнянні з оригінальною вер-
сією простого генетичного алгоритму було додано можливість виникнення
двох мутацій, додано фіксовану точку схрещення, а також змінено відбір осо-
бин для схрещення. Це дозволяє підвищити показник точності у порівнянні з
базовою версією простого генетичного алгоритму. У модифікації Фіксована
встановлено фіксовану точку схрещення. В схрещенні приймає участь половина
генів – гени що відповідають за кількість нейронів на шарах, значення інших
генів завжди передаються нащадкам від однієї з особин. Також, на етапі му-
тації випадковим чином відбуваються мутації з використанням методу Мон-
те-Карло.
Розроблені методи програмно реалізовано для вирішення задачі 
розпізнавання учасників дорожнього руху (автомобілів, велосипедів, пішоходів, 
мотоциклів, вантажівок). Також було проведено порівняння показників 
використання модифікацій простого генетичного алгоритму та визначено 
кращий підхід вирішення задачі розпізнавання учасників дорожнього руху. Було 
встановлено, що розроблена модифікація Альфа-Бета показала кращі 
результати у порівнянні з іншими модифікаціями при вирішенні задачі 
розпізнавання учасників дорожнього руху. При застосуванні розроблених 
модифікацій отримано наступні показники точності: Альфа-Бета – 96.90 %, 
Альфа-Бета фіксована – 95.89 %, фіксована – 85.48 %. Крім того, при 
застосуванні розроблених модифікацій скорочується час підбору параметрів 
нейромоделі, зокрема при використанні модифікації Альфа-Бета витрачається 
лише 73,9 % часу базового методу, при використанні модифікації Фіксована – 
91,1 % часу базового генетичного методу 
Ключові слова: розпізнавання образів, генетичний алгоритм, еволюційний 
алгоритм, нейронні мережі, Python, OpenCV, Keras Н
е
яв
л
ет
ся
пе
ре
из
да
ни
ем
1. Вступ 
Кількість областей, в яких застосовується розпізнавання образів, постійно 
зростає, це пов’язано з розвитком технологій, методів, програмних рішень, 
бібліотек, обчислювальної техніки, а також з необхідністю автоматизації чи 
контролю процесів без участі людини. 
Одною з таких областей є дорожня безпека, що включає багато вузьких 
напрямків: розпізнавання номерних знаків, визначення завантаженості вулиць, 
розпізнавання учасників руху в безпілотному транспорті та інше. 
Однак на сьогодні повністю не вирішені проблеми якості розпізнавання. 
Наприклад, в системі Autopilot Tesla було виявлено вразливість – система у 
більшості випадків не може розпізнати велосипед, вона визначає велосипед як 
людину чи невеликий автомобіль, відповідно, система може прийняти рішення 
внаслідок яких можлива загроза життю велосипедиста [1]. 
Також відомі вразливості в розпізнаванні учасників дорожнього руху в 
таких системах як Mazda Smart City Brake Support [2], автопілот Waymo [3]. 
Можна сказати, що розпізнавання велосипедів та інших учасників 
дорожнього руху є достатньо актуальною задачею. Розпізнавання учасників 
дорожнього руху може бути використано в системі контролю та/або 
забезпечення безпеки дорожнього руху чи для дослідження актуальності 
створення спеціалізованих велосипедних доріжок, тощо.  
 
2. Аналіз літературних даних та постановка проблеми 
У роботі [4] наведено дослідження з вирішення задачі розпізнавання 
велосипедів на відеопотоці за допомогою об’єднання таких підходів: метод 
гістограм орієнтованих градієнтів (Histogram of Oriented Gradients – HOG) [5, 
6], метод опорних векторів (Support Vector Machine – SVM) [7], каскадний 
класифікатор (метод Віоли-Джонса) [8, 9]. Наведено результати виконання 
розпізнавання велосипедів за різноманітних погодних умов та стверджується, 
що розроблений у роботі [4] підхід може бути використаний у системах 
розпізнавання реального часу.  
Втім, використання поєднання методів HOG та SVM не є досить 
ефективним, оскільки це дозволяє розпізнавати достатньо великі об’єкти, які не 
завжди присутні на відео в режимі реального часу, та через те, що необхідно 
достатньо багато часу на обчислення складних параметрів. Використання 
каскадного класифікатору є більш ефективним з точки зору часу розпізнавання. 
Проте, даний метод має помилки в розпізнаванні – через застосування різних 
масштабів та розміру скануючого вікна один об’єкт може бути розпізнано як два. 
Загалом, низька якість зображення, погодні умови та різноманітне 
освітлення суттєво ускладнюють використання методів [4–9]. Розроблений 
підхід [4] є досить комплексним та складним, кожен метод [5–9] потребує 
достатньо обчислювальних та часових ресурсів, що впливає на отримувані 
результати та ефективність використання таких методів на практиці. 
Доцільнішим підходом до реалізації розпізнавання велосипедів було б 
використання нейронних мереж. Т
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Так, у [10] наведено дослідження аналізу потоку машин на CCTV (системи 
відеоспостереження) зображеннях, що засновується на вирішенні задачі 
розпізнавання машин за допомогою нейронних мереж Faster R-CNN (faster 
region based convolutional neural network) [11] та SSD (single shot multibox 
detector) [12]. 
Загалом, SSD мережі здатні швидко здійснювати розпізнавання, але часто 
помиляються при розпізнаванні невеликих об’єктів, тоді як Faster R-CNN 
працюють повільніше, але здатні надавати більшу точність. 
У роботі [12] виконано тестування вказаних навчених нейронних мереж на 
зображеннях низької якості та при різних погодних умовах. В результаті 
дослідження отримано, що розглянуті нейронні мережі не здатні розпізнати всі 
машини, при чому, при поганих погодних умовах (дощ, сніг, туман) показник 
точності значно падає. Тож, при навчанні нейронних мереж для розпізнавання 
машин слід було використати більше різноманіття навчальної вибірки. Крім 
того в дослідженні реалізується розпізнавання тільки машин, хоча поняття 
“трафік” охоплює декілька видів транспорту (мотоцикли, вантажівки, тощо).  
У [13] розглянуто вирішення задачі розпізнавання машин за допомогою 
навчання згорткової нейронної мережі [14], що базується на підкріпленій 
помилці навчання та зразках схильних до помилок. Тобто, при навчанні 
згорткової нейронної мережі пропонується використовувати помилки навчання 
поточної стадії, в якості навчальних даних на наступній стадії. Було зроблено 
порівняння розпізнавання методом гістограм орієнтованих градієнтів зі 
згортковими нейронними мережами, одна з яких була навчена стандартним 
способом, а друга – запропонованим авторами, в результаті якого 
запропонований у [13] підхід показав кращі показники (зокрема, точність 
розпізнавання склала 83,91 %).  
Однак не наведено прикладів виконання розпізнавання автомобілів, та 
через невеликий об’єм навчальної вибірки, що була використана у дослідженні, 
не можна з повною впевненістю говорити про те, що було досягнуто значного 
покращення навчання загорткової нейронної мережі. 
У [15] розглядається вирішення задачі розпізнавання серед натовпу 
кожного пішохода окремо. Основна мета дослідження здійснення 
розпізнавання пішохода на чорно-білих зображеннях у різноманітних 
ситуаціях, детектування пішохода на зображенні, навіть при частковому 
перекритті, та з високою точністю локалізувати його. Також, за мету ставиться 
визначення скільки пішоходів присутньої на зображенні.  
Підхід, розроблений у даній статті, заснований на маштабо-незалежному 
розширенні моделі неявної форми (Implicit Shape Model – ISM). Авторам 
вдалося реалізувати всі поставлені цілі, однак точність розпізнавання пішоходів 
дорівнює 71.3 % та не є задовільною. Також, варто відзначити, що розроблений 
метод працює лише із зображеннями. Проте, метод має великий потенціал та 
може в результаті подальшого розвитку розвиватися в напрямку розпізнавання 
образів та трекінгу. 
У [16] розглядається вирішення задачі розпізнавання пішоходів за 
допомогою поєднання декількох нейронних мереж. Запропонована система Н
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складається з двох підсистем: головна система детектування пішоходів для 
генерації всіх детектувань та система семантичної сегментації для покращення 
результатів. Система детектування пішоходів в свою чергу складається з 
генератору «кандидатів» пішоходів та системи класифікації. Для того щоб 
надавати більше інформації про координати об’єкта мережі класифікації, 
пропонується використання нового методу «м’яких позначень», який відносить 
об’єкт до всіх класів. Для реалізації системи класифікації було втілено ідею 
«збірного навчання». Також пропонується методика «м’якого відкидання» для 
поєднання висновків усіх мереж класифікації та мережі семантичної 
сегментації з висновком мережі генерації «кандидатів». 
Розпізнавання пішоходів було протестовано на чотирьох популярних 
наборах зображень: набір Caltech Pedestrian, набір INRIA, набір ETH, набір 
KITTI. На перших трьох наборах було отримано найвищі показники точності 
розпізнавання. Також вказується на значну швидкість роботи розробленого 
підходу. 
У [17] розглядається реалізація розпізнавання пішоходів, з використанням 
комбінації методу гістограм орієнтованих градієнтів і методу опорних векторів 
та згорткової нейронної мережі. Мета роботи полягає в тому, щоб 
сконструювати семантичні регіони, що представляють інтерес, для того щоб 
добути об'єкт переднього плану, для зменшення помилок пов’язаних з 
помилками розпізнавання фону. Спочатку за допомогою згорткової нейронної 
мережі, навченої за набором Caltech Pedestrian, генерується теплова мапа за 
вхідним зображенням. Далі, семантичні регіони інтересу добуваються з 
теплової мапи за допомогою морфологічної обробки зображення. В решті, 
семантичні регіони інтересу розділяють все зображення на фон та передній 
план, для полегшення роботи детекторів які прийматимуть рішення. 
Відмічається, що за допомогою семантичних регіонів інтересу, робота 
детекторів в різній ступені поліпшується. Втім, використання поєднання 
методів HOG та SVM не є оптимальним, оскільки це дозволяє розпізнавати 
достатньо великі об’єкти, які не завжди присутні на відео в режимі реального 
часу та через те, що необхідно достатньо багато часу на обчислення складних 
параметрів.  
В роботі [18] розглянуто реалізацію системи розпізнавання транспортних 
засобів, що відносяться до 7 класів (мотоцикл, авто, пікап, автобус, вантажівка, 
вантажівка з причепом, вантажівка з декількома причепами) на CCTV відео. У 
реалізації було використано навчену глибоку згорткову нейронну мережу (Deep 
Convolutional Neural Network – DCNN). 
Запропонована система алгоритмічно складається з двох задач: локалізації 
та класифікації. Спочатку виконується локалізація, за допомогою генерації 
регіонів незалежних від класу, для кожного кадру, потім використовується 
глибока згорткова нейронна мережа для добутку описів ознак для кожного 
регіону. Врешті, за допомогою методу опорних векторів (Support Vector 
Machines – SVM), для кожного регіону, добуті описи ознак порівнюються із 
шаблонами, та здійснюється оцінка відповідності і класифікація. Точність 
розпізнавання транспортних засобів відрізняється для кожного класу, але 
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загалом показник точності знаходиться в межах 92–95 %. Показник точності 
розпізнавання помітно зменшується при завантаженому трафіку, за дощу та 
туману, при низькій якості відео. 
Недоліком даної розробки є використання глибокої згорткової нейронної 
мережі оскільки її обчислення вимагає багато обчислювальних ресурсів, що не 
є прийнятним. Використання даної нейронної мережі можливе при наявності 
потужного процесору (CPU), або графічного процесору (GPU) NVIDIA, в 
поєднанні з такими середовищами роботи зі штучним інтелектом як CUDA, 
Caffe, Torch. Також, в системі виявлені помилки розпізнавання, при невеликому 
масштабі, тоді об’єкт одного класу розпізнається як об’єкт іншого класу, 
наприклад “вантажівка” розпізнається як “вантажівка з причепом”, тощо. 
У статті [19] описується метод “an end-to-end” розпізнавання рухомих 
об’єктів з відеопотоку в реальному часі, їх класифікації за заданим категоріям 
відповідно до властивостей на основі зображень і подальшого їх відстеження. 
Розпізнавання рухомих об’єктів відбувається з використанням піксельної 
різниці між послідовними кадрами зображення. До метриці класифікації 
застосовуються ці об’єкти з тимчасовим обмеженням узгодженості, щоб 
класифікувати їх за трьома категоріями: людина, транспортний засіб або фон. 
Після класифікації об’єкти відслідковуються шляхом об'єднання тимчасових 
відмінностей і зіставлення з шаблоном.  
Двома ключовими елементами, які роблять цю систему стійкою, є система 
класифікації, заснована на тимчасовій узгодженості, і система відстеження, 
заснована на комбінації тимчасової різниці і зіставлення кореляцій. Система 
ефективно об'єднує прості знання предметної області про класи об'єктів зі 
статистичними показниками в тимчасовій області для класифікації цільових 
об'єктів. 
Перевагою даного методу є те, що він дозволяє безперервне відстеження, 
незважаючи на оклюзію і припинення руху об’єкта, запобігає «дрейф» 
шаблонів на фонову текстуру і забезпечує надійне відстеження, не потребуючи 
спеціального фільтру, такого як фільтр Калмана. 
Основним недоліком даного методу була неправильна класифікація, яка 
виникала у випадку, якщо кілька об'єктів знаходяться близько один до одного. 
А також дрібні об’єкти часто не розпізнаються, як стабільні в часі об'єкти. 
В роботі [20] вирішується проблема виявлення та відстеження рухомих 
об'єктів у відеопотоці, отриманому з рухомої повітряної платформи. 
Досліджуваний метод спирається на графічне представлення рухомих об'єктів, 
що дозволяє виводити і підтримувати динамічний шаблон кожного 
переміщуваного об'єкта шляхом забезпечення їх тимчасової когерентності. 
Динамічний шаблон разом з графічним поданням, що використовується в 
даному підході, дозволяє охарактеризувати траєкторії об'єктів як оптимальний 
шлях у графі. Запропонований трекер дозволяє вирішувати часткові оклюзії, 
зупиняти і рухатися в дуже складних ситуаціях. У роботі представлені 
результати на ряді різних реальних послідовностей. Метою відстеження та 
виявлення об'єктів є встановлення відповідності між об'єктами або частинами 
об'єктів у послідовних кадрах і вилучення тимчасової інформації про такі Н
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об'єкти, як траєкторія, положення, швидкість і напрямок. Відстеження 
виявленого кадру об'єкта за кадром у відео є важливим і важким завданням. 
Недоліком даної роботи являється те, що треба враховувати, якщо 
загальний відеосигнал містить дуже великий обсяг інформації, важливо 
отримувати і обробляти тільки невелику кількість релевантних даних, особливо 
в випадках, де повинна бути досягнута продуктивність з частотою кадрів в 
реальному часі. 
У роботі [21] розглянуто використання Switchable Deep Network (SDN) для 
розпізнавання пішоходів. У даній роботі вирішуються актуальні проблеми 
розпізнавання пішоходів, а саме помилки у розпізнаванні фону, велика 
кількість варіацій вигляду пішоходів через зміну положення та інших факторів. 
Однією з поширених проблем систем розпізнавання пішоходів є те, що система 
може розпізнати деякий об’єкт як пішохід. Наприклад, форма і зовнішній 
вигляд «стовбура дерева» або «залізного стовпа» в певній точці зору схожі на 
пішоходів. Тому для вирішення цієї проблеми в даній роботі було 
запропоновано використати обмежену машину Больцмана (Restricted Boltzmann 
Machine – RBM) для розпізнавання пішоходів. Використання SDN поліпшує 
стандартну згорткову нейронну мережу шляхом додавання декількох 
обмежувальних слоїв, які створюються з новою обмеженою машиною 
Больцмана, що дозволяє в результаті автоматично вивчати як низькорівневі 
особливості, так і високорівневі частини (наприклад "голова", "ноги", і т.п.) 
пішохода.  
Однак виграш в продуктивності завдяки використанню Switchable Deep 
Network був незначним. Розроблений метод потребував достатньо багато часу 
для розпізнавання складних об’єктів і питання про те, як розпізнати пішохода 
для досягнення оптимальної роботи, все ще залишається відкритим питанням. 
Завдання розпізнавання пішоходів має деякі специфічні особливості. 
Однією з таких особливостей є необхідність коректного виявлення пішоходів 
різного розміру. Різний розмір пішоходів може бути обумовлений як різної 
віддаленістю від детектора, так і різним ростом і статурою самих людей 
(наприклад, дитина і баскетболіст). Можливість розпізнавання багаторозмірних 
об'єктів значно покращить детектор [22]. Наприклад, в разі використання 
детектора в автомобілі, коректне виявлення пішоходів не тільки поблизу від 
нього, а й на більшій відстані дозволить краще контролювати ситуацію на 
дорозі і приймати своєчасні рішення. 
Найчастіше детектор [22] обчислює скалярний добуток між навченим 
шаблоном (чутливим полем) і регіоном зображення, який розпізнається. Для 
коректної роботи детектора розмірність навченого шаблону повинна збігатися з 
розмірністю об'єкта для розпізнавання. Існує два основні методи розв'язання 
задачі розпізнавання багатомасштабних об'єктів. 
Перший описаний у роботі [23] який передбачає навчання одного 
класифікатора і зміна розміру вхідних зображень, так, щоб класифікатор 
підходив для всіх можливих розмірів об'єктів. Даний метод найбільш точний, 
але вимагає великої кількості обчислень, оскільки вимагає обчислення ознак 
при кожній зміні розміру вхідного зображення. 
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Недоліком першого методу є те, що розмір регіону кандидата буде 
змінюватися до розміру, з яким працює мережа і відповідно ознаки будуть 
обчислюватися не для всього зображення, а тільки для деякого регіону. 
Другий метод [24] полягає в навчанні декількох класифікаторів, які будуть 
підходити для розпізнавання всіх розмірів об'єктів при незмінному розмірі 
вхідного зображення. Цей метод дозволяє уникнути повторних обчислень 
ознак, але якість розпізнавання досить низька, так як для кожного з можливих 
розмірів об'єкта потрібно свій класифікатор. 
Недоліком другого методу є те, що відбувається сильна розбіжність 
розмірів розпізнаного об'єкта і зразка. 
Аналіз літературних джерел [4, 10, 13, 15–18] дозволяє стверджувати, що 
проведення досліджень щодо підвищення точності розпізнавання є доволі 
актуальною задачею, а також показав, що існують ще невирішені проблеми, 
зокрема: 
– людська оклюзія. Оскільки люди з'являються в різних і 
непередбачуваних фонах, оклюзія може статися в будь-який час. Таким чином, 
для досягнення високої продуктивності при виявленні людини в процесі 
розпізнавання, проблема оклюзії повинна бути ефективно оброблена; 
– людська артикуляція. Зовнішність людини може бути надзвичайно 
різноманітною: зміною положення, відстані або точкою зору камери. Таким 
чином, алгоритми розпізнавання в процесі виявлення людини повинні 
враховувати цей аспект, щоб зробити систему більш надійною і точною; 
– фоновий шум. Зміни в контексті через погодні умови, зміни освітленості 
та складні фони є найважливішими причинами для виявлення несправності або 
виявлення пропуску, що також в деяких випадках суттєво знижує точність 
розпізнавання; 
– час обробки. Час обробки є жорсткою вимогою для багатьох реальних 
додатків для роботи в реальному часі. Сучасні підходи до розпізнавання 
людини, машини все ще потребують чіткого вдосконалення, щоб задовольнити 
цю вимогу та скоротити час розпізнавання. 
Такі проблеми в деяких випадках суттєво знижують точність 
розпізнавання, що ускладнює застосовування відомих методів на практиці.  
Наявність зазначених недоліків обумовлює необхідність розробки 
еволюційних методів побудови розпізнавальних моделей, що дозволяють 
виконувати розпізнавання автотранспортних засобів з більш високою точністю 
розпізнавання за менший час. 
 
3. Мета і задачі дослідження 
Мета дослідження – розробка математичного забезпечення для розв’язання 
задачі розпізнавання учасників дорожнього руху (автомобілів, велосипедів, 
пішоходів, мотоциклів, вантажівок) на основі модифікацій простого 
генетичного методу навчання нейромереж. Це наддасть можливість 
розпізнавання зображень низької якості та при різних погодних умов. 
Для досягнення поставленої мети вирішувалися наступні задачі:  Н
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– розробка модифікацій простого генетичного методу навчання 
нейромереж;  
– здійснити програмну реалізацію розроблених модифікацій простого 
генетичного методу; 
– провести дослідження ефективності розроблених модифікацій простого 
генетичного методу.  
 
4. Розробка модифікацій простого генетичного методу навчання 
нейромереж. Визначення впливу параметрів навчання нейронних мереж  
У розроблених модифікаціях простого генетичного методу для підвищення 
ефективності еволюційного пошуку запропоновано нові евристичні процедури, 
зокрема додано можливість виникнення двох мутацій, зокрема, з 
використанням методу Монте-Карло, модифіковано оператори відбору та 
схрещування. Це дозволяє підвищити показник точності у порівнянні з базовою 
версією простого генетичного алгоритму. Запропоновані модифікації простого 
генетичного алгоритму полягають в наступному.  
У запропонованій модифікації Альфа-Бета для схрещення в кожній 
генерації обирається різна кількість пар для схрещення, при чому в парі одна 
особина відноситься до найпристосованіших, а друга до найменш 
пристосованих особин. Також випадковим чином може виникнути дві мутації 
(базова та подвоююча) або одна мутація (базова): за методом Монте-Карло – 
генерується випадкове число, 0 або 1. Якщо випадає 0, то виникає одна мутація, 
якщо випадає 1 – виникає дві мутації. 
Послідовність дій даної модифікації простого генетичного алгоритму 
схожа на базову його версію, проте має певні відмінності. На етапі відбору 
особин до нової популяції Pn особини ранжуються за показником 
пристосованості, далі випадковим чином визначається кількість пар – певна 
кількість найпристосованіших особин, та стільки ж найменш пристосованих. 
Найпристосованіші особини формують підмножину B, найменш пристосовані – 
підмножину W. Обидві підмножини входять в множину пар V. Число особин, 
що можуть бути обрані в пари, знаходиться в діапазоні 20 – 60 % від загальної 
кількості особин. Такі характеристики діапазону особин обрано в результаті 
чисельних експериментів та досліджень розробленої модифікації генетичного 
методу. Решта нової популяції Pn отримується за рахунок схрещення обраних 
особин (K). 
 
Pn=(V, Kj),       (1) 
 
де j=1,…, (N–V). 
Також, в запропонованій модифікації випадковим чином може виникнути 
дві (µ1, µ2) або одна мутація (µ), тоді як в базовій версії алгоритму, випадковим 
чином виникає одна мутація. Причому в ситуації, коли виникає дві мутації, – 
один ген може мутувати двічі. Т
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Після застосування оператору мутації нащадки включаються до нового 
покоління Pn. Схрещення та мутації проводяться до тих пір, поки не буде 
створено нове покоління Pn розміру N (1). 
У другій запропонованій модифікації Альфа-Бета фіксована для схрещення 
в кожній генерації обирається різна кількість пар для схрещення, при чому в 
парі одна особина відноситься до найпристосованіших, а друга до найменш 
пристосованих особин. Також, випадковим чином може виникнути дві мутації 
(базова та подвоююча) або одна мутація (базова): за методом Монте-Карло – 
генерується випадкове число, 0 або 1. Якщо випадає 0, то виникає одна мутація, 
якщо випадає 1 – виникає дві мутації. Та встановлено фіксовану точку 
схрещення – в схрещенні приймає участь перша половина генів – гени що 
відповідають за кількості нейронів на шарах, значення інших генів завжди 
передаються нащадкам від однієї з особин.  
Послідовність дій даної модифікації схожа на послідовність дій 
модифікації Альфа-Бета, проте, операція схрещення відмінна. З підмножин B та 
W випадково вибирається по особині M та F, які мають певний набір генів: 
 
  1 1 1 1 11 , , , , , ,m act optM n n m f f   
 
  2 2 2 2 21 , , , , , .m act optF n n m f f   
 
Таким чином, оператор схрещення можна виразити таким чином: 
 
* 1 1 1, .
2 2 2
C M F F
  
   
  
 (2) 
 
Результатом схрещення особин є два нащадки K1, K2, які можна записати 
так: 
 
    1 1 2 2 2 2 21 1 1, , , , , , , , ,m m act optK R n n n n m f f      (3) 
 
    1 1 2 2 2 2 22 1 1, , , , , , , , ,m m act optK R n n n n m f f      
 
де R – функція вибору випадкової величини; m2, f2act, f
2
opt – значення генів що 
передались від особини F.  
Розроблена модифікація Фіксована полягає у тому, що встановлено 
фіксовану точку схрещення: в схрещенні приймає участь половина генів – гени, 
що відповідають за кількості нейронів на шарах, значення інших генів завжди 
передаються нащадкам від однієї з особин. Також, на етапі мутації випадковим 
чином виникає дві мутації (базова та подвоююча) або одна мутація (базова): за Н
е я
ля
ет
ся
 пе
ре
из
да
ни
ем
методом Монте-Карло – генерується випадкове число, 0 або 1. Якщо випадає 0, 
то виникає одна мутація, якщо випадає 1 – виникає дві мутації.  
Послідовність дій даної модифікації схожа на послідовність дій 
модифікації Альфа-Бета, проте має певну відмінність – відбір особин до нової 
популяції відбувається як у базовій версії генетичного алгоритму 
,nP T L K    та схрещення відбувається як у другій модифікації (2), (3). 
Таким чином, створено модифіковані генетичні методи для підбору 
параметрів навчання нейронних мереж – Альфа-Бета, Альфа-Бета фіксована, 
Фіксована.  
 
5. Програмна реалізація розроблених модифікацій простого 
генетичного методу  
Програмна реалізація розроблених модифікацій простого генетичного ме-
тоду включає в себе різні програми: розпізнавання образів з використанням ге-
нетичних методів, каскадного класифікатора, навчання нейронної мережі, тес-
тування розпізнавання нейронної мережі, підбору параметрів при навчанні ней-
ронних мереж з використанням модифікацій простого генетичного алгоритму 
(рис. 1). 
Програма реалізація розпізнавання образів складається з кількох моду-
лів, пов’язаних методами, тому структурну схему програми можна зобразити 
наступним чином (рис. 2). 
 
 
 
Рис. 1. Схема розробленого програмного комплексу  
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Рис. 2. Схема програми тестування каскадного класифікатора 
 
Програмну реалізацію підбору параметрів навчання нейронних мереж за 
допомогою модифікованих генетичних методів можна зобразити наступним 
чином (рис. 3).  
 
 
 
Рис. 3. Схема програми підбору параметрів для навчання нейронних мереж Н
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Програмну реалізацію навчання згорткової нейронної мережі можна зо-
бразити наступним чином (рис. 4). 
 
 
 
Рис. 4. Схема програми навчання нейронної мережі 
 
Розроблена програмна реалізація являє собою набір програм для розпі-
знавання образів, який містить файли (скрипти, модулі) для розпізнавання об-
разів. 
Головний модуль програми – main.py, з якого виконується виклик про-
грам перелічених вище. Даний модуль містить такі методи: 
– initUI – метод створення вікна програми; 
– disable_buttons – метод в якому обмежується можливість виклику про-
грам; 
– enable_buttons – метод в якому надається можливість виклику програм; 
– error_message – метод виведення вікна помилки; 
– info_message – метод виведення вікна повідомлення; 
– cascade_button – метод виклику програми тестування детектування 
каскадного класифікатора; 
– ga_button – метод виклику програми підбору параметрів при навчання 
нейронних мереж; 
– test_button – метод виклику програми тестування розпізнавання ней-
ронною мережею; 
– train_button – метод виклику програми навчання нейронної мережі. 
Програма розпізнавання образів з використанням каскадного класифіка-
тора складається з двох файлів: cascade_test.py та cascade.xml. 
Файл cascade_test.py – головний файл програми що використовує каска-
дний класифікатор для розпізнавання, в якому відбувається зчитування зобра-
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ження та файлу каскадного класифікатора, відбувається обробка зображення та 
розпізнавання, і вивід результуючого зображення. Скрипт використовує такі 
методи: 
– CascadeClassifier – метод зчитування каскадного класифікатора з біблі-
отеки OpenCV; 
– imread – метод зчитування зображення з бібліотеки OpenCV; 
– datetime.now – метод визначення поточного часу. Використовується 
для обчислення часу витраченого на розпізнавання; 
– cvtColor – метод переведення зображення в інший колірний простір з 
бібліотеки OpenCV; 
– detectMultiScale – метод розпізнавання об’єкту з бібліотеки OpenCV; 
– non_max_suppression – метод що дозволяє зменшити похибку розпі-
знавання з бібліотеки imutils. 
Файл cascade.xml – навчений каскадний класифікатор для розпізнавання 
об’єкту. 
Програма підбору параметрів при навчанні нейронної мережі складаєть-
ся з таких файлів: main.py, network.py, optimizer.py, train.py, які містяться в теці 
ga_mod. 
Файл main.py – головний файл програми, де відбувається ініціалізація 
значень параметрів що будуть використовуватися в процесі навчання нейрон-
них мереж, виконується виклик навчання нейронних мереж. Скрипт має такі 
методи: 
– train_networks – викликає метод train скрипту network.py та відображає 
прогрес навчання нейронних мереж; 
– avg_accuracy – підраховується середній показник точності навчених 
мереж; 
– generate_network – викликає методи навчання нейронних мереж та ме-
тоди підбору параметрів зі скрипту optimizer.py; 
– print_networks – виконується вивід інформації про нейронні мережі з 
кращіми показниками; 
– main – відбувається ініціалізація значень параметрів що будуть вико-
ристовуватися в процесі навчання нейронних мереж, та виклик методу generate. 
Файл network.py призначений для зберігання інформації про нейронну 
мережу. Містить такі методи: 
– init – виконується ініціалізація мережі; 
– random_network – виконується заповнення генів мережі випадковими 
значеннями; 
– create_set – встановлює відповідній мережі значення згенерованих ге-
нів; 
– train_network – викликає метод навчання нейронних мереж 
train_and_score зі скрипту train.py; 
– print_network – виконує вивід інформації про показники навченої ней-
ронної мережі. Н
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Файл optimizer.py містить реалізацію модифікованого простого генетич-
ного алгоритму для підбору оптимальних параметрів навчання нейронної ме-
режі. Містить такі методи: 
– init – виконується ініціалізація параметрів для підбору параметрів; 
– create_population – створення популяції нейронних мереж; 
– breed – виконується схрещення двох нейронних мереж (модифікація 
Альфа-Бета); 
– breed_mod2_3 – виконується схрещення двох нейронних мереж (моди-
фікації Альфа-Бета фіксована та Фіксована); 
– mutate – виконується оператор мутації до генів нейронної мережі (дві 
мутації – базова та подвоююча); 
– mutate_basic – виконується оператор мутації до генів нейронної мережі 
(одна мутація – базова);  
– evolve – виконується відбір нейронних мереж в наступне покоління 
(модифікації Альфа-Бета та Альфа-Бета фіксована); 
– evolve_mod3 – виконується відбір нейронних мереж в наступне поко-
ління (модифікація Фіксована). 
Файл train.py призначений для завантаження навчальної вибірки та без-
посередньо навчання нейронної мережі. Містить наступні методи: 
– custom – виконується завантаження навчальної вибірки; 
– compile_model – виконується створення структури нейронної мережі; 
– compile_evaluate – виконується навчання нейронної мережі. 
Програма навчання нейронної мережі складається з файла nn_train.py. В 
даному скрипті відбувається завантаження навчальної вибірки та навчання ней-
ронної мережі та її збереження до пам’яті комп’ютера. Архітектура навченої 
нейронної мережі зберігається до файлу model.json, а ваги мережі записуються 
до файлу model.h5. Скрипт використовує такі методи: 
– compile – відбувається збірка нейронної мережі; 
– ImageDataGenerator – відбувається генерація навчального набору з на-
вчальної вибірки; 
– flow_from_directory – відбувається перетворення зображень для пода-
льшого використання; 
– fit_generator – відбувається робота із зображеннями в процесі навчання; 
– evaluate_generator – відбувається робота із зображеннями в процесі ав-
то-тестування розпізнавання; 
– save_weights – запис ваг нейронної мережі до файлу model.h5. 
Програма розпізнавання образів з використанням нейронної мережі 
складається з файлу nn_test.py, який використовує файли архітектури мережі 
model.json та файл її ваг model.h5. В даному скрипті виконується зчитування 
вхідного зображення, переведення його у відповідний формат, та подання ней-
ронній мережі для розпізнавання. Скрипт використовує такі методи: 
– model_from_json – відбувається завантаження архітектури нейронної 
мережі з файлу model.json; 
– load_weights – відбувається завантаження ваг нейронної мережі з фай-
лу model.h5; 
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– compile – відбувається збірка нейронної мережі; 
– load_img – завантаження зображення для розпізнавання; 
– predict – виконується розпізнавання по вхідному зображенню. 
В процесі навчання нейронних мереж було задіяно декілька вибірки, які 
використовувалися для навчання та тестування розпізнавальних моделей за 
допомогою розроблених модифікацій простого генетичного методу. Кожна 
вибірка містить 5 класів: пішохід, велосипед, мотоцикл, авто, вантажівка. Всі 
вибірки представляють собою набори зображень, що містять відповідний 
об’єкт. Кожна з навчальних вибірок складається з 1000000 зображень, кожна 
перевірочна зі 400000 зображень. 
 
6. Експерименти та результати дослідження використання 
модифікацій простого генетичного алгоритму  
Дослідження впливу значень параметрів при навчанні нейронних мереж на 
показник точності та час виконання навчання проводилося на комп’ютері з 
процесором Intel Core i5 7400 з тактовою частотою 3 ГГц, з об’ємом 
оперативної пам’яті 8 ГБ. 
Для навчання нейронних мереж використовувалась навчальна вибірка, яка 
складалася із 1000000 зображень, розділених на 5 класів та. 
Було проведено 4 експерименти, в яких було використано розроблені 
модифікації генетичного алгоритму та безпосередньо простий генетичний 
алгоритм. Всі експерименти були проведені з однаковими параметрами: 
кількість поколінь – 5, розмір популяції – 20, коефіцієнт мутації – 0.01. Вхідні 
дані – вибірка зображень 5 класів (пішохід, велосипед, мотоцикл, авто, 
вантажівка). Результати експериментів з порівняння простого генетичного 
методу та розроблених модифікацій наведено у табл. 1. 
 
Таблиця 1 
Результати підборів параметрів за допомогою простого генетичного алгоритму 
Версія ГА Час навчання Точність на 
тестових даних 
Точність 
авто-
тестування 
Фактичний У відсотках до базової 
версії ГА 
Базова 8 днів, 8 
хвилин, 39 
секунд 
100 % 89.45 % 93.89 % 
Модифікація 
Альфа-Бета 
5 днів, 22 
години, 27 
хвилин, 5 
секунд 
73,9 % 92.12 % 96.90 % 
Модифікація 
Альфа-Бета 
фіксована 
8 днів, 12 
годин, 4 
хвилини, 58 
секунд 
106,2 % 90.02 % 95.89 % 
Модифікація 
Фіксована 
7 днів, 7 
годин, 16 
хвилин,43 
секунди 
91,1 % 92.48 % 95.72 % Н
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Виходячи результатів, наведених в табл. 1, можна зробити висновок, що 
використання модифікації Альфа-Бета генетичного алгоритму є кращим 
підходом для досягнення вищої точності розпізнавання за менший час. 
 
У табл. 2 наведено результати розпізнавання образів при використанні 
різних підходів для навчання розпізнавальних моделей. 
 
Таблиця 2  
Порівняння результатів розпізнавання образів при використанні різних підходів 
для навчання розпізнавальних моделей 
 
Характеристика 
 
Підхід 
Час навчання Точність на 
тестових 
даних 
Точність 
авто–
тестування 
Каскадний класифікатор 8 днів, 15 годин, 
36 хвилин 
90.95 % – 
Повнозв’язна нейронна мережа 
(100 класів, без використання 
ГА) 
1 година, 4 хви-
лини, 19 секунд 
1.2 % 24.93 % 
Згорткова нейронна мережа (100 
класів, без використання ГА) 
1 година, 59 хви-
лин, 34 секунди 
1.8 % 47.14 % 
Повнозв’язна нейронна мережа 
(100 класів, з використанням 
ГА) 
22 години, 47 
хвилин, 33 секу-
нди 
1.4 % 30.52 % 
Згорткова нейронна мережа (100 
класів, з використанням ГА, 4 
шари) 
4 дні, 16 годин, 
59 хвилини, 21 
секунда 
2.1 % 48 % 
Згорткова нейронна мережа (100 
класів, з використанням ГА, 6 
шарів) 
6 днів, 12 годин, 
51 хвилина, 42 
секунди 
2.39 % 53.69 % 
Згорткова нейронна мережа (5 
класів, з використанням ГА, 3 
шари) 
8 днів, 8 хвилин, 
39 секунд 
89.45 % 93.89 % 
Згорткова нейронна мережа (5 
класів, з використанням моди-
фікації ГА Альфа-Бета, 3 шари) 
5 днів, 22 години, 
27 хвилин, 5 
секунд 
92.12 % 96.90 % 
Згорткова нейронна мережа (5 
класів, з використанням моди-
фікації ГА Альфа-Бета фіксова-
на, 3 шари) 
8 днів, 12 годин, 
4 хвилини, 58 
секунд 
90.02 % 95.89 % 
Згорткова нейронна мережа (5 
класів, з використанням моди-
фікації ГА Фіксована, 3 шари) 
7 днів, 7 годин, 
16 хвилин,43 
секунди 
92.48 % 95.72 % 
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Виходячи з таблиці 5, можна зробити висновок, що зменшення кількості 
класів для навчання зі 100 до 5 значно підвищило показник точності, проте час 
виконання підбору дещо збільшився. Також, порівнюючи результати отримані 
при виконанні підбору параметрів з використанням простого генетичного алго-
ритму та його модифікацій, можна зробити висновок, що кращим підходом до 
оптимізації процесу підбору параметрів навчання нейронної мережі є викорис-
тання модифікації генетичного алгоритму Альфа-Бета. 
 
6. Обговорення результатів дослідження використання модифікацій 
простого генетичного алгоритму 
В результаті дослідження була розроблена модифікація простого 
генетичного алгоритму – Альфа-Бета. Використання даної модифікації 
дозволяє пришвидшити виконання підбору параметрів навчання нейронних 
мереж, та підвищити показник точності. Доведено, що підвищення кількості 
мутацій та підбір в пари різних особин надає більшу різноманітність комбінацій 
генів, що призводить до кращих показників за менший час.  
Як видно з таблиць 1 та 2, розроблені модифікації простого генетичного 
методу дозволяють підвищити швидкість синтезу розпізнавальних моделей 
відносно базової версії ГА у (зокрема, при використанні модифікації Альфа-
Бета витрачається лише 73,9 % часу базового методу, при використанні 
модифікації Фіксована – 91,1 % часу базового генетичного методу). Це 
дозволило зменшити час оброблення експериментального масиву даних за 
допомогою модифікованого алгоритму Альфа-Бета на 58 годин у порівнянні з 
базовим методом. Як видно з таблиці 5, найкращим методом за швидкістю 
рішення обраної задачі є повнозв'язна нейронна мережа, яка має наступні 
характеристики: 1 година, 4 хвилини, 19 секунд, проте точність розпізнання у 
неї складає лише 24.93%. Повнозв’язна нейронна мережа з використанням ГА 
має наступні характеристики: час навчання 22 години, 47 хвилин, 33 секунди, 
проте точність розпізнавання складає лише 30.52 %. Розроблені модифікації 
простого генетичного методу дозволили отримати точність розпізнавання на 
тестових даних 95–96 %, що є досить прийнятним результатом. 
Такі результати обумовлюються використанням розроблених евристичних 
процедур, зокрема мутацій з використанням методу Монте-Карло, 
модифікованих операторів відбору та схрещування. Це дозволило підвищити 
показник точності та зменшити час оптимізації за допомогою розроблених 
модифікацій простого генетичного методу у порівнянні з його базовою версією. 
Виходячи з результатів розпізнавання можна зробити висновок, що 
навчена нейронна мережа здатна з досить високою точністю визначати 
належність об’єкта до певного класу. 
Таким чином, розроблені модифікації простого генетичного алгоритму 
дозволяють підвищити точність розпізнавання та зменшити час навчання. Це 
досягається за рахунок використання у розроблених модифікованих методах 
нових евристичних процедур, зокрема додано можливість мутацій з 
використанням методу Монте-Карло, модифіковано оператори відбору та Н
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схрещування. Це дозволило підвищити показник точності у порівнянні з 
базовою версією простого генетичного алгоритму.  
Недоліком модифікацій простого генетичного алгоритму, розроблених та 
досліджених у цій роботі, є необхідність витрачання великого часу (декілька 
діб) при обробці великих масивів даних, що при розв’язанні деяких практичних 
завдань є неприпустимим. Таким чином обмеженнями на використання 
розроблених модифікацій є невеликі обсяги оброблюваних даних. 
Розвиток даного дослідження може бути пов'язаний з усуненням 
зазначених недоліків, обумовлених практичним порогом використання 
розроблених модифікацій. Для цього доцільно розробити їх паралельну 
реалізацію, що дасть можливість суттєво (в рази) збільшити швидкість роботи 
методів. Супутні проблеми, які можуть виникнути при розробленні 
паралельних модифікацій простого генетичного методу, пов’язані з 
необхідністю планування ресурсів паралельної комп’ютерної системи та зі 
збільшенням вимог до апаратного забезпечення, задіяного в процесі генетичної 
оптимізації. 
 
7. Висновки 
1. Розроблено три модифікації простого генетичного алгоритму для 
підбору параметрів навчання нейронних мереж – Альфа-Бета, Альфа-Бета 
фіксована, Фіксована. У розроблених модифікаціях, на відміну від простого 
генетичного алгоритму, використовуються запропоновані евристичні 
процедури, зокрема мутація з використанням методу Монте-Карло, 
модифіковані оператори відбору та схрещування. Це дозволило підвищити 
показник точності та зменшити час оптимізації за допомогою розроблених 
модифікацій простого генетичного методу у порівнянні з його базовою версією. 
2. Здійснено програмну реалізацію, що використовує розроблені 
модифікації простого генетичного алгоритму для підбору параметрів навчання 
нейронних мереж та розпізнавання учасників дорожнього руху. При 
застосуванні розроблених модифікацій отримано наступні показники: 
– Альфа-Бета – точність 96.90 %, час підбору – 5 днів, 22 години, 27 
хвилин, 5 секунд; 
– Альфа-Бета фіксована – точність 95.89 %, час підбору – 8 днів, 12 годин, 
4 хвилини, 58 секунд;  
– Фіксована – точність 85.48 %, час підбору – 7 днів, 7 годин, 16 хвилин,43 
секунди.  
3. Проведено порівняння показників модифікацій простого генетичного 
алгоритму, та визначено що модифікація Альфа-Бета є кращим підходом 
вирішення задачі розпізнавання учасників дорожнього руху. Оскільки дана 
модифікація дозволила отримати кращий показник точності за менший час 
підбору. 
 
Подяки 
Роботу виконано в рамках науково-дослідної теми " Методи і засоби при-
йняття рішень для оброблення даних в інтелектуальних системах розпізнавання 
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образів " (№ державної реєстрації 0117U003920) кафедри програмних засобів 
Запорізького національного технічного університету. 
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