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ABSTRACT
In this dissertation, we investigate integralities in Chern-Simons theory. The inte-
gralities of interest arise from non-local observables (Wilson lines) in Chern-Simons
theory and the partition function itself. In the associated supersymmetric gauge the-
ories (via 3d-3d correspondence), they encode certain BPS spectrum, which are
often identified with homological invariants of links and three-manifolds. In this
dissertation, we observe that all of them are equipped with non-trivial algebraic
structures, such as quantum group actions, modularity, and logarithmic vertex alge-
bras. In the first half of this dissertation, we identify quantum group representations
with the dynamics of line operators and their lift to surface operators. In the second
half, Chern-Simons partition functions on Seifert manifolds are studied in detail,
and its “hidden” integralities are identified with quantum modular forms and the
characters of logarithmic vertex operator algebra. From the latter, we also observe
that quantum group actions control the “dynamics” of characters.
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1C h a p t e r 1
INTRODUCTION
Chern-Simons theory is a three-dimensional topological field theory (TQFT) of
Schwarz type. Due to its topological nature, it is exactly solvable [134]. At the same
time, it is a pure gauge theory, and one can study it perturbatively [62, 75, 93, 128].
The theory is naturally equipped with non-local observables supported on one-
dimensional defects, called Wilson lines. For certain choice of gauge groups, their
expectation values are identified with known polynomial links invariants, while the
partition function itself is a 3-manifold invariant.
Curiously, the former exhibits non-trivial integrality. The theory was embedded
in string theory [139], and the integrality was understood as BPS degeneracies
in topological string theory [71–73, 78, 80, 82, 122]. Meanwhile in the context
of quantum algebra, the integrality of polynomial link invariants were understood
as graded dimensions of homological invariants [102, 104, 107]. Consequently,
homological invariants (Q-cohomology of BPS states) are strictly stronger than the
polynomial invariants (supersymmetric indices). In observance of the pattern, one
may expect that higher algebraic structureswould encodemore information about the
system. “Categorification” is such a mathematical process in which one associates
a higher algebraic structure to a given invariant: numbers to vector spaces, vector
spaces to categories, and so on.
This thesis summarizes the author’s attempts with his collaborators towards the
categorification of Chern-Simons theory, and the role played by various quantum
groups therein. In Chapter 2, we focus on categorification of line defects in SU(N)
Chern-Simons theory. Utilizing categorical skew Howe duality [125], we associate
surface defects and their singular cobordisms to Khovanov-Rozansky homologies
which categorify slN link polynomials. We also consider their possible refinements
and applications in quantum information. This chapter is an adaptation of [42, 43].
In Chapter 3, we explore categorification of Witten-Reshetkhin-Turaev (WRT) in-
variants, which is simply SU(2) Chern-Simons partition function. This chapter
not only lies in the development of [84, 85], but it also reveals a novel viewpoint
towards the “hidden” integrality of WRT invariants via modularity and logarithmic
conformal field theories. This chapter is an adaptation of [38].
2C h a p t e r 2
NETWORKS OF DEFECTS AND HOMOLOGICAL LINK
INVARIANTS
In this chapter, we consider networks ofWilson lines in SU(N)Chern-Simons theory
and their categorifications.
2.1 Polynomial invariants
Chern-Simons theory of interest is supported on S3. It is a pure gauge theory whose
partition function is given by:
ZCS =
∫
DA eiSCS, where SCS = k4pi
∫
S3
tr
(
A ∧ dA + 2
3
A ∧ A ∧ A
)
. (2.1)
The partition function comes with an anomaly which can be fixed by restricting
k ∈ Z. The classical equation of motion is the flat connection condition FA =
dA+A∧A = 0. Around them, one can compute the partition function perturbatively
in terms of the gauge coupling k−1/2 e.g. [93, 120, 121, 128].
Besides the partition function, one can also introduce “Wilson line” operators. They
are non-local gauge invariant observables supported on one-dimensional manifold
C. When C is closed, the Wilson loop operator is defined as:
WR(C) = TrR
∫
C
A (2.2)
by taking a holonomy of gauge field A along a prescribed loop C.
To be well-defined, we must specify representation R of the gauge group and the
“framing” of the Wilson line. Framing is a choice of normal vector field on Wilson
line in S3. By slightly displacing the line along the vector field, we may compute
the self-linking number. When the self-linking number vanishes, we say that the
Wilson line is canonically framed. In the canonical framing, expectation values
of Wilson lines are invariant under isotopies (Reidemeister moves, in particular),
hence topological invariants.
The expectation values of canonically framed Wilson loops can be identified with
slN link polynomials for G = SU(N) and R =  (the fundamental, N-dimensional
representation) [134]. In fact, they are exactly computable by a virtue of TQFT
3axioms. Consider a neighborhood (solid torus) of a Wilson loop. By performing
path integral, one fixes a vector in the Hilbert space HT2 associated to the boundary
torus. Segal’s modular functor tells us what the Hilbert space is: the space of
conformal blocks in Gˆk Wess-Zumino-Witten model. Next, glue it with another
αi
Path Integral |αi〉
Figure 2.1: A solid torus (colored in yellow) containing a Wilson loop (colored in
red). When the Wilson loop carries a representation αi of the gauge group, the path
integral fixes a vector |αi〉 in HT2 .
solid torus along the boundary by an element of modular group, S =
(
0 −1
1 0
)
.
Then, modular group action on HT2 determines the expectation value of Wilson
loop inside S3, supported on an unknot:
〈Wαi (C)〉 =
ZCS(S3;C)
ZCS(S3) =
〈0|S |αi〉
〈0|S |0〉 = dimqαi (2.3)
which is the quantum dimension of αi. For instance,
dimqΛi =
[
N
i
]
, where
[
N
i
]
=
[N] · · · [N − i + 1]
[i] · · · [1] , [i] =
qi − q−i
q − q−1 . (2.4)
Alternatively, one can considerWilson lines in a closed 3-ball. SupposeWilson lines
end on n points on the boundary S2 with representations α1, · · · , αn. By a simple
charge conservation argument, one can show that the associated Hilbert space has
dimension:
dim H{S2;{αi}ni=1} = dim InvG
(⊗ni=1αi ) . (2.5)
Diffeomorphisms on S2 also determine the expectation values. Among them, it is
particularly useful to consider the configurations shown in Figure 2.2. Each term of
Figure 2.2 represents a pair ofWilson lines in a closed 3-ball, colored by . For each
Wilson line configuration, the path integral fixes a vector in the associated Hilbert
space H{S2;,,¯,¯}. Since the Hilbert space is two-dimensional, they must satisfy a
linear relation, called a skein relation as shown above.
4q−1/N − q1/N + (q−q−1) = 0.
Figure 2.2: Skein relation among vertically framed Wilson lines in ordinary SU(N)
Chern-Simons theory. Wilson lines are in a closed 3-ball, colored by . Here,
q = epii/(N+k).
It is important to note that the Wilson lines in Figure 2.2 are vertically framed. In
canonical framing, we only need to replace the first two coefficients by q−N and
−qN . The canonically framed skein relation and Equation (2.3) are precisely the
defining relations of slN link polynomials.
2.2 Networks of Wilson lines
Besides Wilson loops, one can introduce junctions of Wilson lines [136, 137].
Consider a Wilson line colored by R, supported on an open interval Γ. Path-ordered
integral on Γ yields:
(UR)ij =
∫
Γ
ρ(A) ∈ HomG(R, R) = R ⊗ R¯ (2.6)
where i, j are the representation indices of R. For G = SU(N), the path-ordered
integral is invariant under reversing the orientation of Γ and exchanging R↔ R¯.
Next, consider junctions of open Wilson lines (Figure 2.3). When Wilson lines
colored by R1, · · · Rn form a junction, we can place a gauge invariant tensor  ∈
HomG(R1 ⊗ · · · ⊗ Rn,C) and contract the representation indices as shown in Fig-
ure 2.3(a). Just like braided Wilson lines, networks of Wilson lines would fix a
(a)
a Γa
b Γb
c Γc
ǫ ǫ˜
=
ǫii′i′′ ǫ˜
jj′j′′Ua(Γa)
i
jUb(Γb)
i′
j′Uc(Γc)
i′′
j′′
k1 + k2
k1 k2
or
(b)
k1 + k2
k1 k2
Figure 2.3: Junctions of Wilson lines. (a) A network of Wilson lines and the
corresponding gauge invariant observable. (b) Trivalent junctions of Wilson lines
in antisymmetric representations: Labels k refer to representations Λk.
vector in the associated Hilbert space. Indeed, Wilson lines in Figure (2.3)(b) would
5fix a vector in the associated Hilbert space which is one-dimensional:
dim HomG(Λk1 ⊗ Λk2,Λk1+k2) = 1.
Since the Hilbert space is one-dimensional, any Wilson line with open ends colored
by Λk1,Λk2,Λk1+k2 would fix a vector proportional to Figure 2.3.
The proportionality is one example of linear relations satisfied by networks of
Wilson lines. Indeed, we will soon observe their relations reproduce quantum group
relations of our interest. Of course, it is necessary to properly fix the normalization
of invariant tensors. Different choices of normalization lead to different quantum
group relations (c.f., [43] and [137]).
Let us remark that the presence of junction requires vertical framing, as self-linking
of graphs are quite obscure. Also, we will mostly consider Wilson lines in totally
antisymmetric representations Λk. For simplicity, they are labeled by k.
Normalizations and some techniques
Before proceeding to quantum group relations, we fix the normalization ambiguity
and review some necessary techniques from [135–137].
k1
k2
k1 + k2
ǫ ǫ˜ =
[
N
k1+k2
][
k1+k2
k1
]
Figure 2.4: Evaluation of a “θ-web” that determines the normalization of invariant
tensors  and ˜ .
Normalizations. In what follows, the invariant tensors of type HomG(k1 ⊗ k2, k1 +
k2) are normalized as in Figure 2.4. Our choice not only provides a consistent
normalization of Wilson line networks (up to a sign which is unimportant), but it
also produces quantum group relations of our interest.
Connected sum formula. Consider the LHS of Figure 2.5. Wilson lines are depicted
by thick, solid lines, and the two shaded spheres contain non-trivial Wilson line
networks as well. They lie in S3, and a separating S2 intersects two Wilson lines
colored by R and R′. Cutting the three-sphere along S2, we obtain two closed
three-balls with boundary punctures colored by R and R′. Considering the invariant
subspace of R ⊗ R′, the associated Hilbert space is non-trivial if and only if R′ = R¯.
So suppose R′ = R¯, and perform a path integral on the two separated three-balls.
6R
R′
= δR,R¯′
R R
R
Figure 2.5: An illustration of the connected sum formula, which is satisfied by four
different Wilson line configurations.
Denoting the resultant vectors as |ψ〉 and |χ〉, the LHS can be compactly written as
〈χ |ψ〉.
Next, consider a Wilson loop colored by R in S3. Let the loop intersect a separating
S2 at two points. Cutting the three-sphere along S2 again, we obtain two identical
vectors |φ〉. Then, the connected sum formula is written as follows:
〈χ |ψ〉〈φ|φ〉 = δR¯,R′〈φ|ψ〉〈χ |φ〉. (2.7)
The equation holds because when R′  R¯, all vectors belong to the one-dimensional
vector space H{S2;R,R′}. This proves the connected sum formula.
Braids. Since Wilson lines are vertically framed in this thesis, they follow the
relations in Figure 2.6. In addition, braiding Wilson lines colored by Λk1 and
Λk2 permutes the representation indices of gauge invariant tensors. Therefore,
when braiding Wilson lines colored by antisymmetric representations, we must
include an extra sign factor (−1)k1k2 .
R
=
R
= e2piihR R and
R
=
R
= e−2piihR R
a
b
c
= eipi(ha+hb−hc)
a
b
c ,
a
b
c
= e−ipi(ha+hb−hc)
a
b
c
a
b
c
= eipi(hb+hc−ha)
a
b
c ,
a
b
c
= e−ipi(hb+hc−ha)
a
b
c
Figure 2.6: Braiding relations among vertically framed Wilson lines. (Above)
Reidemeister one moves. (Below) braiding at junctions following the conventions
of [136].
7(a)
i+j+k
i
j+k
j k
=
i+j+k
i+j
kji
(b)
j
j+m
j
m =
[
N−j
m
]
j
and
j
j−m
j
m =
[
j
m
]
j
(c) m
m+1
m+1
m
m
= m + [N −m− 1]
m
m−1
m
(d) l+n
l
n
l+n−1
m− n
m
m+ l − 1
=
[
m−1
n
]
l
l−1
m+l−1
m
+
[
m−1
n−1
]
m+l−1
m+l
l m
(e)
m
m
m+1
j
j−1
j
−
m
m
m−1
j
j+1
j
= [j−m]
m j
(f) [2]
m
m−1
m−2
j
j+1
j
j+1
k
k+1
=
m
m−1
m−2
j
j+1
j+2
j+1
k
k+1
+
m
m−1
m−2
j
j−1
j
j+1
k
k+1
Figure 2.7: Relations among networks of Wilson lines.
Quantum group relations
From the dimensionality 2.5 and the techniques from the previous section, we can
derive linear relations among networks of Wilson lines shown in Figure 2.7 (see
Appendix A for the proof.) In fact, they not only coincide with relation among
8Murakami-Ohtsuki-Yamada (MOY) graph polynomials [143], but also with the
defining relations of the diagrammatic quantum group ÛUq(slm) [30].
The quantum group of interest Uq(sl2) is usually defined by means of generators
E, F,K,K−1 and relations:
KK−1 = 1 = K−1K,
KE = q2EK, KF = q−2FK,
[E, F] = K − K
−1
q − q−1 .
(2.8)
In finite-dimensional Uq(sl2) representations, one can diagonalize K such that its
eigenvalue is qn. In the eigenbasis of K , E and F raises and lowers sl2-weights by
2.
To make a direct connection with Wilson lines, one can define idenpotents 1n which
project onto qn-eigenspace of K . As a result, one obtains an idempotented quantum
group ÛUq(sl2) [13]:
1n1m = δn,m1n,
E1n = 1n+2E = 1n+2E1n, F1n = 1n−2F = 1n−2F1n,
[E, F] 1n = [n] 1n.
(2.9)
Then, we have the following identification betweenWilson lines and quantum group
generators E, F, 1n:
1k2−k1 7→ 6
k1
6
k2
, E 7→
6
6
6
6-1 , F 7→
6
6
6
6ﬀ1 . (2.10)
Upon the identification, Figure 2.7(a) is interpreted as the associativity of ÛUq(sl2),
and Figure 2.7(e) as the commutation relation shown in Equation (2.9).
It must be noted that the rank of quantum group is identified with the number of
parallel Wilson lines. Indeed, upon the above identification, ÛUq(sl2) relations would
appear from SU(N) Chern-Simons theory. The choice of gauge group SU(N)
only restricts labels ki of individual Wilson lines, because they represent totally
antisymmetric representations Λki. Therefore, one can realize quantum group
relations of higher rank under the following identification:
91λ 7→
k1 k2
· · ·
km
, Ei1λ 7→
k1
· · ·
ki
ki−1
ki+1
ki+1+1
· · ·
km
, Fi1λ 7→
k1
· · ·
ki
ki+1
ki+1
ki+1−1
· · ·
km
Figure 2.8: ÛUq(slm) idempotents and generators in terms of Wilson lines and their
junctions.
Then, Figure 2.7(a)-(f) translate to the defining relations of ÛUq(slm):
1λ1λ′ = δλ,λ′1λ, Ei1λ = 1λ+liEi, Fi1λ = 1λ−l+iFi,
[Ei, Fj]1λ = δi, j[λi]1λ, [Ei, E j]1λ = 0 for |i − j | > 1,
and EiE jEi1λ = E (2)i E j1λ + E jE
(2)
i 1λ for |i − j | = 1.
(2.11)
Here λ = (k2−k1, · · · , km−km−1) ∈ Zm−1 denotes an slm weight, and Ei (resp. Fi)
are simple roots of slm raising (resp. lowering) the weights λ by an addition (resp.
subtraction) of li = (0, · · · , 0,−1, 2,−1, 0, · · · , 0) where 2 appears in the ith position.
Thus, we have described a physical realization of skew Howe duality:
Λk(Cm ⊗ CN ) 
⊕
k1+···+km=k
Λk1CN ⊗ · · · ⊗ ΛkmCN . (2.12)
On Cm and CN respectively, slm and slN act commutatively. On the RHS, we
have decomposed the representation by slm weights. The equality is obviously true
in classical Lie algebra, but it also generalizes to quantum groups ÛUq(slm) [30].
The quantum group is by itself a category and admits a very simple diagrammatic
representation. Indeed, one can represent each weight space by a dot labeled by n,
and the “morphisms” Ei and Fi by arrows mapping from n to n ± 2.
In Chern-Simons theory, one can identify ∧kiCN as the ki-th antisymmetric power
of SU(N) fundamental representation. Therefore, each summand on the RHS is
identified with mWilson lines in the ki-th totally antisymmetric representations. In
fact, the identification of Figure 2.8 exactly corresponds to the skew Howe duality
functor from an idempotent quantum group ÛUq(slm) to the category NWebm [30].
The latter category has m-tuples (k1, · · · , km) as objects, and morphisms (called
“slN -webs”) are generated by morphisms in Figure 2.8. slN -webs naturally satisfy
the relations of Figure 2.7.
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(quantum group) representation
R
(vector space)
K0
U˙
(categorified
quantum group)
2-representation R
(category)
K0
categorified
representation
(functor)
skew Howe dualityNWeb
(category)
categorical skew Howe duality
(2-functor)
NFoam
(2-category)
decategorification
Figure 2.9: Categorification of skew Howe duality.
2.3 Categorification and NFoam categories
In the previous section, we have seen that Wilson lines in SU(N) Chern-Simons
theory realize NWeb category. In fact, the latter admits categorification via cate-
gorical skew Howe duality [125]. Upon categorification, both the quantum group
ÛUq(slm) (which is itself a category) and its representation category Nwebs are lifted
to higher algebraic structures (2-categories).
Just like NWeb category, NFoam 2-category has a diagrammatic presentation [125]
in terms of singular cobordisms. Furthermore, just as NWeb category is a represen-
tation of ÛUq(slm), NFoam 2-category is a representation of the categorified quantum
group, ÛU. Indeed, the above construction is a slN generalizations of Bar-Natan
category of tangles and cobordisms [12] which encode Khovanov homology for
links in S3. Recall that in Khovanov homology, one encodes the skein relation by
associating to each crossing of the given link, a two-dimensional complex which is
a mapping from one trivial tangle into another. For a link L with n crossings, there-
fore, one associates a 2n-dimensional complex [[L]]. By introducing cobordism
among tangles to encode such a mapping, one arrives at the Bar-Natan category.
To recover homological invariants, one only needs to apply the representable func-
tor ⊕k∈ZHom(q−k∅, ·) from degree-shifted empty tangles to the complex [[L]]. As
a result, one obtains a complex of q-graded vector spaces which is precisely the
Khovanov homology of L.
The sl3 generalization of Khovanov homology also admits a similar construction
[103, 114, 117]. However, one must introduce “thick” edges, because one cannot
resolve crossings via skein relation even when the edges are colored by fundamental
representations. As a result, one naturally associates to each crossing a complex be-
tween networks of edges instead of trivial tangles. Consequently, sl3 generalization
of the Bar-Natan category is a 2-category of singular cobordisms.
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Generalizations to other n ≥ 3 aremore delicate. Homological invariants themselves
were constructed by utilizing matrix factorizations [104]. The singular cobordism
category was also constructed [115], but it had several technical issues. First of
all, the singular cobordism category does not accommodate “colored” version of
Khovanov-Rozansky homologies whose edges carry representations other than 
[143, 144]. Secondly, it was rather obscure how to extract link invariants from the
relations among foams. Instead, closed Foams were evaluated by using Kapustin-Li
formula from topological Landau-Ginzburg models [96, 105].
It is by virtue of categorical skew Howe duality [125] that all such issues were
resolved. The structure of higher representation is particularly useful, because the
categorified quantum group controls morphisms in a higher category (which is
typically difficult to study). Furthermore, there is an induced representation from
NFoams to the homotopy category of matrix factorizations, which enables us to
compute homological link invariants without ambiguity.
In physics, the above observation implies that networks of Wilson lines must be
lifted to junctions of surface defects, as shown in Figure (2.10). Indeed, this is
consistent with “dimensional oxidation” in TQFT, which promotes a d-dimensional
TQFT to a (d+1)-dimensional one [46] (see also [77]). Since Chern-Simons theory
categorification
Figure 2.10: Categorification by lifting a given TQFT to one dimension higher.
is a 3d TQFT with line defects, Figure 2.10 suggests that its categorification would
involve junctions of surface defects in 4d TQFT, where the fourth dimension is
vertical. Indeed, the cobordism shown in Figure 2.10 depicts a 1-morphism in the
NFoam 2-category, acting horizontally on a set of parallel surfaces (colored blue)
to another set of surfaces across a junction (colored red).
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line−changing
operator
x
x
x2
0
1
Figure 2.11: A singular cobordism which represents a 2-morphism of ÛU.
The novel features of NFoam 2-category are 2-morphisms, which is a vertical
mapping between NWebs. The “seamed line” of the singular cobordism encodes
2-morphisms of ÛU, which realizes the NFoam 2-category as a 2-representation of
ÛU.
Therefore, we wish to identify a 4d TQFT with surface defects whose kinematics
realizes NFoam 2-category. In fact, a clue is provided by the “decategorification”
process. Our candidate 4d TQFT associates a vector space H(K) to (colored) knots
or links K embedded in the boundary 3-manifold. Then, we associate a linear map
to a cobordism Σ between knots / links K1 and K2 extending in the fourth dimension:
Z(Σ) : H(K1) → H(K2).
Next, consider K1 = K ∪ C (a disjoint union of a knot K and an unknot C) and
K2 = K # C  K . For simplicity, color K , C by the same representation R of the
gauge group. Then,
Z(Σ) : HR(C) ⊗ HR(K) → HR(K). (2.13)
Denote A = HR(C). Equation (2.13) implies thatHR(C) are A-modules, and pair-of-
pants cobordisms among disjoint union of unknots determine a Frobenius algebra.
For example, N = 2 leads to the original Khovanov homology, where
A = C[x]/〈x2〉.
13
The Frobenius algebra determines a 2d TQFT supported on Σ. When one obtains
such a 2d TQFT from a supersymmetric theory by performing a topological twist,
A corresponds to a chiral ring of the untwisted theory on Σ = R × C.
2.4 Junctions of surface operators
Surface operators are supported on surfaces Σ in 4d QFT on M4. In this thesis,
we are particularly interested in surface operators supported on singular surfaces
(2-morphisms of NFoams), or equivalently, junctions of surface operators. It thus
provides a natural home in physics for a microscopic realization of the ideas advo-
cated in [6, 105, 129].
Just as Wilson and ‘t Hooft line operators can be regarded as the worldline of in-
finitely massive electric / magnetic sources in 3d, we may consider surface operators
as non-dynamical flux tubes (or vortices). In many examples, surface operators can
be described either (1) as singularities for the gauge fields along Σ, or (2) as 4d-2d
coupled systems, Stot =
∫
M4
d4x (L4d + δΣ · L2d).
Surface operators and conservation of charges
From the first viewpoint, a surface operator F = 2piαδΣ + · · · with non-zero α can
be thought as a worldsheet of Dirac string of a magnetic monopole with charge α.
Then, the surface operator would be visible only if the monopole violates the Dirac
quantization condition that α belongs to the root lattice of G [81]. Thus, we require
that α ∈ t, the Lie algebra of the maximal torus of G (modulo the action of root
lattice). In particular, when G = U(1), α ∈ R/Z.
To consider “charge conservation” across junctions of surface operators, we first
recall that Wilson lines colored by R are oriented. Physically, a Wilson line is
equivalent to its orientation reversal colored by the dual representations R¯. Upon
categorification, the orientations are naturally identified with magnetic fluxes along
Σ. Therefore, two surface operators with opposite orientations are equivalent if
the gauge holonomies U = exp(2piiα) ∈ G around the Dirac string are related by
U ↔ U−1. We will soon observe that the gauge fields restricted on a “static slice” of
M4 = Rt ×M3 often satisfy the flat connection condition Fµν = 0 as BPS equations.
When the BPS condition is satisfied away from the singularity Σ, the magnetic fluxes
are conserved at every junction. In particular, when G = U(1),
α = α′ + α′′ (mod 1) (2.14)
for a basic junction depicted in Figure 2.3. Note the analogy to the “charge conser-
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vation” witnessed in Equation (2.5). The analogy extends to non-abelian cases:
1 ∈ C · C′ · C′′ (2.15)
where C, C′, C′′ are conjugacy classes of the holonomies U,U′,U′′. Here, we
have oriented surface operators forming a trivalent junction such that they are all
“incoming.” Equation (2.15) has a natural meaning as OPE of surface operators,
whose coefficients are valued in the moduli space of flat G-bundles on a S2 with
three punctures.
For G = SU(N), the “selection rules” for the OPE of surface operators can be most
conveniently written in terms of α = 12pii logU in the fundamental alcove of G,
α ∈ U, where U = {α1 ≥ · · · αN ≥ α1 − 1 |
∑
i
αi = 0}. (2.16)
When G = SU(2), Equation (2.15) becomes a “triangular inequality” [94]:
|α′ − α′′| ≤ α ≤ min{α′ + α′′, 1 − α′ − α′′}.
For G = SU(N), the inequalities are more delicate, but they can still be explicitly
written [4, 15]: ∑
i∈I
αi +
∑
j∈J
α′J +
∑
k∈K
α′′k ≤ d, (2.17)
for each d ≥ 0, r = 1, · · · , N , and I, J,K running over all r-elements subsets of
{1, · · · , N} such that the degree-d Gromov-Witten invariant of Gr(r, n) satisfies:
GWd(σI, σJ, σK) = 1.
Above, σI’s are Schubert cycles of Gr(r, N) defined with respect to a complete flag.
Regarding OPE coefficients for junctions of totally antisymmetric-colored surface
operators, Equation (2.17) can be solved by Uk in the following form [43]:
Uk = exp 2piiαk = exp 2pii
©­­­­«
k
2N
, · · · , k
2N︸          ︷︷          ︸
N−k
,
k − N
2N
, · · · , k − N
2N︸                 ︷︷                 ︸
k
ª®®®®¬
.
Surface operators in a 4d-2d coupled system
Now, consider a configuration where Σ = Rt × Γ is a foamed surface (Γ being a
trivalent, colored graph) embedded inRt×S3. Holonomies of the gauge fields around
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an edge colored by k is fixed by Uk . Then, the moduli space of flat connections is
the representation variety:
M(Γ) = Rep
(
pi1(S3 \ Γ); SU(N)
)
. (2.18)
In fact, one can model the above moduli space in the following way [74, 111].
Consider associating a point in Grassmannian Gr(k, N) to each edge colored by k.
At each junction of lines colored by k1, k2, k = k1 + k2, we impose the condition
that “incoming” k1- and k2- planes are orthogonal in CN and span the “outgoing”
k-plane. Let us call such decorations admissible. Then, the space of all admissible
decorations on Γ is homeomorphic to M(Γ). In other words, surface operators
of interest are naturally labeled by the “Levi types" L = S(U(k) × U(N − k)) for
k = 1, · · · , N − 1, so that for a k-colored facet, we can asscociate:
Fk = G/L = Gr(k, N) = SU(N)/S(U(k) ×U(N − k)). (2.19)
A simple example of Γ would be an unknot colored by k, whose moduli space is
Gr(k, N) itself. One can easily observe that the cohomology ring is isomorphic to
the k-colored cohomology of an unknot.
Notice that the above construction tells us that the moduli space for a trivalent
junction is precisely the partial flag variety Fl(k1, k, N) of k1-planes in k = (k1+k2)-
planes in CN
Gr(k, N) ←− Fl(k1, k, N) −→ Gr(k1, N) × Gr(k2, N)
V ←   (V1 ⊂ V) 7→ (V1,V⊥1 ⊂ V).
(2.20)
Although it would be extremely interesting to investigate the explicit solution to the
supersymmetric gauge theory with prescribed boundary conditions (the holonomies
U around Σ), it can be a difficult task in general. To study the kinematics of surface
operators in a 4d TQFT, however, we only need to know their existence and their
moduli spaces. So far, we have discussed the effective 2d theory on Σ = Rt × Γ
which lifts networks of Wilson lines Γ. In the next section, we will consider them
as Landau-Ginzburg theories with B-type defects to physically realize 2-morphisms
NFoam 2-category in terms of matrix factorizations. Still, it remains to lift Chern-
Simons theory to higher dimensions. One can achieve this by embedding the gauge
theory to string / M-theory.
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Brane constructions
We can engineer various supersymmetric field theories on M4 from coincident
fivebranes supported on:
N M5-branes : M4 × C. (2.21)
Various choices of 2d surfaces C and the 11d spacetime yield different effective
four-dimensional theories on M4. In particular, we may preserve different amount
of supersymmetries: N = 4, 2, or 1 supersymmetry on M4. In [43], all three cases
are discussed in detail, and we restrict ourselves to N = 4 and 2 cases which are
directly relevant to the NFoam 2-category.
To include defects, we introduce additionalM5-branes orM2-branes which intersect
the above N M5-branes along Σ ⊂ M4. It turns out that the coloring Λk of the
seamed facets can be obtained from k coincident fivebranes (denote M5’-branes)
intersecting N M5-branes along Σ. Then, the junctions of surface operators have a
natural interpretation, where k coincident branes splitting into k1- and k2- coincident
branes across the junction.
Junctions in 4d N = 4 theories. When the surface C is flat (T2 or R2), we can
preserve maximal amount of N = 4 supersymmetry on M4. Including surface
defects along Σ, we may break supersymmetry further depending on the geometry
of Σ.
In the simplest case where M4 and Σ are both flat, we can again preserve maximal
amount of SUSY and introduce half-BPS surface operators supported on Σ. The
relevant brane construction can be summarized as follows:
0 1 2 3 4 5 6 7 8 9 10
M5 × × × × × ×
M5′ × × × × × ×
(2.22)
Following conventions of [140], M4 is parametrized by (x0, x1, x2, x3), Σ by (x0, x1),
and C by x6 and x10.
Since the surface operators are half-BPS in 4d N = 4 theory, their junctions are
1
4 -BPS. Identify Rt = x
0 and Γ ⊂ (x1, x2) which form a seamed surface Σ = Rt × Γ.
In fact, we may choose M4 = Rt × M3 for a 3-manifold M3 whose local coordinates
are (x1, x2, x3). Perform partial topological twist along M3, (x7, x8, x9) fiber over
M3 as a cotangent bundle. As a result, we can preserve four real supercharges, and
junctions are 1/4-BPS. M5-branes are supported on Rt ×M3 ×C, while M5’-branes
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are supported on Rt × LΓ × C. Here, LΓ is a special Lagrangian submanifold in the
local Calabi-Yau manifold T∗M3 intersecting M3 along Γ.
Note that Σ = Rt × Γ is a “static” configuration and represents a 1-morphism in
NFoam 2-category. For “dynamical” configurations and non-trivial 2-morphisms,
we must replace Rt ×M3 with a four-manifold M4 and Rt × Γ with a generic seamed
surface Σ. To preserve supersymmetry on generic Σ ⊂ M4, we must perform
topological twist on M4, in which (x7, x8, x9) directions fiber over M4 as a bundle
of self-dual 2-forms. As a result, the spacetime is Λ2+(M4) × R4, and LΣ,M4 are
coassociative submanifolds in a local G2-holonomy manifold Λ2+(M4). As a result,
we can preserve two real supercharges, hence N = (0, 2) supersymmetry on C.
Junctions in 4d N = 2 theory. Consider C, an arbitrary Riemann surface of genus
g , 1 (boundaries and punctures allowed). To preserve 4d N = 2 SUSY, we
must perform a topological twist along C and fiber (x4, x5) over C, so that C is
a holomorphic Lagrangian submanifold in a CY2 manifold which is locally T∗C.
Topological twists identify theU(1)r × SU(2)R R-symmetry group with rotations in
the fiber, U(1)45 × SU(2)789. Restricting ourselves to M4 = Rt × M3 and “static”
Σ = Rt × Γ, we obtain junctions of half-BPS surface operators whose junctions are
quarter-BPS, hence two real supercharges preserved.
Next, we consider the brane setup for the categorification of line defects in SU(N)
Chern-Simons theory. Soon after the construction of the first homological knot
invariants [102, 123, 127], it was proposed [77, 82] that knot homology should be
interpreted as a Q-cohomology of the suitable physical system,
knot homology = Q-cohomology ≡ HBPS. (2.23)
The proposal has been advocated by many physical realizations of different knot
homologies. In particular, for a Λk-colored, doubly graded slN homological knot
invariants, the five-brane configuration was described in [141]:
space-time: Rt × T∗S3 × TN4
N M5-branes: Rt × S3 × R2
k M5′-branes: Rt × LK × R2
(2.24)
where C = R2 is a cigar in the Taub-NUT space TN4  T∗C. Keeping track of
the U(1) × U(1) quantum numbers associated with the rotation symmetry of the
base and fiber in C ⊂ TN4, we obtain two gradings, namely the q-grading and the
homological t-grading.
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Therefore, a natural home for NFoam 2-category is a brane setup similar to Equa-
tion (2.24) in which we replace K by Γ. Indeed, it provides a variant of brane
constructions of junctions in 4d N = 2 theory, where we specify M3 = S3 and
C = R2 .
2.5 Landau-Ginzburg phases and matrix factorizations
So far, we have identified the brane setup in which the junctions of surface defects
carry 2d sigma models on Σ whose target spaces are partial flag varieties. The
purpose of this section is to relate themwith interfaces of LGmodels which naturally
arise from the singular cobordisms Σ = Rt × Γ. We find that the relevant matrix
factorizations indeed coincide with those of [125, 143, 144].
LG theories on R-colored facets
As was briefly mentioned above, matrix factorizations were utilized to construct
homological knot invariants [104, 107] and their colored variants [143, 144].
Physically, matrix factorizations describe boundary conditions and interfaces in
2d Landau-Ginzburg models [24–27, 92, 96].
...
...
...
... σ
σ
t
S
3
D
2
D
i
D
1
... ...
Figure 2.12: 2d LG theories and their interfaces supported on Rt times strands of
links and the crossings.
Furthermore, it was argued [29, 78, 79] that the matrix factorizations of Khovanov-
Rozansky homology (i.e., when edges are colored by ) should be identified with
those which appear on the interfaces of 2d Landau-Ginzburg (LG) models. To
elaborate, consider a braid group representation of a knot / link K . As depicted in
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Figure 2.12, one considers its 1d projection S1σ along the direction of braid closure.
Then, the support of LG models are the facets between the interfaces in Rt × S1σ,
which appear at the crossings.
Dualities in string / M-theory allow us to study the degrees of freedom on Σ, and one
associates to each facet colored by R a 2d theory whose chiral ring is isomorphic to
the R-colored homology of an unknot (as discussed in Section 2.3). This way, one
not only reproduces the superpotential WslN , used in [104, 107] but also obtains
WslN ,R for R = Syml or Λk. More general superpotentials were considered in
[79], which do coincide with the potentials used in colored Khovanov-Rozansky
homologies [55, 106, 143, 144].
In all of the above constructions, a facet in Rt × S1σ corresponds to n parallel strands
of the braid representation of K . If the strands are colored by R1, · · · , Rn, one
associates the category of matrix factorizations MF(W), given by:
W = WR1 + . . . +WRn, MF(W) = MF(WR1) ⊗ · · · ⊗MF(WRn) (2.25)
where MF(WR) is the category of matrix factorization for a superpotentialWR.
The choice of WR can be constrained by the functoriality. Indeed, when WR is
appropriately chosen, the Hochschild homology of MF(WR) would coincide with
the R-colored homology of an unknot:
A = HH∗ (MF(WR)) = H R (unknot) (2.26)
as we have discussed in Section 2.3. On the category of matrix factorizations,
the Hochschild homology is computed as the homology of the Koszul complex
associated with the sequence of partial derivatives of WR. In fact, it not only
contains, but also equals the Jacobi ring J(WR) if and only if WR has only isolated
singularities. This way, we obtain the following constraint on the superpotential
WR:
J(WR) = chiral ring of the LG model on a R-colored facet = H R
(
unknot
)
.
In fact, one could have obtained a similar constraint from the effective 2d theory on
surface operators in 4d N = 4 theories. Since we are studying the 2d physics of R-
colored facets, we can take (locally) M4 = R4 and Σ = R2 in the brane construction
of the 2d-4d coupled system we have previously discussed. When G = SU(N) and
R = ΛkCN , the surface operators are labeled by Levy types L = S(U(k)×U(N− k)),
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and the 2d theory on Σ is a N = (4, 4) sigma-model with hyper-Kähler target space
T∗(G/L) = T∗Gr(k, N). Performing a topological twist along M4, we have an
induced topological twist along Σ, and the 2d theory comes with the chiral ring
HΛk(unknot) = H∗(Gr(k, N)) (2.27)
given by the classical cohomology of the Grassmannian.
The same chiral ring can be obtained by performing a topological B-twist of the
N = (2, 2) Landau-Ginzburg model with k chiral superfields x1, · · · , xk of U(1)R-
charge q = 2N+1 and the superpotential
W0(x1, . . . , xk) = xN+11 + . . . + xN+1k . (2.28)
Onemay also consider the change of variables Xi = σi(x1, . . . , xk)whereσj(x1, . . . , xk)
represents the j-th elementary symmetric polynomial,
∑
1≤i1<...<ik≤k xi1 . . . xij . Then,
the symmetrization procedure
(x1, . . . , xk) 7−→ (X1 = σ1(x1, . . . , xk), . . . , Xk = σk(x1, . . . , xk)) (2.29)
gives rise to a new Landau-Ginzburg model denoted by LGk (see e.g. section 8.3
of [31].) The latter has chiral superfields Xi with U(1)R-charge qi = 2iN+1 , and its
superpotential W = W(X1, . . . , Xk) is just W0 expressed in terms of the Xi. It is
still quasi-homogeneous, and LGk flows to a superconformal field theory of central
charge:
c = 3
∑
i
(1 − qi) = 3k(N − k)N + 1 . (2.30)
It is believed to be the level-1Kazama-Suzuki model associated to the Grassmannian
Gr(k, N). The chiral ring of LGk is the Jacobi ring ofW(X1, . . . , Xk) which agrees
with the classical cohomology ring H∗(Gr(k, N)) of the Grassmannian [138]. One
can identify the chiral superfields Xi with the Chern classes ci of the tautological
bundle over Gr(k, N). Therefore, we propose LGk as the effective 2d theory on the
surface operators on k-colored facets.
Junctions and LG interfaces
Let us now turn to the junctions of surface operators. As was discussed before, we
consider the junctions across which a stack of k = k1 + k2 M5’-branes split into two
stacks of k1 and k2 M5’-branes, c.f., Figure 2.13.
Interfaces and chiral rings. As we have discussed below Equation (2.18), the junc-
tion imposes a condition on the Grassmannian sigma model that the “incoming” k1-
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Figure 2.13: Junction between LGk1+k2 , LGk1 and LGk2 . Upon folding, it can be
described by an interface Ik1,k2k between LGk and LGk1 ⊗ LGk2 .
and k2-dimensional subspaces should span the “outgoing” k-dimensional subspace
in CN . The condition can be cast into the language of Chern classes c(k)1 , . . . , c
(k)
k
which correspond to X (k)i ’s:
c(k)i =
i∑
j=0
c(k1)j c
(k2)
i− j . (2.31)
In terms of Landau-Ginzburg models, Equation (2.31) can be interpreted as an
interface Ik1,k2k between LGk and LGk1 ⊗ LGk2 . On the LGk side, the chiral
superfields Xi are obtained from LG⊗k1 via total symmetrization. On the other
side, the chiral superfields Zi, Z′i are obtained by symmetrizing (x1, · · · , xk1) and
(xk1+1, · · · , xk) separately. Then,
Xi =
i∑
j=0
ZiZ′i . (2.32)
It is important to note that the above discussion generalizes to junctions of higher va-
lency. In terms ofGrassmannian sigmamodels, when there are r incident k1, · · · , kr-
planes, the partial flag variety Fl(k1, k, N) generalize to Fl(k1, k1+ k2, . . . , k1+ . . .+
kr = k, N) = G/L with the Levi subgroup L = S
( ∏
iU(ki)
)
[65],
Ck1 ⊂ Ck1+k2 ⊂ · · · ⊂ CN . (2.33)
In terms of LG models, the interface Ik1,...,krk has LGk on one side, and ⊗ri=1LGki
on the other side. In terms of the M5’-branes, a stack of k coincident branes split
into r stacks of ki coincident branes.
Now, consider a junction across which r stacks of k1, · · · , kr coincident M5’-branes
splitting into s stacks of l1, · · · , ls coincident M5’-branes, where ∑i ki = ∑ j l j = k.
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Figure 2.14: Junction described by Il1,...,lsk1,...,kr (left) factorizes as Ikk1,...,rr ∗ I
l1,...,ls
k over
LGk (right).
The interfaceIl1,...,lsk1,...,kr has LGk1 ⊗ . . .⊗ LGkr on one side and LGl1 ⊗ . . .⊗ LGls on the
other. In terms of elementary symmetric polynomials, the chiral superfields of LG⊗k1
are partially symmetrized along each facets. They satisfy relations generalizing
Equation (2.32), and consequently, the interface Il1,...,lsk1,...,kr factors through interfaces
Ikk1,...,kr and I
l1,...,ls
k (c.f., Figure 2.14). It has a natural meaning as a “fusion” of
interfaces of LG models:
Il1,...,lsk1,...,kr = I
k
k1,...,rr ∗ I
l1,...,ls
k . (2.34)
One can inductively reduce the valency of junctions by the above procedure. There-
fore, matrix factorizations associated to junctions of higher valencies can be de-
scribed by those associated to the trivalent junctions.
Interfaces and matrix factorizations. In fact, the LG interfaces have an elegant
description in terms of matrix factorizations [23]. A matrix factorization of a
potential W ∈ R is defined over a polynomial ring R by a pair of r × r square
matrices p0 and p1 satisfying p1p0 = WIdr and p0p1 = WIdr where Idr is the
identity r × r matrix. A matrix factorization is often represented as follows:
P : P1  Rr
p1−−−−−−−−−→←−−−−−−−−−
p0
Rr  P0 , p1p0 = WIdP0 , p0p1 = WIdP1 . (2.35)
Now, consider a LG model on the upper half-plane with B-type boundary condition
on the real axis. The boundary therefore obtains the supercoordinates:
x± = t, θ± = θ, θ¯± = θ¯ . (2.36)
Due to the boundary, the 2d N = 2 supersymmetry is broken, and the B-type
boundary conditions preserve the B-twisted supercharge:
Q¯B = Q¯+ + Q¯− (2.37)
23
and its complex conjugate. Some boundary superfields nautrally arise by the limit
of the bulk fields. Indeed, one can see that the variation δB = Q − ¯Q¯ of the bulk
D-term can be compensated by those of inherited boundary superfields. However,
δBSF cannot be compensated unless we introduce extra non-chiral Fermi superfields
whose lowest components are pi1, · · · pir satisfying:
D¯pii = Ei(φ) (2.38)
where φ’s represent the lowest components of the (boundary restricted) chiral su-
perfields and Ei(φ) is holomorphic in φ. Then, we can introduce boundary F-terms
to cancel the bulk variation of F-terms:
i
∫
boundary
dtdθJi(Φ)pii |θ¯=0 + c.c., such that
∑
i
JiEi = W . (2.39)
Performing a B-twist (which is of course compatible with the B-type boundary
conditions), one can define the boundary BRST charge:
Qbd =
∑
i
(Jipii + Ei p¯ii) , such that Q2bd = W . (2.40)
The space P where the boundary superfields act is graded by the fermion number
P = P0 ⊕ P1. Then, one can further study the action of Qbd in the basis of Clifford
algebra generated by r boundary Fermi superfields pii’s:
Qbd =
(
0 p1
p0 0
)
(2.41)
as a 2r+1 × 2r+1 matrix. Here, pi’s are 2r × 2r whose entries are polynomials in the
bulk chiral superfields Xi satisfying Equation (2.35). Then, the boundary chiral ring
is given by the Qbd-cohomology on EndR(P0 ⊕ P1). For Φ ∈ EndR(P0 ⊕ P1), Qbd
acts as a graded commutator:
QΦ = pΦ − σΦσ p, p =
(
0 p1
p0 0
)
, (2.42)
where the Z2-grading (fermion number) is given by
σ =
(
idP0 0
0 −idP1
)
. (2.43)
The boundary condition has a naturalmeaning in terms of interfaces between twoLG
models. Consider LGk and LGl with superpotentialsW(X1, · · · , Xk),W(Y1, · · · ,Yl)
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and a B-type interface between them. To characterize the latter in terms of matrix
factorization, we consider a “folded” LG model as in Figure 2.13. As a result,
we obtain LGk ⊗ LGl . Here, LGl is the orientation reversal of LGl , hence with
a superpotential −W(Y1, · · · ,Yl). Thus, the matrix factorization for the interface is
described by the following data:
R = C[X1, . . . , Xk,Y1, . . . ,Yl], W = W(X1, · · · , Xk) −W(Y1, · · · ,Yl). (2.44)
Properties. Based on the above observations, we can now explore properties of the
interface matrix factorizations. First of all, we may consider the “fusion” of LG
interfaces shown in Figure 2.15.
Figure 2.15: Fusion of interfaces P and Q into an equivalent interface, P ∗ Q.
Consider two interfaces P separating LG models with superpotentials W(Xi) and
W′(Yi) andQ between LGmodels with superpotentialsW′(Yi) andW′′(Zi). And con-
sider the matrix factorizations ofW(X1, . . . , Xr)−W′(Y1, . . . ,Ys) andW′(Y1, . . . ,Ys)−
W′′(Z1, . . . , Zt) they represent:
P : P1
p1−−−−−−−−−→←−−−−−−−−−
p0
P0 and Q : Q1
q1−−−−−−−−−→←−−−−−−−−−
q0
Q0. (2.45)
Then, one can described their fusionP∗Q by the tensor productmatrix factorization:
(P ⊗ Q)1 :=
©­­«
P1 ⊗ Q0
⊕
P0 ⊗ Q1
ª®®®¬
©­­«
p1 ⊗ idQ0 −idP0 ⊗ q1
idP1 ⊗ q0 p0 ⊗ idQ1
ª®®¬−−−−−−−−−−−−−−−−−−−−−−→←−−−−−−−−−−−−−−−−−−−−−−©­­«
p0 ⊗ idQ0 idP1 ⊗ q1
−idP0 ⊗ q0 p1 ⊗ idQ1
ª®®¬
©­­«
P0 ⊗ Q0
⊕
P1 ⊗ Q1
ª®®®¬ =: (P ⊗ Q)0 .
(2.46)
Obviously, this is a matrix factorization of the sum
(W(X1, . . . , Xr) −W′(Y1, . . . ,Ys)) + (W′(Y1, . . . ,Ys) −W′′(Z1, . . . , Zt))
= W(X1, . . . , Xr) −W′′(Z1, . . . , Zt) , (2.47)
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and describes an interface between two Landau-Ginzburg models with superpoten-
tialsW(X1, . . . , Xr) andW′′(Z1, . . . , Zt). Of course, the matrix factorization is taken
over the polynomial ring involvingYi’s. Nevertheless, one can drop them by moding
out the “trivial” matrix factorization of the form 1 ·W (See [23] for further details.)
It is important to note that the matrix factorizations are graded. Indeed, LG models
of our interest have a U(1)R-symmetry, which are also preserved in the presence of
interfaces. The superpotentials have U(1)R charges 2, and p0, p1 are homogeneous
of charge 1. Consequently, R-modules P0, P1 carry representations ρ0 and ρ1 of
U(1)R. In what follows, we rescale the R-charges so that it naturally matches with
the degree-shifts in matrix factorizations which appear in the homological knot
invariants. For slN examples, we rescale them by N + 1, so that the superpotentials
Wsln,k’s have charges 2N + 2.
After the above general considerations, we can construct matrix factorizations for
the interface Ik1,k2k which separates LGk and LGk1 ⊗ LGk2 . Recall that relevant
superpotentials are partial symmetrizations of the same superpotential
∑k
i=1 x
N
i .
Then, the relevant matrix factorizations are Koszul types, c.f. [23], and there are
homogeneous polynomials Ui
(
{Xi}ki=1, {Zi}k1i=1, {Z′i }k2i=1
)
such that:
W(X1, . . . , Xk) −W(Z1, . . . , Zk1) −W(Z′1, . . . , Z′k2)
=
k∑
i=1
(
Xi −
k∑
j=1
Z jZ′i− j
)
Ui
(
{Xi}ki=1, {Zi}k1i=1, {Z′i }k2i=1
)
. (2.48)
Explicitly, one can choose (matrix factorizations from different choices are equiva-
lent):
Ui =
1
Xi − fi (W( f1, . . . , fi−1, Xi, . . . , Xk) −W( f1, . . . , fi, Xi+1, . . . , Xk)) , (2.49)
where we have defined fi =
∑k
j=1 Z jZ
′
i− j for the ease of notation. Then, we associate
to Ik1,k2k a rank r = 2k−1 matrix factorization given by the tensor product:
Ik1,k2k =
(
k⊗
i=1
Pi
)
{−k1k2} (2.50)
of the rank-1 matrix factorizations
Pi : Pi1  R{2i − N − 1}
pi1=(Xi− fi)−−−−−−−−−→←−−−−−−−−−
pi0=Ui
R{0}  Pi0 (2.51)
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over R = C[{Xi}ki=1, {Zi}k1i=1, {Z′i }k2i=1]. By R{a}, we consider R as a module over
itself with an overall degree shift a (the degree being theU(1)R charge). By {−k1k2}
in Ik1,k2k , we shift the degrees of the R-modules in Ik1,k2k by {−k1k2}.
The above construction is compatible with the fusion of interfaces, and therefore,
naturally generalizes to the junctions of higher valency.
Junctions and categorification of quantum groups
We are now ready to identify features of categorified quantum groups from LG
interfaces. Here we present two basic and important relations, “digon removal”
relations and the “[E, F]” relations.
First, let us consider the digon removal relation. This is a categorified version
of Figure 2.7(b). In terms of interfaces, we can consider the fusion of interfaces
depicted in Figue 2.16.
Figure 2.16: Fusion of Ikk1,k2 and I
k1,k2
k in LGk1 ⊗ LGk2 produces copies of the
identity defect in LGk .
In terms of LG interfaces, Figure 2.16 represents a fusion ofIkk1,k2 andI
k1,k2
k . As was
exhibited in [23], it is convenient to associate to matrix factorization of a potential
W over R, a Rˆ := R/(W)-module. Explicitly, to Ik1,k2k , we associate:
M = Rˆ/JRˆ{−k1k2}. (2.52)
As before, R is the chiral ring of partially symmetrized superfields Xi, Zi, Z′i , W =
W(X1, . . . , Xk) −W( f1, . . . , fk), and J is the ideal generated by {(Xi − fi)}ki=1.
Similarly, Ikk1,k2 is related to the R′-module
M′ = Rˆ′/J ′Rˆ′, (2.53)
where R is the chiral ring of partially symmetrized superfields X′i , Zi, Z′i . Definition
of superpotentials and J ′ are analogous to those of Ikk1,k2 .
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The matrix factorization of the fusion product Ikk1,k2 ∗ I
k1,k2
k is now given by the 2-
periodic part [54] of the free resolution of the module M′′ := M ⊗M′ considered as
a module over Rˆ′′ := C[X1, . . . , Xk, X′1, . . . , X′k]/(W(X1, . . . , Xk) −W(X′1, . . . , X′k)).
But
M′′  Rˆ′′ ⊗
(
C[{Zi}k1i=1, {Z′i }k2i=1]/
(
{(Xi − fi), (X′i − fi)}ki=1
))
{−k1k2}

(
Rˆ′′/(Xi − X′i )
)
⊗
(
C[{Zi}k1i=1, {Z′i }k2i=1]/( f1, · · · , fk)
)
{−k1k2} .
Recall that f1, · · · , fk span a basis of the totally symmetrized (x1, · · · , xk), while
Zi, Z′i ’s are partially symmetrized in k1 and k2 variables, respectively. Therefore,
we obtain:(
C[{Zi}k1i=1, {Z′i }k2i=1]/( f1, · · · fk)
)
{−k1k2}

(
C[x1, . . . , xk]Sk1×Sk2
C[x1, . . . , xk]Sk
)
{−k1k2}
 H∗(Gr(k1, k)){−k1k2}  C
{[
k
k1
]}
.
(2.54)
Here, we use the notation P{qa1 + . . . + qar } := P{a1} ⊕ . . . ⊕ P{ar} for a matrix
factorization P. The 2-periodic part of the Koszul resolution of
(
Rˆ′′/(Xi − X′i )
)
is
the matrix factorization corresponding to the identity defect Ikk of LGk . As a result,
we obtain:
Ikk1,k2 ∗ I
k1,k2
k = Idk
{[
k
k1
]}
. (2.55)
Next, we consider the “[E, F]” relation in ÛU, the categorification of ÛUq(sl2):
Ek1+1,k2−1 ∗ Fk1,k2  Fk1−1,k2+1 ∗ Ek1,k2 ⊕ Idk1,k2{[k2 − k1]} (2.56)
for k1 ≤ k1 and
Fk1−1,k2+1 ∗ Ek1,k2  Ek1+1,k2−1 ∗ Fk1,k2 ⊕ Idk1,k2{[k1 − k2]} (2.57)
for k1 ≥ k2. Observe that the rank of quantum group depends only on the number
of “stacks” of M5’-branes, and not on the rank of the gauge group SU(N). This is
precisely the behavior of categorical skew Howe duality.
In terms of LG interfaces, we define:
Ek1,k2 :=
(
Idk1−1 ⊗ Ik2+11,k2
)
∗
(
Ik1−1,1k1 ⊗ Idk2
)
Fk1,k2 :=
(
Ik1+1k1,1 ⊗ Idk2−1
)
∗
(
Idk1 ⊗ I1,k2−1k2
)
,
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Figure 2.17: Configurations of surface operators categorifying the quantum group
generators: Ek1,k2 (left) and Fk1,k2 (right).
as depicted in Figure 2.17. Through a similar but more involved procedure, one can
show that the interfaces satisfy [43]:
Ek1+1,k2−1 ∗ Fk1,k2  Fk1−1,k2+1 ∗ Ek1,k2 ⊕ Idk1,k2{[k2 − k1]} (2.58)
for k1 ≤ k1 and
Fk1−1,k2+1 ∗ Ek1,k2  Ek1+1,k2−1 ∗ Fk1,k2 ⊕ Idk1,k2{[k1 − k2]} (2.59)
for k1 ≥ k2. Here, Idk1,k2 = Idk1 ⊗ Idk2 denotes the identity defect in the tensor
product LGk1 ⊗ LGk2 . This is precisely the Equation (2.56), which categorifies
Figure 2.7(e).
2.6 Generalizations and discussions
Super q-Howe duality
First of all, recall that the skew Howe duality (categorified or not) involves two
quantum groups of independent ranks. One may ask, then, whether one can also
consider Howe dualities involving supergroups instead of ÛUq(slm)’s. In fact, it turns
out to be the case, at least in the decategorified setup.
The super q-Howe duality is also represented diagrammatically [133]. Similar
to the skew Howe duality functor in which NWebs are constructed from k ∈ Z
colored edges, the super q-Howe duality functor maps to the so-called green-red
web category, which is generated by the following colored webs: The webs in the
green-red web category satisfy the relations shown in Figure 2.19. Notice that, for
monochromatic webs, the relations in Figure 2.7 hold the same way except for the
relations that involve the edges which are oriented downwards. Only themixed-color
relations are the novel features.
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Figure 2.18: Junctions that appear in the super Howe duality functor. Above:
monochromatic edges and their trivalent junctions. Below: mixed-color trivalent
junctions. Mirror images are also generators.
In fact, the super q-Howe duality functor also has a natural meaning as networks
of Wilson lines in SU(N) Chern-Simons theory [40]. In addition to the totally
antisymmetric representations, we includeWilson lines colored by totally symmetric
representations. Let us distinguish the Wilson lines colored by totally symmetric /
totally antisymmetric / fundamental representations by the red / green / black edges.
First of all, Equation (2.5) shows that the junctions of Figure 2.18 are allowed. Then,
by a proper normalization of gauge invariant tensors, one can obtain Figure 2.19(a)
and (b) for the Syml-colored Wilson lines as well. The proof of Figure 2.19(c) is
also similar to its counterpart in the NWeb category, and this is because the fusion
rules among totally symmetric representations are almost identical to those of Λk.
Based on these observations, the diagrammatic proof [133] of Figure 2.19(d) can be
immediatly translated to the relations among green and red Wilson lines.
To categorify the super q-Howe duality to obtain relations among surface defects still
remains an open problem. Physically, the practical difficulty lies in the construction
of matrix factorizations for LGSyml. Unlike LGΛk whose superpotentials have a
polynomial degree N + 1, the candidate potentials [78, 79] have degrees N + l. Due
to the inhomogeneity, the factorization (Equation (2.49)) across interfaces must be
modified in a non-trivial way, which is subject of the stated open problem.
Entanglement entropies of “link states”
Another application of NWebs is the computation of entanglement entropies of “link
states” [42]. As we have discussed before, a path integral on a link complement
determines a vector in the associated Hilbert space. For a m-component link, the
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Figure 2.19: Monochromatic relations (the same holds for green edges): (a) digon
removal, (b) associativity, and (c) the monochromatic [E,F] relation. Mixed-color
relation: (d) the mixed-color [E,F] relation.
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vector lives in the associated Hilbert space H⊗m
T2
. As a result, one can study the
entanglement property of the “link state” [11, 130]:
|L〉 =
∑
α1,··· ,αm
C(α1, · · · , αm)|α1〉 ⊗ · · · ⊗ |αm〉,
where L is a m-component link, and αi’s are integrable representations of the gauge
group at level k. The vectors |αi〉 span the 2d Hilbert space HT2 , and they are fixed
by a path integral on a solid torus with a Wilson loop colored in αi.
The work [42] mainly corroborated [11, 130] by an additional technique to compute
the coefficients C(α1, · · · , αm). Of course, these are the colored Jones polynomials,
which can be computed in multiple ways. Besides the computational advantage, the
author and his collaborator also conjectured that [42]:
Conjecture. Given a m-component link L, suppose there exist two sub-links L1
and L2, each with i and (m − i) components. Suppose the two sub-links satisfy the
following:
Jα1,··· ,αm(L) = Jα1,··· ,αi (L1)Jαi+1,··· ,αm(L2)
for all colorings α1, · · · , αm, then L1 and L2 are unlinked.
The intuition behind the conjecture is extremely simple. It was observed in [11,
42, 130] and many other related papers that non-trivial topology of L implies that
the corresponding link state exhibits non-trivial entanglement. Then, we may ask
whether the converse is true. Namely, given a link state which is bi-partite in
terms of its sub-links, can we determine whether the link itself decomposes into
unlinked L1 and L2? The idea transcribes to the constraints on the coefficients
C(α1, · · · , αm), which is the shown condition for the conjecture. For large enough
level k, the condition would impose a large number of constraints on the coefficients
C(α1, · · · , αm), hence on the link state L as well.
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C h a p t e r 3
MODULAR FORMS AND THREE-MANIFOLD INVARIANTS
In this chapter, we explore the “hidden” integralities of Chern-Simons partition
functions [84, 85]. Furthermore, it is shown that the corresponding “homological
blocks” admit interpretations from various angles: as topological invariants of a
three-manifold, as supersymmetric indices in three-dimensional physics, and as
quantum modular forms in number theory [38]. The relations among three different
viewpoints are summarized in Figure 3.1. Lastly, we observe that homological
blocks naturally arise from chiral algebras of logarithmic CFTs, which are in turn
related to the quantum groups at roots of unity.
Topology
PhysicsNumberTheory
Why are quantum modular forms 
natural? 
What are the properties of 
3d N=2 theories? 
What are the quantum 
invariants of 3-manifolds? 
resurgence
3d-3d
WRT inv, 
Ohtsuki series
Figure 3.1: The different topics involved in this chapter.
3.1 Integralities of Chern-Simons partition function
The “hidden” integralities of Chern-Simons partition functions can be observed in
multiple ways, but they are a priori not so obvious. As a TQFT, Chern-Simons
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partition function can be computed from the surgery description of the base 3-
manifold M3. Indeed, the Lickorish-Wallace theorem states that any closed 3-
manifold can be obtained by±1 surgeries on a framed link embedded in S3. Surgeries
define the actions of modular group elements on the Hilbert space associated to the
link complements, H⊗L
T2
. When HT2 is finite-dimensional in an appropriate sense,
TQFT axioms give the exact partition function.
a3 a4
a5
a6
a1
a2 a3
a4
a1
a2
a5
a6
Figure 3.2: A plumbing graph (left) and the associated surgery link (right).
Concretely, consider a special class of 3-manifolds, called “plumbed” manifolds
[119]. Their surgery presentations are particularly simple, because all the link
components are unknots which are Hopf-linked. Due to the simplicity, we can
translate the surgery presentation as a “plumbing graph” as illustrated in Figure 3.2.1
−p/q• = a1• a2• a3• · · · where
q
p
= − 1
a1 − 1
a2 − 1a3 − · · ·
. (3.1)
There can be multiple plumbing descriptions which are equivalent, as shown in
(3.1). It turns out that when two 3-manifolds have plumbing descriptions related by
3d Kirby moves (Figure 3.3), they are homeomorphic to each other.
a1 0 a2
∼=
a1 + a2
a1 ± 1 ±1 a2 ± 1
∼=
a1 a2
a1 ± 1 ±1
∼=
a1
Figure 3.3: 3d Kirby moves for plumbed manifolds.
Such a simple surgery presentation enables us to write ZCS of a plumbed manifold
in a closed form. Concretely, when G = SU(2) and the Chern-Simons level is k
1In fact, the linking number of the Hopf link also matters, especially when plumbing graphs
involve loops. In this chapter, however, we focus on tree-shaped plumbings, for which the sign of a
Hopf link is unimportant.
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[84, 134],
ZCS[M3] =
√
2
k
sin
pi
k
F(Γ)
F(+1•)b+F(−1•)b− ,
F(Γ) =
k−1∑
n1,··· ,nL=1
Jn1,··· ,nL (L(Γ))
L∏
v=1
qnv/2 − q−nv/2
q1/2 − q−1/2
(3.2)
where L(Γ) is the link associated to a plumbing graph Γ, and Jn1,··· ,nL (L) is the
colored Jones polynomial of a linkL whose components are colored by n1, · · · , nL .2
Finally, (b+, b−) is the signature of the linking matrix associated to Γ:
Mi j =

ai if i = j
1 if (i, j) ∈ Edges
0 otherwise,
(3.3)
Observe that each summand of F has integral coefficients of q. However, the
summation over k spoils the integrality, as k ∼ log q. Consequently, the integrality
of ZCS is totally obscured, but we can still employ one of the following techniques
to recover it.
Resurgence analysis. First of all, one can observe the hidden integrality via resur-
gence analysis [83]. For instance, consider the Poincaré homology sphere Σ(2, 3, 5).
Since it is an integral homology sphere, the perturbative expansion around the trivial
flat connection recovers the exact Chern-Simons partition function in the following
form:
ZCS(Σ(2, 3, 5)) = q
−181/120
i
√
2k
(
q1/120 − 1
2
Ψ30,1(q) − 12Ψ30,11(q)
− 1
2
Ψ30,19(q) − 12Ψ30,29(q)
)
, (3.4)
where
Ψm,r(q) =
∑
n≥0
ψa2m(n)qn
2/4m, ψa2m(n) =

±1 n ≡ ±a mod 2m
0 otherwise.
(3.5)
Obviously, ZCS ∈ Z[[q]] up to an overall coefficient. Furthermore, Ψm,r(q) is a false
theta functionwhich exhibits certain modular property. By its “modular” transform,
one can easily recover the perturbative expansion (more precisely, the transseries
when there are multiple abelian flat connections.)
2Here, we have implicitly incorporated the quantum correction to the level, k → k + N .
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We will soon witness that Ψm,r(q) appears for any Seifert manifolds with three
singular fibers. Indeed, false theta functions were first observed from 3-singular
fibered Seifertmanifolds [146], and the relationwas further advocated in [88, 90, 91].
Gauss resummation formula. Following [84], one can also perform Gauss resum-
mation on the expression (3.2) and free the RHS from summation which depends
on k. When the plumbing graph is tree-shaped,
ZCS =
1
2i
√
2k
∑
a
e2piikCS(a)
(
lim
q→ e2pii/k
∑
b
S(A)ab Ẑb(q)
)
,
a ∈ CokerMi j/Z2  TorH1(M3,Z)/Z2 (see e.g. [70]),
b ∈ (2CokerMi j + δ)/Z2, (δ ∈ ZL s.t. δi  deg vi mod 2)
CS(a) = −(a,M−1a) mod Z,
S(A)ab =
∑
a′∈{Z2-orbit of a} e
2pii(a′,M−1b)√|TorH1(M3)| ,
(3.6)
and
Ẑb(q) = q−
∑
v av−3σ(Mij )
4 · v.p.
∫
|zv |=1
∏
v∈Vertices
dzv
2piizv
(zv − 1/zv)2−degv
×
∑
`∈2MZL+b
q−
(`,M−1`)
4
∏
v∈Vertices
z`vv (3.7)
where the principal value integral “dodges” the singularities on |zi | = 1, and the
Weyl group actions (labeled /Z2) identify a and b indices via a ∼ −a and b ∼ −b.
It turns out that Ẑb(q) ∈ 2−cq∆bZ[[q]] for some c ∈ Z+,∆b ∈ Q. The summations∑
a and
∑
b are now independent of k. Thus, we have observed the hidden integrality
in ZCS via Gauss resummation.
3d-3d correspondence. In fact, the Gauss resummation is motivated by the 3d-3d
correspondence which provides the physical reason why we should expect such
integrality. Consider embedding SU(N) Chern-Simons theory into the string / M-
theory setup as in Equation (2.24). We can simply replace M3 ↔ S3 and remove the
extra M5’-branes to reflect the absence of line defects. Compactifying M3, the 6d
N = (2, 0) worldvolume theory of M5-brane reduces to a 3d N = 2 theory T[M3]
on S1 × D (D represents the Taub-NUT cigar.) Since the base manifold has a torus
boundary, one must consider supersymmetric boundary conditions of T[M3]. For
G = SU(2), these boundary conditions correspond to b-indices in Equation (3.7).
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Let Hb[M3] denote the BPS spectrum of T[M3] compatible with a supersymmetric
boundary condition b. The spectrum itself can be considered as a homological
invariant of M3. Just like the doubly graded homological link invariants, it is graded
by the rotation symmetries U(1)q ×U(1)t acting on D ⊂ TN4.
N =(0,2) boundary2d
condition
=23d N
theory
Figure 3.4: A 3d N = 2 theory with a 2d N = (0, 2) boundary condition b.
The supersymmetric boundary conditions can preserve 2d N = (0, 2) supersym-
metry. When the boundary 2d theory has massless degrees of freedom, one can
compute the 2d-3d coupled index of the system to obtain Equation (3.7). Indeed,
when M3 is plumbed along a tree-shaped graph, the homological blocks Ẑb(q) have
a form of a 3d-2d coupled indices:
Ẑb =
∫ ∏
v
dzv
2piizv
F3d(z)Θ(b)2d (z)
F3d(z) =
∏
v
(zv − 1/zv)2−degv
Θ
(b)
2d (x) =
∑
`∈2MZL+b
q−
(`,M−1`)
4
∏
v∈Vertices
x`vv .
(3.8)
3.2 False theta functions and homological blocks
Let us note that the “generalized theta function” in Equation (3.8) is modular as
an elliptic genus [67]. However, the bulk 3d theory (whose index is F3d(z)) does
not necessarily respect the modular invariance. As a result, we obtain “spoiled”
modularity as one can see from the appearance of false theta functions in Equa-
tions (3.4) and (3.5). Depending on the bulk theory T[M3], we observe that the
modular invariance is broken to different degrees. For example, when the bulk
theory is completely gapped (i.e. F3d(x) = 1), the homological blocks will enjoy
the modular invariance. However, the bulk theory (although gapped) may have a
non-trivial topological phase. We will mainly consider such examples in this chap-
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ter, and because of the non-trivial contribution F3d(x) , 1 from the bulk, we will
observe the appearance of false theta functions and mock modular forms.
Before proceeding further, let us remark that we will encounter multiple modular S-
transforms, besides the S-matrices which appear in computation of ZCS via surgery
presentations and TQFT axioms. First of all, S(A)ab defined in Equation (3.6) is indeed
an S-matrix, but it encodes the modular S-transform of logarithmic CFTs. It turns
out that the latter is also connected to “baby” quantum groups which are close
cousins of ÛUq(sl2) from the previous chapter. We will discuss the connection later in
this chapter. Secondly, for certain M3, homological blocks Ẑb(q) themselves exhibit
well-defined modular properties. Indeed, the modular S-transform of false theta
functions Ψm,r(q) will be particularly useful when we later “decode” the integrality
of ZCS to produce its transseries expansion. This will be the subject of the next
section.
Convergence criteria
To explore the modular properties of Ẑb(q), we must first determine when the semi-
infinite q-series converges. Seemingly pedantic, the convergence is crucial for the
study of mock-false pairs which will appear later.
Since the false theta functions are observed in Ẑb(q) of Seifert manifolds, we first
consider them. Any Seifert manifold M3 = M(b; {qi/pi}i) can be represented by
a plumbing graph with a unique vertex with degree > 2. In the relevant plumbing
graph, we can represent the rational surgeries qi/pi along singular fibers by continued
fractions, as in (3.1).
b
[g]
· · ·
a
(1)
1 a
(1)
2
· · ·
a
(1)
k1
a
(n)
1 a
(n)
2
· · ·
a
(n)
kn
Figure 3.5: Plumbing graph for a Seifert manifold M
(
b, g; { qipi }ni=1
)
.
Next, consider the integral expression for Ẑb(q) in Equation (3.6). One can rewrite
it in the following way [84]:
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Ẑb(q) = 2−Lq∆
∑
`∈2MZL+b
F`1 q
− (`,M−1`)4 , b ∈ (2CokerM + δ)/Z2 (3.9)
where the integer coefficients F`1 are generated as follows (note that 2MZ
L + b is a
sublattice of 2ZL + δ):
∑
`∈2ZL+δ
F`1
∏
v∈Vertices
x`vv =
∏
v∈Vertices
{
Expansion
at xv→0
1
(xv − 1/xv)deg v−2
+ Expansion
at xv→∞
1
(xv − 1/xv)deg v−2
}
. (3.10)
Observe that the power series expansion in xv terminates at a finite order if and
only if deg v ≤ 2. Therefore, it is only the vertices with “high-valency” (meaning,
deg v > 2) which contribute arbitrarily large q-powers. Explicitly,
F`1 , 0 ⇔ `v =

`v if deg v > 2, `v0 ∈ Z
0 if deg v = 2
1 if deg v = 1.
(3.11)
When the plumbing graph Γ has a unique high-valency vertex v0, it is easy to write
down its q-power growth, namely:
q−
(`,M−1`)
4 = q−
(M−1)v0v0 (`v0 )2
4 +O(1), as |` | → ∞. (3.12)
Here, v0 also denotes the coordinate which corresponds to the high-valency vertex
in the linking matrix representation, M and ZL . Therefore, Ẑb(q)will be convergent
inside the unit disc if (M−1)v0v0 is negative, but it will converge outside otherwise.
When there are multiple high-valency vertices (e.g., Figure 3.2), the domain of
convergence is determined by positive/negative-definiteness of the submatrix of
M−1 spanned by high-valency vertices.
Example. Consider the Poincaré homology sphere Σ(2, 3, 5). Since |H1 | = 1, there
is only one homological block proportional to the Chern-Simons partition function
shown in Equation (3.4).
ZCS(Σ(2, 3, 5)) = q
−181/120
i
√
2k
(
q1/120 − 1
2
Ψ30,1(q) − 12Ψ30,11(q)
− 1
2
Ψ30,19(q) − 12Ψ30,29(q)
)
, (3.13)
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Note the appearance of false theta functions and their convergence inside the unit
disk. Since the Poincaré homology sphere can be represented by a −E8 plumbing
graph, we can easily see that (M−1)v0v0 = −30, which is consistent with the above
criteria.
Weil representations
Later, it turns out that Ẑb(q)’s are naturally identified with certain linear combina-
tions of false theta functions,Ψm,r(q)’s. The linear sum is controlled by the so-called
“Weil representations.”
Given a positive-definite lattice, one can associate a Weil representation. In
this chapter, we focus on Weil representations associated to Z2m equipped with
a quadratic form x 7→ x2/4m. To construct the Weil representation, consider a
unitary map SL(2,Z) → GL2m. Here, SL(2,Z) is a metaplectic double cover of
SL(2,Z):
SL(2,Z) = {(γ, υ)  γ =
(
a b
c d
)
∈ SL(2,Z), υ : H→ C, υ(τ)2 = (cτ + d)
}
,
(3.14)
with multiplication (γ, υ)(γ′, υ′) = (γγ′, (υ ◦ γ′)υ′). This group is generated by
T˜ :=
( ( 1 1
0 1
)
, 1
)
and S˜ :=
( ( 0 −1
1 0
)
,
√
τ
)
. The unitarymap of interest has the following
images of the generators:
Srr ′ := 1√
2m
e
(
− rr
′
2m
)
, Trr ′ := e
(
r2
4m
)
δr,r ′, r, r′ ∈ {0, · · · , 2m − 1}, (3.15)
where we have set e(x) := e2piix . Then, the Weil representation %m is realized by the
familiar theta functions:
θm,r(τ, z) :=
∑
`=r mod 2m
q`
2/4my`, q := e(τ), y := e(z) (3.16)
for τ ∈ H and z ∈ C. Regarding θm := (θm,r)r∈Z2m as a 2m-dimensional vector,
θm
(
−1
τ
,
z
τ
)
1√
τ
e
(
−mz
2
τ
)
= Sθm(τ, z) ,
θm(τ + 1, z) = T θm(τ, z). (3.17)
Therefore, θm’s span a 2m-dimensional representation (denoted Θm) of SL(2,Z).
However, this representation is reducible for all m > 1. One can decompose it into
irreps by an aid of the orthogonal group action:
θm,r · a := θm,ra, a ∈ Om := {a ∈ Z/2m | a2 = 1 mod 4m}. (3.18)
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The eigenspaces of Om are indeed irreducible, which are directly relevant for us. In
practice, it is convenient to use the fact thatOm  Exm = {n ∈ Z+ : n|m, (n, mn ) = 1}.
For the latter, the group multiplication is given by n ∗ n′ = nn′/(n, n′)2. The
isomorphism Om  Exm is then given by:
n 7→ a(n), s.t. a(n) = −1 mod 2n, a(n) = 1 mod 2m/n. (3.19)
Since such a is uniquely determined, the isomorphism is well-defined. One can
compactly write the isomorphism as the Omega matrix which appears in the clas-
sification of modular invariant combinations of chiral and anti-chiral characters of
the SU(2) current algebra [28]:
Ωm(n)r,r ′ :=

1 if r = −r′ mod 2n, and r = r′ mod 2m/n,
0 otherwise, r, r′ ∈ Z/2m,
(3.20)
For reasons to become clear, we will mostly consider representations which are
(−1)-eigenspaces of θm,r ·a(m), e.g., combinations θm,r −θm,−r (because a(m) = −1).
Effectively, we will consider “non-Fricke” K ⊂ Exm such that m < K . Later, we
observe that Seifert manifolds with four singular fibers exhibit “Fricke” (m ∈ K)
properties.
Explicitly, the irreps (denoted Θm+K for K ⊂ Exm) are projections of the 2m-
dimensional representation by the following projectors:
Pm+K =
(∏
n∈K
P+m(n)
)
P−m(m), where P±m(n) = (I ±Ωm(n))/2 (3.21)
when m is square-free. When Exm = K ∪ (m ∗ K), Θm+K represents an irrep:
θm+Kr = 2|K |
∑
`∈Z/2m
Pm+Kr` θm,` . (3.22)
Let us denote by r ∈ σm+K the set of independent vectors θm+Kr .
When m is divisible by a square, the case is more subtle. Irreps are orthogonal
complements of the images of Ud : Θm → Θmd2 , φ(τ, z) 7→ φ(τ, dz) with respect to
the Petersson metric in {φ ∈ Θ | φ · a = α(a)φ} [131]. Explicitly, when m = p2m′,
m′ is square-free, and p is prime, the projector is given by:
Pm+K =
(∏
n∈K
P+m(n)
)
P−m(m) (I −Ωm(p)/p) . (3.23)
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Using the above prescriptions, one can explicitly write the S- and T-matrices of the
irrep Θm+K :
Sm+Krr ′ =
∑
`∈Z2m
Sr`Pm+K`r ′
Pm+Kr ′r ′
, r, r′ ∈ σm+K,
Tm+Krr ′ = e
(
r2
4m
)
δr,r ′ .
(3.24)
Example. Consider m = 6 and K = {1, 3}. Since Ex6 = {1, 2, 3, 6} = K ∪ 6 ∗K , see
that the resulting representationΘ6+3 is irreducible. Following the above discussion,
a simple calculation leads to σ6+3 = {1, 3} and the corresponding basis vectors are
θ6+31 = θ6,1 + θ6,5 − θ6,−1 − θ6,−5
θ6+33 = 2
(
θ6,3 − θ6,−3
)
,
(3.25)
and the S-matrix is
S6+3 = i√
3
(
−1 −1
−2 1
)
. (3.26)
From the above theta functions θm,r and Θm+K , one obtains partial and false theta
functions via Eichler integral. Therefore, one can also group false theta functions
by means of the Weil representations. For instance, when M3 = Σ(2, 3, 5), m + K =
30 + 6, 10, 15.
Eichler integrals and false theta functions
Later, we will observe numerous identifications among Ψm+Kr and homological
blocks. In fact, this is not a coincidence at all. Recall that integralities of ZCS
can often be recovered by resurgence analysis. In the following section, we will
discuss how closely resurgence analysis and Eichler integrals are related. Then,
the appearance of false theta functions is expected, because they arise as Eichler
integrals of the weight 3/2 “unary” theta functions:
θ1m,r(τ) :=
1
2pii
∂
∂z
θm,r(τ, z)|z=0 =
∑`
∈Z
`=r mod 2m
` q`
2/4m. (3.27)
This is the subject of the current section.
Given a cusp form g =
∑
n>0 ag(n)qn of weight w ∈ 12Z, its Eichler integral is
defined:
g˜(τ) :=
∑
n>0
n1−wag(n)qn = C
∫ i∞
τ
g(z′)(z′ − τ)w−2dz′, C = (2pii)
w−1
Γ(w − 1) (3.28)
42
where we have chosen the principal branch −pi < argx ≤ pi.
For weight-3/2 unary theta functions, the Eichler integral has the following Fourier
expansion:
Ψm,r(τ) := θ˜1m,r(τ) = 2
∑
n>0
(P−m(m))r,n qn
2/4m, (3.29)
which is precisely the false theta function convergent in |q | < 1, since
2(P−m(m))r,n =

±1 n = ±r mod 2m
0 otherwise
. (3.30)
Note that θ1m,r = −θ1m,−r and consequently Ψm,r = −Ψm,−r . Observe that this is the
“non-Fricke’ type that we have observed before.3
Similar to the ordinary theta functions, we can group them by the Weil representa-
tions:
Ψm+Kr :=

θm+K,1r = 2|K |
∑
n≥0
Pm+Kr,n q
n2/4m. (3.31)
where similarly to θ1m,r , we have defined θ
m+K,1
r (τ) := 12pii ∂∂z θm+Kr (τ, z)|z=0.
Now we are ready to explore the limit behaviors of Ψm,r and observe how if “fails”
to be modular. First of all, observe that the coefficients (Equation (3.30)) exhibit
2m-periodicity with a vanishing mean value. For any such function ψ : Z→ C, the
corresponding Dirichlet L-series
L(s, ψ) =
∑
n≥1
n−sψ(n), Re(s) > 1 (3.32)
can be holomorphically extended to all s ∈ C. Furthermore, for t > 0 [146],∑
n≥1
ψ(n)e−nt ∼
∑`
≥0
L(−`, ψ) (−t)
`
`!
, (3.33)∑
n≥1
ψ(n)e−n2t ∼
∑`
≥0
L(−2`, ψ) (−t)
`
`!
. (3.34)
The radial limit values (as τ → 1/k) of Ψm,r can be computed by taking ψ(n) =
(P−m(m))r,ne(−r2/4mk). On the other hand, the asymptotic series can be computed
if we take ψm+Kr (n) := Pm+Kr,n :
Ψm+Kr
(
τ =
it
2pi
)
∼
∑`
≥0
L(−2`, ψm+K
`
)
`!
( −t
4m
)`
. (3.35)
3The nomenclature “false theta” follows [8]. They are often called partial theta functions as well
[20, 21, 47].
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The following identity between the Dirichlet L-series and ratio of sinh functions
will be particularly useful :
sinh((m − r)z)
sinh(mz) =
∑`
≥0
L(−2`, ψm,r)
(2`)! z
2` . (3.36)
Resurgence analysis and Eichler integrals
In this section, we discuss the close relation between the Borel resummation and
Eichler integrals. For that purpose, we provide here a brief review of resurgence
analysis in Chern-Simons theory, adapted from [41].
Consider a perturbatively computed Chern-Simons partition function at level k:
ZCS(M3) =
∑
α∈Mflat(M3,G)
e2piikCS(α)Zpertα . (3.37)
Above, Mflat(M3,G) is the moduli space of flat G-connections on M3, which we
have assumed to be discrete. To perform resurgence anlaysis, we first analytically
continue k to complex values and apply the method of steepest descent on the
Feynman path integral [9, 45, 68, 69, 97, 108–110, 116, 142]. Then, the integration
domain is altered to a middle-dimensional cycle Γ in the moduli space of GC =
SL(2,C) connections, which is the union of the steepest descent flows from the
saddle points. To elaborate, the moduli space is the universal cover of the space of
SL(2,C) connections modulo “based” gauge transformations, in which the gauge
transformations are held to be 1 at the designated points. In sum, the partition
function becomes:
ZCS(M3) =
∫
Γ
DA e2piikCS(A), k ∈ C. (3.38)
Perturbative expansion of Equation 3.38 is a transseries, which can be Borel re-
summed. Let us provide here the basics of Borel resummation, following [116].
The simplest example of a transseries is a formal power series solution of Euler’s
equation:
dϕ
dz
+ Aϕ(z) = A
z
, ϕ0(z) =
∑
n≥0
A−nn!
zn+1
. (3.39)
One may view the above transseries as a perturbative (in 1/z) solution to the dif-
ferential equation, but the solution has zero radius of convergence. By the Borel
resummation, however, one can recover a convergent solution. When a transseries
is of form ϕ(z) = ∑n≥0 an/zn with an ∼ n!, its Borel transformation is defined as:
ϕˆ(ζ) =
∑
n≥1
an
ζn−1
(n − 1)! . (3.40)
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The Borel transformation ϕˆ(ζ) is analytic near the origin of ζ-plane. If we can
analytically continue ϕˆ(ζ) to a neighborhood of the positive real axis, we can
perform the Laplace transform:
S0ϕ(z) = a0 +
∫ ∞
0
e−zζ ϕˆ(ζ)dζ, (3.41)
where the subscript “0” indicates that the integration contour is along the positive
real axis, {arg(z) = 0}. It can be easily checked that the asymptotics of the above
integral coincides with that of ϕ(z). When S0ϕ(z) converges in some region in the
z-plane, ϕ(z) is said to be Borel summable, and S0ϕ(z) is called the Borel sum of
ϕ(z).
Saddle points of the complex Chern-Simons action form the moduli space of flat
connections M˜ , whose connected components M˜α˜ are indexed by their “instanton
numbers,”
α˜ = (α,CS(α˜)) ∈ Mflat(M3, SL(2,C)) × Z. (3.42)
Here, CS(α˜) denotes the value of Chern-Simons action at α, without moding out by
1. Following [83], we will call a flat connection abelian (irreducible, resp.), if its
stabilizer is SU(2) or U(1) ({±1}, resp.) action on Hom(pi1(M3), SU(2)).
Now, let Γα˜ be the union of steepest descent flows in M˜ , starting from α˜. The
integration cycle Γ is then given by a linear sum of these “Lefshetz thimbles.”
Γ =
∑˜
α
nα˜,θΓα˜,θ, (3.43)
where θ = arg(k), and nα˜,θ ∈ Z are the transseries parameters, given by the pairing
between the submanifolds of steepest descent and ascent. The value of θ is adjusted
so that there is no steepest descent flow between the saddle points. Let Iα˜,θ be the
contribution from a Lefshetz thimble Γα˜,θ to ZCS(M3) in Equation 3.38:
Iα˜,θ =
∫
Γα˜,θ
DAe2piikCS(A),
which can be expanded in 1/k near α˜ as:
Iα˜,θ ∼ e2piikCS(α˜)Zpertα , where Zpertα =
∞∑
n=0
aαn k
−n+(dα−3)/2, dα = dimCM˜α˜.
In sum, we can write the Chern-Simons partition function in the form:
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ZCS(M3; k) =
∑˜
α
nα˜,θ Iα˜,θ ∼
∑˜
α
nα˜,θe2piikCS(α˜)Z
pert
α (k), (3.44)
which is a transseries expansion of the Chern-Simons partition function. From the
asymptotics given by this transseries, we can apply Borel resummation and recover
the full Chern-Simons partition function.
Concretely, one begins with a non-convergent (factorially divergent) series, and
considers its Borel transform
Zpert(k) =
∑
n
an
kn
Borel transform−−−−−−−−−−−→ BZpert(z) =
∑
n
an
Γ(n) z
n−1 (3.45)
which defines a function analytic near the origin. Then, we can perform Borel
resummation, ∫
e−τzBZpert(z)dz, (3.46)
where the contour of integration is unspecified at this stage.
Note that Equation 3.44 depends on the choice of θ = arg(k). In fact, as we vary θ,
the value of Iα˜,θ jumps (called “Stokes phenomenon”) to keep the whole expression
continuous in θ:
Iα˜,θα˜β˜+ = Iα˜,θα˜β˜− + m
β˜
α˜Iβ˜,θα˜β˜− . (3.47)
The “jump” happens near the Stokes rays θ = θα˜ β˜ ≡ 1i arg(Sα˜ − Sβ˜). The transseries
parameters nα˜,θ jump accordingly to keep ZCS(M3; k) continuous in θ. The coeffi-
cients m β˜α˜ are called Stokes monodromy coefficients.
Now, suppose ZCS is written in terms of false theta functions Ψm,r (most likely,
via homological blocks). When b1(M3) = 0, there is an overall factor of k−1/2
multiplying the false theta functions evaluated at τ → −1/k. From the modular
point of view, this 1/√k factor stems from the fact thatΨm,r is a weight 1/2 quantum
modular form (see Section 3.4).
From the asymptotics (Equation (3.35) and (3.36)), one can obtain the Borel trans-
form of false theta functions:
B
(
1√
k
Ψm,r( 1k )
)
(z) = 1√
piz
sin((m − r)
√
2piz
m )
sin(m
√
2piz
m )
. (3.48)
Consequently, its exact Borel resummation yields:
1√
k
Ψm,r( 1k ) =
√
i
2
(∫
eiδR+
+
∫
e−iδR+
)
dz√
piz
sin((m − r)
√
2piz
m )
sin(m
√
2piz
m )
e−ikz . (3.49)
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Note that the integral has poles at z = 2pin2/4m with residues:
Res
z=2pin2/4m
©­­«
√
i
2
1√
piz
sin((m − r)
√
2piz
m )
sin(m
√
2piz
m )
e−ikz
ª®®¬ = −
√
i
pi
√
2m
sin
(rpin
m
)
e
(
−k n
2
4m
)
(3.50)
for n ∈ Z+. The RHS is (up to an overall constant) the S-matrix of Equation (3.24),
when restricted to the −1 eigenspace of the action by −1 = a(m):
Smr,n = (SP−m(m))r,n =
−i√
2m
sin
(rnpi
m
)
. (3.51)
The zeta-function regularization
∑
n≡±r (mod 2m) ±1 = 1 − rm allows us to sum the
infinitely many poles:∑
n≥0
(P−m(m))r,n = limt→0+
∑
n≥0
(P−m(m))r,ne−nt = limt→0+
sinh((m − r)t)
sinh(mt) = 1 −
r
m
. (3.52)
In sum, Ψm+Kr has poles in the Borel plane labelled by the set σm+K , whose residues
appear as non-perturbative contributions to the asymptotic series of Ψm+Kr ( 1k ):
1√
k
Ψm+Kr ( 1k ) = −2
√
i
∑
r ′∈σm+K
Sm+Krr ′ cr ′ e−2piik
r ′2
4m + perturbative expansion,
where cr := 2|K |
m−1∑`
=1
Pm+K`r
(
1 − `
m
)
. (3.53)
Observe that we have recovered non-perturbative contributions from perturbative
data, which is the key feature of resurgence analysis. Following [83], it is tempting
to interpret them as the contributions of irreducible flat connections (can be either
real or complex). We will observe several examples later when we reverse-engineer
the topological data from the connection between homological blocks and false theta
functions.
The same regularization procedure gives the radial limit:
Ψm+Kr (−k) = e
(
−k r
2
4m
)
cr . (3.54)
Therefore, we can write Equation (3.53) as follows:
1√
k
Ψm+Kr ( 1k ) =
2√
i
∑
r ′∈σm+K
Sm+Kr,r ′ Ψm+Kr ′ (−k) + perturbative expansion, (3.55)
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which has an obvious interpretation as a modular S-transform. To be precise, Ψm+Kr
exhibits a modular property but only up to a smooth function. In other words,
Ψm+Kr gives rise to a quantum modular form. We will further explore the quantum
modularity later in Section 3.4.
Let us conclude this section with a discussion about the relation between the integral
in (3.49) and the Eichler integral (3.28), drawing on results in [147]. First of all,
observe that we can write the integrand of (3.49) by the theory of partial fraction
decompositions:
e−y2/τ√
τ
sinh((m − r)piy)
sinh(mpiy) = Cm
e−y2/τ√
τ
lim
n∗→∞
n∗∑
n=−n∗
sin(rpi nm )
y − i nm
. (3.56)
Cm is an unimportant constant that depends only on m. By the equality between two
integrals ∫ ∞
−∞
e−pity2
y − ir dy = piir
∫ ∞
0
e−pir2u√
u + t
du (3.57)
and exchanging the sum and the integral, we obtain4:∫ ∞
0
dy
e−y2/τ√
τ
sinh((m − r)piy)
sinh(mpiy) = c
∫ ∞
0
du
θ1m,r(u)√
u + τ
(3.58)
with some unimportant factor c ∈ C. Therefore, we have recovered the Eichler
integral from the Borel resummation. The above result extends to Ψm+Kr , which is
a linear sum of Ψm,r .
Modularity dictionary
So far, we have defined homological blocks and false theta functions. In this section,
we provide a “dictionary” by which the following identifications are made:
Ẑb(M3) = c
(
qδΨm+Kr + d
)
, c ∈ C, δ ∈ Q , d ∈ Z[q]. (3.59)
It turns out that the Weil representationm+K is the same for all homological blocks
of a given M3. However, different “boundary conditions” b correspond to different
vectors represented by r ∈ σm+K . Let us exhibit how the necessary ingredients are
determined.
Determination of m. For 3-singular fibered Seifert manifolds, m is unambiguously
determined by comparison of the q-power growth. If there were to be any identifi-
cation between homological blocks and false theta functions, their q-series should
4The exchange of sum and integral can be delicate. See the proof for Lemma 3.3 [147].
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exhibit the same q-power growth. The convergence criteria dictate that q-powers
of homological blocks grow quadratically as q−(M
−1)v0v0 (`v0 )2/4 over `v0 ∈ 2Z + δv0 .
False theta functions also exhibit quadratic growth, q(2mn±r)2/4m ∼ qmn2 over n ∈ Z≥0.
However, on the sublattices comprising b indices, q−(M
−1)v0v0 (`v0 )2/4 may grow even
faster. Therefore, we observe that (recall that (M−1)v0v0 has to be negative for
convergence):
M3 is a 3-singular fibered Seifert manifold ⇒ m
 |(M−1)v0v0 |. (3.60)
One may also argue from a different topological viewpoint. The key observation is
that if Ẑb(q) ↔ Ψm+Kr , one can reverse-engineer the transseries expansion of ZCS. In
other words, the “non-perturbative” contributions (c.f, Equation (3.53)) and Chern-
Simons invariants of abelian flat connections (c.f., Equation (3.6)) must conspire to
produce Chern-Simons invariants of non-abelian flat connections. Therefore, any
SU(2) flat connection α on M3 must satisfy CS(α) = CS[a] − r2/4m (mod Z) for
some a ∈ CokerM and r = 0, · · · ,m − 1:
l.c.m
{
Denominators of CS(α) : α ∈ M f lat(M3, SU(2))
}  4m. (3.61)
Both conditions will be useful. Explicitly for a Seifert manifold M(b, {qi/pi}ni=1),
the denominator of CS(a) for a non-abelian is a l.c.m. of 4pi, where pi are the
orders of singular fibers [10]. As a result, we claim that for M3 = M(b, {qi/pi}ni=1),
4m = l.c.m.
(
4{pi}ni=1 ∪ {Denominators of CS(a)}0,a∈CokerM/Z2
)
. (3.62)
Later, we observe external automorphisms acting on the moduli space of connec-
tions. In presence of such extra symmetries, the above identity must be modified by
appropriately modding them out.
Determination of m + K . Just as one searches through a dictionary in the lexico-
graphic order, one can search through the irreps m + K such that |σm+K | equals the
number of b-indices (modulo center symmetry and the Weyl group action). The
component vectors Ψm+Kr are then compared with Ẑb(q) and are identified.
For practical usage, we define the following S(M3) and T(M3) matrices:
S(M3) = S(A).Emb.
(
S(B)
)−1
, Embar = c,
T(M3) = T (A).I.
(
T (B)
)−1
, Iar = 1,
a ∈ TorH1(M3)/Z2, and r ∈ σm+K,
(3.63)
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where S(A),T (B) are simply the shorthand notations of (3.24). Then, one can com-
pactly write:
ZCS =
∑
a,r
e2piikCS[a]S(M3)arΨm+Kr . (3.64)
In the following examples, we will not only identify homological blocks with
false theta functions, but also perform modular transform / resurgence analysis
to obtain the transseries expansion of ZCS. Let us elaborate on the procedure of
reverse-engineering that was briefly mentioned before. We have seen that the non-
perturbative contributions of Ψm+Kr involve e−2piik(r
′)2/4m. They correspond to the
poles in the Borel plane, and they can non-trivially contribute to ZCS in three dif-
ferent ways, leading to three different topological interpretations (c.f. Table 3.2).
Type of Transseries contributions
connection Ẑb Za ZCS
“renormalon” ◦ × ×
complex ◦ ◦ ×
real, irreducible ◦ ◦ ◦
Table 3.1: Transseries contribution of poles at different levels and the classification
of flat connections.
The first case is when a pole contributes to some Ẑb, but it does not contribute to:
Za :=
∑
r
S(M3)arΨm+Kr . (3.65)
Recall that instanton contributions of Chern-Simons theory (either via analytic con-
tinuation or via resurgence analysis) would be reflected in Za’s. Therefore, these
poles do not even correspond to flat SL(2,C) connections on M3. Physically, they
are invisible from Chern-Simons partition functions (or from Za), because Chern-
Simons theory is not a realistic QFT, and thus, only instantons can contribute
factorial divergence to the asymptotic series. However, its 3d-3d dual is a realistic
QFT, and therefore, the 3d-2d coupled index Ψm+Kr may observe additional facto-
rial divergences coming from the “renormalons.” Thus by performing resurgence
analysis for Ψm+Kr , we observe a new set of poles in the Borel plane, which were
invisible for Za’s.
Secondly, one may consider poles which contribute to some Ẑb’s and Za’s, but
not to ZCS. When contributions to Za’s are observed, the poles correspond to the
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saddle points of path integral for Ẑb. A theorem [83] states that only non-abelian
flat connections arise as non-perturbative contributions from asymptotic expansion
around abelian flat connections. Therefore, these saddle points must represent non-
abelian SL(2,C) flat connections on M3. Since their contributions are invisible in
ZCS, they can be safely regarded as “complex” flat connections which cannot be
conjugated to SU(2). By the same reasoning, the poles with non-zero contributions
to ZCS correspond to real, irreducible flat connections (for SU(2), non-abelian =
irreducible.)
We can cast the classification criteria in terms of S(M3) and T(M3) matrices. For
complex flat connections, we can simply compute:
{ e(CS(a)) | a is a non-abelian SL(2,C) flat connection on M3 }
= { T(M3)ar | a, r such that S(M3)ar , 0 }
(3.66)
Let us denote the matrix elements T(M3)ar which belongs to the RHS set by e(α),
and write:∑
a,r
T(M3)a,rS(M3)a,rcr =
∑
α
e(α) cα, i.e., cα =
∑
(a,r)
S(M3)a,rcr (3.67)
where the summation
∑
(a,r) ranges over the pairs (a, r) satisfying T(M3)ar = e(α).
Similarly for real, irreducible flat connections, we can write:
{ e(CS(a)) | a is a non-abelian SU(2) flat connection on M3 }
= { e(α) | cα , 0 }
(3.68)
Let us summarize the reverse-engineering procedure in Figure 3.6. A final and
important remark is that by reverse-engineering, we can only compute the transseries
coefficients, and thus, we cannot distinguish two different flat connections with the
same Chern-Simons invariants (mod Z).
3.3 Examples
In this section, we apply the “modularity dictionary” for various plumbedmanifolds.
Homological blocks are computed and identified with Eichler integrals. By virtue
of their modular properties, we reverse-engineer the transseries expansion of ZCS.
It turns out that the transseries encode non-trivial information about the structure of
moduli space.
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Compute Ẑb
Identify Weil representation (m,K)
with Ẑb = cqδ(Ψm+Kr + d)
Compute the modular matrices
S(M3) and T(M3) (3.63)
Find non-abelian flat
connections (3.66)
Compute e(−α) and cα (3.67)
Find complex flat
connections (3.68)
Figure 3.6: From plumbing data to flat connections.
Example: M(−1; 12, 13, 19 )
The Seifert manifold has the following plumbing graph and linking matrix:
−3•
−2• •−1
−9•
(3.69)
M =
©­­­­­«
−1 1 1 1
1 −2 0 0
1 0 −3 0
1 0 0 −9
ª®®®®®¬
.
Coker(M) = Z4/MZ4 = 〈(0, 0, 0, 0), (1, 0,−1,−6), (1, 0,−2,−3)〉
 TorH1(M(−1; 12, 13, 19 )) = Z3. (3.70)
Recall that the Weyl group acts by a↔ −a. Therefore, the first element, (0, 0, 0, 0),
is mapped to itself, while the others are conjugate to each other, i.e., (1, 0,−1,−6) =
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−(1, 0,−2,−3) ∈ Z4/MZ4. Thus,
Coker(M)/Z2 =
〈(0, 0, 0, 0), (1, 0,−1,−6)〉 (3.71)
(2Coker(M) + δ)/Z2 =
〈(1,−1,−1,−1), (3,−1,−3,−13)〉 (3.72)
where δ = (1,−1,−1,−1) is given by δv = degv −2, as in [84]. Then, Ẑb(M3) are
given by (3.7):
Ẑ(1,−1,−1,−1)(q) = q + q5 − q6 − q18 + q20 + . . . (3.73)
Ẑ(3,−1,−3,−13)(q) = −q4/3(1 + q2 − q7 − q13 + q23 + . . .). (3.74)
Weil representation: 18+9. From M−1, one can read off m = 18, and the possible K
(giving rise to irreducible representations) are K = {1, 2} and K = {1, 9}. A simple
calculation reveals that the relevant irreducible representation is m + K = 18 + 9:
σ18+9 = {1, 3, 5, 7}
Ẑ(1,−1,−1,−1)(q) = q71/72Ψ18+91 (τ)
Ẑ(3,−1,−3,−13)(q) = −q71/72Ψ18+95 (τ).
(3.75)
S(M3) and T(M3) matrices. First of all, recall that S(A) is the linking pairing on
TorH1(M3) in (3.6). For M3 = M(−1; 12, 13, 19 ),
S(A) =
1√
3
(
1 1
2 −1
)
. (3.76)
Next, from (3.59) and (3.75) we can easily read off:
Emb =
(
1 0 0 0
0 0 −1 0
)
. (3.77)
The S-matrix of the Weil representation is easily computed:
S(B) = −2i
3
©­­­­­«
A 32 B C
1
2 0
1
2 −12
B 32 −C −A
C −32 −A B
ª®®®®®¬
(3.78)
where A, B,C = sin( pi18 ), sin(5pi18 ), sin(7pi18 ), respectively. We can nowcombine S(A),Emb,
and S(B) into S(M3):
S(M3) =
(
−0.23i 0 0.66i 0.43i
0.43i 1.73i 0.23i 0.66i
)
, (3.79)
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here evaluated numerically and rounded to the second decimal place.
Next, we compute the T matrices. T (A) is the diagonal matrix with e2piiCS(a) on the
diagonal:
T (A) = exp 2pii
(
0 0
0 13
)
. (3.80)
The Weil representation of T-matrix is:
T (B) = exp 2pii
©­­­­­«
1
72 0 0 0
0 972 0 0
0 0 2572 0
0 0 0 4972
ª®®®®®¬
. (3.81)
Combining all these elements, we obtain:
T(M3) =
©­­«
e(− 172 ) e(− 972 ) e(−2572 ) e(−4972 )
e(−4972 ) e(−5772 ) e(− 172 ) e(−2572 )
ª®®®¬ . (3.82)
Classifying flat connections. From S(M3) computed above,
{T(M3)ar |a, r such that S(M3) , 0} = {e(− 172 ), e(−2572 ), e(−4972 ), e(−5772 )}. (3.83)
From the rule (3.66), we can identify (at least) four non-abelian SL(2,C) flat con-
nections, whose Chern-Simons invariants are {− 172,−2572,−4972,−5772 } modulo Z.
To classify non-abelian flat connections, let us compute cα defined in (3.67), by
summing over the pairs (a, r) such that T(M3)a,r = e(α). For example, when
α = − 172 , (a, r) = (1, 1) and (2, 4). Now, we can compute cα:
c− 172 = 0
c− 2572 = 1.17i
c− 4972 = 0.76i
c− 5772 = 1.03i.
(3.84)
So we conclude that M(−1; 12, 13, 19 ) must admit one complex non-abelian flat con-
nection with CS = − 172 , and three SU(2) non-abelian flat connections with CS =
−2572,−4972,−5772 .
Comparison with A-polynomial. We can cross-check our interpretation with a
computation based on a knot surgery presentation of M3. As explained in [76] and
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[83, sec.5], when M3 = S3r (K) (i.e. M3 is obtained by a rational r-surgery on a knot
K ⊂ S3), flat SL(2,C) connections on M3 are contained in the set of intersection
points:
flat connections ↪→ {s(x, y) := yxr − 1 = 0} ∩ {AK(x, y) = 0} (3.85)
in (C∗ × C∗)/Z2 parametrized by (x, y) ∼ (x−1, y−1). Here, AK(x, y) is the so-called
A-polynomial of the knot K .
In the present example, M3 = M(−1; 12, 13, 19 ) = S3−3(3r), where K = 3r is the right-
handed trefoil knot. The corresponding A-polynomial and the curve s(x, y) = 0
are:
A(x, y) = (y − 1)(yx6 + 1), s(x, y) = yx−3 − 1. (3.86)
Discarding the point (x, y) = (−1,−1) that does not lift to a flat connection on M3
[83], the intersection points (3.85) (modulo (x, y) ∼ (x−1, y−1)) are given by:
(x, y) = (1, 1) , (e 2pii3 , 1) , (e pii3 ,−1) , (e pii9 , e pii3 ) , (−e 4pii9 , e pii3 ) , (e 7pii9 , e pii3 ) . (3.87)
All abelian flat connections have y = 1, and there are two such points in our list,
in agreement with the above analysis. The remaining four points are candidates for
non-abelian flat connections, either real or complex: it also agrees with the total
number of non-abelian flat connections observed by reverse-engineering.
Let us remark that reverse-engineering (Figure 3.6) may underestimate the number
of flat connections on M3 due to the accidental cancellations among the transseries.
On the other hand, some of the intersection points (3.85) may not lift to an actual
representation ρ : pi1 → SL(2,C). Therefore, the two methods provide lower
and upper bounds on the number of flat connections. In the present example, the
two methods provide the same results, and we can conclude that there are two
abelian flat connections, one complex flat connection, and three SU(2) irreducible
flat connections.
Asymptotic expansions. We conclude the analysis of this example by writing the
asymptotic expansion of ZCS(M3). Combining Equation (3.64), (3.75), S(M3) and
T(M3) matrices, and the transseries expression for the false theta functions (3.53),
we obtain the transseries expressions at large k. The results for various saddle points
(flat connections on M3) are tabulated in Table 3.2, where we omit the overall factor
−iq71/72/2√2.
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CS action stabilizer type transseries
0 SU(2) central e2piik ·0
(
4pii
3
√
3
k−3/2 + 203pi
2
27
√
3
k−5/2 + O(k−7/2)
)
1
3 U(1) abelian e2piik
1
3
(√
3k−1/2 − 11pii
4
√
3
k−3/2 + O(k−5/2)
)
−2572 ±1 non-abelian, real e−2piik
25
72 e
3pii
4
[
4
3
√
3
(cos 2pi9 + 2 sin pi18 )
]
−4972 ±1 non-abelian, real e−2piik
49
72 e
3pii
4
[
4
3
√
3
(2 cos pi9 + sin pi18 )
]
−5772 ±1 non-abelian, real e−2piik
57
72 e
3pii
4 2√
3
− 172 ±1 non-abelian, complex 0
Table 3.2: Transseries and classification of flat connections on M(−2; 12, 13, 19 ).
Example: M(−2; 12, 13, 12 )
Let us look at one more example in detail, the Seifert manifold M3 = M(−2; 12, 13, 12 ).
This example will also play a role in Section 3.4, where we discuss the extension of
Ẑb(q) (convergent on τ ∈ H) to the lower half-plane.
The current example also exhibits a “center symmetry.” Distinguished from the
familiar Weyl group action, it acts on representations ρ : pi1(M3) → SL(2,C) by
multiplying holonomies by the central elements ±1 of G = SU(2) or its complexifi-
cation GC = SL(2,C). The role of this center symmetry will be discussed in further
details later in this section.
The manifold of interest has TorH1(M3,Z) = Z8, the following plumbing graph, the
linking matrix, a ∈ Coker(M) and b ∈ 2Coker(M) + δ:
−3•
−2• •−2
−2•
(3.88)
M =
©­­­­­«
−2 1 1 1
1 −2 0 0
1 0 −3 0
1 0 0 −2
ª®®®®®¬
(3.89)
a ∈ Coker(M)/Z2 =
〈(0, 0, 0, 0), (1,−1, 0,−1),
(0,−1, 0, 0), (0, 0,−1, 0), (0, 0, 0,−1)〉 (3.90)
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b ∈ (2Coker(M) + δ)/Z2 =
〈(3,−1,−5,−3), (3,−3,−5,−1),
(1,−1,−1,−1), (3,−3,−1,−3), (1,−3,−1,−1)〉. (3.91)
Just as in the previous example, we compute 1) the Chern-Simons invariants of
abelian flat connections, 2) its S(A) matrix, and 3) the homological blocks Ẑb(M3):
CS(a) = −(a,M−1a) =

0 mod Z for a = (0, 0, 0, 0), (1,−1, 0,−1)
7
8 mod Z for a = (0,−1, 0, 0), (0, 0, 0,−1)
1
2 mod Z for a = (0, 0,−1, 0).
(3.92)
S(A) =
1√
8
©­­­­­­­«
1 1 1 1 1
1 1 1 1 1
2 2 0 0 −2
2 2 −2 −2 2
2 2 0 0 −2
ª®®®®®®®®¬
(3.93)
Ẑ(3,−1,−5,−3)(q) = q−1/4(−1 + q4 − q8 + q20 − q28 + q48 + . . .),
Ẑ(3,−3,−5,−1)(q) = q−1/4(−1 + q4 − q8 + q20 − q28 + q48 + . . .),
Ẑ(1,−1,−1,−1)(q) = q−3/8(1 + q − q2 + q5 − q7 + q12 + . . .),
Ẑ(3,−3,−1,−3)(q) = q−3/8(−1 + q − q2 + q5 − q7 + q12 + . . .),
Ẑ(1,−3,−1,−1)(q) = 2q1/4(1 − q2 + q10 − q16 + q32 − q42 + . . .).
(3.94)
Weil representation: 6+2. By Equation (3.62), we obtain:
4m = l.c.m.(8, 12, 1, 2, 8) = 24 ⇒ m = 6. (3.95)
Since Ex6 = {1, 2, 3, 6}, K can be either {1}, {1, 2} or {1, 3}. The latter two
correspond to irreps. With m + K = 6 + 2,
σ6+2 = {1, 2, 4},
Ẑ(3,−1,−5,−3)(q) = Ẑ(3,−3,−5,−1)(q) = −12q
−5/12Ψ6+22 (τ),
Ẑ(1,−1,−1,−1)(q) = q−5/12(2q1/24 − Ψ6+21 (τ)),
Ẑ(3,−3,−1,−3)(q) = −q−5/12Ψ6+21 (τ),
Ẑ(1,−3,−1,−1)(q) = q−5/12Ψ6+24 (τ).
(3.96)
S(M3) and T(M3) matrices. Next, we proceed to compute the “composite” modular
matrices S(M3) and T(M3). S(A) can be found in Equation (3.93). The embedding
57
matrix can be read off from Equation (3.96):
Emb =
©­­­­­­­«
0 −12 0
0 −12 0
−1 0 0
−1 0 0
0 0 1
ª®®®®®®®®¬
. (3.97)
The matrix S(B) can be computed from the projection matrices:
S(B) = − i
2
©­­­­­«
0 1 1
2 1 −1
2 −1 1
ª®®®®®¬
, (3.98)
which can be compiled into:
S(M3) = i√
2
©­­­­­­­«
0 1 0
0 1 0
2 0 0
0 0 −2
2 0 0
ª®®®®®®®®¬
. (3.99)
Next, we compute the T matrices. From Equation (3.92), we obtain
T (A) = exp 2pii
©­­­­­­­«
0 0 0 0 0
0 0 0 0 0
0 0 78 0 0
0 0 0 12 0
0 0 0 0 78
ª®®®®®®®®¬
. (3.100)
On the other hand, T (B) = e2pii r
2
4m δr,r ′ for r ∈ σ6+2 = {1, 2, 4}:
T (B) = exp 2pii
©­­«
12
24 0 0
0 2224 0
0 0 4224
ª®®®¬ . (3.101)
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We combine T (A) and T (B) with I (= 3 × 5 matrix with all entries equal to 1),
T(M3) =
©­­­­­­­­­­­­­­«
e(− 124 ) e(− 424 ) e(−1624 )
e(− 124 ) e(− 424 ) e(−1624 )
e(− 424 ) e(− 724 ) e(−1924 )
e(−1324 ) e(− 424 ) e(− 424 )
e(− 424 ) e(− 724 ) e(−1924 )
ª®®®®®®®®®®®®®®¬
. (3.102)
Classifying flat connections. From the S(M3) computed in the previous subsection,
we observe that:
{T(M3)ar |a, r such that S(M3) , 0} = {e(−16 )}. (3.103)
Therefore, using the rule (3.66), we predict (at least) one non-abelian SL(2,C) flat
connection withCS = − 424 . To determine whether it is real or complex, we compute
c− 16 via Equation (3.67):
c− 16 = 2i
√
2. (3.104)
Since it is nonzero, it must be a SU(2) non-abelian flat connection. In sum, we have
one SU(2) non-abelian flat connection with CS = − 424 , and there is no complex flat
connection.
Asymptotic expansions. As in the previous example, we can assemble Ẑb into
ZCS(M3). Applying themodular S-transformyields transseries forM3 = M(−2; 12, 13, 12 ),
summarized in Table 3.3. We omit an overall factor −iq−5/12/2√2.
Center symmetry
Note the degeneracies in Equation (3.92)–(3.94). The degeneracy is due to an extra
symmetry, e.g. CS(a = (0, 0, 0, 0)) = CS(a = (1,−1, 0,−1)). The corresponding
rows of S(A) also enjoy the same symmetry. Therefore, the asymptotic expansions
around these two abelian flat connections must be identical. Indeed, Table 3.3
explicitly shows several identical transseries.
In order to understand the origin of center symmetry and to remove the degeneracy
from S(A), we first study its action on the holonomy representations. Then, we match
the false theta functions with the “folded” version of the data (3.92)–(3.94), which
are obtained by modding out the center symmetry.
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CS action stabilizer type transseries
0 SU(2) central e2piik ·0
(
pii
4
√
2
k−3/2 + 7pi
2
96
√
2
k−5/2 + O(k−7/2)
)
0 SU(2) central e2piik ·0
(
pii
4
√
2
k−3/2 + 7pi
2
96
√
2
k−5/2 + O(k−7/2)
)
7
8 U(1) abelian e2piik
7
8
(
− √2k−1/2 + 2
√
2pii
3 k
−3/2 + O(k−5/2)
)
7
8 U(1) abelian e2piik
7
8
(
− √2k−1/2 + 2
√
2pii
3 k
−3/2 + O(k−5/2)
)
1
2 U(1) abelian e2piik
1
2
(
− 2
√
2
3 k
−1/2 − 11pii
54
√
2
k−3/2 + O(k−5/2)
)
− 424 ±1 non-abelian, real e−2piik
4
24 e
3pii
4 2
√
2
Table 3.3: Transseries for M(−2; 12, 13, 12 ).
The fundamental group of a Seifert manifold M3 = M(b, {qi/pi}ni=1) is given by
pi1(M3) = 〈x1, x2, x3, h | h central, xpii = h−qi, x1x2x3 = hb〉. (3.105)
We can classify SU(2) flat connections by the SU(2) representations of the funda-
mental group into SU(2):
ρ :
(
pi1(M3) −→ SU(2)
)/G. (3.106)
Concretely, we can characterize such representations by the images of pi1(M3) gen-
erators. In the present example,
ρ(xi) = gi
(
e(λi) 0
0 e(−λi)
)
g−1i , i = 1, 2, 3
ρ(h) =
(
e(λ) 0
0 e(−λ)
) (3.107)
where gi’s represent arbitrary gauge transformations compatible with the group
structure of pi1(M3). The Weyl group acts on each ρ(xi) via conjugation by
( 0 −1
1 0
)
,
hence λi ↔ −λi. Table 3.4 shows holonomy variables (λ, λ1, λ2, λ3) which classify
the group homomorphisms ρ and their Chern-Simons invariants computed as in
[10].
Apart from the Weyl group, we conjecture an outer automorphism acting on the
moduli space, which permutes different components of the moduli space. In terms
of the holonomy angles λi, it acts by
(λ, λ1, λ2, λ3) = (λ, λ1 + 12, λ2, λ3 + 12 ). (3.108)
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CS invariant type (, 1, 2, 3) center symmetry
0 abelian (0, 0, 0, 0) (0, 0, 0, 0) 7→ (0, 12, 0, 12 )
0 abelian (0, 12, 0, 12 ) (0, 12, 0, 12 ) 7→ (0, 0, 0, 0)
1
2 abelian (12, 14, 12, 14 ) (12, 14, 12, 14 ) 7→ (12, 14, 12, 14 )
7
8 abelian (14, 58, 14, 18 ) (14, 58, 14, 18 ) 7→ (14, 18, 14, 58 )
7
8 abelian (14, 18, 14, 58 ) (14, 18, 14, 58 ) 7→ (14, 58, 14, 18 )
− 424 non-abelian (12, 14, 16, 14 ) (12, 14, 16, 14 ) 7→ (12, 14, 16, 14 )
Table 3.4: Holonomy variables and Chern-Simons invariants of SU(2) flat connec-
tions on M(−2; 12, 13, 12 ), along with the action of center symmetry on them.
For instance, this maps one abelian flat connection to another as(
1
4,
1
8,
1
4,
5
8
)
+
(
0, 12, 0,
1
2
)
∼
(
1
4,
5
8,
1
4,
1
8
)
, (3.109)
where we have taken the action of the Weyl group into account. The orbits of center
symmetry are shown in Table 3.4.
We claim that the outer automorphism acts on the entire moduli space of all con-
nections. First, the center symmetry can be easily identified from the data of the
abelian flat connections Equation (3.92)–(3.94). One observes degenerate values of
CS(a) and rows of S(A) e.g., for a = (0, 0, 0, 0) and a = (1,−1, 0,−1). As a result, not
only the values CS(a), but also the perturbative expansions around a = (0, 0, 0, 0)
and a = (1,−1, 0,−1) are identical. As the two transseries are identical, we claim
that the center symmetry is a symmetry of the moduli space.
Next, let us identify flat connections related by the center symmetry. The data of
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the abelian flat connections become:
CS(a) =

0 mod Z for a = (0, 0, 0, 0) ∼ (1,−1, 0,−1)
7
8 mod Z for a = (0,−1, 0, 0) ∼ (0, 0, 0,−1)
1
2 mod Z for a = (0, 0,−1, 0)
S(A) =
1√
2
©­­«
2 2 1
4 0 −2
2 −2 1
ª®®®¬
Ẑ0(q) = Ẑ(3,−1,−5,−3)(q) + Ẑ(3,−3,−5,−1)(q) = −q−5/12Ψ6+22 (τ)
Ẑ1(q) = Ẑ(1,−1,−1,−1)(q) + Ẑ(3,−3,−1,−3)(q) = 2q−5/12(1 − Ψ6+21 (τ))
Ẑ2(q) = Ẑ(1,−3,−1,−1)(q) = q−5/12Ψ6+24 (τ).
(3.110)
After modding out the center symmetry, S(A) is non-degenerate and, furthermore,
vectors of the irrep 6 + 2 are in 1-1 correspondence with the “folded” homological
blocks. Therefore, we may conclude that the modularity dictionary can be utilized
without ambiguity after we mod out by the center symmetry.
Example: M(−1; 12, 13, 110 )
We present another example with the center symmetry. The example shows that it
is necessary to mod out the center symmetry in order to find an appropriate Weil
representation m + K .
CS invariant type holonomy angles center symmetry
0 abelian (0, 0, 0, 0) (0, 0, 0, 0) 7→ (0, 12, 0, 12 )
0 abelian (0, 12, 0, 12 ) (0, 12, 0, 12 ) 7→ (0, 0, 0, 0)
1
4 abelian (12, 14, 12, 14 ) (12, 14, 12, 14 ) 7→ (12, 14, 12, 14 )
−2560 non-abelian (12, 14, 16, 14 ) (12, 14, 16, 14 ) 7→ (12, 14, 16, 14 )
−4960 non-abelian (12, 14, 16, 320 ) (12, 14, 16, 320 ) 7→ (12, 14, 16, 720 )
−4960 non-abelian (12, 14, 16, 720 ) (12, 14, 16, 720 ) 7→ (12, 14, 16, 320 )
Table 3.5: Holonomy angles and Chern-Simons invariants of SU(2) flat connections
on M(−1; 12, 13, 110 ), along with the action of center symmetry.
As before, we characterize flat connections by holonomy angles λ. The angles and
their Chern-Simons invariants are summarized in Table 3.5. The center symmetry
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acts by
(λ, λ1, λ2, λ3) 7→ (λ, λ1 + 12, λ2, λ3 + 12 ).
The manifold of interest has TorH1(M3) = Z4 with the following plumbing graph:
−3•
−2• •−1
−10•
(3.111)
From its adjacency matrix, we can compute:
a ∈ CokerM/Z2 = 〈(0, 0, 0, 0), (1,−1, 0,−5), (1, 0,−1,−7)〉
b ∈ (2CokerM + δ)/Z2 = 〈(1,−1,−1,−1), (3,−3,−1,−11), (3,−1,−3,−15)〉
CS(a) = −(a,M−1a) =

0 mod Z for a = (0, 0, 0, 0), (1,−1, 0,−5)
1
4 mod Z for (1, 0,−1,−7)
(3.112)
S(A) =
1
2
©­­«
1 1 1
1 1 1
2 2 −2
ª®®®¬ (3.113)
Ẑ(1,−1,−1,−1)(q) = q5/4(1 + q6 − q28 + q62 + · · · ) (3.114)
Ẑ(3,−3,−1,−11)(q) = q13/4(−1 − q12 + q14 + q38 − q82 + · · · ) (3.115)
Ẑ(3,−1,−3,−15)(q) = −q3/2(1 − q3 + q4 − q11 + q19 − q32 − q52 + · · · ). (3.116)
“Folding” the center symmetry. Unlike what happens in the previous example,
here the homological blocks (3.114)–(3.116) do not correspond to any level 30 false
theta function (although they do correspond to certain level 60 false theta functions).
Furthermore, while Equation (3.62) dictates:
4m = l.c.m.(8, 12, 40, 1, 4) = 120 ⇒ m = 30, (3.117)
Equation (3.60) gives m = 15. Such an ambiguity can be resolved by modding out
the center symmetry.
First, note that the center symmetry is manifest in Equations (3.112)–(3.116): the
values CS(a) are equal for a = (0, 0, 0, 0) and a = (1,−1, 0,−5), and the corre-
sponding rows of S(A) are identical. As a result, the asymptotic expansions around
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a = (0, 0, 0, 0) and a = (1,−1, 0,−5) must be identical, indicating the presence of
center symmetry.
Next, we mod out the center symmetry:
CS(a) =

0 mod Z for a = (0, 0, 0, 0) ∼ (1,−1, 0,−5)
1
4 mod Z for a = (1, 0,−1,−7)
S(A) =
(
1 1
1 −1
)
Ẑ0(q) = Ẑ(1,−1,−1,−1)(q) + Ẑ(3,−3,−1,−11)(q) = q5/4(1 − q2 + q6 − q14 + q16 + · · · )
Ẑ1(q) = Ẑ(3,−1,−3,−15)(q) = −q3/2(1 − q3 + q4 − q11 + q19 − q32 − q52 + · · · ).
(3.118)
As expected, S(A) is non-degenerate. Furthermore, false theta functions fromm+K =
15 + 5 perfectly match the “folded” Ẑb(M3)’s.
σ15+5 = {1, 2, 4, 5, 7, 10} (irrep, genus 0)
Ẑ0(q) = q37/30Ψ15+51 (τ)
Ẑ1(q) = −q37/30Ψ15+54 (τ) .
(3.119)
This supports our proposal for applying the modularity dictionary after modding
out the symmetries of the moduli space.
S(M3) and T(M3) matrices and asymptotic expansions.
Emb =
(
1 0 0 0 0 0
0 0 −1 0 0 0
)
, T (A) = exp 2pii
(
0 0
0 14
)
S(B) = i
©­­­­­­­­­­«
0.20 −0.51 −0.20 −0.32 −0.51 −0.32
−0.51 −0.20 −0.51 −0.32 0.20 0.32
−0.20 −0.51 −0.20 0.32 0.51 −0.32
−0.63 −0.63 0.63 0.32 −0.63 0.32
−0.51 0.20 0.51 −0.32 0.20 −0.32
−0.63 0.63 −0.63 0.32 −0.63 −0.32
ª®®®®®®®®®®¬
T (B) = exp 2pii · diag( 160, 460, 1660, 2560, 4960, 10060 )
(3.120)
It follows that
S(M3) = i
(
−0.39 0 0 0.63 1.02 0
0 1.02 0.39 0 0 0.63
)
T(M3) = ©­«
e(− 160 ) e(− 460 ) e(−1660 ) e(−2560 ) e(−4960 ) e(−10060 )
e(−4660 ) e(−4960 ) e(− 160 ) e(−1060 ) e(−3460 ) e(−2560 )
ª®¬ ,
(3.121)
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from which we conclude that the Chern-Simons invariants of non-abelian flat con-
nections are − 160,−2560,−4960 . Since c− 160 vanishes, we predict one complex flat con-
nection with CS = − 160 . Of course, the complex flat connection may represent two
complex connections identified under the folding procedure. We will rule out this
possibility shortly, via comparison with A-polynomial analysis.
The other two non-abelian flat connections are real, with CS = −2560,−4960 . The
asymptotic expansions are computed and summarized in Table 3.6, where we have
omitted the overall factor −iq−37/30/2√2.
CS action stabilizer type transseries
0 SU(2) central e2piik ·0
(
piik−3/2 + 283pi
2
60 k
−5/2 + O(k−7/2)
)
1
4 U(1) abelian e2piik
1
4
(
4
3 k
−1/2 − 49pii135 k−3/2 + O(k−5/2)
)
−2560 ±1 non-abelian, real e−2piik
25
60 e
3pii
4 · 1√
10
−4960 ±1 non-abelian, real e−2piik
49
60 e
3pii
4 · 4
√
2√
15
(cos pi30 + sin 2pi15 )
− 160 ±1 non-abelian, complex 0
Table 3.6: Transseries and classification of flat connections on M(−1; 12, 13, 110 ), after
modding out the center symmetry.
Note that Table 3.6 is obtained aftermodding out the center symmetry. In particular,
the transseries of the “central” flat connection stands for the sum of two identical
transseries related by the center symmetry. In order to recover the contribution from
each of the two central flat connections, we must multiply the above answer by a
factor of 12 .
Likewise, there are two real non-abelian flat connections identified by the center
symmetry. As a check, we compute the Chern-Simons invariants from the holonomy
variables [10]:
CS[(λ, λi); M(b, {qi/pi}ni=1)] = −
( 3∑
i=1
piriλ2i − qisi
1
22
)
=

−4960 for (λ1, λ2, λ3) = (14, 16, 320 ) and (14, 16, 720 )
−2560 for (λ1, λ2, λ3) = (14, 16, 520 ).
(3.122)
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In the first line, ri and si are any integers satisfying pisi − qiri = 1. It follows that
degenerate non-abelian flat connections have CS = −4960 . As a result, we predict that
our manifold has
• one complex flat connection with CS = − 160 ,
• two real non-abelian flat connections with CS = −4960 ,
• one real non-abelian flat connection with CS = −2560 .
Comparison with A-polynomial. It remains to determine the number of complex flat
connections. Since M3 = M(−1; 12, 13, 110 ) is a −4/1 surgery along the right-handed
trefoil, we can utilize the A-polynomial analysis. Counting the intersection points
of
A(x, y) = (y − 1)(yx6 + 1) and s(x, y) = yx−4 − 1,
we find a total of four non-abelian flat connections, which agrees with their total
number found in the previous section. Therefore, there is only one complex flat
connection, and we can finalize the transseries as in Table 3.7. (Again, the overall
factor −iq−37/30/2√2 is omitted.)
CS action stabilizer type transseries
0 SU(2) central e2piik ·0
(
pii
2 k
−3/2 + 283pi
2
120 k
−5/2 + O(k−7/2)
)
0 SU(2) central e2piik ·0
(
pii
2 k
−3/2 + 283pi
2
120 k
−5/2 + O(k−7/2)
)
1
4 U(1) abelian e2piik
1
4
(
4
3 k
−1/2 − 49pii135 k−3/2 + O(k−5/2)
)
−2560 ±1 non-abelian, real e−2piik
25
60 e
3pii
4 · 1√
10
−4960 ±1 non-abelian, real e−2piik
49
60 e
3pii
4 · 2
√
2√
15
(cos pi30 + sin 2pi15 )
−4960 ±1 non-abelian, real e−2piik
49
60 e
3pii
4 · 2
√
2√
15
(cos pi30 + sin 2pi15 )
− 160 ±1 non-abelian, complex 0
Table 3.7: Transseries and classification of flat connections on M(−1; 12, 13, 110 ).
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Example: 3-singular fibered Brieskorn spheres
Let us extend our analysis to a specific class of 3-manifolds, the 3-singular fibered
Brieskorn spheres:
Σ(p1, p2, p3) := S5 ∩ {(x, y, z) ∈ C3 | xp1 + yp2 + zp3 = 0}. (3.123)
Themanifolds are naturally labeled by a triple of relatively prime integers (p1, p2, p3).
As discussed in [119], one can easily translate to the Seifert data M
(
−1; q1p1 ,
q2
p2
,
q3
p3
)
,
satisfying 5
q1
p1
+
q2
p2
+
q3
p3
= 1 − 1
p1p2p3
. (3.124)
We choose the standard choice of orientation, viewing Brieskorn spheres as bound-
aries of negative definite plumbings. False theta functions were observed in the
WRT invariants of Brieskorn spheres in [87], building on [146]. Our goal in this
section is to understand their Weil representations and to perform the resurgence
analysis.
Weil representation m + K m = p1p2p3 and K = {1, p1p2, p2p3, p1p3}
q-series invariant Ẑ0(q) Ψm+Kr , where r = m − p1p2 − p2p3 − p1p3
Number of (real and complex) |σm+K | = 14 (p1 − 1)(p2 − 1)(p3 − 1)non-abelian flat connections
CS invariants of (real or complex)
CS = − r24m ∀ r ∈ σm+Knon-abelian flat connections
CS invariants of complex
CS = − r24m s.t.
∑m−1
`=1 P
m+K
`r (1 − `m ) = 0non-abelian flat connections
Table 3.8: The modularity dictionary for Brieskorn spheres Σ(p1, p2, p3).
All Brieskorn spheres are integral homology spheres, so there is only one homo-
logical block Ẑ0(q). The modularity dictionary therefore operates in a particularly
simple way, as summarized in Table 3.8. Some of them also exhibit connection with
quantum modularity via q-hypergeometric series (see [38] and [146] for further
details.)
5This holds for all 1p1 +
1
p2
+ 1p3 < 1. There is only one exception, which is the Poincaré homology
sphere Σ(2, 3, 5) which has Seifert data M(−2; 12, 23, 45 ).
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Example: D-type manifolds
In this section, we consider a class of manifolds with the following plumbing graph:
−2•
−2• •−2
−2• . . . −2•︸                  ︷︷                  ︸
k nodes
(3.125)
The plumbing graph is negative-definite and has a shape of a Dk+3, k ≥ 1 Dynkin
diagram. Its Seifert invariant is M
(
−2; 12, 12, kk+1
)
. This manifold can also be repre-
sented as an intersection of a Dk+3 singularity with a unit sphere in C3:
M
(
−2; 1
2
,
1
2
,
k
k + 1
)
:= S5 ∩ {(x, y, z) ∈ C3 | xk + xy2 + z2 = 0}. (3.126)
Already in [90], false theta functions appeared in their WRT invariants. In this
section, we study their Weil representations and perform resurgence analysis.
The relevant Weil representation is m + K = k + 1, with m = k + 1 and K = {1}
being the trivial group. Whenever m is a prime to some power (m = pN ), m + K
is an irrep. As we will see in Section 3.4, this includes optimal examples for
m = 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25. Following the modularity dictionary,
one can identify homological blocks with false theta functions, observe center sym-
metries, and perform modular transform / resurgence analysis to obtain transseries
expansions. See [38] for the results.
Example: four-singular fibered Seifert manifolds
So far, we have restricted ourselves to the three-singular fibered Seifert manifolds
and identified their homological blocks with false theta functions. In this section, we
consider four-singular fibered Seifert manifolds and exhibit that their homological
blocks consist of the Eichler integrals of weight-1/2 and weight-3/2 theta functions.
We call such combinations the “building blocks” of homological blocks, defined as
follows:
Bm,r(τ) ≡ 12m
[
Φm,r(τ) − rΨm,r(τ)
]
Bm+Kr (τ) = 2|K |−1
∑
r ′ mod 2m
Pm+Krr ′ Bm,r ′(τ).
(3.127)
By the end of this section, we provide a non-spherical example M(−2; 12, 23, 25, 25 ) and
compute its asymptotic expansion.
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The building blocks can be deduced from the examples of 4-singular fibered
Brieskorn homology spheres [86, 89]. To delineate the procedure, we first consider
the 3-singular fibered cases. As we have seen above, ZCS[Σ(p1, p2, p3)] decompose
into false theta functions. The projectors can also be expressed as [90, 91]:
ZCS(Σ(p1, p2, p3)) = q
−φ/4
i
√
8k
[ m−1∑
r=1
χ
(1,1,1)
2m (r)Ψm,r(τ) + H
(
− 1 +
3∑
j=1
1
p j
)
q1/120
]
,
(3.128)
where m =
∏
j p j , and H is the Heaviside step-function. One can see that the false
theta functions serve as the “building blocks” for the homological blocks, whose
contributions are controlled by the projector χ(1,1,1)2m (r).
In general, we can define a 2m-periodic projector χ®l2m(r) from an n-dimensional
vector ®l = (l1, · · · , ln) and ®p = (p1, · · · , pn) such that 0 < l j < p j :
χ
®l
2m(r) =

−
n∏
j=1
 j if r ≡ m
(
1 +
∑
j
j lj
pj
)
mod 2m, where  j = ±1
0 otherwise.
For four-singularly fibered Seifert homology spheres Σ(p1, p2, p3, p4), the quantity
ZCS(M3) can be expressed in terms of false theta functions and a weight 1/2 Eichler
integral [86, 89]. From the expressions, one can extract building blocks by pulling
out χ(p1−1,1,1,1)2m (r):
ZCS(Σ(p1, p2, p3, p4)) =
q−φ/4
i
√
8k
[ m−1∑
r=1
χ
(p1−1,1,1,1)
2m (r)
1
2m
(
Φm,r(τ) − rΨm,r(τ)
)
+ H
(
− 1 +
∑
j
1
p j
)
Ψm,(2m−∑j m/pj)(τ)
]
, (3.129)
where Φm,r(τ) are the weight-1/2 Eichler integrals (3.28) of the weight 1/2 theta
functions (cf. (3.27))
θ0m,r(τ) := θm,r(τ, z)|z=0 =
∑`
∈Z
`=r mod 2m
q`
2/4m.
Explicitly,
Φm,r(τ) =
∑
n≥0
nψ′(r)2m (n)qn
2/4m, ψ′(r)2m (n) =

1 if n ≡ ±r mod 2m
0 otherwise.
(3.130)
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In terms of projectors, ψ′(r)2m (n) = 2(P+m(m))r,n. Observe the appearance of buliding
blocks in Equation (3.129). While Ψm,r = −Ψm,−r , the building blocks satisfy
Bm,r = Bm,−r . As a result, we must require m ∈ K .
The building blocks Bm,r inherit their modular properties from Ψm,r and Φm,r :
1√
k
Ψm,r(1/k) + 1√
i
m−1∑
r ′=1
√
2
m
sin
rr′pi
m
Ψm,r ′(−k) =
∑
n≥0
cn
n!
(
pii
2m
)n
k−n−
1
2 ,
Ψm,r(−k) =
(
1 − r
m
)
e−2piikr
2/4m, where
sinh(m − r)z
sinhmz
=
∞∑
n=0
cn
2n!
z2n.
(3.131)
1√
k
Φm,r(1/k) + k√
i3
m−1∑
r ′=1
√
2
m
r′(m − r′)
m
cos
rr′pi
m
e−2piik
(r ′)2
4m
=
mk
pii
∞∑
n=0
c′n
n!
(
pii
2m
)n
k−n−
1
2 , where
∂
∂r
sinh(m − r)z
sinhmz
=
∞∑
n=0
c′n
2n!
z2n. (3.132)
Later, we will explore the relation between the homological blocks of three-singular
fibered Seifert manifolds and the characters of singlet (1, p) logarithmic vertex
algebras. The relation extends to the present case, where one can observe a close
relation between characters of singlet (p+, p−) vertex algebras [3, 18].
Let us apply the modularity dictionary to a non-spherical example with four singular
fibers. The subject manifold is M(−2; 12, 23, 25, 25 )with the following plumbing graph:
−2•
−2•
−2• •−2
−3• −2•
•−3
•−2
(3.133)
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As before, we compute homological blocks and S(A):
CS(a) =
(
1 15
9
5
)
, S(A) =
1√
5
©­­­«
1 1 1
2 −1−
√
5
2
−1+√5
2
2 −1+
√
5
2
−1−√5
2
ª®®®¬ ,
Ẑ0(q) = q7/2(1 − q11 + q14 − q19 − q33 + q40 − q45 + 2q53 + q74 + · · · ),
Ẑ1(q) = 0,
Ẑ2(q) = 2q93/10(−1 + q15 + q25 − q50 − 2q65 + 2q120 − 2q165 − 3q190 + · · · ).
(3.134)
By the prescription of modularity dictionary, we can identify m = 30 and σ =
30 + 5, 6, 30. The relevant projector is (mark the projector P−30(15) exhibiting the
“Fricke” property):
P30+5,6,30 = P+30(5)P+30(6)P−30(15),
B30+5,6,307 (τ) =
(
B30,7 − B30,13 + B30,17 − B30,23
) (τ),
B30+5,6,305 (τ) =
(
B30,5 − B30,23
) (τ). (3.135)
The homological blocks are now identified with the LHS:
Ẑ0(q) = q−109/120
(
Ψ30,23(τ) − B30+5,6,307 (τ)
)
Ẑ1(q) = 0
Ẑ2(q) = 2q−109/120B30+5,6,305 (τ).
(3.136)
By Equations (3.131) and (3.132), we can compute the transseries summarized in
Table 3.9. An overall factor of −iq−109/120/2√2 is omitted as usual.
3.4 Quantum modularity of homological blocks
In this section, we explore the behavior of Ẑb(M3) upon the orientation-reversal.
Viewing it as a 3d-2d coupled index on a solid torus, it fits into the conjectured
“factorization” property of 3d N = 2 SCFT index [84, 85]:
I(q) := TrH
S2
(−1)FqR/2+J3 = ZT[M3](S2 ×q S1)
= A − twistA − twist
_
=
∑
b
|Wb | Ẑb(q)Ẑb(q−1). (3.137)
whereWb is theWeyl orbit of b. Physically, the RHS has the interpretation of gluing
two 2d-3d coupled systems with T[M3] in the bulk, supported on two solid tori with
opposite orientations [84]. Due to the opposite orientation, the two theories are
related by a parity transform, in which the bulk 3dN = 2 theory T[M3] changes the
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CS action stabilizer type transseries
0 SU(2) central e2piik ·0
(
4pii
5 k
−3/2 + O(k−5/2)
)
1
5 U(1) abelian e2piik
1
5
(
5−√5
6 k
−1/2 + O(k−3/2)
)
9
5 U(1) abelian e2piik
9
5
(
5+
√
5
6 k
−1/2 + O(k−3/2)
)
− 1120 ±1 non-abelian, real e−2piik
1
120 e
3pii/4
150
√
15
(−25 + 5√5 + 24√3 cos pi10 )
− 4120 ±1 non-abelian, real −e−2piik
4
120 e
3pii/4
4 (1 +
√
5)
− 16120 ±1 non-abelian, real e−2piik
16
120 e
3pii/4
4 (1 −
√
5)
− 25120 ±1 non-abelian, real e−2piik
25
120 4e
3pii/4
5
√
1 − 2√
5
− 40120 ±1 non-abelian, real e−2piik
40
120 e3pii/4
− 49120 ±1 non-abelian, real −e−2piik
49
120 e
3pii/4
30
√
15
(25 + 5√5 + 24√3 cos 3pi10 )
− 73120 ±1 non-abelian, real −e−2piik
73
120 8e
3pii/4
5
√
5
cos 3pi10
− 76120 ±1 non-abelian, real e−2piik
76
120 e
3pii/4
4 (1 −
√
5)
− 81120 ±1 non-abelian, real e−2piik
81
120 e
3pii/4
3
√
3
(1 − √5)
− 97120 ±1 non-abelian, real e−2piik
97
120 8e
3pii/4
5
√
5
cos pi10
−105120 ±1 non-abelian, real e−2piik
105
120 4e
3pii/4
3
√
3
− 9120 ±1 non-abelian, complex 0
− 64120 ±1 non-abelian, complex 0
−100120 ±1 non-abelian, complex 0
Table 3.9: Transseries and classification of flat connections on M(−2; 12, 23, 25, 25 ).
signs of all Chern-Simons terms. For the boundary 2dN = (0, 2) theory, the parity
transform acts as follows:
parity : Ba 7→ B˜a. (3.138)
Let us denote resultant half-indices (which are q-series) as Ẑb(q) and Ẑb(q−1) for
reasons to become clear.
From the vantage point of 3d-3d correspondence, the parity transform of T[M3]
is equivalent to the orientation reversal of M3, M3 ↔ −M3. As we will discuss
shortly, Ẑb(−M3) is related to Ẑb(M3) by a change of variable, q↔ q−1. Therefore,
we observe a non-trivial equality between q−1-series and q-series, which can be
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interpreted as extending the definition of Ẑb(q) across the unit circle |q | = 1:
Ẑb(−M3, q−1) re-expand=== Ẑb(M3, q). (3.139)
One may understand the above equality from the exact Chern-Simons partition
function, presented in the form of Equation (3.6). Under the “CP” transform
(M3, k) ↔ −(M3, k), the combination 2piikCS[a] remains invariant because C :
k ↔ −k and P : CS[a] ↔ −CS[a]. On the other hand, Ẑb is also invariant, because
C : q↔ q−1 and P : M ↔ −M .
The parity transform was also studied in the context of perturbative Chern-Simons
theory with gauge group GC [52]. Besides the path integral presentation of the
quantum Chern-Simons partition function (k is quantum corrected) which is man-
ifestly invariant under the CP transform, one observes that the phase space is
also CP-invariant. In particular, it preserves the symplectic form given by vari-
ations around the flat connections α. As a result, the parity transform relates
Z (α)pert(M3, ~) = Z (α)pert(−M3,−~), where
Z (α)pert(M3, ~) =
∑
n
an~n, q = e~ (3.140)
and
Z (α)pert(−M3, ~) =
∑
n
(−1)nan~n. (3.141)
Therefore, the extension problem can be cast into the subject of resurgence analysis
of Equation (3.141) with respect to ~. However, when Equation (3.140) admits a
relatively simple Borel resummation (e.g., the asymptotic expansion of false theta
functions), the Borel resummation of its parity dual can be much more compli-
cated [116]. In this sense, the convergence criteria of homological blocks play
an important role to determine on which side of the τ-plane one can perform the
simpler Borel resummation.
The above observation suggests that Ẑb(q) and Ẑb(q−1) may look completely dif-
ferent, even when they asymptotically agree on the unit circle. To be more precise
for the SU(2) Chern-Simons partition function, it is only required that they agree
on the rational points of the unit circle, which is precisely the statement of quantum
modularity introduced by Zagier [145]. Indeed, we will soon study the extension
problem of Ẑb(q)’s when they are false theta functions, which naturally fits into the
study of (mock) modular objects by Rademacher [126] and his followers. Accord-
ingly, we propose that Ẑb(M3)’s from three-singular fibered Seifert manifolds form
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mock-false pairs with Ẑb(−M3)’s. The latter are mock modular forms with shadows
that we will shortly discuss.
False theta functions and q-hypergeometric series
Before proceeding to the general proposal, let us consider some special cases of
homological blocks. They are special in a sense that the associated false theta
functions admit expressions as q-hypergeometric series which converges for both
|q | < 1 and |q | > 1. Across the unit disk |q | = 1, one observes Ramanujan’s famous
mock theta functions. However, the extension procedure naturally involves certain
ambiguities which we will dicuss in the end of this section.
In (3.96), we have observed (recall that q = e2piiτ):
Ẑ(1,−1,−1,−1)(q) = q−5/12(2q1/24 − Ψ6+21 (τ))
Ẑ(3,−3,−1,−3)(q) = −q−5/12Ψ6+21 (τ)
(3.142)
for the Seifert manifold M(−2; 12, 13, 12 ).
The false theta function can be written in terms of q-Pochhammer symbols for
|q | < 1 (or equivalently, when τ lies in the upper half-plane H) [20]:
Ψ6+21 (τ) = ψ6+21 (q), ψ6+21 (q) =
q
1
24
2
(
1 −
∑
n≥1
(−1)nq n(n−1)2
(−q; q)n
)
, (3.143)
where (a; x)n := ∏n−1k=0(1 − axk). In this form, the false theta function naturally
has an interpretation as a q-hypergeometric series due to the following property of
q-Pochhammer symbols:
(a; q−1)n = (−1)nanq−
n(n−1)
2 (a−1; q)n. (3.144)
Due to Equation (3.144), it is easy to see that ψ6+21 converges for both |q | > 1 and
|q | < 1:
ψ6+21 (q−1) =
q− 124
2
(
1 −
∑
n≥1
(−1)nqn
(−q; q)n
)
. (3.145)
It turns out that the RHS is a mock modular form, related to the celebrated order
three mock theta function f (q):
2q
1
24ψ6+21 (q−1) = f (q) = 1 + q − 2q2 + 3q3 +O(q4). (3.146)
Following the previous discussions, we proposed f (q) as a homological block of
−M3. In Section 3.4, we show that it belongs to a family of special vector-valued
mock modular forms hm+K = (hm+Kr ). For more examples, see [38].
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The ambiguity. This example also illustrates the intrinsic ambiguity in the q-
hypergeometric approach. Consider the following two q-hypergeometric series
ψ′(q) = q
1/24
2
(
1 +
∑
n≥1
qn
(−q; q)2n
)
ψ′′(q) = q1/24
∑
n≥0
qn
(−q2; q2)n ,
(3.147)
which are defined both inside and outside the unit disk. It turns out that they are
related to ψ6+21 (q) for |q | < 1 via:
ψ6+21 (q) = ψ′(q) +
1
2
S(τ) = ψ′′(q)
ψ6+21 (q−1) = ψ′(q−1) = ψ′′(q−1) −
1
2
T(τ + 1/2)
(3.148)
where S(τ) := 1
η2(τ)Ψ2,1(τ), T(τ) :=
η7(2τ)
η3(τ)η3(4τ) . (3.149)
Observe that the two q-hypergeometric series coincide in the upper half-plane, but
they extend to two different functions in the lower half-plane. Such an ambiguity is
commonly found. See for instance [61] where the Rogers-Fine false theta functions
give rise to mock forms which differ from those which are obtained from the
machineries described in Section 3.4-3.4.
False, mock, and quantum
So far, we have observed the appearances of false theta functions from homological
blocks, and mock theta functions upon their extensions to the other side of the
τ-plane. The relation can be understood from the viewpoint of quantum modular
forms [145] (see also Ch 21 of [22] for a recent account.) In this section, we propose
the (strong) quantum modularity of the false and mock theta functions which appear
as homological blocks.
Let us first recall the definition [145]: A functionQ : Q→ C is a quantum modular
form of weight k and multiplier χ on Γ, if the “period function”
pγ : Q\{γ−1(∞)} → C, pγ(x) := Q(x) −
(
Q |k, χγ
) (x) (3.150)
has some property of continuity or analyticity ∀γ ∈ Γ.6
6In our examples, Γ = SL(2,Z) or Γ0(N), the Hecke congruence subgroup of level N . The latter
is defined by Γ0(N) =
{(
a b
c d
) ∈ SL(2,Z) | c ≡ 0 mod N}.
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In the above, we have used the “slash operator” for weight k and multiplier χ on Γ,
acting on the space of holomorphic functions on the upper half-plane:(
f |k, χγ
) (τ) := f (aτ + b
cτ + d
)
χ(γ)(cτ + d)−k, γ = ( a bc d ) ∈ Γ. (3.151)
Moreover, Q is said to be a strong quantum modular form if it has images in formal
power series (say, ∈ C[[]]) instead of complex numbers. Then it is often convenient
to denote it byQ(x + i). Accordingly, Equation (3.150) is interpreted as an identity
between countable collections of formal power series.
Example: Eichler integrals. The holomorphic Eichler integrals (Equation (3.28))
are examples of quantum modular forms. Consider a weight w cusp form g with
multiplier χ. Its non-holomorphic Eichler integral is given by:
g˜∗ : H− → C, g˜∗(z) := C
∫ i∞
z¯
g(z′)(z′ − z)w−2dz′. (3.152)
The constant C is the same as in Equation (3.28). For our purposes, it suffices to
consider the cusp forms with real coefficients, i.e. g(−τ¯) = g(τ). In [19, 146] it
was shown that holomorphic / non-holomorphic Eichler integrals agree around all
x ∈ Q order-by-order (see Figure 3.7):
g˜(x + it) ∼
∑
n≥0
αntn, g˜∗(x − it) ∼
∑
n≥0
αn(−t)n, t > 0. (3.153)
H
H−
g˜(x + it)
g˜∗(x − it)
Q(x)
Figure 3.7: The upper and lower half-planes and quantum modular forms.
Furthermore, g˜∗ is nearly modular of weight 2 − w in H−, and the discrepancy is
precisely the period function:
g˜∗(z) − (g˜∗ |2−w, χγ) (z) = C ∫ i∞
γ−1(i∞)
g(z′)(z′ − z)w−2dw. (3.154)
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Therefore, the holomorphic Eichler integral g˜ is a quantum modular form of weight
2 − w, multiplier system χ, and the period function:
pγ(x) = C
∫ i∞
γ−1(i∞)
g(z′)(z′ − x)w−2dw. (3.155)
The quantum modularity is reflected in the analyticity of pγ: it is smooth on
R \ {γ−1(i∞)}, and it has an analytic extension (see Lemma 3.3 in [39].)
In particular, the false theta functions Ψm,r are quantum modular forms of weight
1/2, associated to the cusp form θ1m,r . In association with topological invariants, it
shows the quantum modularity of homological blocks. We now proceed to study
the behavior on the other side of the plane.
Mock modular forms. Let us recall the definition of mock modular forms [148]:7 A
holomorphic function f : H→ C is amock modular form of weight k and multiplier
χ on Γ, if and only if there is a weight (2 − k) cusp form g on Γ such that:
∀γ ∈ Γ, fˆ = fˆ |k, χγ (the non-holomorphic completion of f ),
where

fˆ (τ) := f (τ) − g∗(τ),
g∗(τ) := C ∫ i∞−τ¯ (τ′ + τ)−kg(−τ¯′) dτ′. (3.156)
Note the normalization ambiguity in the shadow g∗(τ). We will choose a normal-
ization which is suitable for comparing mock modular forms and Eichler integrals.
The shadow map is defined by ξ : f 7→ g.
Mock modular forms give rise to quantum modular forms, in a way that is closely
related to the case of Eichler integrals [39]. Suppose a group Γ has t inequivalent
cusps, {q1, . . . , qt} ⊂ Q ∪ {i∞}. Then, we can “carve out” the singularities of f by
subtracting a collection {G j}tj=1 of weakly holomorphic modular forms. In other
words, themodular subtractions {G j}tj=1 can be chosen such that f −G j is bounded
near the cusps equivalent to q j . Beyond the boundedness, we have the following
non-trivial equality among asymptotic series:
( f − Gx)(x + it) ∼
∑
n≥0
βntn, and g∗(x + it) ∼
∑
n≥0
βntn. (3.157)
Given a mock modular form f and themodular subtractions {G j}tj=1, therefore, one
can define:
Q f : Q→ C, Q f (x) := lim
t→0+
( f − Gx)(x + it), (3.158)
7The definition identifies holomorphic part of certain harmonicMaass forms with mock modular
forms, and the non-holomorphic part (amodular form itself) as shadows. For our purposes, we restrict
ourselves to the mock modular forms whose shadows are cusp forms.
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where Gx = G j when x ∼ q j under the Γ-action. Then, Q f is a (strong) quantum
modular form, because of (1) the equality (3.157), (2) the analyticity (3.155) of the
period function associated to g˜∗, (3) the fact that g∗(τ) = g˜∗(−τ), and (4) the reality
condition g(−τ¯) = g(τ) imposed for our examples.
It is important to remark that the choice of {G j}tj=1 is not unique, but at present, we
do not know how to classify all possible choices. Nevertheless, the limiting values
and the asymptotic series are independent of the choices.
Mock Modular Form
f
Shadow
g (a cusp form)
Non-hol. Eichler Int.
g˜∗(z), z ∈ H−
Eichler Int. (False θ)
g˜(τ), τ ∈ H+
Modular Correction
g∗(τ), τ ∈ H+
Quantum Modular Forms
shadow
map
z = −τ
same asymp.
(3.153)q ↔ q−1
Figure 3.8: Relations among different modular objects with weight k, multiplier
χ, and the group Γ. The dashed line denotes that the relation is not 1-1 in both
directions.
We have therefore observed that the mock modular form f and the Eichler integrals
of its shadow g have the same asymptotic series at the cusps, although they belong
to two different sides of the plane. We summarize the extension procedure in Figure
3.8.
Lastly, let us comment that such a “leaking” behavior is precisely what we have
expected from the topological invariants, upon k ↔ −k. Also, since homological
blocks are labeled by vectors of Weil representations, we need a vector-valued
version of the above discussions, for Γ = SL(2,Z). This is left for future works.
78
Rademacher sums
Besides the q-hypergeometric approach and quantummodularity, there is yet another
systematic way to connect mock-false pairs: the method of Rademacher sums. By
adding up all modular transforms (with weight k and multiplier χ) of a given τ-
dependent quantity, one can obtain a modular form. When k ≤ 2, however, the sum
diverges, and one must regularize it. The Rademacher sum precisely does this job
by introducing a regularization factor and constraining the summation range to a
subgroup of the modular group (see [33] for a review.) Since the summation range
is now constrained, the Rademacher sum exhibits “spoiled” modularity that we are
after. Indeed, the technique was applied to various weights, multipliers and modular
groups, and later, it produced weight 1/2 mock modular forms [32, 49, 50]. This is
not a coincidence, because the Rademacher sum in the lower-half plane is related to
Eichler integral of the shadow. Therefore, Rademacher sum provides a systematic
way to extend across the unit circle (although such extension may not be unique.)
The examples we will discuss in the next section serve as examples of Rademacher
sums. For further details about the Rademacher sums in the present context, see
[38].
The “optimal” examples
Here we present 39 examples of the mock–false pairs. They are interesting, because
(1) they can be obtained by Rademacher sums in a particularly simple way, (2) they
appear as homological blocks of Seifert manifolds, and (3) some of them are finite
in the limit q→ 1. They are studied and classified in [34] as the only optimal mock
Jacobi forms of weight one with non-transcendental coefficients.
Recall that homological blocks of our interest are false theta functions, which are
Eichler integrals of weight 3/2 unary theta functions which are grouped into Weil
representations. On the other side of the plane, they would then correspond to
weight 1/2 modular forms which are vector-valued and transforming in the dual
Weil representations. Mock Jacobi forms of weight one are ideal candidates. Given
a vector-valued mock modular form h = (hr)m−1r=1 , we say that its combination with
the index m theta functions (cf. (3.16))
ψ(τ, z) =
∑
r=1,...,m−1
hr(τ)
(
θm,r − θm,−r
) (τ, z) (3.159)
is a mock Jacobi form of indexm and weight one if its non-holomorphic completion
ψˆ(τ, z) =
∑
r=1,...,m−1
hˆr(τ)
(
θm,r − θm,−r
) (τ, z) (3.160)
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m + K σm+K M3 H1(M3) r ∈ σm+K
2 {1} M(−2; 1/2, 1/2, 1/2) Z2 ⊕ Z2 r = 1
3 {1, 2} M(−2; 1/2, 1/2, 2/3) Z4 r = 1, 2
4 {1, 2, 3} M(−2; 1/2, 1/2, 3/4) Z2 ⊕ Z2 r = 1, 3
5 {1, 2, 3, 4} M(−2; 1/2, 1/2, 4/5) Z4 r = 1, 4
6 {1, . . . , 5} M(−2; 1/2, 1/2, 5/6) Z2 ⊕ Z2 r = 1, 5
6+3 {1, 3} M(−2; 1/2, 2/3, 2/3) Z3 r = 1, 3
7 {1, . . . , 6} M(−2; 1/2, 1/2, 6/7) Z4 r = 1, 6
8 {1, . . . , 7} M(−2; 1/2, 1/2, 7/8) Z2 ⊕ Z2 r = 1, 7
9 {1, . . . , 8} M(−2; 1/2, 1/2, 8/9) Z4 r = 1, 8
10 {1, . . . , 9} M(−2; 1/2, 1/2, 9/10) Z2 ⊕ Z2 r = 1, 9
10+5 {1, 3, 5} M(−1; 1/2, 1/5, 1/5) Z3 r = 1, 5
M(−4; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z5 r = 1, 3, 5
12 {1, . . . , 11} M(−2; 1/2, 1/2, 11/12) Z2 ⊕ Z2 r = 1, 11
12+4 {1, 4, 5} M(−1; 1/2, 2/3, 3/4) Z2 r = 1, 5
13 {1, . . . , 12} M(−2; 1/2, 1/2, 12/13) Z4 r = 1, 12
14+7 {1, 3, 5, 7} M(−5; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z7 r = 1, 3, 5, 7
M(−1; 1/2, 1/7, 2/7) Z7 r = 3, 7
16 {1, . . . , 15} M(−2; 1/2, 1/2, 15/16) Z2 ⊕ Z2 r = 1, 15
18 {1, . . . , 17} M(−2; 1/2, 1/2, 17/18) Z2 ⊕ Z2 r = 1, 17
18+9 {1, 3, 5, 7}
M(−1; 1/2, 1/3, 1/9) Z3 r = 1, 5
M(−2; 1/2, 1/3, 2/3) Z9 r = 1, 3, 5, 7
M(−6; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z9 r = 1, 3, 5, 7
25 {1, . . . , 24} M(−2; 1/2, 1/2, 24/25) Z4 r = 1, 24
22+11 {1, 3, 5, 7, 9, 11} M(−7; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z11 r = 1, 3, 5, 7, 9, 11
M(−1; 1/2, 1/11, 4/11) Z11 r = 7, 11
30+6,10,15 {1, 7} Σ(2, 3, 5) 0 r = 1
30+15 {1, 3, . . . , 15} M(−9; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z15 r = 1, 3, . . . , 15
M(−1; 1/2, 2/5, 1/15) Z5 r = 7, 11
46+23 {1, 3, . . . , 23} M(−13; 1/2, 1/2, 1/2) Z2 ⊕ Z2 ⊕ Z23 r = 1, 3, . . . , 23
Table 3.10: Optimal mock Jacobi thetas of Niemeier type and examples of the
relevant 3-manifolds.
transforms as a usual Jacobi form (of index m and weight one) [34, 48, 53].
Recall the ambiguities in the Rademacher sums. However, weight one mock Jacobi
forms are special, because they are uniquely determined by their poles [48, 131].
For us, it is important that the mock modular form is bounded at each pole, so we
make optimal choices, i.e., for a given index m,
q
1
4m hr = O(1). (3.161)
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m + K σm+K M3 H1(M3) r ∈ σm+K
6+2 {1, 2, 4} M(−2; 1/2, 1/2, 1/3) Z8 r = 1, 2, 4
10+2 {1, 2, 3, 4, 6, 8} M(−2; 1/2, 1/2, 3/5) Z8 r = 1, 4, 6
12+3 {1, 2, 3, 5, 6, 9} M(−1; 1/3, 1/3, 1/4) Z3 r = 1, 9
M(−2; 1/2, 1/2, 1/4) Z2 ⊕ Z2 ⊕ Z3 r = 1, 3, 5, 9
15+5 {1, 2, 4, 5, 7, 10}
M(−1; 1/2, 1/3, 1/10) Z4 r = 1, 4
M(−1; 1/3, 1/5, 2/5) Z5 r = 4, 10
M(−3; 1/2, 1/2, 1/3) Z20 r = 1, 2, 4, 5, 10
18+2 {1, . . . , 8, 10, 12, 14, 16} M(−2; 1/2, 1/2, 7/9) Z8 r = 1, 8, 10
20+4 {1, 3, 4, 7, 8, 11} M(−1; 1/2, 1/4, 1/5) Z2 r = 1, 11
21+3 {1, . . . , 6, 8, 9, 11, 12, 15, 18} M(−2; 1/2, 1/2, 4/7) Z8 r = 1, 6, 8, 15
24+8 {1, 2, 5, 7, 8, 13} M(−1; 1/2, 1/3, 1/8) Z2 r = 1, 7
28+7
{1, 2, 3, 5, 6, 7, 9,
M(−1; 1/4, 1/7, 4/7) Z7 r = 13, 2110, 13, 14, 17, 21}
30+3,5,15 {1, 3, 5, 7, 9, 15}
33+11
{1, 2, 4, 5, 7, 8, 10, M(−5; 1/2, 1/2, 1/3) Z44 r = all
11, 13, 16, 19, 22} M(−1; 1/3, 1/11, 6/11) Z11 r = 16, 22
36+4
{1, 3, 4, 5, 7, 8, 11,
12, 15, 16, 19, 23}
42+6,14,21 {1, 5, 11} Σ(2, 3, 7) 0 r = 1
60+12,15,20 {1, 2, 7, 11, 13, 14} Σ(3, 4, 5) 0 r = 13
70+10,14,35 {1, 3, 9, 11, 13, 23} Σ(2, 5, 7) 0 r = 11
78+6,26,39 {1, 5, 7, 11, 17, 23} Σ(2, 3, 13) 0 r = 7
Table 3.11: Optimal mock Jacobi thetas of non-Niemeier type and examples of the
relevant 3-manifolds.
In [34], it was shown that the space of weight one mock Jacobi forms with (1)
optimal poles and (2) non-transcendental coefficients is finite dimensional. There
are 39 special vectors in this space, which span the space. They are labeled by the
same pair (m,K) which characterize the Weil (sub-)representations. Let’s denote
the corresponding vector-valued mock modular forms by
ψm+K =
∑
r=1,...,m−1
hm+Kr (τ)(θm,r − θm,−r). (3.162)
Then the group K dictates the symmetry of Ψm+K that it is invariant under θm,r 7→
θm,ra(n) for every n ∈ K . In particular, since a(m) = −1 we will never have a
non-vanishing ψm+K unless m < K .
Therefore, we obtain 39 distinguished mock Jacobi forms ψm+K , which can be ex-
pressed as Rademacher sums. Furthermore, they can be expressed as theta function
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shadows and most importantly for us, have integral coefficients. The integral co-
efficients further divide 39 examples into two sub-classes. In the first case of 23
examples, called the Niemeier type, the coefficients are nonnegative for all non-polar
terms in the q-expansion.8 The remaining 16 involve both positive and negative
coefficients. The Weil representations m + K of the two groups are summarized in
Table 3.10 and 3.11 respectively.
Finally, it is possible to show that some of them exhibit boundedness, which is
crucial for the connection with perturbative data:
lim
τ→0
hm+Kr (τ) = O(1), for

m + K = 6 + 2, r = 1
m + K = 10 + 2, r = 1, 3
m + K = 18 + 2, r = 1, 3, 5, 7
(3.163)
which can easily be verified from the known behavior (3.161) of hm+Kr near τ → i∞
and the S-matrix of the Weil representation.
3.5 S(A)ab and logarithmic CFTs
So far, we have discussed the integrality and modularity of homological blocks. In
this section, we focus on the “modularity” of the S(A)ab matrix which was shown in
Equation (3.6). In ordinary, rational CFTs, one would expect modular S-transforms
to be represented as a “sin” representation of the modular group. This is when ra-
tional vertex operator algebras (VOAs) have semi-simple modular tensor categories
(MTCs) as their representation categories.
However, S(A)ab is a “cos" representation of SL(2,Z), due to the Weyl group action
a↔ −a:
S(A)ab =
cos 2piabp
1 + δa,0
. (3.164)
In fact, such S-matrices appear in non-semisimple MTCs, and it is the logarithmic
VOAs which have non-semisimple MTCs as their representation categories [112,
113]. They are logarithmic in a sense that their Hamiltonian operator L0 is non-
diagonalizable over the Hilbert space. As a result, log behavior is observed not only
from the correlation functions of certain operator, but also in their characters, hence
χ ∈ Z[[q]][log q]. After formal manipulations, one can often turn the latter into a
8The name comes from the fact that they are in 1-1 correspondence with the 23 Niemeier lattices
and play the role of the graded dimensions of the finite groupmodules for umbral moonshine [35, 37].
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q-series, but then it exhibits precisely the “spoiled” modular behavior which we are
after.9
In particular, we will observe that the homological blocks are the characters of
reducible, yet indecomposable modules which are new features of log VOAs. Con-
sidering their MTC structure, one observes the above “cosine” S-matrix.
Singlet and triplet (1, p) models
Simple examples of logarithmic VOAs constructed from free fields and screening
operators are the singlet and triplet (1, p) models [1, 57, 58, 63, 118], originally
introduced in [98]. They are logarithmic in a sense that the Hilbert space is non-
diagonalizable in L0.
Let us start with a free scalar field with OPE.Wemostly follow [63] for this lightning
review.
ϕ(z)ϕ(w) ∼ log(z − w).
whose primary fields are represented by the vertex operators e j(1,s)ϕ, where we
define:
j(r, s) := 1 − r
2
α+ +
1 − s
2
α−, α+ =
√
2p, and α− = −
√
2
p
.
Their conformal dimensions (weights) of e j(r,s)ϕ are
∆(r, s) := 1
2
( j(r, s)2 − 2α0 j(r, s)) = r
2 − 1
4
p +
s2 − 1
4p
+
1 − rs
2
.
The energy-momentum tensor is given by:
T =
1
2
∂ϕ∂ϕ +
α0
2
∂2ϕ, α0 = α+ + α−.
Notice that the central charge is:
c = 1 − 3α20 = 1 − 6
(1 − p)2
p
. (3.165)
Also, there are two screening operators
S+ :=
∮
eα+ϕ, S− :=
∮
eα−ϕ ⇒ [S±,T(z)] = 0
which are respectively called “long” and “short” screening operators.
9Such formal manipulations were already discussed in the context of the analytic continuation
of WRT invariants [84, 124].
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As usual, the modes of ∂ϕ(z) generate the Heisenberg algebra [am, an] = mδm+n,01,
while the modes of the energy-momentum tensor generate the Virasoro algebra
with the central charge (3.165). Then, one can consider the Fock modules Fj(r,s)
generated by the Heisenberg algebra acting on the highest weight vector provided by
the vertex operator e j(1,s)ϕ.10 Observe that in this notation, the Heisenberg algebra
itself is F0. Further define:
F :=
⊕
r∈Z
s=1,··· ,p
Fj(r,s), F[s] := Fj(1,s). (3.166)
Observe that the kernel of S− acting on F comprises an algebra,A(p). This algebra
is generated by e−α+ϕ/2 and [S+, e−α+ϕ/2], hence determined by the lattice α+2 Z. It is
in fact non-local, as scalar products of lattice vectors are valued in 12Z.
Considering the maximal local subalgebra in A(p), one obtains the triplet (1, p)
vertex algebra (denoted eitherWp orW(2, (2p − 1)⊗3)), which is an extension of
the Virasoro algebra by the sl(2) triplet of the Virasoro primary fields W±,0(z) of
conformal dimension 2p − 1 [63]:
W−(z) = e−α+ϕ(z) , W0(z) = [S+,W−(z)] , W+(z) = [S+,W0(z)].
By construction, the triplet algebra is given by:
Wp = KerVL S− (3.167)
on the lattice VOA VL for L = α+Z =
√
2pZ. ConsideringMp = F0 ∩Wp, one
obtains the singlet (1, p) vertex algebra:
Mp = KerF0 S−. (3.168)
Both algebrasMp andWp have the central charge (3.165).
Having defined the vertex algebras, let us study their representations. First of all, the
singlet algebra admits FockmodulesFλ labeled by the highestweight λ ∈ C. Besides
them, there are Feigin-Fuchs modules M1,s obtained from e j(1,s)ϕ with 1 ≤ s < p,
and their characters take the form [2, 60]:
χFλ =
q
1
2 (λ−
α0
2 )2
η(q) ,
χM1,s =
1
η(q)
∑
n≥0
(
q
1
4p (2pn+p−s)2 − q 14p (2pn+p+s)2
)
=
Ψp,p−s(q)
η(q) .
(3.169)
10As modules of Virasoro algebras, these are also Feigin-Fuchs modules.
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TheWp generators shift e j(r,s)ϕ → e j(r+2n,s)ϕ for some integer n. As a result, for
each fixed s = 1, · · · , p, we can define twoWp modules, X±s generated from e j(1,s)ϕ
and e j(1,s)ϕ respectively. Altogether, we have 2p irreducible representations {X±s }ps=1
ofWp, whose conformal dimensions are:
∆(X+s ) =
(p − s)2
4p
+
c − 1
24
(3.170)
∆(X−s ) =
(2p − s)2
4p
+
c − 1
24
(3.171)
Next, we consider the characters. We often obtain them by modular transforms on
the vacuum character. We can do the same here [60], but unlike in rational CFTs,
the characters of the irreducible representations X±s ,
χ+s (q) := TrX+s qL0−
c
24 =
q−1/24∏∞
n=1(1 − qn)
∑
n∈Z
(2n + 1)qp(n+ p−s2p )2 =
=
1
η(q)
(
s
p
θp−s(q) + 2θ′p−s(q)
)
(3.172)
χ−s (q) := TrX−s qL0−
c
24 =
q−1/24∏∞
n=1(1 − qn)
∑
n∈Z
2nqp(−n+
s
2p )2 =
=
1
η(q)
(
s
p
θs(q) − 2θ′s(q)
)
(3.173)
do not close under the action of the modular group SL(2,Z). The modularity is
restored once we introduce (p − 1) “pseudo-characters.”
Due to the logarithmic nature of the CFT, we observe indecomposable representa-
tions. They are constructed as (iterative) extensions of the 2p irreducible represen-
tations. In the end of this process, one finds projective modules with the following
structure (1 ≤ s ≤ p − 1):
P±s :
X±s
xx &&
X∓p−s
&&
X∓p−s
xxX±s
(3.174)
where, following [57, 58], we denote extensions by
X±s• −−→
X∓p−s• (3.175)
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Ẑa(M3) as characters of log-VOAs
Notice the appearance of a false theta function in Equation (3.169). Then, we can
identify the homological blocks as the characters of triplet (1, p) models up to a
Dedekind eta function. In fact, the eta function corresponds to the Cartan part of the
adjoint chiral multiplet in the bulk, which is suppressed in the homological block
[84, 85]:
Ẑ (unred)a (q) = Ẑa(q)(q; q)∞ . (3.176)
Recovering the eta function, we obtain the unreduced physical index, which can be
now identified with the characters of the indecomposable representations:
Ẑ (unred)a (q) = χ
(
M1,p−s1 ⊕ M1,p−s2 ⊕ . . .
)
(3.177)
for p − si ∈ σp+K . Some spherical examples are provided in Table 3.12, but the
correspondence of course extends to all Seifert manifolds with three singular fibers
that we have observed so far.
3-manifold m + K module of a singlet log-VOA
Σ(2, 3, 5) 30 + 6, 10, 15 M1,1 ⊕ M1,11 ⊕ M1,19 ⊕ M1,29
Σ(2, 3, 7) 42 + 6, 14, 21 M1,1 ⊕ M1,13 ⊕ M1,29 ⊕ M1,41
Table 3.12: Weil representations and the corresponding modules of the logarithmic
(1, p) singlet CFT for simple homology spheres.
The cosine S-matrix
The 2p irreps and (p− 1) pseudo-characters of theWp algebra comprise a (3p− 1)-
dimensional projective representation Z of SL(2,Z) [58]:
Z = Rp+1 ⊕ C2 ⊗ Rp−1. (3.178)
As we have briefly mentioned above, the 2p irreps of VOAs are not closed under
the modular transformations, and we must reorganize them. For instance, Rp+1 is
spanned by the Verma modules overWp whose characters are:
N0(τ) = χ−p (τ)
Ns(τ) = χ+s (τ) + χ−p−s(τ), s = 1, · · · , p − 1
Np(τ) = χ+p (τ).
(3.179)
In fact, Z can be interpreted as the space of conformal blocks on a torus, or equiva-
lently, the endomorphisms of the identity functor in the representation category of
VOA.
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Mark the “plus” sign in Ns. The sign results in the “cos pirsp " factor in the modular
S-transform of Ns. This is precisely the S(A)ab matrix that we were after. Therefore,
Rp+1 corresponds to a non-unitary (p + 1)-dimensional representation of SL(2,Z).
On the other hand, Rp−1 is the (p − 1)-dimensional “sin pirsp " representation of
SL(2,Z) on the unitary ŝl(2)p−2 characters, and C2 is the defining two-dimensional
representation of SL(2,Z).
3.6 Quantum grups via Kazhdan-Lusztig correspondence
Just as defects of Chern-Simons theory and their categorifications were controlled by
quantum groups, the SL(2,Z) representationZ and its categorification are controlled
by quantum groups as well. The relation is given by the so-called Kazhdan-Lusztig
correspondence [99–101].
In general, the Kazhdan-Lusztig correspondence between a VOA and a quantum
group states:
1. a suitable representation category of the VOA is equivalent to the category of
finite-dimensional quantum group representations;
2. the fusion algebra associated with the CFT coincides with the Grothendieck
ring of the quantum group;
3. the modular group representation of conformal blocks on T2 is equivalent to
that of the quantum group center.
It is relatively well known that fusion rules of a WZW model are related to the
representation theory of a quantum group at a primitive root of unity (see e.g., [64].)
To achieve the correspondence, however, one must quotient the quantum group
representation category by certain ideal. The procedure is called semisimplification,
and it is crucial to describe the semisimple MTC which describes the semisimple
fusion algebra in rational CFTs.
In logarithmic CFTs, however, the associated MTC is not semisimple, and the extra
semisimplification procedure is irrelevant. For Ẑb(q), this implies that in the limit
q goes to roots of unity, it may require certain corrections (c.f., Table 3.13). In this
section, we compare the representations and characters of triplet (1, p) models with
their counterparts in quantum group representations.
The quantum group of interest is a restricted version of quantum groupUq(sl2). The
restricted quantum groups Uq(sl2) at the primitive 2p-th root of unity q = e
ipi
p is
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3-manifolds Logarithmic CFTs
flat connections modules
invariants Ẑb(q) characters χ(q)
“mock side” KL “positive zone”
“false side” KL “negative zone”
“corrections” at roots of unity semisimplification
Table 3.13: Mysterious duality between 3-manifolds and logarithmic CFTs.
defined by supplementing the usual Uq(sl2) relations
[E, F] = K − K
−1
q − q−1 , KEK
−1 = q2E , KFK−1 = q−2F (3.180)
with
E p = 0 = Fp, and K2p = 1. (3.181)
It is spanned by E iK jF l with 0 ≤ i, l ≤ p − 1 and 0 ≤ j ≤ 2p − 1. Consequently,
the restricted quantum group is 2p3-dimensional, and this “regular” representation
has the following decomposition:
Reg =
p−1⊕
s=1
sP+s ⊕
p−1⊕
s=1
sP−s ⊕ pX+p ⊕ pX−p . (3.182)
We will describe the shown representations next. To find the center of the quantum
group, we consider the bimodule endomorphisms of the regular representation. As a
result, one observes (3p−1)-dimensional center generated by the following elements
satisyfing an associative commutative algebra:
eses′ = δs,s′es, s, s′ = 0, · · · , p,
esw±s′ = δs,s′w
±
s′, 0 ≤ s ≤ p, 1 ≤ s′ ≤ p − 1,
w±s w
±
s′ = w
±
s w
∓
s′, 1 ≤ s, s′ ≤ p − 1.
(3.183)
There are 2(p − 1) elements w±s (1 ≤ s ≤ p − 1) and (p + 1) primitive idempotents.
This is exactly the structure of Z that we have observed in Equation (3.178).
Besides the observed agreement in the center, we can see the correspondence in
representations. First of all, there are 2p irreducible representations X±s for s =
1, · · · , p. Each X±s is s-dimensional and spanned by elements |s, n〉±, where |s, 0〉±
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is the highest-weight vector and the generators ofUq(sl2) act by:
K |s, n〉± = ±qs−1−2n |s, n〉±,
E |s, n〉± = ±[n][s − n]|s, n〉±
F |s, n〉± = |s, n〉±
(3.184)
where |s, s〉± = |s,−1〉± = 0.
Besides the irreducible representations, there are also non-trivial exensions: (1) 2p
Verma modules V±s , 1 ≤ s ≤ p and (2) the projective modules P+s and P−s of
dimensions (1 ≤ s ≤ p):
dimP±s = 2p , qdimP±s = 0 (1 ≤ s ≤ p − 1) (3.185)
For generic s , p, they are given by extensions
0→ X∓p−s →V±s → X±s → 0 (3.186)
and
0→V∓p−s → P±s →V±s → 0, (3.187)
respectively. This is precisely the structure depicted in (3.174). When s = p, the
two modules
X±p = V±p = P±p (3.188)
are irreducible, Verma, and projective simultaneously. They are called Steinberg
modules by analogy with what happens in the quantum group over Fp.
Finally, the Grothendieck ring ofUq(sl2) match the fusion algebra of log CFT. The
Grothendieck ring is generated by over Z by x = X+2 [58]:
Gr = Z[x]/ (x − 2)(x + 2)
p−1∏
j=1
(
x − 2 cos pi jp
)2
. (3.189)
Note: in the Grothendieck ring, there is no difference between direct sums and
non-trivial extensions, so that [P±s ] = 2[X±s ] + 2[X∓p−s], etc.
Among other things, this offers a new way of looking at logarithmic CFTs, connect-
ing them to supersymmetric 3d N = 2 theories, including theories T[M3] coming
from 3-manifolds. We hope that, in the future, this new perspective will help to shed
light on the still rather mysterious nature of log-CFTs.
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3.7 Generalizations and discussions
So far, we have studied Chern-Simons partition functions as a 3d-2d coupled system.
Bridged by their modular properties, we have also observed their interpretations as
log VOA characters. There are several knobs we can turn, but most obviously,
we can study higher rank gauge groups and more general class of 3-manifolds.
Indeed, homological blocks for higher rank gauge groups were suggested in [44],
and are waiting for the analysis of its modularity and interpretation as log VOA
characters. In terms of 3-manifolds, we have only discussed Seifert manifolds with
three or four singular fibers. We have observed that a different number of singular
fibers leads to different building blocks, hence different modular behaviors. The
correspondence also extends to the characters of log VOA, and for the four singular
fibered examples, one can often identify the homological blocks with characters of
(p+, p−) singlet models. It would be therefore interesting to explore the modularity
of higher-rank and higher-fiber examples. With evidences in [18], the project is
in progress. On the other hand, Seifert manifolds of the above discussion have
discrete first homology groups. Therefore, it would be also interesting to explore
the examples with b1 ≥ 1.
It is also interesting to find the precise characterization of the boundary conditions
Ba for the homological blocks. To approach their physical descriptions, one may
consider the 3-manifold M3 as a boundary of a 4-manifold M4. Then, one would
obtain a 2d theory labeled by M4, while T[M3] in the bulk. The idea was originally
introduced in [66] and further extended to define vertex algebras VOA[M4] labeled
by the closed 4-manifolds [51, 56]. It would be interesting to understand the precise
relation between the log VOAs which arise from the 3d-2d coupled system and
VOA[M4]. Also, as a 3d-2d coupled index, Ẑa(q) are “counting” BPS states, and
it would be interesting to find relations (dualities) to other systems where similar
modular structures are observed, e.g. [5, 7, 36, 48, 132].
In the modularity dictionary, we have identified m + K essentially via searching
through the valid candidates. So we may ask for the explicit relation between the
choice of K and the topology of 3-manifold: or equivalently, the embedding of Weil
representations in the topological / physical data.
Identification of Ẑa on the mock side requires further study, because of the ambi-
guities we have discussed. First of all, as we have seen in the q-hypergeometric
approaches, there can be two q-hypergeometric series which agree on one side of
the plane while looking completely different on the other side. Secondly, even
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when a mock function is identified, there are ambiguities coming from the modular
subtractions. All of these ambiguities are invisible from perturbative Chern-Simons
invariants, but they are indeed crucial in the identifications with the exact partition
function.
Furthermore, the “optimal” homological blocks suggest the 39 optimal mock Jacobi
theta functions on the other side. At the same time, these mock functions also play
the role of the graded dimensions of finite group representations in the context of
the umbral moonshine [35, 37]. Therefore, it would be also interesting to explore
the relation between homological blocks and the moonshine finite groups.
It would be also interesting to find the dictionary between log VOA characters and
the homological blocks. Existence of such a dictionary is advocated by the fact that
modularities of homological blocks and unitarities of logVOA characters are spoiled
in a similar manner. Recall that the modularity in the boundary 2d system is spoiled
by the 3d system in the bulk. As a result, we observe false, mock, and quantum
modular forms. On the other hand, log CFTs can be thought as “deformations” of
ordinary CFTs such as free field theories or lattice VOAs. Indeed, we have above
constructed them as kernels of screening operators in lattice VOAs [57, 58], which
are larger compared to the BRST cohomologies of the same screenings used in
the construction of minimal models [59, 95]. Regarding the connection, we may
associate the boundary conditions Ba with free fields or lattice VOAs, and realize
the screening operators from the bulk 3dN = 2 theory T[M3]. This is also a subject
for future works.
In a parallel line of development, there are “logarithmic” 3-manifold invariants based
on non-semisimple MTCs [14, 16, 17]. The 3-manifold invariants are logarithmic
extensions of the so-called “Hennings invariants,” which encode WRT invariants in
the semisimple case. Although the naive attempts would yield only trivial TQFTs,
by taking the modified trace, one can obtain non-trivia results. Observe that the
log behavior is required precisely when one generalizes to non-semisimple MTCs.
Furthermore, the construction is based on deformed quantum groups, and it would
be extremely interesting to understand their relations with Ẑa(q).
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A p p e n d i x A
DERIVATION OF NWEB RELATIONS VIA WILSON LINES
In this section, we show that the relations of Figure 2.7 are satisfied by Wilson lines
in SU(N) Chern-Simons theory.
A.1 The normalization ambiguity and associativity relation
Before proceeding to the derivations, however, it is necessary to resolve an ambiguity
in our normalization. The ambiguity is resolved so that it satisfies the “associativity”
relation (Figure 2.7(a)). There is a remaining overall sign ambiguity, but this is
invisible.
One might be worried whether our choice of normalization could be inconsistent.
However, the consistency is guaranteed by a Theorem in MOY calculus [143] which
states that the relations in Figure 2.7, together with the expectation values of Wilson
loops supported on a k-colored unknot, form the complete set of relations which
uniquely determines the MOY graph polynomials PN (Γ; q) ∈ Z[q, q−1]. Therefore,
it suffices to fix the normalizations such that they satisfy Figure 2.7.
To exhibit the normalization ambiguity, first recall that we have already fixed the
normalization of gauge invariant tensors (k1,k2 and ˜k1,k2) placed at the junctions of
Figure 2.4. However, the condition only fixes the normalization of their product.
Thus, there is an ambiguity in the “relative” normalization among the invariant
tensors from different types of junctions.
(a)
i+2
i+1
i
= ηi
i+2
i
2
and
i+2
i+1
i
i+1 = η2i
i+2
i
2 2
(b) 1
i
i+1
7→ ηi 1
i
i+1
and i
1
i+1
7→ ηi i
1
i+1
Figure A.1: Resolving normalization ambiguities. (a) Definition of ηi and the closed
Wilson lines which determine the value of η2i . (b) Renormalization of junctions
which involve the Wilson lines in .
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Figure A.2: Induction on j. Apply the base case j = 1 and the induction hypothesis
for j − 1 in the red dashed cirlces.
Let us first normalize the gauge invariant tensors i,1 and ˜i,1. The open Wilson lines
of Figure A.1(a) are proportional to each other, since the associated Hilbert space
is 1-dimensional. Renormalize the invariant tensor i,1 via multiplication by ηi (c.f.
Figure A.1(b)), and renormalize ˜i,1 and ˜1,i accordingly via multiplication by 1/ηi.
This proves Figure 2.7(a) for j = k = 1.
Inductively renormalize the junctions of higher rank representations. Consider
Wilson lines of Figure 2.7(a) with j = 1, and assume WLOG that i ≥ k. Since
the associated Hilbert space is 1-dimensional, the Wilson lines on each side are
proportional to each other. Renormalizing i,k+1 by absorbing the proportionality
constant, we have turned the relation into an identity and determined the relative
normalization between i,k+1 and i+1,k . Proceed recursively until we reach i+k,1,
whose normalization is fixed by Figure A.1(b). Applying this procedure for all i+ k,
the relative normalizations among the invariant tensors can be determined such that
Figure 2.7(a) holds for j = 1. Finally, induction on j shows that Figure 2.7(a) holds
for any i, j and k (c.f. Figure A.2.)
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A.2 “[E, F]” relation
In this section, we prove Figure 2.7(e). Consider the three configurations of Wilson
lines in Figure 2.7(e). The path integral in these systems gives three vectors in
HS2,{m, j,m¯, j¯}. Since the dimensions of this space is greater than 2 for general m and
j, it is not a priori clear whether the three vectors should satisfy a linear relation.
In order to obtain it, we start with the relations among networks in Figure A.3(a).
That such relations (with some coefficients) have to hold follows from the fact that
(a)
xm
m
m
G
+ ym
m
+ zm
m
m
m−1 = 0,
x˜m
m
m
G
+ y˜m
m
+ z˜m
m
m
m+1 = 0.
(b)
xm
m
m
G
j
j+1
j
+ ym
m
j
j+1
j
+ zm
m
m
m−1
j
j+1
j
= 0,
x˜m
m
m
G
j
j−1
j
+ y˜m
m
j
j−1
j
+ z˜m
m
m
m+1
j
j−1
j
= 0.
(c)
G
1
1
j
j−1
j
= ηj G
j
j
and
G
1
1
j
j+1
j
= η′j
G
j
j
Figure A.3: Relations needed to set up the [E, F] relation. (a) Two linear relations
among threeWilson lines inHS2,{1,m,1¯,m¯}, (b) two linear relations among threeWilson
lines containing those of (a) in the red dashed box, and (c) proportionality relations
between two vectors in HS2,{G, j, j¯}.
HS2,{1,m,1¯,m¯} is 2-dimensional. Here, G stands for the adjoint representation, and we
have chosen non-trivial vertices at the end-points of the Wilson lines colored by G.
(The actual choice will not play a role in the following.) Inserting these relations
into larger networks of Wilson lines leads to relations of Figure A.3(b).
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Next, from the 1-dimensionality of HS2,{G, j, j¯} one derives the relations in Figure
A.3(c). (Again, we have chosen non-trivial junction fields.) This allows us to relate
the first two terms in the identities of Figure A.3(b), and hence to eliminate them
from the relations. One arrives at the new relation depicted in Figure A.4, which
is a linear relation of the type we are after. To deduce (e) of Figure 2.7, it remains
to determine the coefficients α and β. We will do this in two steps. First we join
m j
= α
m
m
m+1
j
j−1
j
− β
m
m
m−1
j
j+1
j
Figure A.4: A linear relation among three vectors in HS2,{ j,m, j¯,m¯}. The coefficients
α and β are functions of xm, ym, zm, x˜m, y˜m, z˜m, η j, η′j .
the ends of the m- and j-colored Wilson lines in Figure A.4. Using the expectation
values of all the resulting networks ofWilson lines that have been determined earlier,
we obtain the following relation
[N] = α [N − j] [m] − β [N − m] [ j] . (A.1)
Another relation can be found by connecting the incoming m- and j-colored Wilson
lines in Figure A.4 with a junction to an incoming j + m Wilson line. Since
HS2,{ j,m, j+m} is one-dimensional, the vectors associated to all three configurations
of Wilson lines are proportional to one another. The constants of proportionality
can be easily found: close off Wilson lines in relation of Figure 2.7(a) in a way
shown in Figure A.5(a), then insert the identity of Figure 2.7(b), and finally apply
the resulting identity twice. The result is depicted in Figure A.5(b), from which we
obtain another relation on the coefficients α and β:
1 = α [m] [ j + 1] − β [m + 1] [ j] . (A.2)
Together with (A.1) this fixes the sought-after coefficients to be
1
α
= [m − j] = 1
β
, (A.3)
finally proving the relation of Figure 2.7(e).
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Figure A.5: Relations to fix the coefficients of the [E, F] relation. (a) Capping off
the “associativity identity.” (b) Relations in HS2,{ j,m, j+m}.
A.3 The remaining relations
The remaining relations follow from Figure 2.7(a) and Figure 2.7(e).
First of all, Figure 2.7(b) is rather straightforward. The two Wilson lines are
proportional as the associated Hilbert space is one-dimensional. Once we close the
open ends by connecting them, the normalization condition fixes the proportionality
constant.
The three vectors of Figure 2.7(c) satisfy a linear relation, as the associated Hilbert
space is 2-dimensional. Close the open ends in two inequivalent ways (c.f. Figure
A.4.) The resulting closed Wilson lines have computable expectation values via the
direct sum formula, Figure 2.7(a), and Figure 2.7(b).
Figure 2.7(d) follows from Figures 2.7(a), (b) and (e). First, apply Figure 2.7(a)
and 2.7(b) to replace the right-moving Wilson line labeled by ∧n (the left-moving
Wilson line labeled by ∧l+n−1) with n parallel right-moving Wilson lines labeled
by  (l+n−1 left-movingWilson lines labeled by ). Recursively apply Figure 2.7(e)
until the resulting Wilson lines are those of the RHS, and the coefficients follow.
Figure 2.7(f) also follows from Figures 2.7(a), (b) and (e). First, apply Figure 2.7(a)
on LHS with (i, j, k) = (m−2, 1, 1). Use Figure 2.7(a) and (b) to replace the upper
Wilson line labeled by ∧ j by j Wilson lines labeled by . Then, recursively apply
Figure 2.7(e) until the resulting Wilson lines differ from those of the RHS only by
a single right-moving Wilson line labeled by ∧2. Use Figure 2.7(a) and (b) to
replace the latter with two Wilson lines labeled by , and the coefficients follow.
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This concludes our proof of Figure 2.7.
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