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Abst ract - -Th~s  paper presents an analyms of the Taylor method for the numerical solution of 
ODEs when a very high precision of the solution m reqmred Some theoretmal propertms of the Taylor 
method are conmdered From the practmal point of vmw a vanable-stepsme variable-order (VSVO) 
scheme m presented and its utility m dmcussed with several examples To reach the goal of high 
precmlon the use of multlprecmlon libraries is considered Finally, some numerical tests based on the 
test problems given m [1] and on a set of important problems m dynammal systems and astrodynamms 
are presented showing the benefits of the VSVO formulatmn, especially for h]gh-precmmn demands, 
compared with a well estabhshed Runge-Kutta code @ 2005 Elsevmr Ltd All rights reserved. 
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1. THE TAYLOR METHOD 
The Taylor  method is one of the  oldest numer ica l  methods  for solv ing ordmary  di f ferent ial  equa- 
t ions  (it  was a l ready used by Newton  and  Euler) .  Moreover,  it has  been used in several  theoret ica l  
results  (as in the  proof  of the  existence of so lut ions of di f ferent ial  equat ions  by means  of the  con- 
vergence of the  Taylor  series done by Liouvi l le and  Cauchy) .  Let  us consider  the  in i t ia l  value 
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problem, 
dy( t ) _ f ( t ,y ( t ) )  y ( t0 )=Y0,  yeR ~, t6R .  
dt 
The value of the solution at t~ (that is, y(t~)) is approximated from the n th degree Taylor poly- 
nomial of y(t) at t = t~. The function f needs to be a smooth function. In this paper, we assume 
that f is analytic. Denoting h~ = t~ - t,-1, 
y (to) = Y0, 
y (t,) __- y, = Y~-I "4- dy(t,_l) h~ + 1 d~y (t,-1) 2 1 d~y (t,-1) 
d~ 27 dt 2 - h~ +. . .+  n! dt ~ h~. 
Therefore, the problem is reduced to the determination of the Taylor coefficients, 
{1/2! dJy(t , -1)/dt J}.  
One procedure comes from the differentiation of the right-hand side of the differential equation, 
f(t, y($)). This approach is useful only in theoretical studies because when n grows the com- 
plexity of the computation of the derivatives i too cumbersome. Another approach is the use of 
automatic &fferentiation techmques as in [2-6]. In this paper, we follow the method used in [6] 
of recurrent power series. 
The Taylor method presents everal advantages. One of them is the easy formulation as a 
variable stepsize and variable order (VSVO) method. In literature, the variable order formulation 
has been used only in very few codes due to the difficulties of changing the order in Runge-Kutta 
methods. In this paper, we analyze the VSVO formulation of the Taylor method Other propemes 
of the Taylor method are that it gives us a dense output and it can be formulated as an interval 
method [7] giving guaranteed integration methods. 
In this paper, we intend to focus our attention on the possibility of using the Taylor series 
method for the numerical integration of problems coming from dynamical systems. That is, 
we intend to use this method in the numerical part of the algorithms of such a mathematical 
discipline, where this method may be very competitive and in some cases it is the only practical 
possibility. Therefore, we review the method and we introduce some new features but we do not 
intend to introduce a new software (in the software literature there are several good codes as 
ATOMFT [4] and TAYLOR [5]). Note that usually the problems tudied in dynamical systems 
are of low dimension and with a right-hand side not very complicated. In this kind of problem, 
some researchers have begun to use the Taylor method the last few years. 
1 An usual concern when dealing with dynammal systems is the accurate integration of the 
variational equations. They are necessary mainly for studying the stability properties 
of equilibria and periodic orbits. For these cases, the advantages of the Taylor method 
arise more clearly. First, the solutions of the variational equations are highly oscillatory 
in nature, and a high-order numerical integration method is essential to avoid extremely 
small step sizes. Second, in most cases these equations are but slight modifications of the 
original ones, and it is possible to formulate the integration algorithm for both systems 
with little added effort. 
Thus, as soon as in 1965, Deprit and Price concurrently integrated the Hamilton equa- 
tions and their variations for the restricted three-body problem [8]. Later, Deprit and 
Zahar [9] checked the benefits of the Taylor method in the complete (orbit + variations) 
integration of the restricted problem against more classical methods, like the Runge-Kutta- 
Nystrom algorithm or the multistep rocedures. They proved that the Taylor method is 
a very effective method in achieving a high degree of accuracy, and that this is achieved 
even with small values of computing time and large stepsizes. 
The numerical integration of an orbit and its concomitant variations is a common pro- 
cedure when dealing with the continuation of periodic orbits. Differential corrections 
VSVO Formulation 95 
algorithms are normally used for computing families of periodic orbits, that require the 
integration of both the orbit and its resolvent (see [10] and references therein). The de- 
composition of the solution and its variations into a recurrent chain of power series reveals 
then extremely useful, and the equations of motion of a system of dimension six (as occurs, 
for example, in the satellite problem), 
~r = f (y), y, f C ]~6, 
and the 6 x 6-matrix of its fundamental displacements, 
V~y = (Vyf). (V~y), 
where ~ c R 6 are initial conditions, can be packaged very efficiently in a new system of 
dimension 42. We made extensive use of this method in the past [11]. 
In this line, another group of researchers is also beginning to consider the Taylor series 
method for the direct computation of periodic orbits [12,13]. 
2. In some physical problems [8,14,15] it may be interesting to calculate the solution with 
hundreds of digits or with a high precision, as in the determination of normal forms 
of differential systems, initial conditions for periodic problems, determination of physical 
constants, etc. The Taylor method, just by increasing the degree n, permits high-precision 
integration, provided we also use a multiprecision library. This feature makes the Taylor 
series method the only practical method that we may use when we need a numerical 
integration with a very high precision. As examples we remark the studies of the distance 
between invariant manifolds done in [16] where working with 7900 digits they obtain the 
result with (at least) 1000 correct significant digits, or the analysis of the splitting of 
separatrices clone in [17]. 
This paper is organized as follows. In the next section, we present a brief theoretical analysis 
of the Taylor method, in particular the order and the stability, and we briefly comment he 
generation of the Taylor series with the help of a symbolic preprocessor. In Section 3, we present 
a VSVO formulation of the methods and finally, in Section 4, we show some numerical tests. The 
multiple precision umerical tests have been done using the multiple precision library mpfg0 [18]. 
2. THEORET ICAL  PROPERTIES  
In this section, we analyze several properties of the Taylor method. 
Following the classical definitions of the order of a numerical method for the solution of ODEs 
a method of stepsize h defined by ym+l = F(h, y,~) is of order n if y(tm+l) -- F(h,  tm) = (9(hn+l). 
From this definition the Taylor method of degree n has order n. Therefore, the use of the Taylor 
method of high degree gives us also numerical methods of high order. 
Now, briefly, we are going to study the behaviour of the Taylor method for stiff differential 
equations. It is known that in these situations it is necessary to use A-stable methods (see for 
more details [19]). 
DEFINITION 1. (See [19] ) Giving the Dahlquist test equation, 
y' = Ay, Yo = 1, 
the stability domain of a numerical method is defined by the set, 
S = {z e C;]R(z)l < 1}, z=hk,  
where R(hA) is the numerical solution after one step (Yl = R(hA)yo) of the Dahlquist test 
equation. 
Depending on the size of the stability domain we can establish different ypes of stability. For 
example, a method whose stability domain satisfies 
SDC-  ={z,  Rez<O } 
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is called A-stable People [19] also have considered more sophisticated types of stability that 
we do not consider here. This property, A-stability, is very important when we deal with stzff 
problems. It is well known that no-explicit method (but some rational methods) can be A-stable. 
A practical Taylor method is not A-stable, it is only in the infinite case (taking the infinite series 
development it would be A-stable) In fact, it is easy to obtain that the stability function for the 
Taylor method of degree n is 
Z 2 Z n 
R, (z )= l + z +~.  +. . .+  n--(.' 
which is the same as for explicit Runge-Kutta methods with the same order as the number of 
internal stages (no explicit Runge-Kutta method exists of order n with n stages for n >_ 5 [19]). 
As the Taylor method is not A-stable, we are interested in studying the size of the stability 
dommn. In Figure 1, we represent the stability domain of the Taylor method for several orders. 
From the figures, we observe as when the order grows the stability domain tends to a semicircle. 
In order to verify numerically this observation, we compute first the radius of the semicircle that 
approximate the stability domain. Therefore, we calculate the interval of absolute stability, that 
is, S n ~- .  We have calculated numerically the lower end Xmm of this interval S N R -  up to order 
60. In Figure 2, we plot these values. The figure seems to be linear with the degree of the Taylor 
method, and a linear L2 fit is 
~min  (7~) ~.  Xapprox  (n )  -~- - -1 .3614 - -  0 .3725 n .  (1) 
Besides, in Figure 2, we also give the error of this approximation Xapprox(n) of (1). 
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Finally, once calculated the approximation of the radius, in Figure 3, we present he stability 
domain compared with the semicircle of radius ]Xapprox(n)[. In the figure, we can observe as when 
the order grows the stability domain converges to the semicircle (we plot the stability domain 
with a dotted line and the approximation with a continuous line). 
This analysis suggests that a high-order Taylor method can be used with moderately stiff 
equations because the size of the stability domain grows linearly with n in its radius. For large n 
the stability domain will be large enough taking into account hat many nonhnear stiff problems 
do not appear stiff to high-order methods and high precision demands because the stepsize is 
limited by a finite radius of convergence. The Taylor method we have outlined cannot be used 
for highly stiff systems, but implicit versions of the Taylor method that are A-stable have been 
developed in [20-22]. 
Another interesting point of the Taylor method is that it provides us in a direct way with a 
dense output, as also collocation methods do [23]. That is, the numerical solution is given not 
just in a discrete set of points, as most the classical numerical methods for ODEs do, but as 
a power series. So, we may evaluate the solution at any point just by using, for example, the 
Homer algorithm in the evaluation of the series. This feature makes the Taylor method attractive 
for g-stop problems [24], in which we halt the integration or we evaluate the output when some 
function g(y) = 0, as occurs in the computation of Poincar@ sections [25] in dynamical systems 
problems. We have also to remark that although we describe the solution of a first-order ODE 
system the Taylor series method may manage high-order differential equations just by taking 
into account hat the Taylor coefficients of the solution and its derivatives y, y ' , . . ,  are related 
dny(d) /dt n = (n + 1) (n + 2). . .  (n + d) dn+~y/dt n+d. 
2.1. Symbolic preprocessor 
One of the main disadvantages of the numemcal integration by the Taylor method is that each 
problem considered must be manipulated in order to get the recurrence formulas of the Taylor 
98 R BARRIO et al. 
coefficients. This task may be smoothed with the help of an algebram manipulator. Here, we 
present briefly one way in obtaining this general algorithm by means of the algebraic manipulator 
MATHEMATICA [26], although most of Taylor ODE solvers use similar schemes. 
The underlying idea is to simplify as much as possible the operations to be made within the 
series algebra, that is to say, to reduce all the operatxons to unary or binary operations. To achieve 
this goal, we make use of some MATHEMATICA functions that give us some insight about how the 
original function is structured. The main feature is that MATHEMATICA takes every expression as 
a tree, thus, it is possible to go deeper in it until we reach the simplest combination. To illustrate 
it, let us consider a simple expression like z (x  2 + xy  - 2y2), where x, y, and z are power series. 
MATHEMATICA function TreeForm [ ] gives how it structures the computation, 
In [ l :=  fun = z*(x 2 + x*y - 2.y2); 
In [] : = TreeForm [fun] 
Out [] = TreeForm= 
Times [I , z] 
Plus[] , I , i ] 
Power[x, 2] Times[x, y] Times[--2, ] i 
Power [y, 2] 
The depth (Depth [fun] ) of this tree is 5 and the function Level [fun, -1] gives the atoms of 
the expression. By introducing the auxiliary series al  = x 2, a2 = xy ,  a3 = y2 the depth of the tree 
is reduced by one unit. If we realise that the multiplication of a series by a constant (or a symbol) 
requires no special manipulation and by introducing a new auxiliary series a4 = al + a2 - 2a3, 
we obtain a depth 2 as follows. 
In[]:= fun2 = z,a4; Depth[ fun2  ] 
In[]:= Level[fun2, {-i}] 
Out [] = 2 
0ut[]= {a4, z} 
That is to say, with the introduction of the auxiliary series al, a2, a3, a4, the problem is reduced 
to the product of the series z and a4. 
Therefore, to generate the series recurrences we need to repeat he process Depth [fun] times 
to reach the desired expressions. For more details, see [6], where it was presented a preprocessor 
called MARSTIN (developed by Lara [6]) which is a MATHEMATICA package that permits to obtain 
the Taylor series solution of any ODE problem. 
It is worth noting that a previous implification (factorization i the present case) of the original 
function will render more efficiency to the procedure. It is not the object of the present paper to 
discuss further this subject (see [6]) but we remark that the analysis of the complexity of good 
code generation is not an easy task related to several graph problems. 
Another important remark is the computational complexity of the series generation. For lin- 
ear problems, that only involves sums and products by constants, the Taylor series is obtained 
directly. So, in this case the computational complemty is linear O(n) (being n the degree of the 
series). When the problem is nonlinear we have to use the formulas developed by Moore [7] that 
gives the Taylor coefficients of functions of Taylor series. For example, the mth Taylor coefficient 
of the product of two power series is given by the Cauchy product or Leibnitz rule, 
(x.y)~ = ~ x3ym-~. 
0_<j<m 
These formulas involve the use of sums and therefore, the computational complexity is quadratic 
(.9(n2). The formulas of Moore [7] include standard functions like sin, cos,.. ,  that may also be 
handled (as most Taylor ODE solvers do) by augmenting the original system by appropriate 
differential equations like y" = -y  in the case of sin and cos. 
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3. VSVO FORMULATION 
In the practical implementation of a numerical method for the solution of ODEs, the use of 
variable stepsizes i crucial because it permits automatic ontrol of the error. Several formulations 
of variable stepsize Taylor methods can be found in [3,5,6] where the radius of convergence of 
the power series is calculated by means of different methods. Here, we use a modification of the 
approach given in [6]. Another interesting point is the variable order formulation. In most of the 
programs used by the scientific community the numerical methods for the solution of ODEs are 
based on Runge-Kutta formulas and they are implemented with fixed order. The variable order 
formulation appears [27,28] only in some linear multistep methods and in very few Runge-Kutta 
methods. The method here presented adjusts the order of the series by analyzing the previous 
steps of the numerical method. 
3.1. Variable Stepsize Formulat ion  
Once we have obtained the solution of the ODE as a power series we need to calculate the 
interval in which our approximation to the solution is within the allowed tolerance to l .  
If we assume that the root criterion for the convergence is applicable to our series and by 
denoting Y~ -- 1/3! d3y(t~-l)/dt 3, we have 
(lIVnll~ hn) 1/n = ]lVnl]~ '~ h < k < 1, Yn > no, 
where h is the stepsize of the integration procedure. We will use a truncation as an approximation 
of the series solution. 
To find k, let us proceed in the following way. We force the local error En incurred in replacing 
the power series by its truncation at order n to be less than to l .  Since the root criterion of 
convergence has been assumed, we have that 
kn+l  
IE,~l<k n+l+k n+2+k '~+a+ . . . .  k n+l ( l+k+k 2+ . . ) - -  l - k "  
Hence, zt is sufficient o impose 
kn+l  
- -  tol. (2) 
1-k  
Consequently, we can compute k by solving this implicit equation (by means of the Newton- 
Raphson method, for instance). As we are planning to use the Taylor's method for high-precision 
solution of ODE, equation (2) can be approximated by (for low precision, we have to use the 
Newton-Raphson method to (2)) 
k (tol, n) ~ to1 U(~+I). (3) 
In Figure 4, we plot the evolution of k by using (2) for various values of col  and the error of 
using the approximation (3) for to l  -- 10 -5°, 10 -l°°. 04 
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Fzgure 4. Evolution of k( to l ,  n) vs the order n, tolerance "col (from 10 - l °  to 
10 -1°°) and the error of taking k = "col 1/('~+1) instead of k~+l/(1 - k) ---- "col 
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Let n be the order of such a truncation. To  obtain a stepsize within the desired tolerance tol, 
we  choose h to be 
h = mm {k (tol ,  n -1 ) .  [[Vn_l][~l/(n-1),k (tO]., ?~)" t[Vn[]~l/n}, (4) 
where k must be determined. In (4), we consider the minimum value between the stepsize 
estimator using the last two coefficients (as in [29]) in order to avoid problems with odd or 
even functions like sin, cos,. . . .  The tolerance level may support absolute and relative error per 
step, that is, given a relative tolerance TolRel and an absolute tolerance TolAbs, we define the 
tolerance as to l  = min{TolRel, max{]]Y0(t,)l[~ , [[Yl(t~)H~}, TolAbs}. The error estimator 
given by (4) provides us with a good model for solutions with a single real or a conjugate pair 
of primary singularities but it can fail for other situations. In literature [3], there are several 
stepsize estimators, which consider more than two Taylor coefficients, that can manage more 
complicated situations. Nevertheless, the set of problems we intend to solve (problems that 
appear in dynamical systems) usually fall into these two cases and, in case of problems, we may 
use the criteria given below in (5) in order to reduce or not the stepsize. In Figure 5, we show 
graphs at two different imes (along all the integration time the behaviour is similar) of logzo ]Y~[ 
vs. ~ for the first coordinate in the H4non-Heiles problem and the main problem (see Section 4 
for a description) where we observe as for these two cases our estimator gives good results 
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Figure 5 Evolution of the coefficients lye] vs ~ for the first coordinate m the H~non- 
Hmles problem and the mare problem at two different times. 
Comparing (4) with the standard variable stepsize implementation f Runge-Kutta methods, 
the term k(tol ,  n) acts as the safety factor. This term only depends on the degree n and to l .  
In the Taylor method, there is no rejected step as occurs in any variable stepsize formulation for 
Runge-Kutta or multlstep methods because we chose the stepsize once the series are generated 
in order to obtain a required precision level. This situation may be revisited for linear problems 
and more generally, for problems which solutions are entire functions. In these problems, the 
radius of convergence is infinity and therefore, the algorithm may take too long stepsizes giving 
severe problems with the rounding errors. One possible solution is to analyse the defect error 
(see [13,30,31]), that is, given the Taylor approximat ion of the solution on the interval [t~, t~+1] 
then evaluating it and  its derivative at the end of the interval Y,+I, Y~+I we accept the stepsize 
if 
I ly ' ,+l-  f (t~+l, y~+l)[Io o < fac to l ,  to l ,  (5) 
where fac to l  is a factor that scales the tolerance. In another case, the stepsize has to be reduced 
and we enter again in the defect error control test. 
Another interesting question is the concept of error proportionality given by Stetter [32,33]. 
The idea is that we cannot control the error, but the actual global error should be very nearly 
propomonal to to l .  This fact will imply that if we reduce the size of the tolerance then the 
global error will be reduced in a similar amount. In Figure 6, we present on the top the evolution 
of the global error divided by the tolerance (nerrorlt/tol) for four values of the tolerance for the 
10 5 
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Figure 6 Evolution of the ]Ierror]] 0o/'col for four values of the tolerance and the ratio 
maXto I {]]erroriloo/tol}/mmto I {IIerror][oo/tol} of the max lmum and mmlmum 
of the four values for the H4non-Helles problem using a Taylor method of VS  and 
fixed order n = 20 
700 
H4non-Heiles problem using a Taylor method of VS and fixed order n = 20. We may observe as 
the four curves evolve in a similar way being the difference among them quite small. In order to 
analyze with more detail how similar are the four curves, we plot on the bottom the ratio between 
the maximum and minimum values of the four curves. We see as this ratio presents a value near 
2.5 what implies that in this problem, the Taylor method presents the error proportionality. 
3.2. Variable Order  Formulat ion 
When we face a problem we do not know a priom which is the most suitable degree for the 
Taylor method. Moreover, we do not know if this degree is the same along all the integration 
time. Therefore, it is interesting to provide this method with a variable order formulation. If, for 
a problem, the optimal degree is constant along the integration time, a variable order formulation 
will make the method slightly more slow due to the comparisons u ed in the formulation, especially 
for low precision demands. So, although this formulation will be useful in several problems, we 
recommend to use it  jus t  up to reach a constant  degree. 
In a var iab le  order  fo rmulat ion  of the  Taylor  method it m necessary  to know a pmom an 
es t imat ion  of both ,  the  computat iona l  t ime and the  stepsize for a fixed error  to lerance "col, for 
the  dif ferent orders.  On  our own, we fix the  order  inc rement  o p, that  is, our  possibi l i t ies are: 
n~ - p, n~ or n~ + p, be ing  n~ the  order  of the  last step in the  numer ica l  in tegrat ion .  
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It is known that the computational complexity of each step of the Taylor method is (_9(n 2) (see 
[5,34]). In Figure 7, we present he computational time versus the degree n of the Taylor method 
with fixed stepsize (we intend to see just the CPU time vs. degree) for two classical problems: 
the HSnon-Heiles Hamiltonian problem (see Section 4) and the Van der Pol's equation that is a 
classical example of nonlinear oscillations given by 
y(0)=2, y'(0)=0,  =10. 
If the parameter ~ is large, the differential system becomes tiff, and we will need implicit methods 
in its solution. The tests have been done in two different computers in order to show that 
essentially they do not depend on the machine architecture. We have plotted in a logarithmic scale 
with a continuous line the evolution of the CPU time for the HH problem and with discontinuous 
line for the VP problem. We have also plotted a quadratic polynomial to show as the curves of 
the CPU time approach to a quadratic polynomial. 
Other information that we need to change the order is an estimation of the stepsize depending 
on the order n~ on the Z th step, based on information from the previous teps. Therefore, it is 
easy to obtain an estimation of the stepsize in the case of reducing the order to n~ - p, 
h~s t = k(tol ,  n~ - p). IlV~ _p[[2/(~'-p). 
Much more complicated is the case of increasing the order to n~ ÷ p because now we do not 
know the coefficient V,~+p" Therefore, we have to estimate it. As in the error estimate we have 
considered the root criterion, one possibility is to use directly the scale factor k. We assume that 
the function f is analytic on a ball of radius p and that there exit positive constants M1 and M2, 
such that [5] 
M1 < [iyn ~ IIoo < M2 - - .  
p~ - _ p~ 
Therefore, we first compute an approximation of the radius p. Using the information of the 
last coefficients of the previous step, we consider, in order to avoid problems with odd or even 
functions, 
p ,~ Pest = min / ~ Vn'-2 ~ 2 Yn,-3 1/2 /
where we denote Iia/biIoo = max{ial/bll,..., [as/bsI} and so an estimation of the stepsize for a 
Taylor method of order n, + p is 
= k(to , n, + p) .  \ J 
Now, we can analyze the advantage of changing the order in the integration process. We have 
considered that if in the previous step, the order has increased or the step has decreased, then 
the order tends to increase, on the opposite case, we suppose that the order tends to decrease. 
So, we only have to compare two cases on each integration step: order n, and n, -p  or n, and 
n, + p. As the computational time is O(n2~) the criteria for changing the order is 
(n ,+p+l )  2 h + n, Zp_+_l < __  (6) est or l ~2 ha  t 
n ,+ l  < h'--~- \ n ,+ l  / h, 
Sometimes, the order selection oscillates and it will be more interesting to consider the infor- 
mation of several previous teps. Therefore, we have studied the possibility of changing the order 
after M steps and comparing with the last M steps in order to change or not the order. So, the 
computational complexity of the variable order strategy will decrease, especially for low precision 
reqmrements. 
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Thus, the complete variable order formulation (VO) will be (we denote by/V/a multiple of M) 
as follows. 
Variable order: 
if z = M then  
n,,,+l ~ 71 z 
hmax = max{h,_M,. . . ,  h,-1} 
hmm=min{h, -M, . .  , h,-1} 
if ((h~-M < hmm) or (h,-M = hmm and n~-i > n~)) then  
(n , -P  + 1)  2 hat  
if \ n~ + 1 < fac l  • ~ then  
n~+l  = n, -- p 
end if 
else if ((h~_ M > hmax) or (h,-M = hmax and n,_ 1 < n,)) then  
Pest ' ' J 
he+t \ P / Pest 
i f (n~÷p+l )  2n~+l
n~+l  = n~ + p 
end if 
end if 
else 
end if 
he~t < fac2- -~-  then  
The factors fac 1, fac2 act as control factors in the variable order Mgorithm. If the factor fac l  
is small it is difficult to decrease the order, similarly with fac2 and increasing the order. In our 
tests, we have fixed fac l  = 1 and fac2 = 1/2 (the reason is that in the case of decreasing the 
order we already know the most efficient order for the previous tep, but in the case of increasing 
the order, we just estimate this order because we do not know the coefficients up to this order). 
It is important o remark that the present analysis uppose that the differential equation is not 
hnear. In the linear case, as the computational complexity of the series generation is dO(n), we 
may use the above scheme just by adapting the formula (6), that is, changing the n 2 terms 
by n inside the i f  statements. As initial order no, we use the criteria given in [5], that is, 
n0 =- (1 /2 )  lnto l .  
In Table 1, we present computational time and the relative error considering different number 
of steps (M) in the variable order strategy m the H~non-Heiles problem. We observe as for 
high precision requirements, there is almost no difference between changing the order each step 
or after M steps. For lower precision requirements he variable order algorithm increases the 
computational time due to the comparisons and so to change the order each step is more expensive. 
As an anonymous referee remarks, more sophisticated and more effective order strategies may 
be designed considering projecting step and order from information from several previous teps 
and making a rumple L2 quadratic fit, giving us a more realistic CPU time per step vs. order 
estimation Finally, we note that VSVO is essentially a problem in optimal control and several 
attempts to use these techniques have been done recently [35]. We remark that in the literature 
there are more variable order formulations of the Taylor method [5,36]. 
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Table 1. Computatmnal time and relative error considering different number of steps 
(M) in the vamable order strategy in the H4non-Heiles problem. 
to l  
i0-io 
i0-~5 
M=I  
CPU RelErr 
0 .40E-01  052E-07  
0 .36E-  01 0 .29E-  12 
M=3 
CPU RelErr 
089E-02 0.58E-08 
027E-01  0 .29E-12  
M=5 M=10 
CPU 
0.89E - 02 
0.25E - 01 
RelErr CPU 
0.15E - 07 0 .78E-  02 
0.29E - 12 0.24E - 01 
RelErr 
0.70E - 08 
0.29E - 12  
1 
.N0 5 
• Q 
~4o 
O 20 
0 
HH: tolerance 1.e-32 
VO ~ n=20 
n=5C 
HH: tolerance 1.e-64 
100 
~,o~ 
"~ sc 
- -  VO - -  n=201 
n=50J 
20 40 60 O 20 40 60 
time time 
AR: tolerance 1.e-64 
0) o4 
N 
"~r, 62 
150 
0 100 
5O 
10 20 3O 
time 
Figure 8 Stepsize and order in the numerical integration of the H4non-Heiles and 
the Arenstorf orbits by using VS fixed order (of order n) and VSVO Taylor methods 
Table 2. Computer time (in seconds) for the integration of the Arenstorf orbits 
(interval t E [0, 30]) and the H@non-Hefles problem (interval t fi [0,70]) using VS 
fixed order and VSVO Taylor methods depending on the precmion level ( to l ) .  
Arenstorf to l=  10 -16 
n=20 
n =40 
n=60 
n=80 
VO 
10.16 
16.55 
29.11 
40 54 
10 42 
H4non-Heiles to l= 10 -16 
n=20 
n----40 
n = 60 
n----80 
VO 
2 83 
3.7 
5.41 
7.43 
3.12 
10-32 
57 61 
39.87 
39.89 
65 18 
40.56 
10-32 
14.37 
8.02 
9.09 
11.29 
8.38 
10-64 i0-12S 
> 20 hours > 20 hours 
250.31 11135 
249 81 2278.21 
167.88 1215 82 
192.45 913 
10-64 10-128 
526,48 > 20 hours 
49 67 2072.65 
28.81 375 06 
26.71 187.83 
27.77 116.57 
We have performed several numerical tests in order to compare the efficiency of using the 
VSVO algorithm versus just a variable stepsize (VS) formulation. In the numerical tests, we 
have used two classical problems, the Arenstorf orbits (a particular case of the restricted three 
body problem) and the H4non-Heiles problem (see the next section for a description of the 
problems and the multiprecision library used in the calculus). 
In Figure 8, we plot the evolution of the stepsize and the order in the numerical integration of 
the H@non-Heiles (HH) problem by using fixed-order variable-stepsize Taylor methods of orders 20 
and 50 and a VSVO Taylor method and the Arenstorf (AR) orbits (Taylor methods of orders 40 
and 80 and VSVO). We can appreciate that the use of low-order methods involves very low 
stepsizes and so large computer times in the simulations. Besides, we can see as the VSVO 
formulation adjusts the order taking into account he precision. For some problems (HH), its 
seems that there is an "optimal" order and stepsize whereas, for other problems (AR) the stepsize 
and the order oscillate. 
Finally, in Table 2, we present he computer time in the integration of both problems (HI-I 
and AR) depending on the precision level (from 10 -16 to 10 -12s) just to show the performance 
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of the fixed-order and variable order strategms It is clear that a VSVO formulation rarely gives 
the best computer time compared with the optimal order. The problem is that we do not know 
a priori the best order for a particular problem and a particular tolerance. Therefore, in general 
the VSVO will give good performances because it tries to select the "optimal" order looking 
at the computational complexity. Moreover, if we ask for a high precmion level and we use a 
fixed-order formulation but with a low order (for example, n = 20) in some cases the computer 
time is unacceptable. Therefore, from the table it is evident he necessity of the VO formulation 
because a priori we do not know the most adequate order of the integrator or it can change along 
the interval of integration. 
4. NUMERICAL  S IMULAT IONS 
In all the numerical simulations, we have used two different architectures: a Sun UltraSPARC- 
II workstation with four 480 MHz processors and a Windows XP P4 HT 2.80 box. The tests on 
double precision have been done using the GNU g77 (FORTRAN 77) as the compiler, the quadruple 
precision tests using the Lahey LF 95 compiler and the multiple-precision tests using FORTRAN 90 
and the mpfg0 library. Nowadays, there are several excellent multiple-precision libraries, as gmp (a 
GNU multiple precision library in C, more details can be found in http://w~r¢, swox. com/g~np), 
mpfun and mpfg0 [18,37] (FORTRAN 77 and FORTRAN 90 multiple precision libraries, see the 
website, h t tp : / /w~,  ners c. gov /~dhba i ley /mpdis t /mpdls t ,  html) We have performed all the 
multiple-precision tests on the Sun UltraSPARC-II. 
The Taylor method is compared with the well established code dop853 developed by Hairer and 
Wanner [38]. This code is based on an explicit Runge-Kutta of order 8(5,3) given by Dormand and 
Prince with stepsize control and dense output. The results have been compared with a reference 
orbit computed with multiple precision to guarantee nough correct digits and the errors of the 
tables are relative rrors using the Lc~ norm m a small interval at the end of the integration time. 
In order to test the Taylor method, we have considered two different sets of problems. 
4.1. DETEST 
The first set of test problems is taken from a standard test suite given in [1], the DETEST 
suite. From this suite of problems, we have considered all the A, B, and E problems of the nonstiff 
set of problems. Note that this suite has been taken by the numerical ODE community as one 
of the standard suites for comparing ODE codes. 
In Table 3, we show the CPU time, the relative error and the total number of steps for the 
Taylor method and the clopS53 code The Taylor method uses in this set of problems a VS 
and fixed order n = 15 implementation using double precision. We have selected a fixed-order 
strategy due to the very low computational time of this set of problems. Besides, the numerical 
tests have been repeated 1000 times in order to obtain a better estimation of the CPU time data. 
From the tests, we observe as the Taylor method gives better results m almost all the cases. 
In Table 4, we show the CPU time, the relative error and the total number of steps for the 
Taylor method and the clopS53 code. The Taylor method uses in this set of problems a VSVO 
implementation using quadruple precision (using the LF95 compiler). The linear problems and 
problems with a solution that is an entire function use the strategy (8) to reduce the stepsize if 
necessary From the tests, we observe as the Taylor method gives better results in all the cases 
being the difference of more than one order of magnitude in the CPU time for high precision 
demands. 
4.2. Dynamical Systems 
The second set of test problems is taken from the dynamical systems literature, selecting a 
set of problems tudied in a great number of dynamical system studies. Moreover, some of the 
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Tab le  3 CPU t ime,  number  of  s teps  and  f ina l  error  us ing  dopSS3 and a Tay lor  
method w i th  VS  and  f ixed order  n = 15 for some tes t  p rob lems of  [1] us ing  doub le  
prems ion  
Tay lor  
P rob lem to l  ...... 
CPU Steps  
A1 10 - l °  0 .63E  - 04 10 
A1  10 -15  0 .17E  - 03 22 
A2  10 -1°  0 .16E  - 03 15 
A2  10 -15  0 33E  - 03 32 
A3  10 -1°  0 .59E  - 03 45 
A3  10 -15  0 ,13E  - 02 102 
A4  10 -1°  0 78E - 04 9 
A4  10 -12  0 ,17E - 03 20 
A5  10-  lO 0 .20E - 03 14 
A5  10 -12  0 .41E  - 03 29 
B1 10 -1°  0 .84E  - 03 88 
B1 10 -15  0 19E - 02 199 
B2  10 -1°  0 14E - 03 16 
B2  10 -15  0 .27E  - 03 33 
B3  10 - l °  0 .16E  - 03 16 
B3  10 -15  0 .34E  - 03 35 
B4  10 -1°  0 .73E  - 03 33 
B4  10 -12  0 16E - 02 74 
B5 10 -1°  0 .62E  - 03 51 
B5  10 -15  0 .14E  - 02 115 
E1 i0 - I °  0.27E - 03 20 
E1 10 -15 0.58E - 03 44 
E2 i0 -10 0,12E - 02 109 
E2 10 -15  0 .27E  - 02 247 
E3 10 - l °  0 l lE  - 02 71 
E3 10 -12  0 24E  - 02 163 
E4 10 -1°  0 63E  - 04 6 
E4  10 -15  0 13E - 03 13 
E5  10 -1°  0 .14E  - 03 8 
E5 10 -15 0 34E - 03 19 
RelEr r  
0 .1272E -
0 .2798E -
0 .5943E -
0 5088E - 
0 .5880E -
0 1429E - 
0 3711E - 
0 2004E - 
0 .2379E -
0 ,4222E -
0 .2996E -
0 .1297E -
0 3051E - 
0 .2220E -
0 .1085E - 11 
0 7324E - 17 
0 2321E - 10 
0 7373E - 14 
0 .9677E - 10 
0 .7148E - 14 
0.4224E - i0  
0 .1378E - 14  
0 1466E - i0  
0 1418E - 13  
0 2570E - 09  
0 .1669E - 13  
0 .1304E - 12  
0 .1635E - 17  
0 .1695E - i0  
0 .7549E - 15  
CPU 
03 0 19E - 03 
08 0 .66E  - 03 
10 0 19E - O3 
15 0 59E  - 03 
10 0 .11E - O2 
14 0 37E - 02 
12 0 .11E - 03 
15 0 .42E - O3 
09 0 14E - 03 
15 0 .47E  - 03 
09 0 13E - 02 
13 0 44E  - 02 
12 0 .31E  - 03 
15 0 .11E  - 02 
0 28E  - 03 
0 92E  - O3 
0 86E - O3 
0 36E  - 02 
0 ,72E  - O3 
0 30E  - 02 
0 .52E  - 03 
0 .20E  - 02 
0 .21E  - O2 
0 .68E  - 02 
0 17E - 02 
0 65E  - 02 
0 11E - 03 
0 36E  - 03 
0 .20E - O3 
0 52E  - 03 
dopS$3 
Steps  Re lEr r  
27 0 .5117E - 04 
129 0 .8863E - 08 
23 0 .2816E - 11 
106 0 .3816E - 15 
78 0 .3640E - 09 
384 0 .7129E - 14 
13 0 2623E - 11 
67 0 .2004E - 15 
16 0 .6621E - 09 
79 0 ,1464E-  13 
144 0 .3274E - 08 
723 0 .2151E - 13 
34 0 .1106E-  12 
158 0 .4441E-  15 
29 0 .7930E - 12 
135 0 .3515E - 15 
87 0 .3540E - 08 
454 0 .3732E - 13 
80 0 2434E - 09 
418 0 .3840E - 14 
52 0 .7960E - 09 
266 0 .2940E - 14 
184 0 4621E - 10 
900 0 1050E - 13 
118 0 .1654E - 08 
610 0 8558E - 13 
10 0 4301E - 12 
44 0 .9810E - 17 
13 0 1618E - 10 
64 0 1258E - 14 
problems are also standard in the comparison of ODE codes (the HH, AR, and GA problems are 
considered in [38] as test problems). 
The different problems that we have analyzed are the following. 
AR Arenstorf orbits [39] are a particular case of the restricted three-body problem. One 
considers two bodies of masses 1 - # and/~ in circular rotat ion in a plane and a third 
body of negligible mass moving around in the same plane. The interval of integration is 
t E [0, 30] and the equations are [19,40], 
x" = x + 2y' - It' x + It x - It' 
D1 # D2 ' 
y" = y - 2x' - It' y Y 
~11-~D~ ' 
D2 = 
VSVO Formulat ion  
Tab le  4 CPU t ime,  number  of s teps  and  f inal e r ror  us ing dop853 and a Tay lor  
method wi th  VSVO for some test  p rob lems of  [1] us ing quadrup le  precimon.  
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Tay lor  
P rob lem to l  
CPU Steps Re lEr r  
A1 10 -20  0 94E - 03 13 0 2944E - 
A1 10 -25  0 .94E - 03 12 0 .1779E -- 
A2  10 -20  0 .92E - 02 24 0.4132E -
A2  10 -25  0 .14E - 01 25 0 3679E - 
A3  10 -2°  0 53E - 01 93 0 9617E - 
A3 10 -25  0 18E + 00 207 0 3008E - 
A4 10 -20  0 .33E - 02 13 0 3282E - 
A4 10 -25 0 45E - 02 13 0 1930E -
A5 10 -20  0.15E - 01 21 0 1603E - 
A5 10 -25  0 23E - 01 23 0 1393E - 
B1 10 -2o  0 39E - 01 136 0 3821E - 
B1 10 -25  0 .54E - 01 143 0 1714E - 
B2 10 -2°  0 56E - 02 38 0 1059E - 
B2 10 -25  0 13E - 01 73 0 2561E - 
B3 10 -2°  0 13E - 01 41 0 2731E - 
B3 10 -25  0 30E - 01 75 0 8068E - 
B4 10 -2°  0 72E - 01 45 0 2800E - 
B4 10 -25  0 .22E + 00 94 0 1682E - 
B5 10 -2°  0 .60E - 01 96 0 1128E - 
B5 10 -2~ 0.11E + 00 126 0 6799E - 
E1 10 -20  0 13E - 01 25 0 2827E - 
E1 10 -25  0 19E - 01 25 0 3249E - 
E2 10 -2°  0 63E - 01 145 0 3467E - 
E2 10 -25  0 92E - 01 153 0 7501E - 
E3 10 -2o  0 72E - 01 93 0 1986E - 
E3 10 -25  0 10E + 00 98 0 .1085E -
E4 10 -20  0 .23E - 02 9 0 4832E - 
E4 10 -25  0 .36E - 02 10 0 4363E - 
E5 10 -20  0 16E - 01 12 0 1974E - 
E5 10 -25  0 24E - 01 13 0 2329E - 
CPU 
13 0 53E - 01 
18 0 .22E + 00 
20 0 .52E - 01 
25 0 .21E + 00 
18 0 .36E + 00 
22 0 .15E + 01 
22 0 34E - 01 
27 0 .14E + 00 
19 0 38E - 01 
24 0 16E + 00 
19 0 58E + 00 
24 0 24E + 01 
31 0 .17E + 00 
31 0 .69E + 00 
25 0 .14E + 00 
33 0.60E + 00 
23 0 63E 4- 00 
31 0 26E + 01 
21 0 50E 4- 00 
30 0 .21E + 01 
19 0 24E + 00 
24 0 .10E+ 01 
19 0 74E 4. 00 
24 0 .31E + 01 
19 0 92E + 00 
23 0 39E + 01 
23 0 34E - 01 
26 0 14E + 00 
20 0 .58E - 01 
25 0 .24E 4. 00 
dop853 
Steps  Re lEr r  
413 0 2328E - 12 
2140 0 2781E - 17 
336 0 .1268E - 20 
1739 0 1383E - 25 
1255 0 .4458E - 18 
6502 0 .6564E - 23 
222 0 8730E - 20 
1153 0 3034E - 24 
261 0 1336E - 18 
1359 0 1409E - 23 
2433 0 6170E - 19 
12689 0.8913E - 24 
501 0 9953E - 21 
2592 0.1385E - 25 
430 0 4126E - 21 
2226 0 4427E - 26 
1550 0 3605E - 18 
8087 0 3598E - 23 
1424 0.3580E - 20 
7429 0 2369E - 25 
899 0 8755E - 19 
4688 0 8777E - 24 
2989 0 3456E - 20 
15580 0 2882E - 25 
2075 0 2128E - 17 
10827 0 1849E - 17 
139 0.I092E - 20 
720 0.1593E - 25 
220 0 1170E - 20 
1153 0.1096E - 25 
x (0)  = 0 .994 ,  y (0)  = 0,  x '  (0)  --- 0,  y '  (0)  = -2 .00158510637908252240537862224,  
# = 0 .012277471,  # '  = 1 - # .  
GA A Ga lact i c  dynamics  mode l  [41].  Th is  p rob lem is  a Hami l ton ian  prob lem wi th  coord inates  
q l ,  q2,  q3,  and  moments  P l ,  P2 ,  Ps .  The  in terva l  o f  in tegrat ion  is  t E [0, 1000] .  The  
Hami l ton ian  funct ion  and  parameter  va lues  ( the  in i t ia l  cond i t ions  have  been f ixed  to  
obta in  ~ = 2)  a re  
1 2 2 2 
7"{ ----- ~ (P l  "~" P2 "~- P3)  "}- ~'~ (P l  q2 - -  P2q l )  -{- A In  \(C + -~ q  + ~+c2] 'q2  q23" ~
a = 1 .25 ,  b = 1, c = 0 .75  A = 1, C = 1, gt = 0 .25 ,  
q l  (0)  = 2 .5 ,  q2 (0 )  = q3 (0)  = 0,  
p ,  (0)  = 0,  p2  (0 )  = 1 (25  + ~/6961 - 3200 ln5)  , p3  (0)  ---- 0 .2 .  
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HH The well-known H6non-Heiles problem [42] given by the Hamiltonian, 
1 1 ( ~ ) = ( + + ( x2 + + x 2 _ y2 , 
in the interval of integration t E [0, 70] with the initial values, 
(12) 
x (0) -- 0, y (0) = 0.52, X (0) = 0 371956090598519, Y (0) ---- 0, e = 1. 
MP  The equatorial main problem in artificial satellite theory [40] This problem accepts, 
due to the axial symmetry, the polar component A of the angular momentum as an 
integral. Other parameters of the problem are the gravitational constant ~ of the planet, 
the oblateness coefficient J2 and the scaling factor a that  is the equatorial  radius of the 
planet. The interval of integration is t E [0, 70], and the Hamiltonian function in cylindrical 
coordinates i
P2+7+z2 
r r 3 ' 
where u = z / r ,  r = Vfp 2 + z 2, and P2(x) = (3x 2 -- 1)/2 is the Legendre polynomial of 
degree 2. In the simulations, we have used the initial values, 
p (0) = 0.3, z (0) = 2, 
P (0) = 0, Z (0) = -1 .  
Just as an example, we show in Figure 9 the evolution of several coordinates of the Galactic 
problem and the error in the energy for two tolerance levels. In both figures, the Taylor method is 
implemented with the VSVO formulation and we observe as the methods maintain the tolerance 
levels without any problem. 
In Table 5, we present the computer t ime and the final errors (using the norm It" Iloo) in 
the simulation of all the problems described above using a multiple precision library. Obviously, 
when the precision demands are high the computer t ime grows but in any case the Taylor method 
permits to obtain the solution with a high precision. 
Table 5 Computer time (m seconds) and final absolute rror in the mmulations ofthe 
five problems with &fferent olerance l vels of precision by using the multlpreclmon 
hbrary mpf90. 
to l  
10-16 
10-32 
10-64 
i0-128 
Problem AR 
CPU 
10.50 
40 83 
193.3 
916 6 
Problem GA 
AbsErr 
1 12E- 11 
3 05E - 27 
6.88E - 59 
7.98E- 123 
CPU AbsErr 
87.98 1.83E- 12 
320 17 3 57E - 28 
1447 24 4 92E - 60 
6527 33 1.49E - 124 
Problem HH 
CPU AbsErr 
3 08 6.89E - 15 
8 27 7.82E - 30 
27.5 1.00E - 61 
116. 1 62E-  125 
Problem MP 
CPU AbsErr 
5.67 4.12E- 12 
21 5 2 28E - 28 
96.4 9 73E - 61 
500 1 26E - 123 
Finally, in Table 6, we show the CPU time, the relative error and the total  number of steps 
for the Taylor method and the dop853 code. The Taylor method uses in this set of problems a 
VSVO implementation and in the tests we use double precision for tolerance levels 10 -1°, 10 -15 
and quadruple precision for tolerance levels 10 -20 , 10-2% From the tests, we observe as the 
Taylor method gives better results in almost all the double precision tests and in all the cases 
for quadruple precision. The difference between the Taylor method and the RK is of more than 
one order of magnitude in the CPU time for very high precision demands. Therefore, for high 
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F igure  9 Evolutzon of the  pos i t ion coord inates  ql ,  q2, q3 of  the  Ga lactm prob lem 
(GA)  and  the  er rors  m the  energy  by  cons ider ing  dif ferent precmlon levels. 
Tab le  6 CPU t ime,  number  of s teps and  f inal e r ror  us ing dop853 and a Tay lor  
method wi th  VSVO for the  dynamica l  sys tems prob lems us ing  doub le  prec is ion for 
to le rance  levels 10 -10 ,  10-15 ,  and  quadrup le  precmlon for to le rance  levels 10 -20 ,  
i0  -25 .  
Tay lor  
P rob lem te l  
CPU Steps  Re lEr r  
AR 10 -1°  0 13E - 01 464 0 3262E - 05 
AR 10 - t5  0 .33E - 01 1055 0 .6067E - 10 
AR 10 -20  0 21E + 01 922 0 .1609E - 16 
AR 10 -25  0 34E+01 1026 0 .1006E - 20 
GA 10 -1°  0 79E - 01 3110 0 4923E - 04 
GA 10 -15  0 18E + 00 7069 0.2386E - 09 
GA 10 -20  0 13E + 02 6628 0 7767E - 17 
GA 10 -25  0 20E + 02 7919 0 2473E - 22 
HH 10 -1°  0 .92E - 02 656 0.2008E - 10 
HH 10 -15  0 20E - 01 1489 0 3449E - 13 
HH 10 -20  0 69E+00 911 0 3447E - 21 
HH 10 -25  0 14E+01 1328 0 1651E - 30 
MP 10 -1°  0 23E -- 01 460 0 2967E - 08 
MP 10 -15  0 52E - 01 1044 0 .5960E - 13 
MP 10 -20  0 36E + 01 831 0 .2184E - 22 
MP 10 -25  0 78E + 01 1199 0 .4748E - 31 
dop853 
CPU Steps  Re lEr r  
0 l lE+ 00 847 0 .1659E - 06 
0 .35E + 00 4152 0 6557E - 12 
0 .83E + 01 13933 0.3057E - 17 
0 .34E + 02 72701 0 1765E - 22 
0 50E - 01 3434 0 .1110E - 04 
0 .17E + 00 17109 0 2644E - 09 
0 44E + 02 57667 0 9386E - 15 
0 18E + 03 300910 0 .8946E - 20 
0 .59E - 02 766 0 .2055E - 06 
0 25E - 01 4010 0 .1132E - 11 
0 .63E+01 13691 0 1020E - 17 
0 26E + 02 71429 0 3252E - 23 
0 74E - 01 491 0 2912E - 07 
0 .24E + 00 2444 0 2428E - 12 
0 47E + 01 8238 0 9443E - 18 
0 .20E + 02 42981 0 1045E - 22 
prec is ion  the  Tay lor  method seems to  be  the  method more  use fu l ,  spec ia l ly  fo r  very  h igh  prec is ion  
where  probab ly  is  the  on ly  method that  we shou ld  app ly .  
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5. CONCLUSIONS 
In this paper, we review some aspects of the Taylor series method and we add some new 
features. We have performed several numerical tests using a standard suite of test problems and 
four problems coming from the dynamical systems literature. We observe as in all these problems 
the Taylor series method present a good behaviour compared with a standard RK code. Moreover, 
if we are looking for a high precision solution the difference is of several orders of magnitude, 
being the best option the Taylor series method. We remark that although in these numerical 
tests the Taylor method performs better than the RK this not means that the Taylor method 
will be the best for any problem. The Taylor series method will give good performances for low 
dimensional problems where the right hand side is not a very complicated function. Therefore, 
in the last few years the Taylor series method have begun to be used in the dynamical systems 
community. In this paper, we have shown that this method may be of great interest on such 
problems, where a dense output and very precise integration are usually demanded and the use 
of the Taylor series method gives an interesting alternative to other schemes. 
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