Seismic Array Analysis of Core-Diffracted Waves and Microseisms by Euler, Garrett Gene
Washington University in St. Louis
Washington University Open Scholarship
All Theses and Dissertations (ETDs)
Winter 1-1-2012
Seismic Array Analysis of Core-Diffracted Waves
and Microseisms
Garrett Gene Euler
Washington University in St. Louis
Follow this and additional works at: https://openscholarship.wustl.edu/etd
This Dissertation is brought to you for free and open access by Washington University Open Scholarship. It has been accepted for inclusion in All
Theses and Dissertations (ETDs) by an authorized administrator of Washington University Open Scholarship. For more information, please contact
digital@wumail.wustl.edu.
Recommended Citation
Euler, Garrett Gene, "Seismic Array Analysis of Core-Diffracted Waves and Microseisms" (2012). All Theses and Dissertations (ETDs).
1002.
https://openscholarship.wustl.edu/etd/1002
  
 
 
WASHINGTON UNIVERSITY IN ST. LOUIS 
 
Department of Earth and Planetary Sciences 
 
 
Dissertation Examination Committee: 
Michael Wysession, Co-Chair 
Douglas Wiens, Co-Chair 
Ramanath Cowsik 
Philip Skemer 
Viatcheslav Solomatov 
Lupei Zhu 
 
 
 
Seismic Array Analysis of Core-Diffracted Waves and Microseisms 
 
by 
 
Garrett Gene Euler 
 
 
 
 
 
A dissertation presented to the 
Graduate School of Arts and Sciences 
of Washington University in 
partial fulfillment of the 
requirements for the degree 
of Doctor of Philosophy 
 
 
 
December 2012 
 
Saint Louis, Missouri 
 
 
 
 
 
ii 
Table of Contents 
 
Acknowledgements ........................................................................................................................v 
Dedication .................................................................................................................................... vii 
Epigraph .................................................................................................................................... viii 
Chapter 1    Introduction.................................................................................................................1 
 
Chapter 2    Geographic Variations in the Lowermost Mantle from the Ray Parameter and 
Decay Constant of Core-Diffracted Waves .....................................................................................4 
Abstract ........................................................................................................................................4 
2.1 Introduction ....................................................................................................................5 
2.2 Data ..............................................................................................................................11 
2.3 Method .........................................................................................................................12 
2.3.1 Determination of Relative Arrival Time and Amplitude .............................................12 
2.3.1.1 Iterative Alignment Solution........................................................................................14 
2.3.1.2 Corrections ...................................................................................................................16 
2.3.1.3 Broad-band Waveform Measurements ........................................................................21 
2.3.1.4 Outlier Removal and Clustering ..................................................................................22 
2.3.1.5 Narrow-band Waveform Measurements ......................................................................23 
2.3.2 Discrete Ray Parameter and Decay Constant ..............................................................24 
2.3.3 Localization of the Ray Parameter and Decay Constant .............................................25 
2.4 Results and Discussion ................................................................................................26 
2.4.1 Broad-band Waveforms ...............................................................................................26 
2.4.2 Frequency Dependence ................................................................................................29 
2.5 Conclusions ..................................................................................................................32 
References ......................................................................................................................................33 
iii 
Figure and Table Captions .............................................................................................................45 
Figures and Tables .........................................................................................................................51 
 
Chapter 3    Origin of 5-10s P-wave Microseisms in Equatorial and Southern Africa ................67 
Abstract ......................................................................................................................................67 
3.1 Introduction ..................................................................................................................68 
3.2 Data ..............................................................................................................................71 
3.2.1 Tanzania .......................................................................................................................71 
3.2.2 South Africa .................................................................................................................72 
3.2.3 Ethiopia ........................................................................................................................72 
3.2.4 Cameroon .....................................................................................................................73 
3.3 Methods........................................................................................................................73 
3.3.1 Isolation of Microseisms ..............................................................................................74 
3.3.2 Frequency-Slowness Spectra .......................................................................................75 
3.3.3 Backprojection of Frequency-Slowness Spectra .........................................................77 
3.3.4 Approach to Summarizing Microseism Sources..........................................................79 
3.3.5 Correcting Backprojection Locations for 3D Structure ...............................................79 
3.3.6 Array Response Functions ...........................................................................................80 
3.4 Results and Discussion ................................................................................................82 
3.4.1 Backprojection Spectra and Resolution .......................................................................82 
3.4.2 Peak Picks ....................................................................................................................85 
3.4.3 Where are the Short Distance Sources? .......................................................................88 
3.4.4 Coastal Reflection or Open Ocean Swell Interference? ..............................................89 
3.4.5 Location Error ..............................................................................................................90 
3.5 Conclusions ..................................................................................................................91 
iv 
References ......................................................................................................................................92 
Figure and Table Captions ...........................................................................................................104 
Figures and Tables .......................................................................................................................108 
 
Chapter 4    Origin of 10-25s Rayleigh Wave Microseisms in Equatorial and Southern 
Africa .........................................................................................................................129 
Abstract ....................................................................................................................................129 
4.1 Introduction ................................................................................................................130 
4.2 Data ............................................................................................................................132 
4.3 Method .......................................................................................................................133 
4.3.1 Plane-Wave Frequency-Slowness Spectra .................................................................134 
4.3.2 Frequency-Slowness-Position Spectra .......................................................................135 
4.4 Results and Discussion ..............................................................................................137 
4.4.1 Plane-Wave Observations ..........................................................................................137 
4.4.2 Back-projection of Surface Wave Microseisms ........................................................139 
4.4.2.1 Maputo and Sofala Bay Microseisms ........................................................................139 
4.4.2.2 Zanzibar Channel Microseisms..................................................................................140 
4.4.2.3 Northern Microseisms ................................................................................................141 
4.4.2.4 Grand Terre Microseisms ..........................................................................................142 
3.5 Conclusions ................................................................................................................144 
References ....................................................................................................................................144 
Figure Captions ............................................................................................................................150 
Figures ....................................................................................................................................155 
 
Chapter 5    Conclusions.............................................................................................................184 
  
v 
ACKNOWLEDGEMENTS 
   The task of writing a dissertation is often compared to climbing a great mountain, as it requires 
endurance, a bit of luck and a seemingly constant focus on what lies ahead.  The journey is long 
and confusing for the unacquainted.  Their ascent to the summit may takes years of preparation 
and multiple attempts as routes prove themselves too difficult.  The journey, although splendid in 
view, is quite lonely and it is in those moments that we learn the meaning of companionship. 
   This dissertation is the culmination of years of apprenticeship focused on tackling only a small 
hill in the discipline of science.  Certainly through the years my focus on this difficult task has 
kept me from what is most important in life: people.  Family, friends, colleagues, acquaintances, 
authors, artists, and politicians have shaped my attitude and actions on a daily basis.  Without 
them, there would be no mountain and I would not be a climber. 
   First I would like to thank my advisors, Michael and Doug.  Without their help I would not 
have even noticed the task.  Over the years they have taught me a treasure-trove of information 
about seismology, the Earth, and how to survive in academia.  They also funded my research 
through their numerous NSF projects (but occasionally I was funded by the department through 
teaching assistantships).  I am forever grateful for Michael and Doug’s patience and optimism. 
   I should not forget previous advisors either: Steve Cardimona, John Hogan and Estella 
Atekwana.  Their discipline and enthusiasm is what got me here.  There are many teachers that 
have inspired me through my decades of being a student, from Mrs. Burks in my elementary 
years, to Dr. Hogan and Slava in my later years.  Thank you. 
   The seismology group is an intellectual delight and I would been thoroughly bored without the 
many conversations with its members.  Thank you Rigobert Tibi, James Conder, Xinlei Sun, and 
Ghassan Aleqabi.  I hope we can talk about and do more research together in the future. 
vi 
   The department secretaries at University-Missouri Rolla and here at Washington University in 
Saint Louis have been a blessing for me.  Katherine Mattison and Gail Hurt have given me so 
many good vibes through the years, I doubt I will ever be able to repay them.  I'll make sure to 
send postcards. 
   Of course, many of my colleagues deserve a fair mention here.  I have to thank two people in 
particular, Dustin Trinkle and Jerred Webb.  My years in high school and undergrad were filled 
with delightful adventures with these two and a cohort of others.  I doubt you will ever read this 
but you are some of the best friends I've ever had.   Numerous others have shared their couch and 
lives with me and I would like to think we will always be friends: Steve Kerr, Tyler Vrooman, 
Dan Bailey, Sean O'Donnell, Mitchell Barklage, Songqiao "Shawn" Wei, David Heeszel, Moira 
Pyle, Sara Pozgay, Liz Hasenmueller, and Erica Emry.  I can do none of you fair justice here and 
I sincerely hope to share more time with you all later. 
   Patrick Shore is an unwaveringly chipper fellow in our seismology group that I have had the 
honor of befriending.  He is an indispensable advisor in academics and life.  I would not have 
finished this task without his medical advice, death threats, and sense of humor.  Thanks for 
being the hand that pulled me out of the muck when I refused to do it myself. 
   There is no way to properly thank my family.  It is so easy to forget how much they have done 
for me but the emotions grow stronger with each passing year.  Brothers, cousins, parents, aunts 
and uncles, grandparents and great-grandparents have been a big part of my life.  I am truly 
blessed with a close family (both geographically and emotionally) and would not trade it for 
anything.  I love you all. 
   My soulmate, companion in life and wife, Lisa, has only been with me for a little over a year 
and already it feels like a lifetime.  You are my now and forever. 
vii 
 
 
 
 
 
 
 
 
 
For Mildred Oma Mefford 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
 
 
 
 
 
 
 
 
 
The difference between a Miracle and a Fact is 
exactly the difference between a mermaid and seal. 
 
                                                        - Mark Twain, 
                                                                          Letters From the Earth 
 
Chapter 1
Introduction
   In this thesis I discuss some existing array techniques and extend them in new ways to study 
specific seismic phases with immense amounts of seismic data.  The results of this new and 
unique dataset have implications on the state and natural processes occurring in two main regions 
of the Earth: the bottom of the mantle and the near-surface of the Earth.  Although these regions 
are vastly distinct, there are some common threads among the techniques used in the chapters:
      (1) The cross-correlation of waveforms between all stations in an array allows 
characterization of their spatial properties: velocity, azimuth, coherency, attenuation, 
and similarity.  
      (2) These properties are usually dispersed in frequency and this dispersion can be 
exploited to further aid in resolving the current state of the Earth and the dynamic 
processes occurring there.
   Chapter 2 analyzes more than one million frequency-dependent measurements of the ray 
parameter (horizontal slowness) and decay constant of both Pdiff and SHdiff waveforms for more 
than 100 earthquakes to observe the influence of geographic variations of lowermost mantle 
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seismic velocity structure on these waves.  I am able to show that the large, low velocity 
provinces noted in many whole-mantle tomography models are the most significant lower mantle 
influence on both seismic phases.  Furthermore, I am able to quantify the frequency dependence 
of these phases and how that dispersion varies with geographic position, which has implications 
on both the radial and lateral seismic velocity structure and places constraints on the convective 
nature of the core and mantle, high-pressure mineral physics, core heat flow and the magnetic 
field.  This data set is a significant advance in imaging of the lowermost mantle using core-
diffracted waves in comparison to earlier attempts which studied the geographic variations of a 
tens of broadband measurements of the ray parameter or the frequency dependence of the 
waveform variations along a specific azimuth from an earthquake.
   In Chapters 3 and 4 I explore the sources of microseisms in equatorial and southern Africa.  
This was motivated by strong variations I observed in the seismic noise between different 
stations in Cameroon.  Chapter 3 locates body wave microseism sources using techniques dating 
back to the 1960s.  The most significant difference of this study compared to previous ones is 
that it focuses on microseisms recorded in Africa and it uses 4 arrays in a rather close geometry 
instead of a single array or arrays located on different continents.  The results show that three 
factors play a critical role in the generation of body wave microseisms: ocean wave heights, 
coastlines and bathymetry.  We also present evidence that the influence of bathymetry changes 
with frequency, corroborating Longuet-Higgins microseism theory.  Chapter 4 explores the 
seasonal patterns in Rayleigh wave microseisms in equatorial and southern Africa and the main 
source locations using a new frequency-domain surface-wave back-projection method.  I show 
that this method additionally allows modeling of the effect of source geometry in a quantitative 
way by correlating the observed and synthetic back-projection images.  The results illustrate that 
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the main sources of microseisms propagating through equatorial and southern Africa come from 
near the coast and certainly on the continental shelves.  In one case, my results directly contradict 
a previous study on the source location of microseisms in Tanzania.  In another case, I am able to 
localize a persistent source of Rayleigh wave microseisms in South Africa from across an ocean 
basin.
3
Chapter 2
Geographic  Variations  in  the  Lowermost  Mantle  from the  Ray 
Parameter and Decay Constant of Core-Diffracted Waves 
Abstract
We introduce an array-based approach for constraining seismic velocity structure in the 
lowermost mantle by measuring the frequency dependence of the ray parameter p and decay 
constant γ for core-diffracted waves (Pdiff & SHdiff).  The approach makes use of an iterative 
multi-channel cross-correlation algorithm that solves for the relative arrival time and amplitude 
of core-diffracted waveforms from multiple peaks in normalized correlograms, removes outliers 
with cluster analysis, forms profiles by pairing measurements from co-azimuthal stations, 
calculates the spatial derivatives as estimates of the ray parameter and decay constant, and 
localizes the geographic variations in the lowermost mantle based on the infinite-frequency path 
geometry.  The approach is demonstrated by application to earthquakes with mb≥5.8 occurring 
from May 2001 to Sept. 2002.  We limited our analysis to earthquakes with at least 50 recorded 
core-diffracted waveforms with a signal to noise ratio ≥5, which was satisfied by 60 earthquakes 
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for Pdiff and 36 for SHdiff.  Nearly 50000 unique profiles sampling a significant portion of the 
lowermost mantle are found by pairing the frequency-dependent relative arrival and amplitude 
measurements between stations with epicentral distance difference ∆d ≥ 10° and azimuth 
difference ∆φ ≤ 10°.  Cap-averaging the resulting ray parameter estimates illustrates that the 
geographic variations are largely consistent with the placement of the large low shear-velocity 
provinces in the lowermost mantle seen in seismic tomography models.  Geographic variations in 
decay constant are observed but differ from those of the ray parameter, corroborating that 
variations in the decay of core-diffracted waves are linked to gradients in lowermost mantle 
seismic velocities rather than absolute values of seismic velocity.   We also illustrate that the ray 
parameter and decay constant of core-diffracted waves are strongly frequency-dependent and 
that these variations depend significantly on geographic position.  Future whole-mantle multi-
frequency tomography studies will see improved resolution of the seismic structure in the 
lowermost mantle by using the largely untapped information in core-diffracted waveforms.
2.1 Introduction
   Envisioned as a thermal boundary between the core and mantle, discoveries over the last few 
decades have recast Bullen’s simplistic D'' layer as a complex and heterogeneous region [see 
Lay, 2007 for a recent review].  Seismic tomography has demonstrated that slabs penetrate into 
the lower mantle [eg. Grand et al., 1997; van der Hilst et al., 1997; Li et al., 2008] while seismic 
migration provides evidence of folded slabs in the lowermost mantle [eg. Thomas et al., 2004; 
Hutko et al., 2006].  Finite-frequency tomography has imaged continuous columns of low 
seismic velocities connecting several present-day hotspot locations to the base of the mantle 
[Montelli et al., 2004, 2006; Nolet et al., 2007] suggesting that deep-mantle plumes are 
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responsible for some hotspot volcanism.  Such features favor whole-mantle convection with the 
core-mantle boundary region (CMBR) playing an intimate role [eg. Garnero, 2004; Boschi et al., 
2007; Burke et al., 2008].
   One of the earliest lines of evidence for strong complexity in seismic velocity structure near the 
base of the mantle came from seismic observations requiring a discontinuous increase in seismic 
velocity, known as the D'' discontinuity, to occur only a few hundred kilometers above the core-
mantle boundary [Lay and Helmberger, 1983].  There have been a number of explanations given 
for the discontinuity: (1) dense subducted slabs coming to rest at the base of the mantle 
[Wysession, 1996b], (2) a perovskite - post-perovskite phase transition [Murakami et al., 2004], 
and (3) small-scale convection [Solomatov and Moresi, 2002] are a few.  Further analysis found 
the D'' discontinuity to be intermittently detected with the discontinuity varying geographically 
in strength and in height above the core-mantle interface [eg. Kendall and Shearer, 1994].  More 
recently, seismic migration of ScS and SKKS waves has imaged multiple discontinuities in the 
lowermost mantle [Hernlund et al., 2005; Wang et al., 2006, 2008] with strong geographical 
variations that corroborate multiple phase transitions in the lowermost mantle between 
perovskite and post-perovskite. Seismic anisotropy in the region below the D'' discontinuity also 
exhibits small-scale variations that may result from the interaction between descending slabs and 
lowermost mantle material [Garnero and Lay, 1997; Russell et al., 1999; Avants et al., 2006; 
Rokosky et al., 2006].  On even smaller scales, multiple assessments of core-reflected and 
diffracted seismic phases indicate  patches of ultra-low velocity zones (ULVZs) tens of 
kilometers thick at the base of the mantle [eg. Garnero et al., 1998; Rost and Garnero, 2006].  
Such strong lateral, radial, and internal variations on the scale of tens to hundreds of kilometers 
appear to be the result of interactions between the mantle at large, the lowermost mantle, and the 
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core [eg. Loper and Lay, 1995].
   Evidence for core-mantle interaction is not limited to seismology though, as observations of 
the earth’s nutation indicate the fluid outer-core and the solid mantle need to be coupled by 
electromagnetic torque to resolve discrepancies between the observed nutation of the earth and 
theoretical nutation models [Buffett, 1992; Buffett et al., 2002].  Physical models to explain the 
electromagnetic coupling demand the presence of exceptionally high concentrations of iron in 
the lowermost mantle that are compatible with ultra-low velocity zones (ULVZ) at the base of 
the mantle [Buffett et al., 2000; Kanda and Stevenson, 2006].  Supported by evidence for a 
strong chemical component to lower mantle seismic heterogeneity [Masters et al., 2000; 
Trampert et al., 2004], it appears that the core-mantle boundary may allow both thermal and 
mass flux between the two distinct regimes.  Understanding in detail how the mantle and core 
interact and how strongly this interaction influences the internal dynamics of the two regimes 
requires strong constraints on the structure of the lowermost mantle.
   The most direct information we have about the CMBR comes from seismic waves that interact 
with it.  The derivation of density, composition, and temperature models of the earth's mantle 
from seismic velocities demands the accurate ascertainment of those velocities.  Currently, only 
the largest-scale velocity structures in the CMBR are widely agreed upon by global tomography 
studies [eg. Becker and Boschi, 2002].  Because the seismic structure of the lowermost portion of 
the mantle is not well constrained, neither is a model of the physical parameters or the processes 
occurring there.  Reliable determination of the velocity structure of the lowermost mantle will 
require knowledge of the overlying mantle and crustal velocity structure, a quality dataset, and 
accurate methodology.  Three main types of seismic waves are used to study the CMBR: waves 
reflected at or near the core-mantle boundary, waves refracted by the core-mantle boundary, and 
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those that diffract around the core.  Analysis of reflected phases has shown great promise in 
resolving high resolution CMBR structure [eg. Thomas et al., 2004; Hutko et al., 2006, 2008, 
2009] but is significantly limited by the distribution of sources and receivers.  Combining both 
reflected and refracted data to map the global vp variations in the lowermost mantle has proven to 
be more successful [Tkalčić et al., 2002].  Recent work by Wang et al. [2008] indicates that a 
high-resolution global study of seismic velocities in the CMBR is possible by analysis of SKKS 
coda waves.  Studies of core-diffracted waves (Pdiff, Sdiff) have significantly less constraint from 
source and receiver distribution and can provide global coverage [eg. Wysession, 1996a].  The 
primary hindrance to further resolution of the lowermost mantle with these waves has been in the 
difficulty of properly handling the frequency-dependent properties of core-diffraction [eg. 
Phinney and Alexander, 1966].  Fortunately, recent advances in the computation of Fréchet 
kernels for core-diffracted waves makes these phases more attractive for tomography [Nissen-
Meyer et al., 2007; Zhao and Chevrot, 2011].
   The properties of core-diffracted waves and their implications on the structure in the deep 
Earth have been a focus of seismology for almost 100 years [see Valenzuela and Wysession, 
1998 for a review].  The first core-diffracted waves arrive from distances as short as 90º from an 
earthquake, where optics predicts a shadow zone due to the seismic velocity drop in the earth's 
core, and are observed to distances of 170º or more [Alexander and Phinney, 1966].  Core-
diffracted waves recorded at appreciable epicentral distances spend a considerable amount of 
their travel-time diffracting around the core-mantle boundary and are therefore highly sensitive 
to the seismic structure of the CMBR [eg. See Figure 1 of Zhao and Jordan, 2006].  From a 
infinite-frequency perspective all core-diffracted energy bottoms at the core-mantle boundary 
and the entire wave front shares a single ray parameter p which is related to the velocity at the 
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core-mantle boundary by:
p=
rcore
vcmb
(2.1)
where rcore is the core radius and vcmb=αcmb (βcmb) is the P (S) velocity at the CMB.  The average 
ray parameter of a wave between two stations is easily estimated given the travel time difference 
∆t of the wave and epicentral distance difference ∆d:
p̄= Δ t
Δ d (2.2)
making determination of seismic velocities at the core-mantle boundary rather straightforward 
for core-diffracted waves.  But as pointed out by Phinney and Alexander [1966], the ray 
parameter varies as a function of frequency due to geometrical dispersion, meaning the 
frequency-dependence of the ray parameter contains substantial information about the velocity 
structure of the lowermost mantle.  Mula and Müller [1980] were the first to successfully 
demonstrate that the observed ray parameter is strongly frequency-dependent, and redefined the 
ray parameter and velocity as the apparent ray parameter pa and the apparent velocity va :
pa=
rcore
va
(2.3)
emphasizing that finite-frequency estimates of the ray parameter are sensitive to seismic 
velocities across a range of depths in the lowermost mantle rather than just above the core-
mantle boundary.  Later investigations concurred that the ray parameter of core-diffracted waves 
is frequency-dependent [Wysession and Okal, 1988, 1989; Wysession et al, 1992; Souriau and 
Poupinet, 1994; Valenzuela and Wysession, 1998] while noting observed variations with 
geographic position.
   As waves diffract around the core they lose amplitude in a frequency-dependent manner due to 
diffraction back towards the surface:
9
A (ω)∝e
−λω
1
3 sin( π
3
)Δd (2.4)
where λ is a constant, ω is the angular frequency, and ∆d is the angular distance along the core-
mantle boundary (same as the angular distance between the stations) [Aki and Richards, 2002].  
The amplitude decay has been shown to be highly sensitive to the gradient of the seismic 
velocity structure in the CMBR [Phinney and Alexander, 1969].  The observed effect of the 
CMBR on the amplitudes can be summarized by a decay constant γ between stations:
γ̄=
ln(
A2
A1
)
Δd
(2.5)
where Ai is the amplitude of the wave recorded at station i and has been corrected for the effect 
of geometrical spreading [Alexander and Phinney, 1966].  As indicated by equation (2.4) this 
measurement is expected to be strongly frequency-dependent.  This also assumes the effects of 
lateral changes in the mantle and crust are second-order in comparison to the core-diffraction, 
which is usually the case for measurements with large epicentral distance difference ∆d.  
Numerous studies have exploited the frequency-dependence of the decay constant to model the 
properties of the CMBR and the core shadow [eg. Alexander and Phinney, 1966; Sacks, 1966; 
Phinney and Cathles, 1969; Phinney and Alexander, 1969; Mula, 1981; Doornbos, 1983; Souriau 
and Poupinet, 1994; Valenzuela and Wysession, 1998].  Unfortunately, global analysis of the 
variations in the ray parameter and decay constant of core-diffracted waves has been limited 
because these measurements require the rather drastic geometrical condition of co-azimuthal 
stations to reduce the influence of the source radiation pattern and source-side velocity structure.  
Sylvander et al. [1997] attempted to overcome this limitation by utilizing the entire International 
Seismological Centre database of Pdiff travel-times.  Their resulting map allowed them to study 
variations in the 1Hz Pdiff ray parameter for most of the northern hemisphere.
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   In this study, we make use of the expanded coverage in broadband seismometers to globally 
map the variations of core-diffracted wave ray parameter and decay constant.  Only a few 
regions in the southern hemisphere are unsampled by our data.  Analysis was done by cross-
correlating broad-band filtered (25-80s) as well as narrow-band filtered (25 bands from 5-50s) 
waveforms to study the variations with location and frequency.  We analyzed both Pdiff and SHdiff 
because these phases are the first motions from an earthquake on the vertical and transverse 
components, respectively.  The phase SVdiff was avoided as it is often obscured by interfering 
core phases such as SKS and has enhanced attenuation due to additional leakage of energy into 
the core as SVdiffKS.   In contrast to the pessimistic conclusions of Hock et al. [1997], we show 
systematic geographical variations in these parameters can be resolved and that they are 
consistent with large scale features in the lower mantle.  While we focus on cap-averages of the 
data, these differential measurements could be used with finite-frequency Fréchet kernels to 
produce high-resolution images of the CMBR [Zhao and Chevrot, 2011].
2.2 Data
   We analyzed recordings of 117 earthquakes from May 2001 to Sept. 2002 with mb≥5.8 and 
moment tensor info from the Global CMT project (http://www.globalcmt.org).  The seismic 
records for each event were acquired from the IRIS DMC (http://www.iris.edu).  We used all 
available broadband stations with 1Hz or higher sample rates.  Records were demeaned, 
detrended, resampled to 1Hz, and converted to displacement.  Horizontal components were 
additionally rotated into the radial and transverse orientations.  The transverse component was 
analyzed for SHdiff waveforms while the radial component was discarded.  Any records with 
missing data within 300s of the PREM predicted arrival time [Dziewonski and Anderson, 1981] 
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were also discarded.
2.3 Method
   In the following sections we develop an approach for constrained measurement, correction, and 
localization of the apparent ray parameter p and decay constant γ as a function of frequency 
(Figure 2.1).  Individual events are analyzed separately and then combined at the last step to 
increase the geographic coverage.  The first step of our approach determines the relative arrival 
time ti, amplitude Ai, and correlation coefficient rij of the core-diffracted waveforms.  This is 
done initially on broad-band filtered waveforms for quality control and to improve the initial 
alignment for narrow-band filtered waveforms.  Outliers are then removed with the aid of cluster 
analysis and the alignment is repeated on the winnowed set of records through a series of 
narrow-band filters to obtain a frequency-dependent set of measurements.  Subsequently, pairs of 
stations are selected such that negligible amplitude and travel-time variations are introduced by 
the source radiation pattern and source-side mantle structure.  A least-squares regression through 
each pair of relative arrivals and amplitudes with distance provides a localized measure of the 
ray parameter pij and decay constant γij.  The ray parameter and decay constant measurements are 
finally combined for every earthquake in the study and cap-averaged to illustrate systematic 
geographic variations in these parameters.
2.3.1 Determination of Relative Arrival Time and Amplitude
   The determination of ray parameter and decay constant requires some measure of the rate of 
change in travel time and amplitude with distance.  For amplitudes, we used the time-domain 
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measurement of the peak amplitude of each signal and then take station pair differences to 
estimate the decay constant.  Errors in the amplitudes were determined by using the signal-to-
noise ratio (SNR) of one-half the peak-to-peak range of the signal window si to the rms of the 
preceeding noise window ni:
SNR=
max(si)−min(si)
2√ n̄i2
. (2.6)
For example, a signal with a SNR=5 gives an amplitude error of ±Ai/5.  In order to reduce the 
effect of noise on our amplitude and phase measurements, waveforms with SNR<5 were removed 
from further analysis.  Calculation of the ray parameter for core-diffracted waveforms has been 
done with numerous approaches but cross-correlation techniques tend to be the most stable 
[Wysession and Okal, 1989].  We correlate waveforms for the reliable determination of the 
relative arrival times using an iterative multi-channel cross-correlation (MCXC) technique [eg. 
VanDecar and Crosson, 1990] rather than using the slant-stack cross-correlation method of 
previous studies.  While the MCXC approach requires the calculation of (n2-n)/2 cross-
correlations as opposed to the slant-stack method which needs only n (where n is the number of 
records to be compared), we suggest there are several advantages to this technique that outweigh 
this extra computational burden.  One of the benefits of MCXC is that the error associated with 
each estimated relative-arrival time can be readily determined through Gaussian statistics.  This 
allows for error bounds on the ray parameter estimated from those arrivals.  A second advantage 
to the MCXC method is that it is considerably more resistant to “cycle skipping” associated with 
oscillatory signals.  Lastly, MCXC is straightforward to couple with clustering techniques [Reif 
et al., 2002; Lawrence et al., 2006; Sigloch and Nolet, 2006; Houser et al., 2008] for quantitative 
and often-automated detection and removal of noisy records as well as the separation of signals 
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by waveform characteristics.
2.3.1.1 Iterative Alignment Solution
      Cross-correlations were performed in the frequency domain in order to significantly reduce 
the computational burden of determining relative arrival times.  This approach is not quite as fast 
as a finely-tuned, tiered time-domain approach seeking the maximum of the cross correlation 
function xij [VanDecar and Crosson, 1990; Masters et al., 2000], but because we need to evaluate 
multiple peaks in xij to account for the potential effect of cycle-skipping, we have found this 
approach the most appropriate.   In the frequency-domain, cross-correlation is implemented by a 
multiplication between two records:
X ij=Si ' S j (2.7)
where Si is the frequency-domain representation of the record for station i and ' gives the 
complex conjugate.  The function Xij, the Fourier transform pair with the cross-correlation 
function xij, is known as the cross-power spectral density and gives the power spectral density 
when i = j (a transform pair with the auto-correlation).  The normalized cross-power spectral 
density, which we refer to as the coherency R, is normalized by the total signal power of the 
individual records:
Rij=
X ij
∑ √X ii X jj
(2.8)
which expressed in the time domain gives
r ij=
x ij
√x ii (0)x jj (0)
. (2.9)
This expression can be simplified further by noting that the zero-lag auto-correlations are 
equivalent to the variance of the signal:
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r ij=
x ij
σiσ j
. (2.10)
It is this relationship we exploit to normalize our frequency-domain cross-correlations.  The 
correlation coefficients range between 1 and -1, where 1 indicates a perfect correlation and -1 a 
perfect anti-correlation.  As long as the signal is the dominant energy in the seismograms and the 
signal is coherent between each pair, the maximum correlation coefficient rijmax=rij(τmax) will give 
an indication to how strongly each pair of signals match and the corresponding lag-time τmax will 
be an estimate of the relative arrival time between the pair of signals.  With all possible (n2-n)/2 
pairings correlated, the correlation coefficient and the corresponding lag-time for each pairing 
are organized into nxn matrices C and L.  In the case of potential cycle-skipping, multiple 
correlation coefficients and lag times are chosen in case a secondary peak gives the true relative 
arrival time difference (Figure 2.2).  In this case, C and L are nxnxm matrices where m is the 
number of candidate peaks in the correlograms and elements k=1,...,m are ordered by the peak 
height for each correlogram.  So Cij1 and Lij1 contain the values corresponding to the highest peak 
of each correlogram, Cij2 and Lij2 have those of the second highest peak and so forth.
   The initial inversion for relative arrival times between signals is calculated with weighted least 
squares:
t=[ATWA]−1 ATWd (2.11)
where A follows the format of VanDecar and Crosson [1990], W is a matrix of weights, d is the 
column vector containing the elements of Lij1, and t is the column vector of estimated arrival 
times.  The elements of W for this inversion are the k=1 elements of:
W ijk=Z ijk
2 gi g j (2.12)
where gi is a value from 0 to 1 based upon the effect of the SNR on the phase of the signal 
assuming the signal and noise are monochromatic and Zijk are found by Fisher's transformation 
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[VanDecar and Crosson, 1990] of Cijk.  This gives our first estimate of the relative arrival times 
of the waveforms.
   We evaluate the possibility of cycle-skipping by computing a misfit for the lag times of each 
peak with the estimated lag time:
misfit ijk=
Lijk−(t i−t j)
W ijk
2 √δi+δ j
(2.13)
where δi is an unbiased variance of the lag residuals for record i:
δi=
1
n−2∑j=1
n
(Lij1−( ti−t j))
2 . (2.14)
The matrices C and L are then reordered such that k=1,...,m proceed from high to low misfit to 
the current solution.  Any reordering of the k=1 elements is an indication of the effect of cycle-
skipping.  The weighted inversion of equation (2.11) is then repeated using the reordered 
matrices Cij1 and Lij1 to re-estimate the relative arrival times.  This procedure of misfit calculation 
and re-inversion is iterated until the k=1 peaks do not change, eventually converging on a 
solution with minimum variance in the lag residuals.  This non-linear approach typically 
converges quickly, usually in 3 iterations but inversions dominated by low SNR waveforms may 
take many more iterations.
2.3.1.2 Corrections
   The source radiation pattern, based on the GlobalCMT moment tensor solution (GCMT), is 
used to predict and correct the polarities of the waveforms at each station and to eliminate 
stations that correspond to ray paths near nodal planes before the waveforms are ever aligned.  
Predicted radiation patterns are calculated following Aki and Richards [2002].  We do not use 
the calculated magnitude of the radiation amplitudes to correct the amplitude measurements 
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because the influence of the radiation pattern should be minor when using the profiling 
technique, although this may be an area for future investigation.  Effects of depth phases for 
shallow events complicates the waveforms, often introducing a frequency-dependent phase and 
amplitude distortion due to the changing amount of interference.  Furthermore, because the 
polarities from the radiation patterns are based on the direct wave, shallow events with 
interfering depth phases (eg. pPdiff, sPdiff, pSHdiff, sSHdiff) stronger than the direct wave will have 
incorrectly predicted polarities.  This results in forced cycle-skipping and introduces significant 
error into our results.  Usually such cases are immediately apparent and the entire event is 
rejected, but in a few cases the waveforms with incorrectly predicted polarity are separated into 
another group using cluster analysis.
   Although source-side effects are minimized by pairing measurements from co-azimuthal 
stations, this is not the case for structure on the receiver-side.  In order to get an accurate 
assessment of a ray parameter derived from travel-times, we applied corrections to the relative 
arrival times to account for effects of seismic velocity heterogeneity in the mantle and crust and 
due to the earth’s ellipticity:
ti
corr=t i−δ ti
mantle−δ t i
crust−δ t i
ellipticity . (2.15)
Early studies investigating diffracted wave ray parameters did not account for ellipticity or 
lateral heterogeneity in the mantle or crust and so the measured arrival times were widely 
scattered with distance [Sacks, 1967; Mondt, 1977].  Later studies added both mantle and 
ellipticity corrections to their analysis [Wysession and Okal, 1988, 1989; Wysession et al., 1992; 
Souriau and Poupinet, 1994; Hock et al., 1997] and found the effects to be significant.  
Unfortunately we are unable to assess the errors involved with these corrections because 
tomographic models do not have accurate error estimates of the seismic velocity structure.  This 
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means that the use of these corrections also carries the inherent risk of injecting structure from 
above the lowermost mantle with little recourse in deducing the significance of the bias.
   The mantle is strongly heterogeneous due to tectonic motions and the affect of this 
heterogeneity on the travel times of seismic phases is significant.  The advent of tomography has 
permitted corrections to be applied to relative arrival times such as those determined in this study 
for such structure [Nolet, 2008].  There are a large number of recent 3D mantle models now 
available, and we felt the best approach to extracting the mantle contribution from our ray 
parameter was to test several current models for their ability to predict our travel-time residuals 
from a 1D model.  Perturbation estimates were found by taking pre-computed ray paths and 
adding up the travel-time discrepancies along each path based on Fermat's principle [Nolet, 
2008].  We tested 4 models for Pdiff (DZ04 [Zhao, 2004], PRI-P05 [Montelli et al., 2006], 
MITP08 [Li et al., 2008], and HMSL-P06 [Houser et al., 2008]) and found HMSL-P06 gave 
about twice the variance reduction to our residuals in comparison to the other models.  This is 
not entirely unexpected as their data are also derived from cross-correlations of long-period 
waveforms where their perturbations are localized using the infinite-frequency approximation.  
This works well for our study as we make the same assumption that the corrections for the 
mantle structure above the lowermost mantle can be found along the infinite-frequency path.  
The infinite-frequency path assumption is certainly not a strictly valid approach [e.g., Zhao and 
Jordan, 2006] but it is a pragmatic one for the current resolution of our measurements.  We use 
both HMSL-P06 and HMSL-S06 in this way to calculate δtimantle to correct for structure along the 
“upswing” path from 300 km above the core-mantle boundary to the Crust2.0 [Bassin et al., 
2000] moho beneath each station.
   Seismometers are scattered across the globe on a variety of terranes and elevations.  Accurate 
18
correction for the crustal component has proven to be an essential task in tomography studies 
[Montelli et al., 2006].  Under the right circumstances, the crustal structure and elevation may 
bias the ray parameter of diffracted waves.  For instance, if a profile of stations extended from 
the northern Himalayas to nearby Lake Baikal (an extinct rift) the crustal thickness and the 
elevation would diminish gradually, giving a bias toward a smaller ray parameter.  The Crust2.0 
model [Bassin et al., 2000] gives a general approximation for both crustal structure and elevation 
at the scale of 2° by 2° blocks.  Smaller-scale structure of the crust is assumed to vary in an 
incoherent manner for the length scales of this investigation.  Using Fermat's principle [Nolet, 
2008], the differential travel times through Crust2.0 are applied to the measured relative arrival 
times to reduce the effects of crustal variations on our ray parameter estimates.
   The ellipticity of the Earth also affects the travel-times of teleseismic phases.  For the core-
diffracted profiling, the ellipticity does have a minor effect on the ray parameter [Wysession and 
Okal, 1988] as the gradual bulging or thinning of the earth affects travel-times over a global 
scale, causing the slope of the travel time curve to be perturbed.  For instance, for a set of core-
diffracted arrivals starting at the equator and progressing toward higher latitudes, successive 
arrivals would have traveled through increasingly thinner sections of the mantle, introducing a 
bias toward a smaller ray parameter.  These perturbations are approximated utilizing the 
ellipticity coefficients τ0, τ1, τ2 as explained by Kennett and Gudmundsson [1996].  Furthermore, 
we extended the table of coefficients for core-diffracted waves to include ellipticity corrections 
for diffracted arrivals beyond 150°.
   The intrinsic attenuation of seismic waves also causes a physical dispersion in travel times 
which will bias our measurements.  To understand how this dispersion affects the frequency-
dependent ray parameter of core-diffracted waves, note that the change in ray parameter with 
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frequency is a measure of the dispersion rate of core-diffracted waves.  This rate is the combined 
effect of geometrical dispersion (core-diffraction) and intrinsic attenuation (physical dispersion).  
The physical dispersion can be expressed with Azimi’s Law:
α(T )=α(1) [1− lnTπ ( 4β23α2 ( 1Qμ− 1QΚ )+ 1QΚ )] , (2.16)
β(T )=β(1)(1− lnTπQμ ) (2.17)
where α(T) and β(T) are the perturbed velocities for P and S waves at period T due to the 
influence of attenuation, quantified by the quality factors Qμ and QK [Stein and Wysession, 
2003].  The bulk modulus quality factor QK is not thought to be a significant source of 
attenuation and may be disregarded.  The basic effect of this physical dispersion is that the long-
period waves propagate more slowly, which is the same effect geometrical dispersion from core-
diffraction has in the presence of a positive velocity gradient with depth.  Qμ is roughly 300 for 
the lower mantle in PREM [Dziewonski and Anderson, 1981], which amounts to a 0.08% 
difference in velocity between 10 s and 100 s Pdiff at the base of the mantle.  The effect on Sdiff is 
more significant: 0.23% for the same periods.  Recent studies of the radial quality factor indicate 
that Qμ at the base of the mantle may drop rapidly from around 450 to roughly 270 [Lawrence 
and Wysession, 2005].  Using their lower bound value of 244, the velocity difference is 0.11% 
(0.3%) for the same range of periods of Pdiff (Sdiff).  This level of dispersion has been found to be 
insignificant compared to that induced by radial velocity structure [Mula and Müller, 1980; 
Valenzuela Wong, 1996].  We therefore ignore any possible contribution from attenuation on the 
ray parameter.  The effect of Qμ heterogeneity in three dimensions on the ray parameter may be 
more significant as Qμ is expected to vary laterally to a considerable degree [Lawrence and 
Wysession, 2006], but further investigation into this is beyond the scope of our present study.
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   Corrections to the amplitudes of core-diffracted waves are also necessary to isolate the effect 
of the CMBR from receiver-side structure in the mantle and crust.  Spectral corrections for 
crustal structure were performed by Alexander and Phinney [1966] but they found these to be 
incoherent over the scale lengths typical of core-diffracted measurements (>10º).  To our 
knowledge, no study of core-diffracted wave amplitudes has accounted for mantle structure.  We 
are aware of only one whole-mantle Q model [Lawrence and Wysession, 2006] indicating that  
consensus is yet to be determined.  For this study we neglect any possible bias introduced by Q 
or seismic velocity structure in the overlying mantle and crust on our amplitude measurements.  
In fact, the only correction made to the amplitudes is for the effect of geometrical spreading of 
diffracted waves [Alexander and Phinney, 1966].  Our maps of decay constant therefore include 
the effect of both the CMBR (both seismic velocities and Q) and any additional effects from 
propagation through the mantle and crust to the receivers.
2.3.1.3 Broad-band Waveform Measurements
   For the first part of our analysis, we find the relative arrival times and amplitudes of broad-
band waveforms so we can analyze their properties.  Because core-diffraction strongly attenuates 
high-frequencies, we used a bandpass filter with corners at 0.04Hz and 0.0125Hz (25s-80s) to 
improve the correlation and in turn the accuracy of the relative arrival times.  These long-period 
waveforms are observed to be coherent globally which allows us to estimate the relative arrival 
times even at stations that are geographically remote from other seismometer arrays.  The 
alignment process begins with windowing the filtered waveforms based on the estimated core-
diffracted wave travel-times computed from PREM [Dziewonski and Anderson, 1981] along 
with the estimated travel-time perturbations from ellipticity, crustal structure, and mantle 
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variations.  This windowing is generally within ±10s of the cross-correlation result and is 
sufficient for isolating the core-diffracted waveforms from other arrivals. The relative arrival 
time measurements from the broad-band waveforms are also used to window the narrow-band 
filtered waveforms that allow us to study the frequency-dependent properties of core-diffracted 
waves.  This two-stage approach helps to avoid the effects of inconsistent windowing on the 
narrow-band waveforms, such as cycle-skipping and reduced accuracy in the correlation 
coefficient and relative arrival time.  Aligning the signals using the relative-arrival alignment 
approach described above typically gives errors of about ±3s or better when windowing narrow-
band filtered Pdiff.
2.3.1.4 Outlier Removal and Clustering
   Cluster analysis is utilized in our study as an efficient means for quality control and separation 
of distinct sets of waveforms.  A straightforward, practical treatment of cluster analysis is given 
by Kaufman and Rousseeuw [1990] and examples in seismology are increasing [Reif et al., 
2002; Lawrence et al., 2006; Sigloch and Nolet, 2006; Houser et al., 2008].  The objective of 
clustering techniques is to identify groups in the data based upon a criterion, typically distance or 
dissimilarity (non-Euclidean cases).  We use the dissimilarity matrix Dij=1-Cij1, as it is a well-
suited measure of the signal incoherence.  Clusters were determined using a hierarchical 
approach called Unweighted-Pair, Group-Mean Average (UPGMA), or commonly just "group 
average".  This method was chosen for its simplicity and applicability to non-Euclidean 
measures [Kaufman and Rousseeuw, 1990].  The result of the analysis is a dendrogram (Figure 
2.3), where each node of the dendrogram indicates the average dissimilarity between all records 
linked on one branch (or sub-group) of the node compared to those on the other branch.  Each 
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node is therefore not a measure of the overall dissimilarity between all signals linked further 
down but a measure of the dissimilarity between the two sub-groups.  By defining a cutoff for 
the dissimilarity, or in another sense by removing nodes above a certain level, we are able to 
divide the set of signals in a quantified manner.  Noisy records can readily be identified and 
separated from high-quality records because they are incoherent in relation to other signals 
which makes them typically link at higher values in the dendrogram.  Such waveforms are 
usually the result of instrument issues, local noise, and interference from other seismic phases.  
Distinct sets of waveforms are also often noticed and are typically found to be due to the 
interference of depth phases, source complexity, rupture directivity, improper instrument 
response, or seismic velocity structure.  With cluster analysis these sets of waveforms can be 
conveniently isolated and subsequently processed as if each set was from a separate event, which 
improves the accuracy of our measurements.
  After grouping the results  using cluster analysis,  an analyst eliminates outliers in terms of 
relative  arrival  time  and  amplitude  (Figure  2.4).   These  outliers  occur  due  to  a  number  of  
possibilities,  commonly  instrument  failure  or  interference  from depth  phases.   We typically 
removed outliers 3 or more standard deviations from the linear trend of the global dataset.
2.3.1.5 Narrow-band Waveform Measurements
   The quality-controlled core-diffracted waveforms are similarly measured for the relative arrival 
time and amplitude for each band in a series of 25 single-pass 4-pole Butterworth filters ranging 
from 50s to 5s to study the frequency-dependent properties of the ray parameter and decay 
constant.  The filters have a frequency width of 20% of the center frequency and overlap 50% of 
the next filter's width.  These filter properties are chosen to increase the frequency-resolution of 
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the measurements since wider filters dampen the dispersion measurements significantly.  The 
alignment process starts at the long periods (50s) and the relative arrival times from each band 
are used to improve the windowing of the next slightly shorter-period band.  This procedure is 
repeated until no appreciable signal was found or the last filter band was processed (5s periods).  
Figure 2.5 shows waveforms from one event for 3 different filter bands.  The signal-to-noise 
ratio varies as a function of frequency and the same cutoff of SNR<5 is used to reject noisy 
records.  Cluster analysis and the removal of outliers helps with additional data problems such as 
depth phase interference.
2.3.2 Discrete Ray Parameter and Decay Constant
   The method of core-diffracted wave profiling, whereby comparison is limited to records from 
stations along nearly the same epicentral azimuth extending from an earthquake (Figure 2.6), 
was introduced by Alexander and Phinney [1966].  The method is a semi-differential method 
whereby the effects of the source radiation pattern and source-side structure can be ignored as 
the waves take off from the source at nearly the same angle (Figure 2.6b).  We calculated the ray 
parameter pij and decay constant γij between every pair of stations satisfying that the epicentral 
distance difference ∆dij ≥ 10° and azimuth difference ∆φij ≤ 10° using equations (2.2) and (2.5) 
on the relative arrival time and amplitude measurements of the waveforms.  These profiling 
constraints are typical for core-diffracted wave studies [e.g., Wysession and Okal, 1989] but 
there has been some suggestion that ∆φij ≤5° is more appropriate [Souriau and Poupinet, 1994; 
Sylvander et al, 1997], as a narrow azimuth range helps to eliminate the effect of mantle 
heterogeneity on the source-side of the path for long-period signals.  We believe constricting the 
azimuth range this much significantly limits the potential number of profiles without altering our 
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results because we have accounted for the radiation pattern in our data.
  An inconsistency in previous studies is the length of the profile to minimize timing errors from 
crust and mantle heterogeniety while not over-smoothing the lowermost mantle heterogeneity.  
Sylvander et al [1997] utilized a length minimum of 10° distance and the resulting distribution of 
ray parameters varied significantly (>±15%) but this was for high frequency data (1Hz).  Long 
period investigations employing smaller sets of measurements have tended to employ extended 
profiles (20° to 50°) in their analysis, but sometimes at the cost of a narrow azimuth window 
[e.g., Mondt, 1977].  We gathered profile lengths of up to about 70°, although these are rare and 
most of our profiles are less than 20°.  This extended range in length was allowed primarily 
because longer profiles may help to constrain structure in a finite-frequency based tomography 
study.
2.3.3 Localization of the Ray Parameter and Decay Constant
   One of the most crucial aspects to localizing the ray parameter and decay constant 
measurements is the placement of the sensitivity of the core-diffraction.  Using the arc between 
the infinite-frequency turning points at the core-mantle boundary can lead to significant overlap 
in the paths in the lowermost mantle (Figure 2.7a).  Instead, if the sensitivity is assigned to the 
segment joining where the paths exit the lowermost mantle (Figure 2.7b), we can clearly see that 
the paths are well separated in this segment.  This results in a nearly 20º shift towards the 
receiver-side for the measurements and will have a strong impact on the localization of any 
anomaly.  After assigning each ray parameter and decay constant to an arc in the lowermost 
mantle, we cap-averaged the measurements into bins with a 10º radius sampled every 1º in a 
regular grid.  We did not vary the bin width with frequency as we were uncertain of the 
25
dimensions of the sensitivity of the narrow-band measurements.  Regardless, all measurements 
with a segment in a bin contribute equally to the average value at the bin location and the number 
of measurements per bin is used as a ray path density measurement.
2.4   Results and Discussion
   Figure 2.8 shows the 66 earthquakes and 954 seismic stations that were used to create profiles 
measuring both ray parameter and decay constant of either Pdiff or SHdiff.  Given that the analysis 
started with 117 earthquakes and only earthquakes with 50 or more high-SNR core-diffracted 
waveforms were utilized to create profiles, our magnitude threshold of mb≥5.8 gave a substantial 
return (Table 2.1). With a nearly 40% success rate for Pdiff  waveforms from mb≥5.8 earthquakes, 
a lower threshold of 5.6 may be worthwhile for future investigations.  The number of profitable 
events did depend on the phase studied though, as Pdiff measurements came from 60 of the 
earthquakes while only 36 earthquakes had enough high-SNR SHdiff waveforms to be analyzed.
2.4.1 Broad-band Waveforms
   In total, we found 34522 Pdiff station pairs and 14271 SHdiff station pairs satisfying the 10º 
requirement in maximum epicentral azimuth and minimum epicentral distance separation.  The 
distribution of the ray parameter and decay constant measurements from the broad-band filtered 
(25s-80s) waveforms before and after corrections for mantle and crustal structure, ellipticity, and 
geometrical spreading is shown in Figure 2.9.  The effect of the corrections for each type of 
measurement was both a shift in the mean and a reduction in the standard deviation.  For Pdiff the 
uncorrected ray parameter distribution, the mean and 2-standard error is 4.62±0.13 s/º and after 
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corrections, 4.63±0.11 s/º.  These results are similar to the 4.62±0.80 s/º found by Sylvander et 
al. [1997] for 1Hz Pdiff.  The rather strong reduction in the standard deviation is probably the 
result of our improved corrections and the greater influence of mantle structure on high-
frequency waves.  For SHdiff our ray parameter distribution is 8.47±0.38 s/º before corrections 
and 8.51±0.32 s/º afterwards.  The shift to higher ray parameter with the addition of corrections 
is probably the effect of ellipticity, as most of our earthquakes are equatorial and most of the 
stations are at high latitudes, which is consistent with a shift to lower ray parameter.  The decay 
constant distributions are expected to shift significantly to higher decay after correction for 
geometrical spreading, as core-diffracted waves converge beyond 90º.  For Pdiff the decay 
constant distribution goes to -0.056±0.023 with geometrical spreading from -0.060±0.021 
without.  The decay constant of SHdiff is -0.054±0.046 before correction and -0.057±0.045 
afterwards.  We note that in some instances the SHdiff amplitude was even observed to increase 
after additional diffraction around the core for 10º or more.  This is most likely the result of the 
S-velocity mantle structure on the receiver side as the effects of this structure on the amplitudes 
is unaccounted for.  For stations with nearly 10º azimuthal separation the source SH radiation 
pattern could also have a significant effect as it varies more considerably that the P-wave 
radiation.  Further investigation of these effects on the decay constant is beyond the scope of this 
paper.
   In order to analyze the geographic variations in the broad-band ray parameter and decay 
constant measurements, we cap-averaged their projected infinite-frequency sensitivity “ray” 
paths (Figure 2.7b).  The cap-averaging included all paths within 10º and was sampled on a 1º 
grid globally giving path counts varying from 0 to 104 (Figure 2.10).  The Pdiff coverage is nearly 
global but is with far more paths in the northern hemisphere.  The situation for SHdiff is similar 
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but with even less coverage in the southern hemisphere than for Pdiff.  The regions with the 
highest density of rays are the lowermost mantles below the northeast Pacific and the western 
half of North America, the North Atlantic to western Asia, and a small region below the 
southeast Pacific.  We expect that the coverage will improve if more earthquakes and stations are 
analyzed.  In particular, the improved distribution of seismometers in the southern hemisphere 
since the 16 month time span that we study here will improve the southern hemisphere ray 
parameter and decay constant coverage.
   The result of cap-averaging is presented in Figure 2.11 and includes maps of the variations in 
vp and vs in the lowermost mantle [Houser et al., 2008] for comparison.  The Pdiff ray parameter 
(Figure 2.11a) clearly detects the large-low shear-velocity provinces (LLSVPs) typically found 
in whole-mantle tomography models (eg. Figures 2.11e,f).  As our maps are only cap-averages 
and do not attempt to negotiate the trade-offs with a 2D tomographic inversion, the variations in 
structure between our ray parameter and lowermost mantle vp of HMSL-P06 are certain to differ 
on smaller scales.  The overall geographic variations in ray parameter of 4.55-4.7 s/º are 
equivalent to an apparent velocity variation of 12.9-13.35 km/s or 13.125 km/s ± 1.7%, which is 
consistent with the velocity variations in HMSL-P06.  Geographic variations in the ray parameter 
of SHdiff also show high slownesses consistent with the locations of the LLSVPs.  The regions of 
high slowness are considerably diminished, a result that may be due to diffraction around the 
LLSVPs for waves that are near the edges of these regions [To and Romanowicz, 2009].  Further 
improvement to the geographic coverage of SHdiff profiles will help to better understand this 
effect.  The decay constant of Pdiff also exhibits systematic geographic variability but with little 
correlation to those of the ray parameter.  This is consistent with previous observations that the 
decay constant is highly sensitive to the gradient in seismic velocity structure [e.g., Phinney and 
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Alexander, 1969] but this is not apparent in the corresponding sensitivity kernels [e.g., Figure 6 
of Zhao and Chevrot, 2011].  Geographic variations in the decay constant of SHdiff are far more 
extreme in comparison to Pdiff, suggesting that the vs structure in the lowermost mantle has a 
significant control on the decay rates of these waves.  The previously noted LLSVP diffraction 
effect that may be affecting the recovery of SHdiff ray parameter in certain regions is likely to 
have an even more substantial effect on the amplitudes [To and Romanowicz, 2009].  These 
maps show that systematic variations in broad-band Pdiff and SHdiff travel-times and amplitudes 
from lowermost mantle structure are recoverable and consistent with typical tomography results 
in the lowermost mantle.  In future studies with even more data, overlapping profiles with 
different orientations could detect azimuthal anisotropy within the CMBR.
   Because core-diffracted waves attenuate and disperse in a frequency-dependent manner with 
distance, the signal coherence of such waves when broad-band filtered is typically lower than for 
direct phases (eg. P, S).  This leads to less accurate relative arrivals and a slight bias.  The shift in 
dominant frequency of the arrival, due to the frequency-dependent amplitude decay caused by 
diffraction, will cause the arrival time and thus the ray parameter to exhibit erroneous distance 
dependence.  We have not further investigated this possible bias but it appears to be minor.  
Regardless, with the previously discussed narrow-band filtering this effect can be minimized.
2.4.2   Frequency Dependence
   We analyzed the frequency dependence of the ray parameter and decay constant of Pdiff for 31 
of the 60 earthquakes from the broad-band results.  This limitation was only due to the amount of 
time required to process the data.  For these 31 events we processed 35 distinct waveform 
clusters.  The narrow-band processing on individual clusters resulted in anywhere from 233 to 
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36449 narrow-band measurements.  Combining all the clusters gives a total of 392326 
measurements of either ray parameter or decay constant.  The number of measurements varies 
with frequency with a maximum near 30s periods (Table 2.2).  At long periods there is a 
reduction in measurements due to a lack of excitation of these periods by the source or 
interference from either depth phases or core phases.  There is a small increase in the number of 
profiles near 10s which may be due to the frequency-dependent noise levels from oceanic 
microseisms.
   The Sept. 8, 2002, New Guinea earthquake has 2 waveform clusters (Figure 2.3) which we 
have processed separately as a function of frequency (Figure 2.12).  The North America station 
cluster has about 36449 narrow-band measurements sampling the lowermost mantle beneath the 
northeast Pacific ocean while the Europe cluster has 7345 measurements sampling the lowermost 
mantle under western Asia.  Comparison of the probability density functions of the ray 
parameters for these clusters illustrates changes in the frequency-dependence by region.  For the 
North America cluster, the ray parameter steadily decreases with decreasing period while for the 
Europe cluster the ray parameter has a minimum near a period of 25s as well as a local maximum 
near 12s.  We can make the assumption that these variations are due to velocity changes within 
the 1st Fresnel zone of the sensitivity kernels near the CMB, with the radial width of a Fresnel 
zone equal to the wavelength given by vpT where T is the period of the wave and vp is about 13 
km/s in the lowermost mantle.  Under this assumption, the lowermost mantle under western Asia 
is consistent with a significant velocity increase about 275km above the CMB and another 
substantial decrease in velocity about 150km above the CMB.  Forward modeling of the 
structure using core-diffracted synthetics will aid in determining the exact nature of the velocity 
variations and gradients or discontinuities.  Our basic interpretation of the ray parameter 
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dispersion suggests that the structure is likely consistent with a double-crossing of the perovskite 
– post-perovskite phase boundary [e.g., Hernlund et al., 2005].  The dispersion in the decay 
constant has similar variations between the two clusters.  The North American cluster shows the 
decay constant steadily decreasing with decreasing period while the European cluster has a 
minimum near 30s, a maximum near 15s, and an abrupt increase in decay at shorter periods.  
Interpretation of the frequency-dependence in the decay constant requires a significant amount of 
modeling of core-diffracted waves with varying lowermost mantle structure [e.g., Valenzuela et 
al., 1998], and is beyond the scope of this study.
   Maps of the Pdiff ray parameter and decay constant at different periods are shown in Figure 
2.13.  The maps are largely consistent with the variations shown in the broad-band maps of 
Figure 2.11 except at the longest periods (50s).  The long-period maps may be inconsistent with 
the other maps due to the interference of depth phases.  At these periods the depth phases cannot 
be avoided due to significant overlap, so variations in the measurements are expected.  Another 
possible reason is that our corrections make several infinite-frequency assumptions and are 
unlikely to account for the substantial finite-frequency effects at these periods.  Using finite-
frequency kernels for core-diffracted wave corrections [Zhao and Chevrot, 2011] could improve 
the maps at 50s.  Comparison of the ray parameter and decay constant at 5s periods to maps of 
ULVZ detections [eg. Rost and Garnero, 2006] is difficult due to our limited coverage.  The 
variations in 5s ray parameter appear to be dominated by the northern reaches of the LLSVP 
beneath Africa.  Modeling the effects of ULVZs on core-diffracted waves is an area for further 
study as diffraction around these structures may be significant.  Ray parameter and decay 
constant maps of SHdiff at several different periods (Figure 2.14) illustrate that the variations are 
largely consistent with the broad-band variations (Figure 2.11).  One interesting feature is the 
31
strong increase in slowness beneath western Asia in the 10s and 20s maps.  This is the same 
region that exhibited strong frequency-dependent variations in Pdiff measurements from the Sept 
8, 2002, New Guinea earthquake (Figure 2.11).
  Overall, the Pdiff ray parameter decreases in slowness with decreasing period, suggesting that the 
vp structure of the lowermost mantle has a positive velocity gradient with increasing depth.  This 
assumes long-period core-diffracted waves are more sensitive to velocity structure well above 
the CMBR due to the larger associated 1st Fresnel zone compared to short-period diffracted 
waves.  SHdiff does not show a global trend in ray parameter, which suggests that there is little to 
no gradient in average vs structure near the base of the mantle.  This structure is consistent with 
that of PREM [Dziewonski and Anderson, 1981].
2.5   Conclusions
   Tomography studies utilizing the frequency-dependent properties of body waves to improve 
the resolution of mantle structure are becoming more common [Sigloch and Nolet, 2006; Sigloch 
et al., 2008; Tian et al., 2009, 2011].  We have shown that core-diffracted waveforms contain a 
wealth of such information for the lowermost mantle with the aid of a new approach employing 
multiple noise elimination techniques to sift out quality recordings of diffracted arrivals on a 
global basis.  We find the broad-band ray parameter estimates for both Pdiff and SHdiff vary 
systematically with geographic position and are consistent with the locations of the large, low 
shear-velocity provinces resolved by whole-mantle tomography models.  The magnitude of these 
variations are ±2% for Pdiff and ±4% for SHdiff, which corroborates the lowermost mantle 
variations seen by tomography of other seismic phases.  The geographic variations of the broad-
band decay constant for both Pdiff and SHdiff do not appear correlated with geographic variations 
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in the ray parameter.  This may reflect regional variations in the seismic velocity gradients of the 
lowermost mantle but further work is needed to model the affect of the lowermost mantle on the 
decay of core-diffracted waves.  The Pdiff ray parameter is found to decrease with decreasing 
period (increasing frequency), implying that the lowermost mantle has a positive gradient in vp in 
the lowermost mantle.  In contrast, the SHdiff ray parameter is found to not be significantly 
dispersed, indicating that there is not a substantial gradient in shear velocities in the lowermost 
mantle.  Geographic variations at narrow frequency bands from 0.1Hz to 0.025Hz are broadly 
consistent with the broad-band waveform variations, although we show some evidence of 
significant variations in dispersion at regional scales.  Expansion of this analysis to include more 
earthquakes will improve the coverage of the southern hemisphere and allow for study of the 
azimuthal anisotropy at either regional or global scales.
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Figure Captions
Figure  2.1.   Work flow diagram for  mapping  of  the  lowermost  mantle  with  core-diffracted 
waves.  Processing begins with core-diffracted waveforms filtered with a broad passband range 
(25 s – 80 s).  The filtered waveforms are windowed based on the GCMT centroid solution and 
travel time corrections for 3D seismic velocity structure.  Our iterative least squares approach 
then aligns the waveforms giving the correlation coefficients between every pair of waveforms 
rij,  relative  arrival  times  ti,  and  relative  amplitudes  Ai.   The  measurements  are  subsequently 
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checked by an analyst for outliers.  These relative arrival times of the broadband waveforms are 
used to constrain the windowing and alignment of narrowband filtered waveforms (filters 1-25) 
to give a frequency-dependent relative arrival and amplitude dataset.  Spatial derivatives of the 
relative arrival time and amplitude provide discrete measures of the ray parameter and decay 
constant between station pairs which satisfy profiling criteria (∆d > 10º, ∆φ < 10º).  Finally, 
mapping of the ray parameter and decay constant is done by 10º cap-averaging on a 1º grid.
Figure  2.2.   Normalized  cross-correlation  of  two  SHdiff waveform recordings  of  the  M  6.6 
earthquake (GCMT C010302H) on Jan 3, 2002, near the Vanuatu Islands.  The 3 maximums in 
rij (marked as I, II, III) give the most likely time offsets  τij that align the two core-diffracted 
waveforms.  The corresponding alignments are shown below the correlogram.  The “best” offset 
is chosen with an iterative least-squares approach described in the text.
Figure 2.3.  Cluster analysis of broadband filtered Pdiff waveforms of a M 7.6 earthquake (GCMT 
C090802H) on Sept 8, 2002, near the North coast of Papau New Guinea.  (a) Group-average 
dendrogram with a clustering limit set at a maximum dissimilarity of 0.05.  (b) The waveform-
based cluster analysis finds two main groups which are also geographically separated almost 
exclusively to stations in North America and Europe.  We process these two clusters separately 
in the frequency-dependent analysis.
Figure 2.4.  Removal of Pdiff outliers for an M 7.5 earthquake near the Philippine Islands on 
March 5, 2002 (GCMT C030502H), based on (a) relative arrival times and (b) amplitudes.  (c)  
The measurements are color coded by azimuth to help distinguish inconsistent variations with 
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azimuth.
Figure 2.5.  Pdiff waveforms for the Sept. 8, 2002, New Guinea earthquake narrowband filtered at 
periods of (a) 50 s, (b) 21 s and (c) 8 s.  Alignment is constrained by previous solutions at longer 
periods.
Figure 2.6.  (a) Map view of the core-diffracted P-wave (Pdiff) profile geometry between the Sept. 
8,  2002,  New  Guinea  earthquake  and  the  broadband  seismometer  stations  CMB and  HRV 
located near the West and East coasts of North America.  The epicentral distance difference for 
the two stations,  ∆d =  33.03º, measures the differential  diffraction length at  the core-mantle 
boundary while the azimuthal difference, ∆φ = 18.9º, measures how weakly the station pair are 
coazimuthal.  (b) A profile view of the core-diffracted wave geometry shows the source-side ray 
paths to be equivalent while the paths diverge by the angle ∆d at the core-mantle boundary and 
remain  that  angular  distance  apart  in  the  core's  shadow.   (c)  The  travel  time  difference  ∆t 
between the Pdiff waveforms bandpass filtered with corners at 25 s & 80 s provides a discrete 
measurement on the ray parameter p = ∆t/∆d, which is inversely related to the apparent phase 
velocity of the wave on the core-mantle boundary vapp  = πrcmb/(180*p).  (d) Comparison of the 
marked arrival times to  computed Pdiff traveltimes based on PREM at  1Hz [Dziewonski and 
Anderson, 1981] shows the arrivals are near the expected arrival time with only slight delays.
Figure 2.7.  (a) The 1st-order difference between core-diffracted profiling paths from Figure 2.6 
is the additional diffraction length ∆d to the more distant station.  For most of this distance (20.3º 
of 33.03º) the two ray paths sample nearly the same region of the lowermost mantle (highlighted 
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in red ellipse).  The differential measurements ∆t and ∆a between two core-diffracted waveforms 
will only have a weak sensitivity to the structure in this region.  (b) The measurements are more 
sensitive to the lowermost mantle extending between where the two ray paths exit the lowermost 
mantle region, set in this study to 300km above the core-mantle boundary, as the ray paths are 
well separated in this region.  Above this region we correct for seismic 3D velocity structure 
using the whole mantle model HMSL06 [Houser et al., 2008], Crust2.0 [Bassin et al., 2000], and 
ellipticity offsets based on WGS-84 [Kennett and Gudmundsson, 1996].
Figure 2.8.  Map of the 66 earthquakes and 954 stations in the study that gave ray parameter and 
decay constant measurements.  Earthquakes and stations with both Pdiff and SHdiff results in our 
study are shown in purple, those with only Pdiff  in red and SHdiff in blue.  Earthquakes are shown 
as the polarity of the down-going P wave radiation from the GCMT moment tensors.
Figure 2.9. Histograms of Pdiff & SHdiff profile measurements for broadband filtered data from all 
earthquakes in this study.  The uncorrected results are shown in red above the corrected results in 
green.  Both the (a) Pdiff and (b) SHdiff ray parameter distribution improve from corrections for 3D 
seismic velocity structure above the lowermost  mantle.   The effect  of geometrical spreading 
corrections on the (c) Pdiff and (b) SHdiff decay constant is a shift to stronger decay.  This is 
consistent with diffracted waves converging toward the antipodal location of the earthquake.
Figure 2.10.  Map of the logarithmic profile ray density for a) Pdiff and b) SHdiff by binning all 
projected core-diffraction segments (Figure 2b) within 10º of each position on the map (sampled 
on a 1º grid).  Most of the Northern hemisphere is densely sampled compared to the Southern 
48
hemisphere which has several regions with little-to-no sampling.
Figure 2.11.  Map views of the results for broadband filtered (a) Pdiff and (b) SHdiff ray parameter 
and (c) Pdiff and (d) SHdiff decay constant from cap averaging of the binned profiles in Figure 2.9. 
The decay constant  maps (c,d)  share the same color  scale.   Regions  in  white  have  no data 
coverage.  The lower row of maps give the lowermost mantle variations in (e) vp and (f) vs from 
a recent whole mantle tomography model [Houser et al., 2008].
Figure 2.12.  Comparison of probability density functions (PDFs) for 2 regions sampled by the 
separate Pdiff waveform clusters of the Sept. 8, 2002, New Guinea earthquake.  (a)  The map of 
projected diffraction segments (colored by broadband ray parameter) show the region of the 
lowermost mantle corresponding to the (b) ray parameter and (c) decay constant PDFs for the 
North American cluster.  (d) The map of projected diffraction segments for the Europe waveform 
cluster and the corresponding (e) ray parameter and (f) decay constant PDFs.  Probabilities are 
based on measurements at individual periods and their errors reduced to 100 bins in the given 
range of ray parameter or decay constant.
Figure 2.13. Maps of Pdiff measurements for several different periods based on binning and cap 
averaging as in Figures  2.9 & 2.10.  Measurements use the same color scales for each type to 
show the effect of dispersion.  White regions have no data coverage.
Figure 2.14. Same as in Figure 2.13 but for SHdiff measurements.
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Table 2.1. Magnitude distribution of earthquakes with core-diffracted wave profiles in this study.
Table 2.2. Number of profiles per filter band.
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Chapter 3
Origin of 5-10s P-wave Microseisms
in Equatorial and Southern Africa
Abstract
   Microseisms are the background vibrations recorded by seismometers predominately driven by 
the interaction of ocean waves with the solid Earth.  Locating the main sources of microseisms 
improves our understanding of the range of conditions under which they are generated as well as 
their distribution which influences their inclusion in seismic tomography studies to image Earth 
structure.  We detect source locations of consistent compressional body wave microseisms at 5-
10s periods (0.1-0.2Hz) using broadband array noise correlation techniques and frequency-
slowness analysis of vertical component records from 4 temporary seismic arrays in equatorial 
and southern Africa with a total of 163 broadband stations and deployed over a span of 13 years 
(1994 to 2007).  While none of the arrays were deployed contemporaneously, the recorded 
microseismic P-waves originate from common, distant oceanic locations that vary seasonally in 
proportion with the amount of extratropical cyclone activity in those regions.  We present 
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evidence that storm activity as well as bathymetry and shoreline play a significant role in the 
recorded body wave microseism spectrum corroborating current double-frequency microseism 
theory.  Our analysis finds microseisms originating from the North Atlantic (along Retkjanes 
Ridge, the southeast coast of Greenland, and near the northeast coast of Iceland) as well as from 
oceanic locations in the southern hemisphere (near South Georgia Island, along the Antarctic 
Peninsula, near the plate triple junction of the South Atlantic, along the Walvis Ridge - Rio 
Grande Rise system, south of Conrad Rise, and near the Kerguelen Islands).  Consistent sources 
of microseismic PP- and PKP-waves are not observed but this may be a result of the higher 
attenuation of those phases.  We infer that the interference of ocean swells at low latitudes is not 
a significant source of microseismic body waves as most of our P-wave locations are within the 
main storm belts in the northern and southern hemispheres.  Variations in source location with 
frequency are observed and indicate that tomographic studies including microseismic body 
waves will benefit from analyzing multiple frequency bands.
3.1 Introduction
   Recognition that microseisms provide information useful for site selection [eg. Peterson, 1993; 
McNamara and Buland, 2004], imaging Earth structure [Sabra et al., 2005; Bensen et al., 2007; 
Yang and Ritzwoller, 2008; Lin et al., 2008, 2009; Prieto et al., 2009; Tsai, 2009; Harmon et al., 
2010; Zhang et al., 2010b; Lawrence and Prieto, 2011; Lin et al., 2011, 2012a,b], and monitoring 
geologic structures [Sens-Schönfelder and Wegler, 2006; Wegler and Sens-Schönfelder, 2007; 
Brenguier et al., 2008a,b] and climate [Aster et al., 2008, 2010; Stutzmann et al., 2009; Grob et 
al., 2011] are the primary motivations in understanding the sources of microseisms.  Analyzing 
microseisms is greatly benefited by using arrays of seismometers to filter the wave energy by 
68
slowness (the inverse of velocity), azimuth and frequency [Burg, 1964; Capon, 1969; Lacoss et 
al., 1969; Rost and Thomas, 2002, 2009].  Array analysis of microseisms source properties has 
focused on surface wave sources [Ramirez, 1940a,b; Haubrich and McCamy, 1969; Capon, 
1973; Cessaro and Chan, 1989; Cessaro, 1994; Friedrich et al., 1998; Schulte-Pelkum, 2004; 
Shapiro et al., 2006; Stehly et al., 2006; Chevrot et al., 2007] and body wave sources [Toksoz 
and Lacoss, 1968; Haubrich and McCamy, 1969; Gerstoft et al., 2006, 2008; Koper and de Foy, 
2008; Zhang et al., 2009; Koper et al., 2009, 2010; Landes et al., 2010; Zhang et al., 2010a].  In 
general, these studies have found surface wave microseisms are generated from ocean wave 
action near coastlines while body wave microseisms are usually generated near a wind source 
that creates ocean waves.  This distinction leads to large differences in the source locations of the 
two wave types as ocean waves may travel thousands of kilometers from the storm center as 
gravity waves.
   Microseisms created by the action of ocean waves produce two broad peaks in the Earth's 
background spectra and are classified as either single-frequency (SF) or double-frequency (DF) 
microseisms depending on the mechanism of generation [Longuet-Higgins, 1950; Haubrich et 
al., 1963; Hasselmann, 1963; Webb, 1992; Bromirski and Duennebier, 2002; Tanimoto, 2007; 
Webb, 2008].  While both SF and DF surface wave microseisms have been regularly observed, 
only double-frequency body wave microseisms have been conclusively detected [eg. Haubrich 
and McCamy, 1969] although a recent effort to detect SF body wave microseisms has been made 
[Landes et al., 2010].  Recent studies [Bromirski et al., 2005; Tanimoto, 2007; Zhang et al., 
2010a] have further differentiated the DF microseisms into two sub-classes: long-period double-
frequency (LPDF) and short-period double-frequency (SPDF).  These are differentiated 
primarily because the source locations appear to be distinct, likely due to the greater attenuation 
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of ocean swell from distant storms at SPDF frequencies than at LPDF frequencies.  This gives 
rise to a strong correlation of SPDF microseisms with wind activity near their source location 
[Bromirski et al., 2005; Zhang et al., 2009].
   Within a few years of first identification [Backus et al., 1964], studies of microseismic P-waves 
found they predominately originated near storms over the ocean and often from storms moving 
faster than the storm-wind generated ocean waves [Toksoz and Lacoss, 1968; Lacoss et al., 
1969; Haubrich and McCamy, 1969].  After 3 decades with little further study, interest returned 
when P-waves from hurricane Katrina were detected in California [Gerstoft et al., 2006].  
Several studies subsequently noted that core-phases were also generated by distant storms over 
the oceans [Gerstoft et al., 2008; Koper and de Foy, 2008; Koper et al., 2009, 2010].  Monthly 
averages of microseism data from arrays in North America and Asia found persistent body wave 
sources varied seasonally and in frequency content [Gerstoft et al., 2008; Landes et al., 2010].  A 
recent analysis of microseisms from typhoon Ioke using 2 arrays in California and Japan 
associated P-wave microseisms at SPDF frequencies with wave activity near the center of the 
typhoon while those at LPDF frequencies corresponded to probably reflected wave interference 
near the coast of Japan [Zhang et al., 2010a] suggesting attenuation of gravity waves is a 
contributing factor to body wave microseism source locations.
   In this study, we infer the seasonal distribution of microseismic body waves propagating 
through several regional broadband arrays in equatorial and southern Africa utilizing noise 
correlation techniques and frequency-slowness analysis.  Our focus is on the general properties 
of microseism sources in two period bands: a SPDF band (5-7.5s) and a LPDF band (7.5-10s).  
The origin of the body wave microseisms are found by converting the wave slowness across the 
array to azimuth and distance following Haubrich and McCamy [1969].  We find evidence for 
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several common, stable locations in the Southern Ocean supporting the theory that body wave 
microseisms produced by the interaction of opposing ocean wave fields are enhanced by 
bathymetry [Longuet-Higgens, 1950; Tanimoto, 2007; Kedar et al., 2008; Ardhuin et al., 2011].
3.2 Data
   Observations of compressional bodywave microseisms have used arrays in North America 
[Toksoz and Lacoss, 1968; Haubrich and McCamy, 1969; Lacoss et al., 1969; Gerstoft et al., 
2006, 2008; Koper et al., 2009; Zhang et al., 2009, 2010b], Asia [Koper and de Foy, 2008] or a 
combination on the two continents [Zhang et al., 2010a; Landes et al., 2010] with one notable 
exception at short periods [Koper et al., 2010].  To understand the characteristics of 
compressional body wave microseisms in Africa we selected 4 arrays deployed in the equatorial 
and southern regions over a 13 year time span (Figure 3.1).  For the remainder of this study we 
refer to the arrays as the Cameroon, Ethiopia, South Africa and Tanzania arrays when we need to 
distinguish between them.  In the following sections we provide a short description of each array.
3.2.1 Tanzania
   The Tanzania Broadband Seismic Experiment has the fewest seismometers, the shortest 
duration, and the earliest deployment of the arrays in our study.  The array consists of 21 
broadband stations deployed from May 1994 to June 1995 in two lines forming a cross pattern 
intersecting near the middle.  The linear components have 11 seismic stations spaced about 
100km apart with one line oriented roughly east-west and the other northeast-southwest.  The 
seismic equipment consisted of a Streckeisen STS-2 or Guralp CMG-3ESP seismometer linked 
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to a Reftek RT72A-08 digital recorder sampling at 20Hz and 1Hz.  The experiment has been 
utilized in imaging the structure of the Archean Tanzania Craton and the terminus of the Eastern 
Rift in northern Tanzania using local, regional, and teleseismic earthquakes [Nyblade et al., 
1996].
3.2.2 South Africa
   The Southern Africa Broadband Seismic Experiment is the most instrumented array in our 
study with 82 broadband stations deployed from April 1997 to July 1999.  The array has been 
successfully used to image the Archean Kaapvaal and Zimbabwe Cratons as well as the 
surrounding Proterozoic provinces using teleseismic earthquakes and seismic noise [eg. Yang et 
al., 2008].  The array was comprised of 32 fixed stations and a 23 station mobile component that 
occupied another 50 sites over the 2-year deployment.  The sites were spaced at about 100 km 
intervals in a fairly regular grid oriented North-South and East-West with a total aperture of 
approximately 2000km in the northeast-southwest direction and 700km in northwest-southeast 
direction.  Instrumentation included Streckeisen STS-2 and Guralp CMG-3 seismometers 
digitized at 20Hz which was downsampled to 1Hz for our analysis.
3.2.3 Ethiopia
   The Ethiopia Broadband Seismic Experiment utilized 28 broadband stations deployed between 
March 2000 and March 2002.  Data from the array has imaged the crustal and upper mantle 
structure of the East African Rift and surrounding plateaus using local, regional, and teleseismic 
earthquakes [Nyblade and Langston, 2002].  During the first year of the experiment only 6 
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seismic stations were operational while an additional 22 stations were installed for the second 
year.  The aperture of the Ethiopia array was about 550 km East-West and 700 km North-South 
with an irregular spacing of 50 to 200 km to optimize 3D seismic imaging at mantle depths 
[Nyblade and Langston, 2002].  Stations were comprised of either a Guralp CMG-3, CMG-3T, 
CMG-40T or Streckeisen STS-2 seismometer that was digitally recorded at 20Hz and 1Hz.  We 
removed 10 stations from the original 38 station Ethiopia array that formed a separate subarray 
located about 700km to the south in Kenya.
3.2.4 Cameroon
   The Cameroon Broadband Seismic Experiment was deployed between January 2005 to January 
2007 with a design goal of 3D imaging the structure of the continental portion of the Cameroon 
Volcanic Line and the northern limit of the Congo Craton using teleseismic earthquakes [Reusch 
et al., 2010; Tokam et al., 2010; Reusch et al., 2011; Koch et al., 2012].  The experiment started 
with 8 pilot stations for the first year and was expanded to 32 stations for the remaining year.  
The array aperture varied from a maximum of over 1000 km in the northeast-southwest direction 
to a minimum of just over 600 km in the northwest-southeast direction.  The stations extend 
throughout the country of Cameroon and were spaced unevenly at 50 to 200 km intervals to 
optimize imaging at mantle depths using body waves and surface waves.   Each station was 
composed of a Streckeisen STS-2, Guralp CMG-3T, or Guralp CMG-3ESP with a Reftek RT130 
digital recorder sampling at 40Hz and 1Hz.
3.3 Methods
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   In the following sections we describe the steps taken to process the seismograms in our study 
to focus on microseisms (and not earthquakes) and how we beamformed and backprojected the 
data to estimate source locations of body wave microseisms.
3.3.1 Isolation of Microseisms
   Studying the seasonal characteristics of seismic noise requires the computationally difficult 
task of correlating months-long seismic records to produce noise correlation functions (NCFs) 
that summarize the spatially coherent noise field between pairs of stations.  Previous studies have 
noted the equivalence of NCFs from correlating long time sections with those produced by 
averaging the correlations of smaller time sections [eg. Bensen et al., 2007; Seats et al., 2012], a 
power spectum feature originally noted by Welch [1967].  We take advantage of this approach 
by dividing vertical component recordings into 25-hour windows with overlap during the first 
hour of the day.  This provides a seamless correlation of data across day boundaries with only 
minor data repetition.  A side-effect of using time windows of this length is that most windows 
include earthquake waveforms that may bias the results.  We utilize techniques intended for 
ambient noise tomography to suppress the earthquake waveforms in the records [Bensen et al., 
2007].  Other studies average correlations of shorter time windows to suppress earthquakes [eg. 
Gerstoft and Tanimoto, 2007].  For convenience, we summarize below the additional data 
processing on individual records in our study.
   After windowing, records with no amplitude variation or those with data from less than 75% of 
the 25-hour window were removed to avoid bias from significant instrumental problems.  The 
records were then detrended, tapered and converted to displacement.  Next, both time-domain 
and frequency-domain normalization was implemented to force the energy ratio of earthquake 
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waveforms and microseisms to the relative proportion the two represent in time.  In our study 
region and for all previous studies of microseisms that we are aware of, time periods with only 
microseismic noise far outnumber those with earthquakes waveforms.  In this way, normalization 
leads to earthquake energy having little influence on the seismic noise field [eg. Toksoz and 
Lacoss, 1968].  Our temporal normalization utilized a 2-pass sliding absolute mean.  The first 
pass normalization utilized a 75s sliding window of the unfiltered records to suppress the effect 
of automatic re-centering of seismometer masses.  The second pass normalization was tuned to 
the earthquake band (15s-100s) as in Bensen et al. [2007].  The final normalization step, spectral 
whitening, was implemented by dividing the complex spectra with a smoothed version of the 
amplitude spectra generated with a 2mHz-wide sliding mean.  The normalized records were then 
cross-correlated for each unique station pair in every 25-hour window.  These correlograms were 
cut between -4000s and 4000s in lag time to save space without affecting the coherent power 
between the stations.  Finally, the NCF data was generated by stacking correlograms for each 
station pair across each month independent of year.  For example, a January stack for a station 
pair in the Cameroon array may include correlations from January of 2005, 2006 and 2007.  In 
Figure 3.2 we show NCFs from stacking correlograms for the entire deployment time of the 
Ethiopia array as the body wave microseisms, which travel at lower slownesses than surface 
wave microseisms, have a visible affect at lag times corresponding to slownesses below 9s/º.
3.3.2 Frequency-Slowness Spectra
   To understand the properties of microseisms propagating through each array, we used a 
conventional frequency-wavenumber (f-k) approach to estimate the frequency-slowness power 
spectrum (hereafter referred to as the f-s spectrum) [Lacoss et al., 1969].  The f-s spectrum gives 
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the distribution of wave power as a function of frequency, slowness, and direction of propagation 
through an array.  This approach assumes the wave field is both stationary in space and time 
which implies that the second-order statistics do not vary significantly for a set of our 25-hour 
recordings of an array.  Because the individual arrays in this study do not span one or more 
continents or include ocean-bottom stations, we expect this assumption to be valid as the 
microseisms are unlikely to attenuate significantly across an array nor differ significantly in their 
characteristics.  In the conventional appoach, the f-s spectrum is estimated by frequency-domain 
delay and sum of cross power-spectra over a range of slowness vectors.  The power of the array 
for an individual slowness and frequency is given by:
P( f , s)= 1
N2
∑
i=1
N
∑
j=1
N
wi ' w jC ij (f )e
−i 2π f s (x j−x i) (3.1)
where wi and wj are station weights, Cij is the cross spectra between stations i and j, s is the 
slowness vector in the direction of the wave source, and xi-xj is the spatial difference vector for 
the station pair.  The ' symbol denotes complex conjugation.  We normalize the cross spectra 
using each record's power spectra to give the coherency of the wavefield between a pair of 
stations at a particular frequency:
Cij( f )=
S i ' (f )S j( f )
√Si ' ( f )Si( f )+S j '( f ) S j( f )
. (3.2)
Because correlograms are the time-domain representation of the cross power spectrum between a 
pair of stations, converting our NCFs to the frequency-domain gives the individual elements of 
the cross-spectral matrix C.  We limited our NCFs to unique station pairs and did not include 
autocorrelations which means our estimation of the f-s spectrum is reduced to a summation over 
half of the diagonal elements of C.  This modifies equation (3.1) to a summation over pair 
indices rather than station indices:
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P( f , s)= 1
N ∑p=1
N
wp
Cp( f )
∣Cp( f )∣
ei 2π f s x p . (3.3)
where we have also combined the individual station weight and location terms.  This 
reformulation halves the slowness spectrum computation while improving the beam resolution 
[Westwood, 1992].  A disadvantage of this approach is it prevents us from using more 
sophisticated high-resolution power spectra estimations that require inversion of the cross-
spectral matrix [eg. Capon, 1969] but these have been shown to give similar results to the 
conventional approach for statistical studies of microseisms [Koper et al., 2010].
   We average over frequency to simplify our analysis to LPDF and SPDF sources:
PLPDF (s)=
1
M 1
∑
f = 1
10s
1
7.5s
P( f , s) , (3.4)
PSPDF (s)=
1
M 2
∑
f = 1
7.5s
1
5s
P (f , s) . (3.5)
M1 and M2 are the number of discrete frequencies over which the f-s spectra is summed in the 
LPDF and SPDF bands, respectively.  These two bands represent a large frequency range that 
potentially may hide narrow band microseism sources in lieu of those with a greater bandwidth. 
Equivalently, sources that are short-lived will also have less power in the spectra compared to 
those that are persistent throughout the time span of an individual spectrum (1 month).  
Therefore, our f-s spectrum estimates give the distribution of microseisms as a function of 
slowness, azimuth, and frequency where the power is a product of microseismic source 
coherency across the array, time persistence, and frequency bandwidth.
3.3.3 Backprojection of Frequency-Slowness Spectra
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   Every slowness in a f-s spectrum corresponds to a unique ray path and distance for each phase 
included in our analysis (Figure 3.3a-b).  This allows backprojection of the f-s spectrum over a 
range of slowness for a particular body wave phase to a range of distances [Haubrich and 
McCamy, 1969].  Some of the body wave energy at these slowness ranges will also propagate as 
phases other than P, PP & PKP, but these are not expected to be significant [Astiz et al., 1996; 
Gerstoft et al., 2008].  To convert the spectrum from slowness and azimuth to latitude and 
longitude, slownesses are matched to a ray path and distance using the 1D Earth model AK135 
[Kennett et al., 1995].  Combining the distance with the azimuth gives an estimate of the 
originating location of the body wave energy relative to the array center.  For example, we 
projected the f-s spectrum of the NCFs stacked over the entire deployment of the Ethiopia array 
(Figure 3.2) in the slowness ranges of P and PKPbc as they do not overlap in distance and are 
expected to be higher in amplitude compared to the other phases in this study (Figure 3.3b-d).  
The projected Ethiopia f-s spectrum indicates that the North Atlantic between Greenland and 
Iceland is a significant source of P-waves as well as two other sources in the southern 
hemisphere.  Hindcasts of significant ocean waveheights [Tolman, 2009] averaged over the same 
time span show two main belts of high seas caused by extratropical cyclones (Figure 3.3e) which 
overlap with the regions of high microseismic P-wave excitation in Ethiopia.  This provides 
some confidence that the body waves are P-waves and not PP-waves as the backprojection of the 
f-s spectrum assuming PP-wave propagation places the 3 sources in the central Pacific Ocean 
which typically has lower wave heights (not shown).  Comparison to significant wave heights is 
not necessarily relevant as DF microseisms are caused by the interference of ocean waves 
[Longuet-Higgins, 1950].  Modeling of the ocean wavenumber spectrum [Kedar et al., 2008; 
Ardhuin et al., 2011] will provide a more appropriate tool for relating the body wave 
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microseisms propagating beneath the arrays to the activity ocean waves and storms.  Until such 
maps are readily available, significant wave height maps offer a useful alternative as much of the 
wave-wave interference is likely to occur beneath the storms which generate ocean waves.
3.3.4 Appoach to Summarizing Microseism Sources
   Because every array has a different response to propagating waves [Rost and Thomas, 2002], 
combining the f-s spectrums from multiple arrays is not a straightforward task.  Instead we 
created a quick graphical interface that allowed an analyst to pick peaks in a spectrum.  These 
picks are a representation of the microseismic body waves traversing the array and we use them 
to combine and summarize the f-s spectrums from all the arrays to look for common sources.  
The analyst was allowed to select as many peaks as necessary to represent the f-s spectrum 
(Figure 3.4).  While this approach does introduce some subjectivity, we felt it the most pragmatic 
method to avoid grating lobes from slowness aliasing that would otherwise hinder a more 
automated analysis.  Other studies analyzing larger datasets include only the maximum of each 
spectrum to similarly avoid aliased features [Koper et al., 2009, 2010].
3.3.5 Correcting Backprojection Locations for 3D Structure
   Location errors larger than the width of the continental shelf have the potential to significantly 
alter interpretation of microseism generation near distant coastlines.  While there are a number of 
studies that have located microseismic body wave sources, none to our knowledge have 
attempted to estimate the effect of 3D seismic velocity structure on the apparent locations.  Such 
an investigation is straightforward as methods have been devised for earthquake waveforms [eg. 
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Nolet, 2008].  We perform a simple investigation into the effect of 3D velocity structure on our 
apparent source locations assuming the 3D structure of Crust2.0 [Bassin et al., 2000] and HMSL-
P06 [Houser et al., 2008].
   To find the effect of the 3D velocity heterogeneity, we first generate ray paths through the 1D 
mantle model AK135 between each station in the array and an apparent source location.  We 
then accrue a travel time perturbation for each ray path using Fermat's principle [Nolet, 2008].  
Perturbations due to ellipticity are also included [Kennett and Gudmundsson, 1996].   We then 
performed a linear least-squares fit to the travel-time perturbations as a function of either North 
or East position.  This gives the slowness bias of the 3D heterogeneity in terms of seconds per 
degree North and East.  The bias can then be removed from the original slowness measurement 
to get a corrected slowness.  Backprojection of the new slowness will give a better estimate of 
the source location if the Earth structure is appropriately represented by the velocity models and 
assuming the bias factors do not change significantly over the scale lengths of the location 
correction.
3.3.6 Array Response Functions
   An array's spatial arrangement has a substantial effect on the resolution of that array's f-s 
spectrum [eg. Haubrich, 1968].  In an ideal case, to perfectly resolve the propagating waves 
under the array requires an infinite number of stations to completely sample the waves spatially.  
While all arrays are far from this ideal, some represent a pragmatic compromise in resolution for 
a significant reduction in number of stations.  One of the best ways to understand how well an 
array may estimate the true microseism spectrum is to compute the array response function 
(ARF) for a wave:
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ARF (f , s)= 1
N ∑p=1
N
wp e
−i 2π f (s−s0) x p (3.6)
where equation (3.6) is equivalent to equation (3.1) when the cross spectral elements Cij=1 and s0 
is the slowness vector of a wave propagating through the array.  The ARF shows the aliasing 
pattern (resolution) of the array for that wave.  For figures 3.5a,b, we computed the array 
response for waves incident on each array with a slowness of 0 s/º over the LPDF and SPDF 
frequency bands.  The ARFs were computed at each of the discrete M1 or M2 frequencies in the 
frequency bands of equations (3.4) and (3.5).  The averaging over frequency smears aliasing 
features known as grating lobes because the slowness of the lobes varies with frequency [Rost 
and Thomas, 2002].  In strong contrast to the grating lobes is the central peak corresponding to 
the correct slowness of the propagating wave as it is significantly enhanced because its slowness 
does not change with frequency.
   All of the arrays in our study have similar station spacing but the number of stations, their 
arrangement and the overall aperture vary which results in distinct array responses (Figure 
3.5a,b).  The number of stations in an array affects the signal-to-noise ratio of the central lobe, 
the arrangement determines the grating lobe locations, and the aperture of an array is directly 
related to the sharpness of the central lobe [Rost and Thomas, 2002].  For example, the Tanzania 
array is a 21 station, cross-shaped array with a maximum aperture of 900km while the Ethiopia 
array consists of 28 clustered stations with a maximum aperture of 750km.  Comparing the 
responses of the two arrays for the SPDF band (Figure 3.5a) shows that while the central lobe of 
the Tanzania array response is actually sharper due to the array's wider aperture, there is 
substantial anisotropy of the central lobe width due to the cross-shape of this array.  The Ethiopia 
response has a well developed central peak with no significant grating lobes within 30sec/deg.  
The overall background level of the response is also higher for the Tanzania array due to the 
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fewer number of stations (Ethiopia has 28 while Tanzania has 21).  The longer period spectral 
band (Figure 3.4b) is similar to that at the short periods but the spectral features are enlarged as a 
array response scales linearly with 1/f.  This has a result of moving the rather significant grating 
lobes in the ARF of the South African array farther from the central lobe at longer periods.
3.4 Results and Discussion
3.4.1 Backprojection Spectra and Resolution
   Backprojection maps of P-wave microseisms for January and June (Figure 3.6a,b) illustrate the 
seasonal differences in the northern and southern hemispheres.  In January (Figure 3.6a) every 
array detects microseisms that appear to originate from the North Atlantic to the south of Iceland 
and west of Greenland.  An averaged significant wave height hindcast for the month of January, 
2001 (Figure 3.7a) shows this location is associated with consistently strong ocean wave activity. 
Another source of January P-wave microseisms in Tanzania appears to locate to West Africa but 
as atmospheric disturbances over land are unlikely to contribute significant P-waves 
[Hasselmann, 1963] we suggest the microseisms are most likely PP-waves from the same North 
Atlantic source which bounce beneath West Africa.  It is possible this source is be related to 
anthropogenic activity but such low frequency cultural noise is rare [eg. Sheen et al., 2009].  
Two of the arrays (Cameroon and Tanzania) also detect P-wave microseisms originating from 
near the northern coast of Iceland.  Figure 3.7a does not show strong wave heights at this 
location.  As this is near strong wave heights in the North Atlantic, it is reasonable to assume that 
the averaged significant wave height maps for January during the years these two arrays were 
deployed may indicate more activity in this region.  Regardless, this case does highlight that 
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significant wave heights are not always a good tool for direct comparison with backprojection f-s 
spectrums.  As this location was detected by 2 arrays we can reasonably assume that the location 
and wave type (P-waves) are correct.  It is possible that this location represents a common PP-
wave bounce point from two different sources but such an occurrence is unlikely for month-long 
averages.  We suggest these microseisms are generated by the interference of swells from storms 
to the south of Iceland that have traveled around to the north side of the island.  There are also 
several sources of P-wave microseisms in the southern oceans and a Hawaii PKPbc source but 
since these are not detected by 2 or more arrays for the month of January we will not discuss 
them further.  In June (Figure 3.6b) there are no P-wave microseism sources in the northern 
hemisphere with one minor exception off the coast of Siberia detected by the Cameroon array.  
Investigation into the state of the sea ice at this location would be enlightening.  The distinct lack 
of significant sources for the South Africa array for either hemisphere during this month suggests 
there was little consistent microseismic activity in the region.  This observation is in conflict with 
those of the other three arrays which detect several sources of P-wave microseisms.  One of these 
locations is in the Indian Ocean near the coast of southeast Asia.  While the month of June is at 
the end of the monsoon season for that region, there is not a noticeable increase in the wave 
heights (Figure 3.7b) there.  A possible explanation is that these microseisms are generated by 
the interference of swell reflected along these coastlines.  The swells in this case would have 
traveled from the southern Indian ocean where they were generated by extratropical cyclone 
activity.  We found no other sources that require the interference of reflected swells from distant 
locations so we believe this interpretation to be tentative.  We have not eliminated the possibility 
that these are detections of earthquakes and aftershock sequences.  Both Ethiopia and Cameroon 
also detect P-waves from two other locations, both of which are in the southern hemisphere 
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extratropical cyclone belt.  One of the locations is near the plate boundary triple-junction in the 
South Atlantic.  There is a small, remote island (Bouvet Island) there that is unlikely to generate 
the ocean wave interference necessary to significantly excite P-wave microseisms.  One possible 
explanation for these microseisms is that storms in this region travel faster than in other parts of 
the belt.  This speed makes the storms leave a wake with a focused amount wave interference in 
this region.   Another possible explanation is that the shallower bathymetry related to the plate 
boundary triple junction is enhancing the wave-interference coupling to the solid Earth.  
Longuet-Higgins' [1950] theory of microseism generation indicates that specific ocean depths 
can have a substantial effect on P-wave excitation (see their Figure 3.2).  The other source of P-
waves is near the Kerguelen plateau.  This region has been noted by other studies as a significant 
source of body wave microseisms [Gerstoft et al. 2008; Landes et al., 2010; Zhang et al., 2010a]. 
This particular location likely represents the perfect scenario for microseism generation: regular 
storm activity over the local seas, increased wave interference from reflection off of the islands' 
coastlines and the enhancing effect of shallow bathymetry due to the Kerguelen plateau.
  The interpretation of backprojection f-s spectra is limited by the slowness resolution of the 
array.  For example, if an array has a low resolution because of a small aperture then it is 
difficult to determine the source location, source geometry, and if there is two or more distinct 
but nearby sources.  Higher resolutions can also be a problem if a backprojection f-s spectrum is 
not sampled densely enough.  Aliasing issues such as grating lobes can further exacerbate 
resolution issues.  To understand the resolution we computed multi-planewave ARFs for each 
array corresponding to P-waves originating from several oceanic locations.  These are 
constructed by averaging the f-s spectra for the different locations and then backprojecting the 
result.  Figures 3.8a and 3.8b show these multi-source backprojection ARFs.  At the SPDF band 
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(5-7.5s) all backprojection P-wave source locations match the expected locations with no 
discernible aliasing at other locations.  The South Africa array has such high resolution for the 
southern P-wave sources that the corresponding response is barely sampled by our 1º grid.  This 
could be avoided by increasing the sampling of the slowness spectrum but interpretation of such 
a high resolution spectrum can be a challenge for small sources as they are visually easy to miss.  
Another method is to lower the resolution by removing stations from the array to limit the 
aperture.  Considering that the other 3 other arrays have less than half the number of stations and 
can clearly detect the microseism sources, we suggest that this is a better approach unless 
extreme accuracy is desired.  At LPDF periods (Figure 3.8b), the backprojection f-s spectra 
illustrate that the slowness resolution of several arrays may be too low to resolve neighboring P-
wave source locations.  In such a case the responses of the sources merge because of the overlap 
and appear as a single source around the average location.  Only the South Africa array is able to 
accurately separate the two North Atlantic source locations in the LPDF band.  The Ethiopia 
array resolution is nearly too low to distinguish even the southern hemisphere source locations 
while the South Africa array resolution is again nearly too high for our sampling of the spectrum. 
We can get an idea of the dimensions of a source region by comparing the resolution to the f-s 
spectra.  For example, the South Atlantic source detected by the Cameroon and Ethiopia arrays 
(Figure 3.6b) is much broader than the resolution at this location for either array.  This indicates 
that the P-waves are actually generated over a broad region centered on the plate boundary triple-
junction.
3.4.2 Peak Picks
   Overall, we picked 206 peaks in 96 f-s spectra (Table 1).  While the LPDF and SPDF bands 
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had similar totals, this varied by array.  Both the Tanzania and Cameroon arrays had nearly equal 
amounts of microseism detections in the two bands while the Ethiopia array detected nearly 
twice the LPDF sources compared to SPDF sources and the South Africa array mostly detected 
SPDF sources.  Comparison of the slownesses of the f-s spectra picks finds ample P- and/or PP-
wave sources while PKP phases account for <10% of the spectrum (Figure 3.9a).  This is 
consistent with the expected difference in amplitude found by stacking many near-surface 
earthquakes [Astiz et al., 1996].  A histogram of the peak power relative to the median of the 
entire spectra for of the picks (Figure 3.9b) finds most of the peaks are less than 1dB above our 
detection limit (about 2dB above the f-s spectrum median dB value) but some peaks are 10dB 
above the median dB value.
   Comparing the peak locations in slowness space is helpful to understand the usual mode and 
direction of body waves crossing the arrays (Figures 3.10a,b).  Most of the arrays have consistent 
peak locations to the Northwest and to various southern azimuths corresponding to either P- or 
PP-waves.  By backprojecting and combining all of the LPDF or SPDF array picks in the P-wave 
slowness range onto a single map, we show that the rather complicated peak distribution in 
slowness space is simplified to a few geographic source regions (Figures 3.11a,b).  In the 
Northern hemisphere, the main sources regions are the mid-Atlantic ridge extending South from 
Iceland, near the Southern coast of Greenland and the northern coast of Iceland.  In the Southern 
hemisphere the source regions are the Rio Grand Rise - Walvis Ridge system (RGR-WR), the 
Antarctic Peninsula coastline, the Enderby Abyss southeast of the Conrad Rise, the Indian ocean 
plate boundary ridge, the plate boundary triple-junction in the South Atlantic (SAPBTJ), and the 
vicinity of South Georgia Island and the Kerguelen Islands.  The open ocean source regions (eg. 
RGR-WR, SAPBTJ and the Enderby Abyss) could be explained by storm activity interfering 
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with ocean swell but this requires that such interference does not occur in any nearby locations 
which we are unable to explain.  An alternative is that the microseism generation is enhanced in 
comparison to the surrounding regions due to the bathymetry [eg. Longuet-Higgins, 1950].  
Another interesting aspect to consider is the lack of detections of LPDF P-wave microseisms 
from these locations.  This may indicate that the speed of the storm exceeds the speed of the 
swell at SPDF periods but not at LPDF periods.  An alternative explanation is a lack of long 
period waves to interfere due to weaker storms.  This explanation is unlikely to explain the lack 
of LPDF P-waves from the SAPBTJ and Enderby Abyss regions as there are nearby source 
regions of LPDF P-wave microseisms (eg. South Georgia and Kerguelen Islands).  It is 
interesting to note that bathymetric excitation from Longuet-Higgins [1950] appears unable to 
explain the lack of LPDF microseisms as both locations are expected to be more efficient in 
microseism production at longer periods (Figures 3.11a,b).  Recent work by Tanimoto [2007] has 
found that the bathymetric excitation functions are substatially different from those proposed by 
Longuet-Higgins [1950].  We expect this may have influence on our findings but we have not 
examined this further.  The Antarctic Peninsula coast and the Indian ocean ridge sources only 
appear at LPDF periods which is consistent with enhanced microseism production at longer 
periods for those locations.
   The P-waves detections originating from along the RGR-WR are a bit puzzling in the sense 
that they are much farther North than most of the southern hemisphere P-wave sources.  There 
are significant storm systems that pass over this latitude range of the South Atlantic but they are 
infrequent and typically occur only in the southern hemisphere winter months.  Figure 3.6a 
indicates significant P-wave energy propagating across the Ethiopia array originating from this 
region during January (summer for the southern hemisphere) while a hindcast from this same 
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time frame (Figure 3.7a) shows that the average significant wave heights over the region are 
among the lowest in the southern hemisphere.  Our best explanation for the RGR-WR P-wave 
microseisms is that they are generated by a number of relatively weak storms moving along this 
latitude which interfere with Northward traveling swells and that the coupling of these 
interfering waves to the solid Earth is significantly enhanced by the local bathymetry.
   Extratropical cyclones are strongest during the winter season of the hemisphere in which they 
are located.  Comparison of the strength of the northern and southern hemisphere storm tracks 
shows that during the northern hemisphere winter the ratio is about unity while during the 
southern hemisphere winter the southern storm activity is about 4 times that of the north [eg. 
Guo et al., 2009].  Our limited monthly P-wave microseism source count agrees with these ratios 
(Table 2).  However this is more likely the serendipitous effect of array location, averaging, and 
our 2dB cutoff as these are likely to significantly influence the ratio.  Regardless, more 
comprehensive studies of microseisms could provide an independent measure of the relative 
strength of storms over the northern and southern oceans as the level of storm activity directly 
modulates the ocean wave spectrum and in turn the microseism spectrum.
3.4.3 Where are the Short Distance Sources?
   One particular feature of our study that we find puzzling is the lack of body wave microseism 
sources at closer distances.  This can be seen in Figure 3.9a as the rather significant difference in 
number of peaks picked at a slowness of 6s/º compared to 8s/º.  Attenuation from the 
asthenosphere is not a reason for the lack of PP arrivals and P arrivals from shorter distances as 
the ray paths corresponding to slownesses below 10s/º extend into the lower mantle.  One 
potentially valid reason is that the body waves propagating through the array from closer 
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locations are poorly approximated by a plane wave and so their coherency is diminished in the f-
s spectrum computation.  Additionally, at closer ranges the slowness of a P-wave varies more 
significantly than at further distances which will also reduce the coherency in the f-s spectrum.  
Both of these could be avoided by beamforming directly for each location using delays based on 
the travel times to each receiver rather than using a plane wave approximation and 
backprojection of the result.  A third effect, similar to the previous two, is lateral velocity 
structure.  This can introduce phase delays that also affect the coherency.  The seismic structure 
at shallow depths is stronger than at longer ranges and minor perturbations in path can have large 
effects on the coherency.  Finally, the arrays with more P-wave detections (Cameroon and 
Ethiopia) are further from the southern storm belt compared to the Tanzania and South Africa 
arrays.  It may be that the Tanzania and South Africa arrays are less effective due to their 
unusual array responses (Figures 3.5a,b) so this could be a significant influence on the apparent 
lack of closer P-wave microseism sources.
3.4.4 Coastal Reflection or Open Ocean Swell Interference?
   Body wave microseism generation is generally accepted to be from non-linear wave 
interference [Haubrich and McCamy, 1969; Gerstoft et al., 2006; Zhang et al., 2009, 2010a].  
There are several main ways that ocean waves interact [Haubrich and McCamy, 1969, Ardhuin 
et al., 2011]: (1) reflection along the coasts, (2) interference directly under a storm, (3) in the 
wake of a storm, or (4) between 2 storms.  Because the intensity of ocean waves is strongest 
directly under a storm or nearby, the strongest sources of microseismic body waves are likely to 
be near the main storm belts at high latitudes.  Our results indicate that most of the P-wave 
sources are within these belts, implying that the interference of waves far from storm activity 
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does not significantly contribute to the microseismic body wave spectrum.  Comparison of our 
results (Figure 3.12a,b) to the model of Arduin et al. [2011] finds a striking amount of agreement 
(eg. see their Figure 7b).  We find P-wave detection clusters for all of their seismic sources in the 
North Atlantic, South Atlantic and Indian ocean.  Our results only indicate one additional source 
missing from their model: the RGR-WR.  This minor discrepancy could be the result of a bias in 
bathymetric excitation coefficients [Tanimoto, 2007] as they use those of Longuet-Higgins 
[1950].
3.4.5 Location Error
   One possible source of source location error is from low f-s spectrum resolution which can 
make 2 or more sources appear as a single source located near the center of the cluster.  This 
does not account though for bias in the location from the velocity structure of the Earth.  We 
have investigated this effect for all peaks picked in the P-wave slowness range.  The discrepancy 
between the uncorrected and corrected locations is typically less than 2º, but may be as much as 
4º (Figure 3.12a).  This would certainly affect the interpretation of P-wave microseism sources 
near the coast and especially should be performed for spectra that have resolution lengths smaller 
than this effect.  The effect on our SPDF P-wave source locations is given by Figure 3.12b where 
the corrected locations are given by stars and the correction vectors extend to the uncorrected 
location.  One interesting feature is that the source locations to the Southwest of Conrad Rise 
move closer to that feature.  This may be the effect of the large, low-shear velocity province in 
the lower mantle below Africa on our locations.  Repeating the correction procedure for velocity 
structure bias on the corrected locations gives similar slowness bias to the original locations 
(Figure 3.12c).  This means our assumption that the bias varies little over the scale lengths of the 
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corrections is correct and that the corrected locations are sufficient to account for the assumed 
velocity structure.
3.5 Conclusions
   Using frequency-slowness analysis of multiple broadband seismometer arrays, we presented 
evidence that monthly averages of body wave microseisms propagating through equatorial and 
southern Africa are consistent with locations that microseism theory indicates are optimal for 
their generation from wave-wave interference [Longuet-Higgins, 1950; Kedar et al., 2008; 
Ardhuin et al., 2011].  Looking at the frequency dependence in our data we found that our 
sources of LPDF (7.5-10s) and SPDF (5-7.5s) microseisms had substantial differences that 
implied the bathymetry below the interference region plays a critical role in the excitation of 
body wave microseisms, corroborating previous theory [Longuet-Higgins, 1950; Tanimoto, 
2007].  Utilizing these variations with frequency will provide a better source distribution for 
tomography studies incorporating body wave microseisms.  Our northern and southern 
hemisphere body wave sources also have seasonality consistent with extratropical cyclone 
activity.  The study of body wave microseisms may be useful for monitoring the relative strength 
of the two storm belts independently from satellite-based studies [eg. Guo et al., 2009].  
Corrections to our source locations for bias from seismic velocity structure found this to have a 
potentially significant impact on our interpretation of some sources.  We also suggest that studies 
requiring high-resolution P-wave microseism source locations (eg. for tomography) should 
account for this bias.  The observed behavior of P-wave microseisms from the Enderby Abyss 
and RGR-WR was found to be inconsistent with expectations based on bathymetric excitation.  
These may be related to recent discrepancies noted in the bathymetric excitation coefficients 
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[Tanimoto, 2007] and warrants further investigation.
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Figure and Table Captions
Figure 3.1. Location and deployment times of the broadband seismometer arrays in this study.  
There are 4 arrays consisting of the 32 station Cameroon array (red triangles, deployed from 
January 2005 to January 2007), the 28 station Ethiopia array (blue triangles, deployed from 
February 2000 to May 2002), the 21 station Tanzania array (purple triangles, deployed from May 
1994 to June 1995), and the 82 station South Africa array (yellow triangles, deployed from April 
1997 to July 1999).
Figure 3.2. Plot of noise correlations from station pairs in the Ethiopia array as a function of 
station  pair separation.  The noise correlations are 2-year stacks (the entire deployment time of 
the array).  Arrivals in positive (causal) time correspond to correlated noise propagating through 
the source station before the receiver station, while negative (acausal) time indicates the noise 
arrives at the receiver station first.  The arrivals with a slower group velocity of 40s/º are the 
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Rayleigh waves of the partially recovered two-way Green's function of the Earth between each 
station pair.  The arrivals with moveouts higher than 9s/º represent teleseismic bodywaves 
consistently arriving from specific abyssal locations and are not part of the interstation Green's 
function.
Figure 3.3. The backprojection of body wave noise from the Ethiopia Array to the source 
locations.  (a) Ray paths of seismic phases expected to have the highest amplitudes [Astiz et al., 
1996; Gerstoft et al., 2008].  (b) Plot of the slowness versus distance of the seismic phases from a 
surface source propagating in the 1D Earth model AK135 [Kennett et al., 1995].  The P & PP 
slowness curves above 9.25s/º are removed due to triplications.  (c) Slowness spectrum for the 
noise correlations in Figure 3.2 averaged across the 5-7.5s period band.  The spectrum is divided 
by concentric black rings at 2.0s/º, 3.5s/º, and 4.5s/º corresponding to different seismic phases.  
The spectrum is normalized to give 0dB at the median value. (d) P & PKPbc backprojection of the 
slowness spectrum.  (e) Significant wave height hindcasts averaged from February 2000 to May 
2002 (the duration of the Ethiopia array deployment).
Figure 3.4. Peaks picked for the June slowness spectrum averaged over 7.5-10s periods for the 
Cameroon array.  An analyst picks a peak (white X's) by selecting the local slowness-azimuth 
space (black boxes).  Concentric black rings denote seismic phases ranges from Figure 3.3c.  The 
spectrum is normalized to give 0dB at the median value.
Figure 3.5. Array response function (ARF) for each array averaged over the period band (a) 5-
7.5s and (b) 7.5-10s.  Each response is normalized to give 0dB at the median value.
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Figure 3.6. P & PKPbc backprojection of slowness spectra for each array (a) in January averaged 
over the 5-7.5s period band and (b) June averaged over the 7.5-10s period band.  The spectra are 
normalized to give 0dB at the median value.
Figure 3.7. Significant wave heights averaged over the months of (a) January 2001 and (b) June 
2001.
Figure 3.8. Backprojection ARFs for multiple source locations (black boxs) of continuous P 
waves.   Each array has the stations colored as from Figure 3.1.  The responses are averaged over 
(a) 5-7.5s periods and (b) 7.5-10s periods and are normalized to give 0dB at the maximum value.
Figure 3.9. Histograms of all picked peaks.  (a) Number of peaks vs slowness with 0.5s/º wide 
bins.  Seismic phase ranges are delimited by the solid vertical black lines. (b) Peak signal 
strength in dBs from the slowness spectra median with bins 0.5dB wide.
Figure 3.10. All peak picks (colored stars) of each array for the (a) 5-7.5s period range and (b) 
7.5-10s period range plotted in slowness space.  Concentric black rings denote seismic phase 
ranges from Figure 3.3.  Star coloring corresponds to that of the observing array from Figure 3.1.
Figure 3.11. Backprojection of all peak picks (colored stars) from (a) Figure 3.9a and (b) Figure 
3.9b in the P wave slowness range plotted on the combined bathymetric excitation of wave-wave 
interference [Longuet-Higgins 1950] for Crust2.0 [Bassin et al., 2000].  Star coloring 
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corresponds to that of the observing array (triangles).
Figure 3.12. Correction of backprojected peak picks for 3D seismic velocity heterogeniety by 
accounting for crustal structure [Bassin et al., 2000] and mantle structure [Houser et al., 2008].  
(a) Histogram for all peaks in the P wave slowness range binned by the distance between the 
uncorrected source location and the source location accounting for 3D seismic velocity 
heterogeniety. (b) Map of the corrected peak pick locations (colored stars) and the correction 
vectors (lines extend to the uncorrected locations. (c) Comparison of the slowness bias caused by 
3D seismic velocity heterogeniety for the uncorrected (x-axis) and corrected (y-axis) locations.
Table 3.1. Peak pick totals by array and period range.
Table 3.2. Monthly P wave peak pick totals for northerly (N±60º) and southerly (S±60º) 
azimuths.
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Chapter 4
Origin of 10-25s Rayleigh Wave Microseisms
in Equatorial and Southern Africa
Abstract
   Analysis of frequency-slowness spectra of seismic noise recorded by several arrays of broad-
band seismometers in equatorial and southern Africa indicates microseismic Rayleigh waves in 
the period range 10-25s are dominantly coastal in origin.  At periods greater than 15 seconds, the 
frequency-slowness spectra exhibit strong seasonal variations in where Rayleigh wave 
microseisms are coming that is consistent with the extratropical cyclone seasons of the northern 
and southern hemispheres.   The wide distribution in azimuths at these periods appears consistent 
with primary microseism generation along much of the coastline.  For periods less than 15s, the 
spectra have a highly anisotropic distribution indicating Rayleigh wave microseisms are 
originating from only a few discrete azimuths.  By developing an extension to the frequency-
slowness spectrum to constrain geographic position, we find that these discrete azimuths 
correspond to several bays in southern Africa, distant locations in the Mediterranean sea or the 
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North Atlantic, and near the Kerguelen plateau in the Indian Ocean.  We interpret the bay-
generated microseisms at 10-15s periods as secondary microseisms produced by the consistent 
interference of shore-reflected ocean waves.
4.1 Introduction
    The oceans drive an imperceptible cacophony of vibrations in the solid Earth known as 
microseisms.  These microseisms dominate the background spectrum of the Earth and are 
manifested as two spectral peaks between 2 and 30 second periods (Figure 4.1), each 
representing a distinct mechanism coupling ocean motion to the solid Earth.  Primary (also 
known as single-frequency or SF) microseisms are produced in the shallow waters over 
continental shelves by direct pressure fluctuations on the ocean bottom from shoaling and 
breaking ocean waves [Hasselmann, 1963].  They are generated at the same period as the forcing 
ocean waves, which have greatest intensity at periods ranging between 10 to 30 seconds.  
Secondary (double-frequency or DF) microseisms are stronger in amplitude compared to primary 
microseisms but peak below 10 second periods.  This class of microseisms result from the 
nonlinear interaction of ocean waves traveling in opposing directions which generates standing 
waves at half the period of the colliding waves, perturbing the seafloor in shallow and deep 
waters [Longuet-Higgins, 1950; Hasselmann, 1963; Tanimoto, 2007; Webb, 2008].
   Locating the sources of microseisms increases our understanding of how ocean waves transfer 
energy into the solid Earth [Friedrich et al., 1998; Chevrot et al., 2007], improves noise-based 
seismic tomography [Cox, 1973; Yang and Ritzwoller, 2008; Fan and Snieder, 2009; Yao and 
van der Hilst, 2009; Tsai, 2009; Harmon, 2010; Tromp et al., 2010] and aids in elucidating past 
and present climate variations from ocean waves [Aster et al., 2008; Stutzmann et al., 2009; 
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Aster et al., 2010].  One of the first studies to localize the source of microseisms was that of 
Ramirez [1940] who utilized a tripartite array located in Saint Louis to show that microseisms 
were dominantly Rayleigh waves coming from the direction of barometric lows off of the 
Eastern seaboard and argued that the microseisms were generated at the center of the storms.  
Although there was no theory at the time to explain how the storms could create Rayleigh waves 
in the open ocean, Longuet-Higgins [1950] developed a theory to explain such observations 
through wave interference.  Since then studies on the origins of microseisms have relied on large 
arrays of seismometers with frequency-wavenumber (f-k) [eg. Cessaro and Chan, 1989; Cessaro, 
1994; Friedrich et al., 1998; Schulte-Pelkum, 2004; Chevrot, 2007] or noise correlation [Shapiro 
et al., 2006; Stehly et al., 2006] techniques.  The amplitudes of microseisms have also been used 
to aid in localization by analyzing the attenuation rates [Chevrot, 2007].
  Back-projection (or migration) of Rayleigh wave microseisms in the time-domain is a recent 
development [Brzak et al., 2009] and has relied on using correlations of seismic noise.  The 
technique was first used to study the origin of persistent seismic noise in southern Italy [Brzak et 
al., 2009], but has since been used to study more exotic microseism sources such as a river 
[Burtin et al., 2010] and a frozen lake [Gu and Shen, 2012].  The later studies differed from the 
initial study slightly because they used envelopes of the noise correlations and group velocities, 
while the initial study directly migrated the oscillations in the correlograms with phase velocity 
estimates.
   In this study we analyze the seasonal patterns in microseisms propagating through several 
arrays in equatorial and southern Africa using noise-correlation and frequency-slowness 
techniques.  We focus our analysis on the properties of strong sources of Rayleigh wave 
microseisms in the 0.04-0.1Hz (10-25s) band.  To locate the origin of the strong Rayleigh wave 
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microseisms, we develop a frequency-domain method based on conventional f-k techniques to 
migrate the Rayleigh wave microseisms.  We are also able to use array response techniques to 
model the sources of microseisms, which is considerably faster and straightforward in 
comparison to previous approaches [eg. Brzak et al., 2009].  With this frequency-domain 
approach we are able to improve the location estimates of Rayleigh wave microseism sources. 
Finally, we will present evidence that bays on the eastern coast of Africa as well as a few other 
locations are significant source of microseisms, and discuss the implications of these findings for 
microseism generating mechanisms.
4.2 Data
   To study the seismic noise of equatorial and southern Africa we used 4 temporary broadband 
seismometer arrays deployed in the region (Figure 4.2).  All of the arrays have been utilized 
extensively to study the crustal and mantle seismic velocity structure in their regions (see the 
previous chapter for a more detailed review).  We refer to theses arrays as the Cameroon, 
Ethiopia, South Africa and Tanzania arrays for the remainder of this study.
   We analyzed vertical component recordings for each seismometer as this filters out Love wave 
energy that would otherwise interfere with the Rayleigh waves.  The records were first combined 
and cut into 25-hour records with overlap during the first hour of each day.  Any records with 
data for less than 70% of the 25-hour window were removed to avoid instrument problems.  
Afterwards, these “day” records were demeaned, detrended, resampled to 1Hz, and converted to 
displacement.  In the next section we process these records to highlight the microseismic 
portions of the records.
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4.3 Method
   Suppressing earthquakes while highlighting microseisms requires either removal of the times 
where the earthquakes occur or a normalization technique which relies on microseisms being the 
most frequent signal recorded by seismometers.  We chose to use both sliding absolute-mean 
time-domain and frequency-domain normalization to do this task [Bensen et al., 2007] and then 
correlated these normalized records.  The correlograms were stacked for individual months and 
for the entire array deployment to make what we refer to as noise correlation functions (NCFs) 
for every pair of seismic stations in an array.  These are the same data created in the previous 
chapter.
   We then combined the monthly and full-deployment NCFs to study the Rayleigh wave 
microseisms in 3 frequency bands from 0.1-0.04Hz (periods of 10-25s).  Figure 4.3 shows full-
deployment NCFs between station pairs in the Cameroon array with 2 ranges in interstation 
azimuth.  The figures highlight the effect that a non-uniform distribution of Rayleigh wave 
microseism sources has on the character of the NCFs.  At interstation azimuths of 50º to 70º, 
there is a significant amount of coherent energy near zero lag time indicating much of the 
microseismic waves propagate from a direction orthogonal to the relative positions of these 
station pairs.  This is corroborated by the character of the NCFs for stations with 140º to 160º 
azimuth, where strongly asymmetric energy with much larger amplitude at acausal lag times 
indicates most of the microseisms come from the southeast direction.  Although studying NCF 
amplitudes with azimuth can give basic insights into the distribution of microseism sources, we 
prefer to use frequency-slowness analysis as it provides a more convenient graphical 
representation of the microseismic spectrum.
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4.3.1 Plane-wave Frequency-Slowness Spectra
   The microseismic wavefield propagating through an array for a specific time range can be 
summarized in terms of a power spectrum as a function of frequency, slowness, and azimuth by 
using f-k techniques developed in the 60s [Burg, 1964; Lacoss et al., 1969; Capon, 1969].  We 
can use the NCFs between individual pairs of stations to summarize the wavefield by converting 
them to the frequency domain and stacking with a phase delay determined by the station 
geometry xp, wave slowness vector s, and the frequency f:
P( f , s)= 1
N ∑p=1
N
wp
Cp( f )
∣Cp( f )∣
ei 2π f s x p (4.1)
where Cp is the complex frequency-domain representation of the NCF for pair p, N is the number 
of station pairs, and wp is the weighting for that pair.  We set the weighting terms to unity for all 
pairs, sampled the slowness space using a cartesian grid sampled every 0.33 s/° extending from 
-50 to 50 s/° in both the north and east directions, and used a frequency range extending from 
0.04 to 0.1 Hz (10-25s).  In this way we are able to compute a power distribution of the 
wavefield as a function of plane-wave frequency and vector slowness.  Similarly the array 
response to a unit plane wave with slowness vector s0 is:
ARF (f , s)= 1
N ∑p=1
N
wp e
−i 2π f (s−s0) x p . (4.2)
The frequency-slowness (f-s) spectra are then averaged across frequency in three bands: 0.04-
0.05 Hz (20-25s), 0.05-0.067 Hz (15s-20s) and 0.067-0.1 Hz (10-15s).  This allows us to observe 
the frequency-dependence in the source distribution of Rayleigh wave microseisms.
  As an example, Figure 4.4 shows the f-s spectrum for the Cameroon array for the entire 
deployment time span (Jan '05 to Jan '07) averaged for 10-15s periods as well as the 
interpretation of the main peak in the spectrum.  There are additional peaks in the spectrum 
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corresponding to Rayleigh waves traveling at similar wave speeds but different azimuths but 
with lesser overall power.  The variation in the power of the peaks is due to bandwidth, 
persistence, coherency, and the amplitude of the waves.  The amplitude information is scaled and 
somewhat distorted as the normalization used to suppress the influence of earthquakes altered the 
amplitudes for each station independently.
  To aid in the interpretation of the f-s spectra we computed the array response functions (ARFs) 
for each of the arrays for the 0.04-0.05Hz (20-25s) band (Figure 4.5).  All of the arrays in our 
study have similar station spacings but the number of stations, arrangement and aperture vary, 
resulting in distinct ARFs.  The number of stations in an array affects the signal-to-noise ratio of 
the main lobe, the arrangement determines the side lobe locations, and the aperture of an array is 
directly related to the sharpness of the main lobe [eg. Rost and Thomas, 2002].  For example, the 
South Africa ARF shows significant side lobes in a regular pattern roughly every 22.5 s/º 
north/south or east/west.  This is the result of the stations being regularly spaced at 1º intervals 
north and east.  A wave propagating across the array with a slowness of 22.5 s/º from any of the 
cardinal directions would appear the same as a wave with 0 s/º at most of the stations.  So the 
side lobes in the slowness spectrum show that the array has difficulty in assigning a unique 
slowness to a wave because of this regular spacing.  In contrast to this, the main lobe of the 
South Africa ARF is sharper and shows a better spectral floor (the background level of the 
spectrum) in comparison to the Cameroon ARF because of the number of stations and array 
aperture.
4.3.2 Frequency-Slowness-Position Spectra
   The plane-wave f-s spectrum technique is easily expanded to include position by replacing the 
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phase adjustment term xp in equations (4.1) and (4.2) to be the source-to-station distance 
difference Δdijk:
Δd ijk=d ik−d jk (4.3)
where dik is the distance between station i and source position k.  In this manner the f-s spectrum 
now accounts for the curvature or expansion of the Rayleigh waves from a source position 
(Figure 4.6).  We refer to the frequency-slowness-position power spectrum calculated in this 
manner as the back-projected f-s spectrum as this technique is similar to many seismic 
techniques known as back-projection or migration.  One advantage of our approach over that of 
previous studies [eg. Brzak et al., 2009] is the calculation of the array response which aids in 
resolution analysis and interpretation.  Figure 4.7 shows how the back-projected f-s spectra over 
the 10-15s band for a modeled source off the coast of Tanzania looks for varying numbers of 
stations.  The 2-station case illustrates that the optimal stacking of broadband waveforms occurs 
for any source position on the hyperbolic curve that intersects the true source location.  For 3 
stations there are 3 pairs and 3 hyperbolic curves intersecting at the source location.  Other 
possible source positions do not stack as well because they do not fall on the peak of all three 
hyperbolic curves.  Five stations gives 10 intersecting hyperbolic curves and there are 210 
intersecting hyperbolic curves for 21 stations.  Clearly more stations aids in resolving the source 
location but the ultimate resolution is limited by the wavelengths of the waves.
   Back-projection of Rayleigh wave microseisms using NCFs was first introduced by Brzak et 
al. [2009].  Their method used the addition of samples in Hilbert-transformed NCFs in the time-
domain.  We find that their method gives slightly different results due to the Hilbert-transform of 
the NCFs.  By neglecting the Hilbert transform this time-domain approach matches our results 
(with a scalar offset) and are consistent with numerous tests we performed with ARFs.  We note 
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that more recent Rayleigh wave microseism back-projection studies have used the envelope of 
the correlograms which avoids the location error in the migration introduced by a Hilbert 
transform [Burten et al., 2010; Gu and Shen, 2012].
4.4 Results and Discussion
4.4.1 Plane-Wave Observations
  We computed plane-wave f-s spectra for all 4 arrays for each month for the period bands 10-
15s, 15-20s, and 20-25s to examine how Rayleigh wave microseism sources vary in frequency 
and time of year.  We did not include a 5-10s band as the coherence of the Rayleigh waves and 
thus the resolution of azimuth and slowness was found to be poor.
   Figure 4.8a shows the monthly f-s spectra for 10-15s period waves propagating through the 
Tanzania array.  Of particular note are two peaks at Rayleigh wave slownesses from the south 
which are strongest in the southern hemisphere winter and one peak at similar a slowness from 
the east that is also more apparent during the southern hemisphere winter.  We locate these 
microseism sources in the following section using our back-projection method.  At 15-20s 
(Figure 4.8b) it is apparent that there are several more Rayleigh wave sources at unique azimuths 
and the spectra are more intense during the southern hemisphere winter.  The 20-25s band 
(Figure 4.8c) during the southern hemisphere winter has sources to the northeast and the west 
that further extend the azimuthal distribution of Rayleigh wave microseisms.
   The f-s spectra of the South Africa array (Figures 4.9a-c) are particularly difficult to interpret 
because the strong side lobes (slowness aliasing) we noted in the ARF in Figure 4.5.  Of note is 
that the 20-25s band has a strong isotropic distribution in Rayleigh waves year-round while 10-
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15s periods show mainly energy to the southwest and northeast.  The 15-20s Rayleigh wave 
microseism peak indicating a source to the southeast is difficult to interpret due to the sidelobes.  
The Rayleigh wave source distibution for Ethiopia (Figures 4.10a-c) is entirely dominated by 
microseisms from the south at short periods while the distribution is more isotropic at the 2 other 
bands.  The monthly f-s spectra for the Cameroon array (Figures 4.11a-c) illustrate that 
microseism sources from the north dominate during the northern hemisphere winter and those 
from the south during the southern hemisphere winter.  At periods greater than 15s the 
distribution of Rayleigh wave microseisms recorded by the Cameroon array is far more isotropic 
than at short-periods.
   For all of these arrays the distribution in Rayleigh wave microseisms appears to indicate that 
specific sources dominate at short-periods while at long periods the source strength is more 
isotropic in azimuthal distribution.  This rather strong change in distribution with frequency was 
not anticipated as a single microseism mechanism, SF microseism generation in coastal waters, 
typically dominates the entire frequency range of this study [Haubrich et al., 1963; Bromirski 
and Duennebier, 2002].  Furthermore, the variations in the coastline and shallow sea bathymetry 
tend to whiten the spectrum of SF microseisms rather than introduce a significant frequency 
dependent effect on the generation of SF microseisms sufficient to explain this transition in 
source azimuths [Hasselmann, 1963].  We find that the distribution of sources has a seasonality 
that is consistent with the concentration and strength of ocean waves and that the attenuation of 
the Rayleigh wave microseisms due to the distance of the arrays from the generating coastlines is 
also apparent.  Yet neither of these can explain the observed concentration of microseisms at 
specific azimuths.  Instead, this significant shift likely indicates that the microseism distribution 
in the 10-15s band is dominated by a different microseism mechanism than at 20-25s, namely by 
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the interference of opposing ocean wave fields as suggested by Longuet-Higgins [1950].  This 
does not necessarily mean that DF microseisms are more common in this frequency band, but 
that their concentration at discrete azimuths dominates the observed azimuthal distribution of 
sources.  In this way, the specific azimuths suggest that the source locations are caused by 
variations in interference levels near the coast, for instance due to bays [Friedrich et al, 1998].  In 
the next section we attempt to locate these microseism sources.
4.4.2 Back-projection of Surface Wave Microseisms
4.4.2.1 Maputo and Sofala Bay Microseisms
  For the Tanzania, Ethiopia and Cameroon arrays there are two apparent sources of microseisms 
at short-periods to the south (Figures 4.8a, 4.10a, 4.11a).  We combined the 3 arrays into a single 
back-projected f-s spectrum (Figure 4.12) to triangulate the sources.  This requires that these 
sources are persistent over the time span of the arrays.  We note that persistency of microseism 
sources is a common observation in previous studies [eg. Essen et al., 2003; Friedrich et al., 
1998].  The main peak in the back-projected f-s spectrum is located in Maputo Bay on the coast 
of Mozambique.  This is consistent with DF microseism theory, which requires wave 
interference [Longuet-Higgins, 1950; Friedrich et al., 1998] as both the increase in shoreline and 
the amount of opposing shorelines in the bay are likely to substantially increase the interference 
of ocean waves from coastal reflection compared to nearby coastlines.  Although the source of 
the second southern peak in the f-s spectrums of the 3 arrays is not observed in this combined 
spectrum, the f-s spectrum of the South Africa array finds that most of the 10-15s Rayleigh wave 
microseisms propagating through that region are coming from Sofala Bay of Mozambique and to 
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a lesser degree from Maputo Bay and coastal locations to the southwest of the array [Figure 
4.13].  This observed difference in source dominance is difficult to interpret.  One possible 
explanation is that the radiation of microseisms from the coast is stronger at certain azimuths 
than at others.  We are unaware of any previous Rayleigh wave microseism studies observing 
such an azimuthal variation in microseism levels from a source.  We note that the Rayleigh wave 
microseisms propagating through the equatorial arrays from Maputo Bay are expected to be 
more attenuated in comparison to those of Sofala Bay due to the further distance traveled, but 
that the back-projected f-s spectrum for these arrays indicates that the Maputo Bay source is 
significantly stronger.   Our preferred explanation for these discrepancies is that the Rayleigh 
waves propagating from Sofala Bay to the Cameroon array are being significantly attenuated by 
the East African Rift while those from Maputo Bay are not.  The southern terminus of the East 
African Rift extends to within a few degrees north of Sofala Bay, where the rift is likely to 
attenuate and reduce the radiation of microseism energy from the bay towards the Cameroon 
array.  As a result, Maputo Bay is a more significant source of 10-15s Rayleigh wave 
microseisms in Cameroon while Sofala Bay is the stronger source as observed by the South 
Africa array.
4.4.2.2 Zanzibar Channel Microseisms
  The distinctive feature of the frequency-slowness spectra of the Tanzania array is microseismic 
Rayleigh waves coming from the East (Figures 4.8a-c).  The easterly Rayleigh waves have a 
strong annual seasonality, peaking in the southern hemisphere winter months and are all but 
undetected during the southern hemisphere summer months.  This trend does not correspond to 
the rainy seasons of Tanzania (March to May and November to January), suggesting that the 
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microseism energy is likely derived from a more distant source such as extratropical cyclones in 
the southern hemisphere.  The observed frequencies of this Rayleigh wave source ranges from 
0.025-0.120 Hz with a gap from 0.070 to 0.080 Hz (not shown).  This gap may represent a 
transition in the type of microseisms where the low-frequency range corresponds to primary 
microseisms while the high-frequency Rayleigh waves are secondary microseisms.
  Utilizing back-projected f-s spectra analysis with data only from the Tanzania array shows that 
the two different frequency bands have similar power spectra (not shown).  This observation 
corroborates previous work suggesting that the sources for both the primary and secondary 
microseisms often coincide [Cessaro, 1994].  To better constrain the source location of the 
easterly microseisms, we compare the results of the 10-15s power spectra to ARFs produced 
with matching parameters for point sources around the Tanzania coast.   The observed power 
spectra bears strong resemblance to that produced by a point source in the vicinity of the 
Zanzibar and Pemba Channels (Figure 4.14).  Of particular note is that this modeling (using 
back-projection ARFs) requires a small coastal source near the islands of Zanzibar and Pemba to 
explain most of the migrated Rayleigh wave spectrum as the spectrum changed significantly 
when the modeled source was shifted 0.5° from that location in any direction and thus the 
correlation with the observed spectrum was substantially reduced (not shown).  An earlier study 
using a different technique suggested that these microseisms were generated in the middle of the 
Indian ocean, which we are unable to reproduce through modeling of the back-projected f-s 
spectrum [Stehly et al., 2006].
4.4.2.3 Northern Microseisms
  The apparent location of short-period (10-15s) Rayleigh wave microseisms coming from the 
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north during December is shown in the back-projected f-s spectra in Figure 4.15.  The Cameroon 
array and Ethiopia array microseisms appear to originate from azimuths that cross some noted 
bays in Europe (Figures 4.15a,b).  Combining the two arrays into a single back-projected f-s 
spectrum to attempt triangulation of the source location (Figure 4.15c) indicates the source 
region extends from the north coast of Ireland to south of Iceland.  We note that all of these 
coastlines have been observed in previous studies to generate microseisms [eg. Friedrich et al., 
1998; Essen et al., 2003; Chevrot et al., 2007] and both the North Atlantic and Mediterranean 
Sea have significant wave activity during December that may account for the observed Rayleigh 
wave microseisms in equatorial Africa.  The additional attenuation and reflection of 10-15s 
Rayleigh waves crossing the Mediterranean Sea from Europe is likely to make these microseism 
sources more difficult to resolve in comparison to sources along the Mediterranean shoreline of 
Africa.  As no broad-band seismometer arrays have been deployed in northern Africa that would 
differentiate these, we are unable to determine if the northern sources of persistent Rayleigh 
wave microseisms observed in equatorial Africa are generated along the Mediterranean coast 
[Chevrot et al., 2007], on the northern shores of Europe [Essen et al., 2003] or both [Friedrich et 
al., 1998].  Looking at smaller time spans for each array and comparing the back-projected f-s 
spectra to significant wave height maps [Tolman, 2009] should aid in determining the source 
locations but this is beyond the scope of this work.
4.4.2.4 Grand Terre Microseisms
   We noted previously a possible distinct source of longer period (15-20s) Rayleigh wave 
microseisms propagating through the South Africa array from the southeast (Figure 4.9b).  We 
could only indicate that this was a possible source because we were unable to determine if the 
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peak corresponded to actual microseisms or if it was an artifact of the severe slowness aliasing of 
the South Africa array in our f-s spectra.  Figure 4.16 shows the difference in the back-projected 
f-s spectrum at 10-15s and 15-20s periods.  There is a clear difference in the back-projected f-s 
spectra to the southeast indicating that the peak does correspond to an actual microseism source 
to the southeast.  At 15-20s periods, the back-projection finds that Rayleigh wave microseisms 
from this direction are not explained by a source along the coast of South Africa but from across 
the southern Indian Ocean to the Grand Terre Island of the Kerguelen plateau.  We suspect that 
the reason we do not observe 10-15s Rayleigh waves from this same location on the Kerguelen 
plateau is because they are reflected and attenuated due to the strong differences in the crust and 
lithosphere between the ocean and continent.  Previous studies have used multiple arrays to 
locate the sources of Rayleigh wave microseisms across ocean basins [eg. Cessaro, 1994] but 
because these relied on triangulation, the possibility of local sources near each array offered an 
alternative explanation to that of a single distant source.   We believe this is the first definitive 
observation of a Rayleigh wave microseism source across an ocean basin using a single array.  
One interesting implication of this observation is that the source distribution of microseisms 
propagating through an array at 15s-25s is influenced by sources across ocean basins.  The 
ambient assumption of the noise distribution used in many tomography studies [eg. Bensen et al., 
2007] at 15s or longer is therefore probably acceptable.  This observation of Rayleigh wave 
microseisms crossing ocean basins corroborates a previous ambient noise study that found 
coherency in the cross correlations between stations across ocean basins at 10-25s periods [Lin et 
al., 2006].  At shorter periods (<15s), the Rayleigh wave sources are limited to the landmass of 
the recording array, which limits the azimuthal distribution of microseisms substantially and 
hampers noise tomography at those frequencies [Fan and Snieder, 2009].
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4.5 Conclusions
   Using a newly developed frequency-slowness back-projection technique, we locate specific 
seismic noise source regions from four arrays in Africa.  The Rayleigh wave noise spectrum is 
largely isotropic at 20-25s and transitions to being dominated by a few individual sources at 10-
15s.  We find evidence that Rayleigh wave microseisms at periods of 10-15s are double-
frequency microseisms, suggested by their source locations near features with increased 
shorelines (eg. bays).  Overall the strength of the sources is consistent with the extratropical 
cyclone seasons of the northern and southern hemispheres.  The implication for seismic noise 
tomography at shorter periods is significant as the ambient noise assumption is a poor 
representation of the microseism sources.  Improving the isotropic distribution in the noise by 
using the codas of correlations is likely to benefit the ambient assumption at these periods 
[Stehly et al., 2008] but recent developments in seismic noise kernels may improve tomography 
images of seismic velocity structure in and out of arrays by accounting for the source distribution 
of microseisms [Tromp et al., 2010].
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Figure Captions
Figure 4.1. Vertical acceleration spectrum from station CM06 of the Cameroon array from 
January 7th, 2006.  The 26s, single-frequency (SF), and double-frequency (DF) microseism peaks 
are marked.  The Earth's “hum” band [Nawa et al., 1998] is unresolved by this spectrum.  Gray 
bounding lines show the globally estimated low (NLNM) and high (NHNM) noise models 
[Peterson, 1993].  Insert: The corresponding unnormalized acceleration seismogram.  The first 
30000s of the day were removed due to earthquake activity.
Figure 4.2. Broadband station locations for the 4 arrays in this study (red triangles).  There are 32 
stations located in Cameroon (Jan 2005 – Jan 2007), 28 in Ethiopia (Feb 2000 – May 2002), 21 
in Tanzania (May 1994 – June 1995), and 82 in South Africa (Apr 1997 – July 1999).
Figure 4.3. (a) Plot of noise correlation functions (NCFs) from stacking 2 years of correlograms 
between station pairs in the Cameroon array with a interstation azimuth of 50º to 70º.  Map inset 
displays the station pairs connected by black lines where the red stars and yellow circles denote 
the source and receiver stations, respectively.  Arrivals in positive (causal) time correspond to 
coherent noise propagating through the source station before the receiver station, while negative 
(acausal) time corresponds to coherent noise that arrived at the receiver first.  The prominent 
outer 'V' pattern of arrivals are the Rayleigh waves from the partially recovered Green's function 
estimates of the Earth between each station pair. (b) 2 year NCFs for Cameroon array station 
pairs with an interstation azimuth of 140º to 160º.  The inner 'V' of arrivals are not a part of the 
Green's function but are teleseismic P-waves from specific abyssal locations (see Chapter 3).
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Figure 4.4. (a) An example frequency-slowness (f-s) spectrum from the Cameroon Array 
averaged over the entire 2-year deployment time and over the frequency range 0.067-0.100 Hz 
(10-15s periods).  The spectrum is normalized so that the median value in the spectra is at 0dB 
and only values between 0 and 6 dB are unclipped.  The strongest peak in the spectrum (circled) 
has a back azimuth of 147º and a slowness of 33 s/º which corresponds to the slowness of 
Rayleigh waves. (b) Each point in a f-s spectra corresponds to a plane wave moving through the 
array with a specific back azimuth and horizontal slowness (inverse of velocity).  This diagram 
corresponds to the circled peak value in (a) showing a planar wave-front passing through the 
Cameroon array (black dots) with backazimuth θ.
Figure 4.5. Plane-wave array response functions (ARFs) for a standing wave averaged over the 
band 0.04-0.05 Hz for (a) Tanzania, (b) South Africa, (c) Ethiopia, and (d) Cameroon.  
Concentric circles are drawn at intervals of 10 s/º and radial lines at every 30º in azimuth.  The 
ARFs are not ideal delta functions due to the discrete and limited extent of the spatial sampling 
of the wavefield by the arrays and the variations in responses are due to differences in number of 
stations, aperture, and configuration.  Each response is normalized such that the maximum value 
is at 0dB.
Figure 4.6. Sketch illustrating an expanding wave-front passing through an array.  The 
differences in distance between every pair of stations and a source provide the phase adjustments 
to calculate the back-projected f-s spectrum as a function of source position.
Figure 4.7. Back-projection ARFs for a source of 30 s/º Rayleigh wave microseisms near the 
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Tanzania coast with a varying number of stations from the Tanzania array for the frequency band 
of 0.100 to 0.067 Hz (10-15s).  Stations are marked by yellow circles and the source location by 
a white star.  All spectra are in dB relative to the maximum (0dB was the maximum for each 
spectra) and are sampled every 0.1º in latitude and longitude.
Figure 4.8. (a) Monthly Tanzania array plane-wave f-s spectra for 10-15s periods (0.100-
0.067Hz). (b) Monthly Tanzania array plane-wave f-s spectra for 15-20s periods (0.067-
0.050Hz). (c) Monthly Tanzania array plane-wave f-s spectra for 20-25s periods (0.050-
0.040Hz).
Figure 4.9. (a) Monthly South Africa array plane-wave f-s spectra for 10-15s periods (0.100-
0.067Hz). (b) Monthly South Africa array plane-wave f-s spectra for 15-20s periods (0.067-
0.050Hz). (c) Monthly South Africa array plane-wave f-s spectra for 20-25s periods (0.050-
0.040Hz).
Figure 4.10. (a) Monthly Ethiopia array plane-wave f-s spectra for 10-15s periods (0.100-
0.067Hz). (b) Monthly Ethiopia array plane-wave f-s spectra for 15-20s periods (0.067-
0.050Hz). (c) Monthly Ethiopia array plane-wave f-s spectra for 20-25s periods (0.050-0.040Hz).
Figure 4.11. (a) Monthly Cameroon array plane-wave f-s spectra for 10-15s periods (0.100-
0.067Hz). (b) Monthly Cameroon array plane-wave f-s spectra for 15-20s periods (0.067-
0.050Hz). (c) Monthly Cameroon array plane-wave f-s spectra for 20-25s periods (0.050-
0.040Hz).
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Figure 4.12. Triangulation of the primary source of 10-15s period Rayleigh wave microseims in 
Equatorial Africa using a spherical-wave f-s spectrum for the Cameroon, Tanzania, and Ethiopia 
arrays.  All arrays were given equal total weight in the calculation, which required weighting 
each NCF by the number of NCFs in the corresponding array.  The back-projected f-s spectrum 
was sampled every 1º in latitude and longitude and averaged over horizontal slownesses from 32 
to 34 s/º at increments of 0.25 s/º.  The spectrum is normalized to the maximum value which 
corresponds a position in Maputo Bay of  Mozambique. Although not shown, adjusting the dB 
scale to include lower dB values highlights the poor range resolution of the source for individual 
arrays (manifested as great-circle arc streaks in the spectra from an array and through the 
apparent source location) as well as another source of Rayleigh wave microseisms in Sofala Bay 
of Mozambique.
Figure 4.13. Back-projected f-s spectrum of 10-15s Rayleigh wave microseisms propagating 
through the South Africa array at 33 s/º.  The spectrum is sampled at 0.25º increments in latitude 
and longitude.  The spectrum is normalized to the median value and the maximum in the 
spectrum occurs in Sofala Bay of Mozambique.  Minor sources of Rayleigh wave microseisms 
appear to be Maputo Bay of Mozambique and several locations near the southwest coast of 
South Africa.
Figure 4.14. (a) Back-projected f-s spectrum of a more local source of 10-15s Rayleigh wave 
microseisms propagating through the Tanzania array (see Figure 4.12 for a distant source to the 
south).  Strong Rayleigh wave microseisms appear to be sourced from the coast of Tanzania 
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between the islands of Zanzibar and Pemba which corresponds to the maximum in the spectrum.  
The spectrum is normalized to the maximum value, is sampled at 0.1º increments in latitude and 
longitude and has been averaged in horizontal slowness from 32 to 34 s/º at 0.1 s/º increments.  
(b) Back-projection ARF with a strong correspondence in features to the f-s spectrum in (a). The 
ARF parameters match those of (a) except for the dB scale which extends to -15dB rather than to 
-5dB to give the best resemblance.  The input source parameters are for a source with a white 
spectra from 10-15s (0.100-0.067Hz) located at 5.75ºS, 39ºE.
Figure 4.15. Back-projected f-s spectra for the northern source of 10-15s Rayleigh wave 
microseisms.  (a) Spectra of December Rayleigh wave microseisms for the Cameroon array.  (b) 
Same as (a) but for the Ethiopia array.  (c) Triangulation of the northern microseism source using 
the data presented in both (a) & (b).  The Ethiopia array was given 3 times the weight of the 
Cameroon array to balance the dB levels.  The spectra were all sampled at 1º increments in 
latitude and longitude and averaged over horizontal slowness from 32 to 34 s/º at increments of 
0.25 s/º.
Figure 4.16. (a) Back-projected f-s spectrum for 10-15s Rayleigh wave microseisms propagating 
through the South Africa array at 33 s/º.  This is the same as in Figure 4.13 except that the region 
of the spectrum is different and is sampled at an interval of 1º.  (b) Same as in (a) but for 15-20s 
Rayleigh wave microseisms propagating through the array at 31 s/º.  This spectrum is sampled at 
0.25º increments in latitude and longitude and has a peak near the big island of Kerguelen near 
49ºS, 70ºE.
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Chapter 5
Conclusions
   In the previous chapters I developed array techniques to study the lowermost mantle and the 
sources of a portion of the microseismic spectrum in Africa.  We can now say that the large 
velocity provinces in the lower mantle are the strongest influence on both Pdiff and SHdiff as these 
waves diffract around the core.  With frequency-slowness analysis I showed that microseisms 
generated in bays are capable of dominating the Rayleigh wave microseismic spectrum while 
specific, distant oceanic locations in the path of extratropical cyclones produce most of the 
microseismic P-waves passing through an array.  This work is not meant to be the end of my 
research though.  Rather it is a foundation for my scientific career from which I can spring in 
many different directions.  Some of the topics I am earnestly interested in and look forward to 
researching:
      (1) Expanding the core-diffracted data set and combining it with recent advances in the 
computation of sensitivity kernels for these waves to create a 3D anisotropic seismic 
velocity model of the lowermost mantle and to map the post-perovskite phase globally.
      (2) Imaging the crustal and uppermost mantle structure in Cameroon using the noise 
184
correlations I computed as a part of this research effort to understand the influence of the 
Cameroon Volcanic Line seismic anomaly on the Moho.  In particular, I am interested in 
using sensitivity kernels that account for the distribution of microseism sources to 
improve the images beyond what can be resolved under ambient assumptions.
      (3) Unusually long-period microseisms from the Bight of Bonny were first noted 50 years 
ago.  I have explored their characteristics in great detail and have evidence that sheds new 
light on how they are generated.  I am quite eager to work with specialists in 
computational oceanography to work out the details.
      (4) Uncovering the source locations of Love wave microseisms to evaluate recent theories 
on their generation.  I have extended the migration method presented in Chapter 4 to 
study Love wave microseisms and look forward to researching their origins.
      (5) Accurate modeling of the microseismic spectrum from the oceans is one of the greatest 
advancements in recent seismology as we can use this source to constantly image the 
solid Earth.  Noise correlations studies have resolved changes in geologic structures at 
day-to-day time scales.  Using the ocean microseismic spectrum will allow us to do the 
same at global scales.
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