We develop two kernel smoothing based tests of a parametric mean-regression model against a nonparametric alternative when the response variable is right- 
Introduction
Parametric mean-regression models, in particular the linear model, are valuable tools for exploring the relationship between a response and a set of explanatory variables (covariates). However, in survival analysis such models are overshadowed by the fashionable proportional hazard models and the accelerated failure time models where one imposes a form for the conditional law of the response given the covariates. Even though meanregression models involve weaker assumptions on the conditional law of the responses, the popularity of the parametric mean-regressions with censored data greatly suffers from the difficulty to perform statistical inference when not all responses are available.
The existing methods for the estimation of the parameters of the mean-regression in the presence of right censoring can be split into two main categories: i) weighted least squares (WLS) based on the uncensored observations but suitably weighted to account for censorship (see Zhou 1992 , Stute 1999 ; and ii) synthetic data (SD) estimators obtained by ordinary least squares with transformed responses, using a transformation that preserves the conditional expectation and that can be estimated from data (e.g., Koul et al. 1981 , Leurgans 1987 ). This paper's main purpose focuses on a further step in the statistical inference for parametric mean-regression models under right censoring, that is nonparametric lack-offit testing. Checking the adequacy of a parametric regression function against a purely nonparametric alternative has received a large amount of attention in the non-censored case and several approaches have been proposed. See, amongst many others, Härdle and Mammen (1993) , Zheng (1996) , Stute (1997) , Horowitz and Spokoiny (2001) , Guerre and Lavergne (2005) , and the references therein. But for right-censored data, these approaches are not directly applicable. To our knowledge, very few solutions for nonparametric re- is not consistent against any alternative.
In this paper we consider two versions adapted for right-censored responses of the kernel-based test statistic studied by Zheng (1996) . See also Härdle and Mammen (1993) , Horowitz and Spokoiny (2001) , Guerre and Lavergne (2005) for closely related test statistics. In the non-censored case, the kernel-based test statistic we consider is a suitably normalized U −statistic built from the estimated residuals of the parametric model. Under suitable conditions, the test statistic converges in law to a standard normal when the model is correct. The problem in presence of censoring is that estimated residuals can be computed only for uncensored observations. The two solutions we propose are inspired by the WLS and SD estimation approaches mentioned above. On one hand, we build a weighted U −statistic using estimated residuals with the weights estimated from data.
Once again, the weights account for censoring. On the other hand, we build a U −statistic using estimated synthetic residuals where the synthetic residuals are the difference between the synthetic responses and the predictions given by the model. Two smoothing-based test statistics are obtained after suitably normalizing each of these U −statistics.
The paper is organized as follows. In section 2 we recall the weighted least squares and synthetic data approaches for (non)linear regression models when the response is right-censored. Section 3 shows how to build two kernel based test statistics adapted for censored responses. Section 4 deals with the asymptotic behavior of the two omnibus tests that we derive. The main results in this paper show that the asymptotic study of our tests boils down to the asymptotic study of kernel-based tests without censoring but with suitably transformed observations. As a consequence, the asymptotic critical values of the new tests are given by the quantiles of the standard normal law. Moreover, the asymptotic consistency of our tests is obtained by arguments similar to those used for kernel based tests in the non-censored case. In particular, we study the consistency of the new tests against fixed alternatives, local Pitman type alternatives and the consistency uniformly over Hölder classes of alternatives of known regularity. The performances of the kernel-based tests we propose depend on the choice of the bandwidth. Inspired by the maximum test approach of Horowitz and Spokoiny (2001) , we propose a data-driven procedure to select the bandwidth with censored responses. However, to keep this paper at reasonable length, the detailed theoretical and empirical investigation of this data-driven procedure is left for future work. Finally, in section 5 we illustrate the performance of the new tests using simulated and real data.
Preliminaries
Consider the model Y = m (X) + ε, where Y ∈ R, X ∈ R p , E (ε | X) = 0 almost surely (a.s.), and m (·) is an unknown function. In presence of random right censoring, the response Y is not always available. Instead of (Y, X), one observes a random sample from (T, δ, X) with
where C is the "censoring" random variable, and 1 A denotes the indicator function of the set A. In our setting, the variable X is not subject to censoring and is fully observed.
We want to check whether the regression function m (·) belongs to a parametric family
where f is a known function. Our null hypothesis then writes
while the alternative is P [E (Y |X) = f (θ, X)] ≤ c for every θ ∈ Θ and some c < 1. For testing H 0 , first we need to estimate θ 0 .
Estimating (non)linear regressions with censored data
Since the observed variable T does not have the same conditional expectation as Y , classical techniques for estimating parametric (non)linear regression models like M must be adapted to account for censorship. Several adapted procedures have been proposed, that we classify in two groups: synthetic data (SD) procedures and weighted least squares (WLS). In the SD approach one replaces the variable T with some transformation of the data Y * , a transformation which preserves the conditional expectation of Y . Several transformations have been proposed, see for instance Leurgans (1987) , Zheng (1987) . In the following, we will restrain ourselves to the transformation first proposed by Koul et al. (1981) , that is
where G (t) = P (C ≤ t). The following assumptions will be used throughout this paper
Assumption 1 Y and C are independent.
These assumptions are quite common in the survival analysis literature when covariates are present. Assumption 1 is an usual identification condition when working with the Kaplan-Meier estimator. Stute (1993) , pages 462-3, provides a detailed discussion on Assumption 2. These assumptions may be inappropriate for some data sets. However, they are often satisfied in randomized clinical trials when the failure time Y of each subject is either observed or administratively censored at the end of the follow-up period.
Notice that Assumption 2 is flexible enough to allow for a dependence between X and C.
Moreover, Assumptions 1 and 2 imply the following general property: for any integrable φ(T, X),
Unfortunately, one cannot compute the transformation (2.2) when the function G is
to replace G with its Kaplan-Meier estimatê
and to computeŶ * i =
Next, Koul et al. (1981) proposed to estimate θ 0 byθ SD that minimizes The WLS approach consists of applying weighted least squares techniques directly to
with a specific choice of W in that compensates for the fact that Y is censored. More precisely, the weights W in are defined by 
by Stute (1993) , Stute (1999) interpretedθ W LS as the minimizer of
with respect to θ. Indeed, on one hand, by definition, at observation i the jump ofF (X,Y )
is equal to the jump of the Kaplan-Meier estimate of F (t) = P (Y ≤ t). On the other hand, it can be easily shown that the jump ofF (t) at observation i is equal to the weight 
In the following section, we extend the purpose of the SD and WLS methodologies from estimation to testing.
Nonparametric test procedures under censoring
To better explain the new approach, first the case where Y is not censored is reconsidered.
Then, testing the adequacy of model M is equivalent to testing for some θ 0 , Q (θ 0 ) = 0 where
and g denotes the density of X that is assumed to exist. The choice of g avoids handling denominators close to zero. When the responses are not censored, one may estimate Q (θ 0 ) by
whereθ is an estimator of θ 0 such thatθ
K is some p−dimensional kernel function, h denotes the bandwidth and for 
Under the null hypothesis the statistic behaves asymptotically as a standard normal and therefore the nonparametric test is defined as "Reject H 0 when T
Two test statistics with right-censored responses
In the following, the observations are (T i , δ i , X i ), 1 ≤ i ≤ n, a random sample from (T, δ, X) . In the spirit of the SD approach, consider
whereθ =θ SD and
are the estimated synthetic residuals. The statistic Q SD n (θ) estimates
with
3), if Assumptions 1 and 2 hold then the null hypothesis is equivalent to Q SD (θ 0 ) = 0.
On the other hand, following the WLS approach we can replace Q n (θ) in (3.1) with
whereθ =θ W LS and
The statistic Q W LS n (θ) estimates
with 
The corresponding omnibus tests are
To estimate the variance of nh p/2 Q SD n (θ) we consider
The variance of nh p/2 Q W LS n (θ) is estimated similarly withÛ
Alternative variance estimates are discussed in section 4.
Checking the validity of a parametric conditional model has attracted much attention in survival analysis. Hjort (1990) and Lin and Spiekerman (1996) considered goodnessof-fit statistics based on martingale residuals, while Gray and Pierce (1985) showed how
Neyman's smooth tests may be adapted to censored data. See chapter 10 of Lawless (2003) for a review of the methods for testing the lack-of-fit. All these techniques can be used to check whether some parametric form of the conditional law of the response given the explanatory variables is consistent with observed data. Therefore, these techniques are only of limited use in our framework where we aim to check the adequacy of some parametric form of the conditional expectation of the response variable given the covariates.
The standard normal limit of the test statistics T SD n and T
W LS n
under the null hypothesis, a property that will be proved in the following, yields the simple one-sided tests 
Asymptotic analysis
The most difficult part of the study of our tests is the investigation of Q are asymptotically equivalent to the "ideal"quadratic forms
respectively, where
The asymptotic study ofQ for studying the asymptotic consistency of our tests.
Assumptions
In the following,
Assumption 3 (i) F and G are continuous. Assumption 3-(ii) allows one to avoid this case.
be an independent sample of (ε, C, X) where ε, C ∈ R and X ∈ R p , and suppose E(ε | X) = 0 a.s.
(ii) X is a random vector with bounded support X and bounded density g.
(iii) There exist some constants c inf , c sup such that for each
Assumptions 4 (iii)-(iv) are counterparts of assumptions on the conditional variance and the fourth moment of the residuals that are usually imposed in the non-censored case. See, e.g., Guerre and Lavergne (2005) .
whereK is a symmetric continuous density of bounded variation on R. The Fourier TransformK ofK is positive, integrable and non-increasing on [0, ∞).
(ii) The bandwidth h belongs to an interval above and Assumption 7 below are made more restrictive. The following assumption will allow to control the jumps of the Kaplan-Meier estimator; see also condition (1.6) of Stute (1995) and Stute (1996) . Below, a ∨ b denotes the maximum of a and b.
The function C(·) also appears in Bose and Sen (2002) 
Behavior of the tests under the null hypothesis
The following theorem gives an asymptotic representation of the statistics T
SD n
and T
W LS n
under H 0 stated in (2.1). The proof is postponed to the Appendix. To simplify notation, below we replace the superscripts SD and W LS with 0 and 1, respectively. For instance,
Theorem 4.1 Let Assumptions 1 to 7 hold. Under H 0 , for β = 0 or 1
in probability, where
Moreover, under H 0 and for β = 0 or 1 n (θ) we considered (3.9). Alternatively, extending the idea behind (3.3) to the censoring framework, one may replace in (3.9) the estimated squared residualÛ
2 with a nonparametric estimate of σ
3)
x ∈ X , with L a kernel and b n a bandwidth chosen independently of H n . If
in probability, we can redefine
and the test statistic T 0 n (θ) accordingly. Since (4.4) and our assumptions implyV Remark 2. The tests we propose depend on the choice of the smoothing parameter h ∈ H n . In section 5 we provide empirical evidence on the behavior of our tests with different bandwidths. On the other hand, following a well-known data-driven method for choosing the smoothing parameter, in the synthetic data approach we can define
where the maximum is taken over a finite subset H 1n ⊂ H n . Typically, H 1n is a geometric grid in H n and the number of elements in H 1n increases as n → ∞. See Horowitz and 
Behavior of the tests under the alternatives
Consider a sequence of measurable functions λ n (x), n ≥ 1, and the sequence of alternatives
For simplicity, assume that there exists some constant M λ such that for all n ≥ 1, 0 ≤
Assumption 8 (i) The censoring times C 1 , ..., C n represent an independent sample from the continuous distribution function G (the same for each n) and are independent of the variables Y 1n , ..., Y nn with continuous distribution function F (n) .
(
Notice that the second part of this assumption is always true if C is independent of ε and X. Now, for each n define
.., n, and let
Let us point out that the two test statistics we propose rely on the Kaplan-Meier estimator that is computed from the observations (T in , δ in ) , i = 1, ..., n. If λ n (·) changes with n, the law of the observations is different for each n. Therefore, in order to control the jumps of the Kaplan-Meier estimator and the conditional variance of the residuals U β i (θ) we need the following assumption.
Assumption 9 (i) There exist some constants c inf , c sup such that for each
(ii) There exists some constant M such that ∀n ≥ 1,
where
There exist 0 < ρ < 1/2 and a function q ρ (x) with E[q
2 be the estimator obtained after replacingθ with θ on the right-hand side of (3.9). Once again, our purpose is to transfer the problem of consistency against the alternatives H 1n in the classical i.i.d. framework. The first step in this transfer is realized in a general setup in the following lemma proved in the Appendix. Next, we will be more specific on the type of alternatives considered in order to derive the asymptotic consistency. 
Consistency against a fixed alternative
Consider the alternative
where E (ε | X) = 0 a.s. and, for simplicity, we assume 0 ≤ |m(·)| ≤ M λ < ∞ for some constant M λ . The following assumption identifies the limit ofθ the SD or WLS estimator and states that the regression model is wrong.
Assumption 10
There existsθ an interior point of Θ such that
Theorem 4.4 Let Assumption 10, Assumption 9-(i) and the assumptions of Lemma 4.3 hold true. Under H 1 , for β = 0 or 1
where c > 0 is some constant. Consequently, the tests in (3.8) are consistent.
See the Appendix for the proof. It is worthwhile to notice that the limit of Q β n (θ) under the alternative H 1 does not depend on the censoring and is the same for β = 0 or β = 1. However, the limits of the standard deviationsV β n depend on β and the degree of censoring in the data (see Lemma A.8) . In general, our tests lose power if the degree of censoring increases. Moreover, looking at the limits ofV β n for β = 0 and β = 1, one notices that none of the two tests is more powerful than the other, that means depending on the law of (Y, C), either the SD or WLS test will perform better.
Consistency against Pitman local alternatives
Let λ(·) be a measurable function of X and consider the sequence of alternatives
with r n ↓ 0 when n → ∞. For simplicity, we will assume that λ(·) is a bounded function and
The latter condition will makeθ − θ 0 = O P (n −1/2 ). See Lemma A.8. The following result, proved in the Appendix, implies that our tests are consistent against the local alternatives 
Consistency against a sequence of smooth alternatives
Here, we provide conditions under which our tests are consistent against alternatives 
If h is of order n − 2/(4s+p) , the tests defined in (3.8) are consistent against the alternatives H 1n defined by the functions λ n (·) whenever κ n diverges.
Remark 2 (continued).
In Theorem 4.6 we supposed that the regularity s is known and thus the rate of the bandwidth that allows to detect departures from the null hypothesis like in (4.10) is known. More generally, it would be useful to have a data-driven selection procedure for h that adapts to the unknown smoothness of the functions λ n (·) and that allows these functions to converge to zero at a rate which is arbitrarily close to the fastest possible rate. In the case of non-censored responses, if s is unknown but s ≥ p/4, the optimal rate of testing is (n 
Empirical studies
To investigate the finite sample properties of our tests and to compare them to the al- 
Simulation experiments
The regression model considered in simulations was Y = θ 01 + θ 02 X + ε with X uniformly First, the linear regression model was tested against alternatives with the form
with d ∈ {0.5, 1, ..., 2.5, 3}. The way the alternatives were defined rendered the amount of censoring practically stable on the null and under the alternatives. The levels considered were α = 0.05 and α = 0.1. We took n = 100 and n = 200 and for each sample size we generated 5000 samples. We used a gaussian kernel and the bandwidth h = 0.1 for the kernel-based tests. The test statistic T SD n (resp. T
W LS n
) was built using the estimator The literature on nonparametric models checks contains evidence that sine and cosine alternatives are easily detected by smoothing based procedures. To provide a fair comparison between the alternative approaches, we considered a second simulation experiment where the same linear regression model was tested against the alternatives Table 1 for the case where 40% and 50% of the responses were censored, h = 0.1 and α = 0.05. The results for the other bandwidths were quite similar.
Let us notice that the bootstrap critical values improve the rejection probability of the SD-based test under the null hypothesis. However, the WLS kernel-based test, applied with the standard normal critical values, is still the best procedure.
Real data application
We now illustrate our test procedures using data from the Stanford Heart Transplant Table 2 .
We see that the p−value of the SD-based test obtained with the bootstrap is much larger than the p−value obtained with standard normal asymptotic approximation. Wei Our results confirm this conclusion. 
A.1 Technical lemmas
The point (ii) of the following lemma provides a bound for the difference between the weights W in and the ideal weights one would obtain if G were known. Here, for each sample size n, the lifetimes Y are supposed independent with a same law which may depend on n. This generality is needed under alternatives changing with the sample size.
Lemma A.1 Let Y 1n , ..., Y nn be an independent sample from a continuous distribution function F (n) , n ≥ 1. Independent of these, let C 1 , ..., C n be an independent sample from a continuous distribution function G (the same for each n). Let T in = Y in ∧ C i and
.., n, and for each n, let H (n) denote the distribution function of
ii) Under Assumption 9, for all 0 ≤ α ≤ 1/2 and η > 0,
where the O P (n −α ) factor does not depend on i. ii) Fix η > 0 arbitrarily. Since
where Z = √ n{Ĝ − G}{1 − G} −1 is the Kaplan-Meier process. Next, the proof can be completed by using the definitions of W in and γ(·) and elementary algebra.
Let A h be the n × n symmetric matrix with generic element
.., v n and w 1 , ..., w n be sequences of real numbers. Suppose that Assumptions 4 (i)-(ii) and 6 (ii) hold true. If
For the proof of this result, recall that for any n−dimensional vectors z 1 , z 2 , |z Guerre and Lavergne (2005) proved that A h 2 = O P (n −1 ) under the assumptions of Lemma A.2, while Lopez and Patilea (2006) showed that this order in probability holds uniformly in h ∈ H n . These facts prove Lemma A.2.
Lemma A.3 Let X 1 , X 2 , ... be a sample as in Assumption 4-(i) and (ii) and let Assumption 6 hold true. For each n ≥ 1, let u 1n , ..., u nn be a sequence of random variables that are independent given X 1 , ..., X n . For each n and i, the law of u in given X 1 , ..., X n depends only on
Let λ n (·) , n ≥ 1 be a sequence of measurable functions and let
If A h is defined as in (A.3) and λ n 2 n denotes n
for some finite constant c independent of n and of the sequence λ n (·) , n ≥ 1.
Proof. By elementary calculus, the variance of the degenerate U −statistic in (A.4) is of order n −2 h −p and thus we obtain stated rate from Chebyshev's inequality. Next, following
Guerre and Lavergne (2005, Lemma 3), let
By Marcinkiewicz-Zygmund inequality and Jensen inequality
where c is a constant independent of n and of the sequence λ n (·) , n ≥ 1.
A.2 Proofs
This section starts with several lemmas that will be used in the proof of Theorem 4.1.
Lemma A.4 Let the assumptions of Theorem 4.1 hold and fix ζ ∈ (0, 1/2) arbitrarily.
, where by convention (nW in ) β = 1 for β = 0 and (nW in ) β = nW in for β = 1. A similar convention applies for
By Assumption 5, there exists some constant c independent of h such that
where for the second inequality we used the first part of equation (A.1).
By Taylor expansion, Assumption 5(i), Lemma A.2 and E[U
with the O P (1) factor independent of h. For the zero mean U −processS Deduce
Notice that 
where Λ 1 , Λ 2 are constants that depend on α and τ (and p) but not on n and l and 
To show the negligibility ofQ 
and
respectively. It is easy to see that E(B nj ) ≤ c, j = 1, 2, 3, for some constant c independent of n and h ∈ H n . Deduce that for j = 1, 2, 3, B nj = O P (1). Lopez and Patilea (2006) showed that these orders hold uniformly in h ∈ H n . Collecting results,
Lemma A.5 Let the assumptions of Theorem 4.1 hold true. If τ < τ H and 
To handle Q 
with sup t≤τ |R n (t)| = O P (n −1 ) and for each t ≤ τ,
and |ψ (T k , t)| ≤ M 1 for some constant M 1 independent of t (but depending on τ ). Now, we can write
By Lemma A.2, the fact that ψ (·, ·) is bounded and w
For Q β n111 (τ ), which is a U −process of order 3, apply the Hoeffding decomposition and write it as the sum of two degenerate U −processes
Notice that |φ jk | ≤ M 2 for some constant M 2 . The fact that E U 
Next, fix ζ ∈ (0, 1/2) and α ∈ (0, 1) such that 1 − ζ/p < α, and consider the intervals H l like in the proof of our Lemma A.4. For each H l , by Sherman's (1994) Main Corollary
where Λ 1 , Λ 2 are constants and a l is like in the proof of Lemma A.4. Finally, sum over all
Lemma A.6 Let the assumptions of Theorem 4.1 hold true and let
Proof. Apply Lemma A.1 with α = 1/2 to bound |Û
By (2.3) and taking conditional expectations, the expectation of a term in the sum is
Since the last expectation is bounded, deduce that Q 
with the O P (n −1 ) factor independent of τ and C τ → 0 when τ ↑ τ H .
Proof. Decompose
By the inverse Fourier transform and Cauchy-Schwarz inequality
By the monotonicity ofK, to obtain the uniform rate for S 11 it suffices to take h = h min (see also Lemma A.2 in Lopez and Patilea, 2006) . Now, by the Fourier transform,
To handle S 111 , apply Lemma A.1 with α = 1/2. Then, |S 111 | is bounded by
where the O P (n −1 ) rate does not depend on τ . By (2.3) and taking conditional expectations, the expectation of a term in the last sum is n (θ 0 ) is bounded in probability.
Proof of Lemma 4.3. For i = 1, ..., n, let
By Lemma A.1 applied with α = 1/2 and the boundedness of f (·, ·), for β = 0 or 1
Now, simplify the notation K h (X i − X j ) to K ij and write 
and the last expectation is bounded by Assumption 9. The rest of the proof continues with obvious arguments.
The proof of the following lemma is quite standard and is therefore omitted. It can be found in Lopez and Patilea (2006) .
