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Summary
With the rapid development of the Internet, new technologies and applications are emerging. One 
of the important applications is voice over IP. Satellites, which have played an important role in 
telephony communication and TV broadcasting services, are also playing an important role to 
provide VoIP services with their global coverage and on-board processing ability over IP 
networks. Satellite network environment, generally characterized by large delay, limited 
bandwidth and erroneous link, has significant impact on VoIP. The performance of VoIP is 
adversely influenced by such characteristics because the original VoIP design is intended for 
terrestrial network environment. Thus, the satellite environment necessitates the need for VoIP to 
be efficient in both terrestrial and satellite networks.
VoIP is characterized by the performance metrics of signaling, bandwidth, delay, jitter and packet 
loss. Signaling plays a key role in call establishment and rest of the parameters signifies the 
quality of service (QoS). Rather than a complete redesign, the existing VoIP protocols should be
customized to counteract negative impacts posed by satellite network. In this way, the 
modification of the basic mechanisms should be kept at the minimal level for the end-to-end 
compatibility assurance.
In this thesis, the performance related issues of SIP-based VoIP over satellites is studied. A 
comparative analysis of network layer protocols, current IPv4 and future IPv6 is performed. 
Detailed investigation is conducted by both analytical computation and experimentation on the 
satellite network testbed through emulation. The study shows that delay, jitter and packet loss are 
quite comparable for both IPv4 and IPv6 over satellites. The call setup time is quite large in both, 
IPv4 and IPv6. SIP signaling involves several timers and retransmission algorithms for SIP 
messages. A novel algorithm and new timer values are proposed to reduce the redundant 
retransmissions. These have reduced the call setup latency, in addition to the bandwidth consumed 
by SIP messages. Finally, SIP signaling over TCP is also investigated in the IPv6 DVB-RCS 
satellite environment to categorize the impact of TCP on VoIP in satellites.
Key words: VoIP, SIP, QoS, IPv4, IPv6, Satellite network 
Email: m.ali@surrey.ac.uk
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Chapter 1. Introduction
Chapter 1
1 Introduction
Internet has grown tremendously in recent decades. The advent of terrestrial and satellite 
networks and the proliferation of the World Wide Web (WWW) have made Internet accessible to 
a large population. With this development in Internet, real-time multimedia applications are also 
being developed to facilitate human interaction. Multimedia applications are becoming a 
fundamental part of Internet. Voice over IP, video streaming, multi-player games, IPTV are the 
evolving multimedia applications. These applications have brought a revolution in the telecom 
world. Voice over IP is one of the most important applications evolving from the traditional 
telecommunication networks to the Internet. It is evolving in parallel with the public switched 
telephone network (PSTN) and proving as a tough competitor. The development of new 
compression codecs has also facilitated the transmission of good quality voice without demanding 
a big share from available bandwidth. The voice codecs start from PCM (64kbps) and now 
compression techniques are being developed to bring them to very low bit rate. These highly 
compressed codecs are suitable for links, which have scarce bandwidth resources and longer 
delays.
Terrestrial networks have been the main infrastructure of the Internet although it can be limited 
and inaccessible in certain places due to economic and geographical reasons. On the other hand, 
satellites are popular due to their wide area coverage and for providing connectivity in remote 
regions of the world. In satellite networks, voice over IP performance is degraded by long delays 
and low bandwidth. Both call setup time and quality of service (QoS) for voice calls are affected.
IPv4 addresses are depleting and they are going to finish soon. The solution to this issue is the 
next generation network protocol, IPv6, which has a very large address space. Due the scarcity of 
IPv4 addresses, it is the need of the future to transfer to IPv6. Adopting IPv6 is not an easy job 
and may take a long time. There are some IPv4-IPv6 translation mechanisms, but these are short­
term solutions and they can’t go on forever, especially, when everyone has migrated to IPv6. It is 
being predicted that in the long run, Internet will run on IPv6 [1]. In addition to the adoption of 
IPv6 on terrestrial networks, it is also needed on satellite networks which play an essential part of 
the Next-Generation Internet (NGI) due to their global coverage.
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This thesis investigates voice over IP using the next generation network protocol, IPv6 over 
satellite networks.
1.1 Research Objectives
The aim of this research is to study the issues of voice over IP in IPv6-based satellite networks. 
The research objectives are to improve the performance of SIP-based voice over IP in next 
generation satellites. SIP call setup time and QoS parameters of VoIP will be tested for IPv6- 
based satellite networks and IPv4 will be kept as a reference to validate and verify the analysis. 
Alterations in SIP timers will be suggested to improve the call setup time. The retransmission 
algorithms for SIP messages will also be optimized to achieve this goal. These proposed changes 
will reduce call setup time of voice calls in both IPv4 and IPv6 satellite networks. The 
modification of the protocol will be kept at minimal to ensure interworking but flexible enough to 
simplify future implementation. Bandwidth consumption, jitter and packet loss, being important 
VoIP metrics, will also be taken into consideration for comparison. In addition to call setup time, 
these performance metrics will be measured for analysis. The objectives of the thesis include:
i. To study VoIP and the QoS parameters to support real-time communications. These 
parameters will be investigated using different voice codecs in IPv6-based satellite 
network. A comparison will be performed with the current network protocol, IPv4, to 
investigate the merits and demerits of using IPv6 in VoIP over satellites.
ii. To study SIP signaling and its state machine model involved in call setup of VoIP calls. 
The retransmission timers will be studied and modified to reduce the retransmission of 
SIP messages. Research includes the study of the retransmission algorithms in SIP 
signaling, and to propose a novel algorithm to reduce the shortcomings of these 
algorithms in satellite networks.
iii. To perform a study of SIP signaling over the reliable Transmission Control Protocol 
(TCP) in comparison with the unreliable User Datagram Protocol (UDP) in IPv6 DVB- 
RCS environment.
1.2 Research Methodology
The research is conducted on a satellite network testbed in Centre for Communication Systems 
Research (CCSR). This testbed is based on a satellite emulator, PLATINE, which replicates a 
DVB-S2/DVB-RCS satellite network. It has full support for both, IPv4 and IPv6. An open source 
VoIP call generator, SIPp is installed to generate VoIP calls and an NTP server to synchronize 
different machines on the satellite network. The VoIP traffic generated by SIPp is captured for the 
analysis purposes.
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The approach taken for the research is by first studying and reviewing the existing research of 
VoIP in detail. From the literature review, it has shown that the current research does not cover all 
aspects of SIP-based VoIP in IPv6 satellite networks. So, experimentation has been conducted for 
VoIP on the testbed. Outcomes from this study have set the key optimization parameters and 
targets for SIP signaling. Then a novel algorithm is proposed along with new timer values to 
optimize the SIP signaling in VoIP in satellite environment. In addition to mathematical analysis, 
the optimization is tested under different scenarios for both, IPv4 and IPv6 for validation. The 
emulation and analysis results show the superiority of the proposed optimization over the existing 
standard. Finally, future work and research direction are identified.
1.3 Main Contributions
The main contributions of this thesis are summarized below:
i. Evaluated the quality of service (QoS) parameters of voiee over IP. The research focused 
on IPv6-based satellite network and pointed out the issues involved in adopting IPv6 
instead of IPv4 over satellites for VoIP. It highlights the feasibility of VoIP in IPv6 
satellite networks.
ii. Proposed new values in the SIP timers involved in the session establishment of VoIP calls 
over satellites to reduce the retransmission of SIP messages. These values are based on 
the long round trip time (RTT) in satellite networks.
iii. Proposed novel algorithms for retransmission of SIP messages exchanged during call 
setup. These algorithms are designed to reduce the number of retransmissions of SIP 
messages and the call setup time. They render the usage of the satellite bandwidth more 
efficient.
iv. Evaluated the new values in the SIP timers and proposed algorithms over the satellite 
network testbed. The evaluation has been performed with, both, IPv4 and IPv6. The 
results illustrated that the proposed algorithms functioned well and provided satisfactory 
results over satellites.
V. Evaluated SIP signaling over Transmission Control Protocol (TCP) in IPv6-based satellite
network for VoIP. The results highlight the implications of using TCP as the transport 
layer protocol in SIP signaling over IPv6 satellite networks.
1.4 Structure of Report
This thesis is structured as follows:
Chapter 1. Introduction
Chapter 2 gives an introduction of SIP-based VoIP. It covers the SIP signaling responsible for 
session management and the media transport protocols, RTP and RTCP. It also describes the 
existing research conducted in this area.
Chapter 3 outlines the features of the next generation protocol, IPv6 and its limitations and 
constraints in DVB-S/RCS satellite networks.
Chapter 4 describes the research framework utilized in the VoIP experimentation performed. It 
gives a description of the satellite emulator and the satellite network testbed.
Chapter 5 presents the QoS parameters of VoIP. It describes the results comparing these 
parameters in IPv4 and IPv6 satellite networks.
Chapter 6 explains the SIP finite state machine. This chapter describes the proposed novel 
algorithm for SIP signaling in VoIP in satellite environment. It compares the new algorithm with 
the basic one. This comparison is performed for both, IPv4 and IPv6.
Chapter 7 focuses on the impact of the transport layer protocols, especially, TCP on SIP signaling 
in satellite networks. This chapter also compares IPv4 and IPv6 in this context.
Finally, Chapter 8 discusses the conclusions and future directions for further research.
In addition, the configuration files of the satellite emulator and the XML scenarios of the voice 
call generator have been attached as appendices. The results on end-to-end QoS measurements for 
file transfer (FTP), web browsing (HTTP) and video streaming, taken on a real satellite, 
HellasSat-2 in collaboration with European Space Agency (ESA), have also been reported.
1.5 List of Publications
• M. Ali, L. Liang, Z. Sun and H. Cruickshank, “Evaluation of SIP Signaling and QoS for 
VoIP over Satellite Networks,” IEEE International Conference on Communications 
(ICC), Dresden, Germany, 14-18 June, 2009.
• M. Ali, L. Liang, Z. Sun and H. Cruickshank, “SIP Signaling and QoS for VoIP over IPv6 
DVB-RCS Satellite Networks,” IEEE International Workshop on Satellite and Space 
Communications (IWSSC), Siena-Tuscany, Italy, 10-11 September, 2009.
• M. Ali, L. Liang, Z. Sun and H. Cruickshank, “Optimization of SIP Session Setup for 
VoIP over DVB-RCS Satellite Networks”, International Journal of Satellite 
Communications Policy and Management. Accepted for publication.
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• M. Ali, L. Liang, Z. Sun and H. Cruickshank, “Evaluation of Transport Protocols for SIP 
Signaling over IPv6 DVB-RCS Satellite Networks”, IEEE International Symposium on 
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2 Review of VoIP
VoIP was originally designed to support voice over Internet Protocol. But today VoIP should be 
viewed as a technology, whereas real-time multimedia applications are the applications that can 
be enabled by that technology [2]. It allows voice and other multimedia data to be transported 
across any IP-based network such as campus Local Area Networks (LAN), private or managed 
intranets, the public Internet, or wireless and satellite communication networks.
VoIP is the real-time delivery of voice and multimedia content between two or more parties 
across networks using the Internet protocols. It also includes the exchange of information required 
to control this delivery. VoIP offers the opportunity to design a global multimedia 
communications system that may eventually replace the existing telephony infrastructure. Internet 
has provided a unique infrastructure that is almost everywhere in the world. In the old circuit- 
switched network telephony system, every call is established on a circuit that means a fixed 
physical connection is established and some system resources are allocated to this connection 
exclusively. No more than two people, a caller and a callee, can share the same resource in terms 
of bandwidth at the same time. In the IP packet-switched networks, no dedicated circuit is 
established during a call. The resources are shared among the users. The data is encapsulated in 
packets and transmitted in the network. There is no dedicated resource for a particular user. The 
network may use fewer resources to handle the same traffic as it does in a circuit-switched 
system.
The most prominent challenge for VoIP is to deliver multimedia quality comparable to circuit- 
switched alternatives, despite the non-deterministic character of the underlying IP network.
But because the current Internet is best effort network, rather than connection oriented, PSTN, the 
QoS could not be guaranteed while a call is carried over it. The voice packets may get lost in the 
network, reach the destination out-of-order and have variable transmission time. An IP network 
with QoS support, without significant bandwidth or performance bottlenecks, can deliver 
excellent quality speech using VoIP.
The multimedia protocol stack is shown in Figure 2-1. Voice over IP has two main architectures. 
One is H.323 which has roots in the traditional PSTN and the other is SIP which is Internet-based.
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SIP is more popular because of its simplicity. Following section gives details of this popular 
protocol.
sjsualms iHuliTi of sa ’. ice media transport Tmedia encaps. 
(H:261,MPEGi
TCP UDP
IPv4, IPv6
 ^ Ethernet
Figure 2-1; Multimedia Protocol Stack [6]
2.1 Session Initiation Protocol (SIP)
Session Initiation Protocol (SIP) [3] is designed to be a part of the overall Internet Engineering 
Task Force (IETF) multimedia data and control architecture and was originally developed in the 
Multiparty Multimedia Session Control (MMUSIC) working group of the IETF. Then it was 
separated from MMUSIC working group and the SIP working group was organized to continue its 
development.
SIP is a signaling protocol used to establish sessions over IP networks. It emerges as the protocol 
of choice for setting up conferencing, telephony, multimedia calls and other new types of 
communication sessions such as instant messaging.
SIP is a powerful alternative to H.323 and is a more flexible solution, simpler, easier to implement 
and more suitable to the support of intelligent user devices such as 3G/4G smartphones. It has 
been developed as a mechanism to establish sessions; it just initiates, terminates and modifies 
sessions. This means that SIP is extensible, scales, and fits well in different architectures and 
deployment scenarios.
It is a request-response protocol that closely resembles two other Internet protocols. Hyper Text 
Transport Protocol (HTTP) and Simple Mail Transfer Protocol (SMTP). Consequently, SIP 
integrates well with web applications. Using it, telephony becomes another Internet application 
and can be integrated easily into other Internet services. With other protocols together, it describes 
the session characteristics to potential session participants. SIP signaling should be considered
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separately from the media itself because the signaling can pass via one or more proxies or redirect 
servers while the media stream carried in Real-time Transport Protocol (RTP) [4] takes a more 
direct path. SIP does not guarantee to provide QoS but only account the performance of the 
connections.
2.1.1 SIP Entities
Users exchange messages to establish a session. Users are identified by a SIP URL that is similar 
to a mailto or telnet URL (Uniform Resource Locator), i.e., sip:user@host. This URL address can 
designate an individual, the first available person from a group of individuals or a whole group. 
To initiate a SIP call, a caller first locates the appropriate server and then sends a SIP request. The 
most common SIP operation is the invitation. Instead of directly reaching the intended callee, a 
SIP request may be redirected or may trigger a chain of new SIP requests by proxies. Users can 
register their location/s with SIP servers. SIP defines two basic entities: clients and servers.
• A client (also known as User Agent, UA) is an application program that contains both a 
user agent client (UAC) and user agent server (UAS). The user agent client is an 
application that initiates the SIP request and the user agent server is an application that 
contacts the user when a SIP request is received and that returns a response on behalf of 
the user. The response accepts, rejects or redirects the request.
• A proxy server is an intermediary program that acts as both a server and a client for the 
purpose of making requests on behalf of other clients. A proxy interprets, and, if 
necessary, rewrites a request message before forwarding it.
• A redirect server is a server that accepts SIP requests, maps the address into zero or more 
new addresses and returns these addresses to the client.
• A registrar server is a server that accepts register requests and is typically co-located with 
a proxy or redirect server and may offer location services.
• A location sever is a server used to obtain information about a callee’s possible locations.
Figure 2-2 shows the interaction among different SIP entities.
2.1.2 SIP Messaging Syntax
SIP is a text based protocol. It allows easy implementation in languages such as Java, Tel and 
Perl, allows easy debugging, and most importantly, makes SIP flexible and extensible. Except a 
few differences in character sets, much of the message syntax is identical to HTTP/LL However, 
SIP is not an extension of HTTP.
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Figure 2-2: SIP architecture
A SIP message is either a request from a client to a server, or a response from a server to a client. 
Both types of messages consist of a start-line followed by zero or more headers and is optionally 
followed by a message body:
message = start-line 
message-header 
C R L F
[message-body]
where
start-line = request-line I status-line
The request line specifies the type of request being issued, while the response line indicates the 
success or failure of a given request. Message headers provide additional information regarding 
the request or response that is required for information exchange between users. The message 
body normally describes the type of session to be established. An example of a SIP message is 
shown in Figure 2-3.
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Request-Line: INVITE sip:service@192.168.21.1:5060 SIP/2.0 
Method: INVITE
Request-URI: sip:service@192.168.21.1:5060 
[Resent Packet: False]
Message Header
Via: SIP/2.0/UDP 192.168.20.l:5060;branch-z9hG4bK-l-0 
From: sipp <sip:sipp@192.168.20.l:5060>;tag-l 
To: sut <sip:service@192.168.21.1:5060>
Call-ID: 1-28227@192.168.20.1 
CSeq: 1 INVITE
Contact : sip:sipp@192.168.20.1:5060 
Max-Forwards : 70 
Subject: Performance Test 
Content-Type: application/sdp 
Content-Length: 190
Message Body
Session Description Protocol
Session Description Protocol Version (v): 0
Owner/Creator, Session Id (o): userl 53655765 2353687637 IN IP4 192.168.20.1 
Session Name (s): -
Connection Information (c): IN IP4 192.168.20.1 
Time Description, active time (t): 0 0
Media Description, name and address (m): audio 6000 RTP/AVP 8 
Media Attribute (a): rtpmap:8 PCMA/8000 
Media Attribute (a): rtpmap: 101 telephone-event/8000 
Media Attribute (a): fmtp: 101 0-11,16
Figure 2-3: A SIP message
2.1.3 SIP Message Headers
Message Headers are included in a request or response in order to provide further information 
about the message or to enable the appropriate handling of it. There are four main categories of 
headers that are general, request, response and entity headers.
General headers can be used within both requests and response and contain basic information that 
is needed for the handling of requests and responses. Some of them are;
• To: indicates the recipient of the request.
• From: is the originator of the request.
• Call-ID: uniquely identifies a specific invitation to a session.
• Contact: it provides a URL for use in future communication regarding a particular 
session.
Request headers apply only to SIP requests and are used to provide additional information to the 
server regarding the request itself or regarding the client. Some examples are listed below:
• Subject: can be used to provide a textual description of the topic of the session.
• Priority: indicates urgency.
• Authorization: enables authentication.
Response headers apply only to response messages and are used to provide further information 
about what cannot be included in status line. Here are some examples:
• Unsupported: identifies those features not supported by the server.
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• Retry-After: indicates when a called user will be available.
The purpose of the entity headers is to show the type and format of information included in the 
message body. Example:
• Content-Length: specifies the length of the message in octets.
• Content-Encoding: indicates additional codings those have been applied to the message 
body.
• Allow: specifies what a called server supports.
2.1.4 SIP Message Types
SIP signaling comprises of exchange of request and response messages among the user agents 
through one or more SIP servers. These request messages are known as methods. The main six 
methods are INVITE, REGISTER, BYE, ACK, CANCEL and OPTIONS. The response messages 
are 100 Trying, 180 Ringing, 200 OK and many others. The different classes of responses are 
tabulated in Table 2-1.
Table 2-1: SIP Response Classes
Class Description Action
Ixx Informational: Indicates status of call 
prior to completion, also called 
provisional
If first informational response, the client 
should switch from timer Ti t o  timer T2 
for retransmission
2xx Success: request has succeeded If for an INVITE, ACK should be sent; 
otherwise, stop retransmissions of request
3xx Redirection: server has returned 
possible locations
The client should retry request at another 
server
4xx Client error: the request has failed due 
to an error by the client
The client may retry the request if 
reformulated according to response
5xx Server failure: the request has failed 
due to an error by the server
The request may be retried at another 
server
6xx Global failure: the request has failed The request should not be tried again at 
this or other servers
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2.1.5 Redirect and Proxy Servers
A redirect server does not issue any SIP requests of it own. After receiving a request other than 
CANCEL, it sends the list of alternative locations and returns a final response with redirection 
response code of 3xx, which could be any number between 300 and 399, or refuses the request.
A proxy server accepts requests from a client and forwards them. One of the most important 
message headers for a proxy server is the Via header field that it is used to indicate the path taken 
by a request so far. When a request is generated, the originating client inserts its own address into 
a new Via header and each proxy along the way will do the same, therefore the collection of Via 
headers provides a map of the path taken through the network by a given request. It is very useful 
because if a proxy detects its own address on a Via header it indicates that a loop has been 
created.
A proxy may be stateless or stateful. A stateful proxy maintains record of incoming and outgoing 
requests, while a stateless does not. One of the high performance, configurable, free SIP server 
under the open-source GNU license is SIP Express Router (SER) [5]. It can be used both, as a 
stateful, and a stateless proxy.
2.1.6 SIP Call Setup
The flow of messages during a call set up and tear down is as shown in Figure 2-4.
UAC
Ca 1er
Proxy
Server
UAS
Callee
IN V IT E
i n v i t e
180 Ringing
180 Ringing
200 OK
200 OK
ACK
ACK
Medial Data
I  . . . . . ■►I
BYE
200 OK u-
2000K
Figure 2-4: SIP message flow
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The sequence of messages to setup a call is INVITE - 200 OK - ACK. In this transaction, the 
codec, the IP address of the callee and other options are negotiated. ACK is only used for the 
confirmation of call establishment. The voice data is carried by Real-time Transport Protocol 
(RTP) [4] and it is exchanged among the calling end points. In the same way, BYE - 200 OK are 
exchanged to tear down a session [3].
2.1.7 Integration with Existing Protocols
SIP integrates well with the two main Internet applications; Web and e-mail. SIP integrates with 
the Web on a number of levels:
First, SIP carries around MIME content, as does HTTP. This characteristic enables SIP to return 
Web content as a result of a call invitation. As a result, SIP would integrate extremely well with 
Web browsers.
SIP identifies a user by means of a Uniform Resource Locator (URL), which can be embedded in 
Web pages or e-mail and by clicking on that URL, it could be possible to initiate calls like a link 
can access a new Web page.
One of the main features of the Web is its programmability and because SIP looks like HTTP 
there is the possibility that Common Gateway Interface (CGI) could be applied to Internet 
telephony as well.
2.1.8 SIP Benefits
SIP offers a number of key benefits like simplicity, extensibility, modularity, scalability and 
integration.
• Simplicity: It is a simple protocol because SIP encodes its messages as text simply. 
Moreover it is similar to HTTP so the existing HTTP parsers can be quickly modified for 
SIP usage.
• Extensibility: It is a key metric for measuring an IP telephony signaling protocol. By 
default, unknown headers and values in SIP are ignored. If any unknown value arrives to 
a server it returns an error code and lists the set of features it understands. To further 
enhance extensibility, numerical error codes are hierarchically organised as in HTTP. 
Using textual encoding to describe the header fields keeps their meaning self-evident.
• Modularity: Internet multimedia communications require many different functions that 
should have separate and general protocols to be duplicated in other applications. SIP is 
very modular and encompasses call signalling, user location and basic registration. A key
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feature of SIP is its ability to separate the notion of a session from the protocol used to 
invite a user to a session.
• Scalability: There are a number of different levels where we can observe scalability:
domains (end systems could be located anywhere on the Internet), server processing
(transaction through server could be stateful or stateless) and conference sizes (SIP scales
to all different conference sizes. Conference coordination can be fully distributed or
centralised).
• Integration: SIP has the ability to integrate with the Web, e-mail, streaming media 
applications and protocols.
2.2 Real-time Transport Protocol (RTP)
IP-based networks are best effort. They do not have fixed connection when real-time data such as 
voice and video are transmitted over it and, thus, delay, desequencing and jitter are more serious 
than for a circuit-switched network that is connection-oriented. These effects degrade the Quality 
of Service (QoS) of VoIP. To overcome these disadvantages. Real-time Transport Protocol (RTP) 
is developed that allows receivers to compensate for the jitter and desequencing introduced by IP 
networks. RTP can be used for any real-time stream of data, including VoIP. RTP defines a way 
to format IP packets carrying real-time data and includes;
• Information on the type of data transported
• Timestamps
• Sequence numbers
RTP does not do anything to affect the behaviour of the IP network. The network can drop, delay 
or desequence an RTP packet like any other IP packet. It simply allows the receiver to recover 
from network jitter by appropriate buffering and sequencing, and to have more information on the 
network so that appropriate corrective measures can be adopted (redundancy, lower rate codecs, 
etc.).
RTP is typically used on top of User Datagram Protocol (UDP). Both protocols contribute parts of 
the transport protocol functionality. RTP may not run on top of TCP because it is not suitable for 
real-time data. The specification [4] recommended an even UDP port to assign to RTP.
When a host wishes to send a media packet, it takes the media, packetizes it, adds the RTP header, 
and places it in a lower-layer payload. It is then sent into the network, either to a multicast group 
or unicast to another participant. RTP header has variable length, including 12 bytes long fixed 
part followed by variable length data. Figure 2-5 shows RTP header format [6] [7].
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Figure 2-5: RTP Header
2 bits are used to indicate the version of the RTP. Now it’s version 2.
A padding bit P indicates whether the payload has been padded for alignment. If it was 
assigned a value of "1", the last byte of the payload field shows how many padding octets 
have been appended exactly to the original payload.
An extension bit X indicates the presence of head extensions after the Contributing 
SouRCe (CSRC) of the fixed header.
Four bits are used to indicate Contributing SouRCe (CSRC) Count Code (CC) that tells 
how many CSRC identifiers follow the fixed header. Usually there is none.
Marker (M) occupies 1 bit and defined by the RTP profile. H.225.0 shows that for any 
audio coding that support silence suppression, it must be set to "1" in the first packet of 
each talk spurt after a silence period.
Payload type (PT): 7 bits. The payload of each RTP packet is the real-time information 
contained in the packet. PT in the RTP header is just a number to indicate the 
corresponding payload type.
Sequence number: 16 bits. Start on a random value and is incremented at each RTP 
packet.
Timestamp: 32 bits. The clock frequency is defined for each payload, e.g. H.216 payload 
uses a 90 kHz clock for the RTP timestamp. For most audio codecs the RTP clock 
frequency is set to 8000 Hz. For video, the RTP timestamp is the tick count of the display 
time of the first frame encoded in the packet payload and for audio, the RTP timestamp is 
the tick count when the first audio sample contained in the payload was sampled. The 
clock begins on a random value.
Four bytes are used for Synchronization SouRCe (SSRC), which identifies the source of a 
stream of RTP packets that does not depend on network address.
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• Another four bytes are used for Contributing SouRCe (CSRC), which identifies sources 
that have contributed to the combined stream produced by an RTP mixer.
The sequence number and timestamp are used together to help the receiver to retrieve the right 
order of the received voice packets. A VoIP application arranges incoming packets in a buffer of a 
fixed length before their playback. In the buffer, RTP packets are sorted in their original order 
using their sequence number. If a packet is delayed, the application may repeat the last frame of 
the current playing packet long enough to catch up with the timestamp of the next received 
packet, or use some interpolation scheme as defined by the particular audio codec in use.
2.3 Real Time Control Protocol (RTCP)
The data transport protocol RTP is augmented by a control protocol. Real-time Transport Control 
Protocol (RTCP), to allow monitoring of the data delivery in a manner scalable to large multicast 
networks, and to provide minimal control and identification functionality. RTP and RTCP are 
designed to be independent of the underlying transport and network layers. RTCP provides 
statistics information for monitoring the quality of service of the voice call, and is based on the 
periodic transmission of control packets to all participants in the session. The underlying protocol 
must provide multiplexing of the data and control packets. RTCP provides additional information 
to session participants. In particular, it performs four functions [7]:
• QoS feedback. This feedback function is performed by the RTCP sender and receiver 
reports, and is related to the flow and congestion control functions of other transport 
protocols. Receivers in a session use RTCP to report back the quality of their reception 
from each sender. This information includes the number of lost packets, jitter, and round- 
trip delays. This information can be used by senders for adaptive applications which 
adjust encoding rates and other parameters based on feedback.
• Intermedia synchronization. For flexibility, audio and video are often carried in separate 
packet streams, but they need to be synchronized at the receiver to provide “lip sync”. 
The necessary information for the synchronization of sources, even if originating from 
different servers, is provided by RTCP.
• Session Control. RTCP allows participants to indicate that they are leaving a session 
(through a BYE RTCP packet). Participants can also send small notes to each other, such 
as “out of the office”.
• Identification. RTCP packets contain information such as the e-mail address, phone 
number, and full name of the participant to be displayed in the user interface. This allows 
session participants to learn the identities of the other participants in the session.
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RTCP requires that all session participants (including those who send media and those who just 
listen) send a packet periodically which contains the information described above. These packets 
are sent to the same address (multicast or unicast) as the RTP media, but on a different port. The 
information is sent periodically since it contains time-sensitive information, such as reception 
quality, which becomes stale after some amount of time. However, a participant cannot just send 
an RTCP packet with a fixed period. Since RTP is used in multicast groups, there could be 
sessions with hundreds or thousands of participants. If each one were to send a packet with a fixed 
period, the network would become swamped with RTCP packets. To fix this, RTCP specifies an 
algorithm that allows the period to increase in larger groups.
The specification defines several RTCP packet types to carry a variety of control information:
• SR: Sender report, for transmission and reception statistics from participants that are 
active senders. These SRs are sent periodically in RTCP packets to the same control port.
• RR: Receiver report, for reception statistics from participants that are not active senders. 
These RRs contain the user's name and information on the number of packets lost and the 
interarrival jitter for each source in the conference.
• SDES: Source description items.
• BYE: Indicates end of participation.
• APR: Application specific function.
The only difference between SR and RR forms, besides the packet type code, is that the sender 
report includes a 20-byte sender information section that contains timestamps, bytes sent, and 
packets sent on the data port for use by active senders, where packet and octet count are reported. 
Both the SR and RR forms include zero or more reception report blocks, one for each of the 
synchronization sources from which this receiver has received RTP data packets. Each reception 
report block provides statistics about the data received from the particular source indicated in that 
block that provide information about the QoS behaviour: ratio of packets lost, cumulative number 
of packets lost, highest sequence number received and interarrival jitter.
It is important to note that, even if the end-station actually is not sending any audio or video data, 
it is still multicasting periodic RTCP packets and, therefore, is a multicast source and receiver.
2.4 Impact of Satellite Networks on VoIP
The initial growth of satellite networks has been somewhat hindered by the wide installation of 
optical fibres for data and telephony. However, satellites still play an important role in 
telecommunications by offering services making efficient use of their unique advantages. Future
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growth will be also achieved by emerging applications taking advantages of them. The most 
important characteristics are briefly listed below:
• Capability for multiple access configurations (point-to-point, point-to-multipoint, 
multipoint-to-multipoint), particularly for low density traffic.
• Wide distribution capability for point-to-multipoint content distribution, such as TV, 
multimedia or data
• Flexibility in network architecture and connection setup regardless of terrestrial obstacles 
or distances, which is ideal for reaching remote or rural locations.
Despite their unique characteristics described above, satellite networks present certain 
disadvantages mainly with respect to high data rate or interactive services:
• High delay and losses due to the long propagation path, especially, for geostationary 
(GEO) satellites
• Interference and noise, particularly for systems implementing frequency reuse between 
different beams
• Relatively high initial investment cost compared to their limited lifetime of about 15 years
• Limited capacity for applications (with respect to terrestrial networks) or high cost/bit
Due to the characteristics listed above, satellite networks cannot be competitive with respect to 
terrestrial networks such as fibre. However, there is a large portion of the population, even in the 
developed countries, which cannot be covered sufficiently by terrestrial networks. This fact opens 
up a variety of applications and services for which satellites can offer a complementary network 
solution to terrestrial systems. Beside VoIP, these include free-to-air Digital TV, satellite UMTS 
(Universal Mobile Telecommunications System), TV broadcasting to mobiles, security 
applications as well as broadband Internet.
VoIP is affected by the propagation delay and erroneous links of satellites. As mentioned earlier 
that, VoIP consists of two components, signaling and media transmission. Signaling is 
deteriorated due to the satellite characteristics as these delays increase the call setup time, which 
becomes intolerable after a certain limit. Media transmission is also influenced by the satellite 
typical features as it introduces delay in timely transmission of voice data. Voice data is not only 
delayed, but it has to counter the issues of jitter and packet loss, too. All these factors contribute to 
degrade the quality of service (QoS) of VoIP. Satellites are adopting the Internet QoS architecture 
to prioritize the voice traffic from data traffic.
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2.5 State of the Art Research in SIP Signaling and VoIP
VoIP being a real time application, is intolerant to long call setup time and lengthy delays. P. 
Metha and S. Udani [8] reviewed VoIP and described latency, jitter and packet loss as important 
quality of service (QoS) parameters. These parameters have been used to identify the QoS and 
bandwidth on demand requirements of VoIP over satellites [9] [10].
This section outlines the current research being carried out in the context of SIP signaling in 
VoIP. First of all it describes the recognition of SIP in several areas of telecommunication, its role 
in integrating different networks and its contribution in multimedia applications. It outlines the 
research conducted regarding SIP call setup latency in VoIP. It highlights the state of the art 
research performed on the issues of transport layer protocols in SIP signaling. In the end, it 
summarizes the contibutions on the collaboration of IPv6 and SIP in terrestrial networks.
2.5.1 SIP recognition
Originally, H.323 was the key signaling protocol that allowed interoperability of VoIP products 
and introduced an alternative to the initial proprietary solutions [11]. Meanwhile, other VoIP 
signaling protocols. Media Gateway Control Protocol (MGCP), H.248 or Megaco and Session 
Initiation Protocol (SIP) were developed. SIP experienced rapid growth after its proposal by H. 
Schulziinne and J. Rosenberg [12]. SIP is being adopted on widespread basis in terrestrial and 
satellite networks. It is recommended as the protocol to offer intelligent network (IN) service 
features [13]. Java has implemented the SIP protocol stack, based on an object oriented and 
extensible design [14] and Microsoft has included a SIP user agent in its operating systems, 
Windows XP and later versions [15]. SIP can play its role in mobility management for VoIP [16] 
and provide secure communication by deploying mobile virtual private network (VPN) [17]. N. 
Banerjee presented a SIP-based architecture that provides soft handoff to support seamless 
mobility in next generation heterogeneous networks [18]. SIP can interoperate with other 
signaling protocols, like MGCP [19][20] and interconnect with PSTN [21]. It can be converged in 
multimodal/multimedia communication services using XML-based markup languages [22] and 
can be implemented as signaling Web services [23]. A unified SIP services architecture for new 
applications had been presented in [24] [25]. SIP is the main signaling protocol in 3rd Generation 
Partnership Project (3GPP), IP Multimedia Subsystem (IMS). The quality of service (QoS) for 
SIP-based multimedia sessions in IMS is illustrated in [26]. It discusses a scenario for VoIP to 
demonstrate how relevant QoS mechanisms and signaling protocols such as SIP, Media Gateway 
Control Protocol (H.248/Megaco), and the Common Open Policy Service (COPS) interact. D. Sun 
et. al. [27] defined a multilayer all-IP architecture to support SIP-based VoIP and IP multimedia 
services over heterogeneous networks that extends the IMS architecture. SIP is a key tool in
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building next-generation converged VoIP networks and transitioning the PSTN to be an integral 
part of the VoIP networks [28]. A SIP-based VoIP architecture supports a rich set of call signaling 
functionality, point-to-point, and multi-point audio conferencing [29]. Multiplayer networked 
games provide interaction amongst players via text messaging and SIP-based conferencing [30]. 
The design, analysis, and performance of a SIP-based videoconferencing tool are presented in 
[31]. SIP can be used in emergency response [32][33] and medical applications [34]. Wearable 
devices such as the IBM Linux Watch can play a powerful role as a control device in a SIP 
infrastructure [35].
2.5.2 SIP Call Setup Latency
The call setup time is an important factor in voice calls in telecommunication networks. It was 
analyzed for H.323 signaling over wireless links using radio link protocol (RLP) [36]. The session 
setup time can be affected by the quality of the wireless link, measured in terms of frame error 
rate (PER), which can result into retransmissions of packets lost and can lengthen the session 
setup time. Therefore, such protocols should have a session setup time optimized against loss. A 
simple call model is developed for call setup which suggests that H.323 control packets should be 
transferred with retransmissions of a radio link protocol (RLP), while voice packets do not require 
these retransmissions. The results illustrate that without RLP in wireless links, the call setup 
performance is degraded even at moderately high frame error rates (FERs). Inclusion of a robust 
radio link layer protocol, such as RLP, can improve the H.323 call setup delay performance.
Hanane Fathi [37] had compared the session setup delay for SIP using UDP, TCP and RLP as the 
underlying protocols as a function of frame error rate (PER), for wireless links. To optimize the 
call setup delay, an appropriate underlying protocol should be selected. In this paper, a novel 
adaptive transmission timer is proposed that is adjustable to the size of signaling packets. An 
analytical model is used to evaluate the average SIP session setup depending on the frame error 
rate (PER) of the wireless link. For FERs higher than 4%, the session setup time in UDP is less 
than TCP. Low layer retransmission mechanisms such as radio link protocol (RLP) improve 
considerably the SIP session setup delay. Hanane Fathi extended this research in [38] with the 
inclusion of fading and a comparison of SIP versus its competitor H.323. In this study, the 
transmission errors on both the forward and reverse channel are modelled as Markovian errors. 
Using numerical results, it can be deduced that the use of UDP instead of TCP can reduce the 
session setup time. Under high frame error rate conditions and significant correlation in the fading 
process, inclusion of radio link protocol (RLP) further reduces the session setup time. SIP session 
setup delay with compressed messages surpasses H.323 session setup delay. Hanane Fathi [39] 
carried on this research further for IMS in 3G wireless networks. The session setup time is less for 
UDP than for TCP as the underlying transport layer protocol for SIP. The session setup time is
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further reduced for, both, UDP and TCP, with the inclusion of radio link protocol (RLP), under 
the same frame error rate (PER) and same channel bandwidth. SIP performs better than H.323, 
particularly for PER higher than 2%.
Victor Y. H. Kueh [40] discussed the performance analysis of SIP based call setup over satellite- 
UMTS (S-UMTS) network. Using the Radio Link Control acknowledged mode (RLC-AM) 
mechanisms, this paper presented efficient methods for transmission of SIP signaling over S- 
UMTS interface. Two mechanisms have been suggested to prevail over the demerits of the 
existing RLC-AM procedure. The first mechanism can recover the lost last radio segments in a 
single round trip, while reducing the response sent on the reverse link; hence, decreasing the 
number of retransmissions. The second mechanism reduces the retransmissions in the scenario, 
when more than one response trigger is configured, resulting in system performance 
improvement. Both these mechanisms are backward compatible with the existing functioning of 
RLC-AM in UMTS and can be easily implemented.
A. Munir [41] analyzed SIP-based IMS session establishment signaling for WiMax-3G networks. 
This paper evaluated the SIP session setup delay for different channel rates. Transmission, 
processing and queueing delays at network nodes are considered for the analysis. Numerical 
results illustrate that the IMS session setup delay can be significantly reduced by increasing the 
3 G channel rate, but it increases with the increase in the signaling arrival rate and frame error 
probability. A. Munir and A. Gordon-Ross [42] proposed two novel interworking architectures to 
integrate WiMax and third-generation (3G) networks. This paper analyzed the SIP-based IMS 
registration and session setup signaling delay for 3G and WiMax networks specifically for their 
interworking architectures. The analysis shows that these delays are much less in WiMax 
networks than in 3G networks. The results encourage the deployment of WiMax-3G interworking 
architectures with the IMS infrastructure support.
The call setup latency in VoIP over wireless LANs had been analyzed using ns-2 simulator [43]. 
The impact of the number of the competing nodes in a WLAN is analyzed and an analytical 
expression is derived for the average call setup latency. The results illustrate that the call setup 
latency is dependent on the number of mobile nodes in a WLAN. It is also suggested that SIP 
timer should be cautiously selected to minimize redundant retransmissions, resulting in reduction 
of the call setup latency. S. Pack et. al [44] analyzed the end-to-end transfer delay of SIP 
messages over multi-rate wireless networks which support different transmission modes on the 
basis of adaptive modulation code. The physical layer is modelled as a Nakagami m fading 
channel and the link layer as automatic repeat request (ARQ). The analytical and simulation 
results show that the transfer delay is affected by the message size and channel conditions.
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B. Moon [45] proposed a proxy agent-based scheme to minimize the SIP session setup delay over 
a wireless link in 3G inter-subnet handover scenarios. This scheme is based on the two 
characteristics. One is that the retransmissions in the unreliable wireless links is the major factor 
of SIP session re-setup delay, and the second is that most of the fields in the request and response 
messages are duplicated during session re-setup. This scheme suggests modifications in the SIP 
message processing at the base station (BS) and mobile host (MH) proxy agents.
Gurbani et. al [46] provided an analytical look at the performance of a SIP network as well as a 
reliability model of SIP servers. Under varying arrival rates, service rates, network delays, and 
replication schemes and associated failover rates, performance of the network had been assessed. 
End-to-end mean response time, end-to-end mean number of jobs in the system, availability, 
probability of job loss, and mean time to process jobs that arrive when the system is down are the 
key metrics for the analysis. Based on these models, Pirhadi et. al [47] presented a model for call 
setup time for SIP-based stateless and stateful calls in next generation networks (NGN). The 
results show that the number of users supported by a proxy server is dependent on the call setup 
delay.
D. Satoh and K. Ashitagawa [48] had presented a SIP-based VoIP network design to prevent the 
congestion caused by sudden increase in calls after a disaster. They exploited the fact that the path 
followed by voice packets is different than that taken by SIP signaling. The results demonstrate 
that the proposed load-balancing design can build a congestion-tolerant network, and even if its 
connection delay is larger than the conventional PSTN system, the delay is within the acceptable 
range.
SIP signaling call setup delay had been measured to quantify the impact of workload on end-user 
devices in [49]. This paper examines the influence of factors such as workload of end user 
devices, and the number of proxies along the routing path in the corporate environment. It 
evaluates the feasibility of open, standard JAIN (Java APIs for Integrated Networks) SIP APIs, 
which are initially developed to measure signaling performance of VoIP across heterogeneous 
networks. The results demonstrate that the signaling delay increases with increase in the call 
holding duration for a fixed mean interarrival time. As a consequence, there is an increase in 
simultaneous sessions, which increases the workload on the machines, further increasing the 
signaling delay. While in case of fixed call holding duration, the call setup time decreases with an 
increase in interarrival time. The arrival rate decreases due to increase in interarrival time; hence, 
decreasing the number of simultaneous sessions, which puts lighter workload on the machines. 
This will decrease the signaling delay in establishing a new session. These results are helpful in 
evaluating the signaling performance for a specified workload level before deploying a VoIP 
solution.
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2.5.3 SIP and Transport Layer Protocols
The prevalent use of SIP has stimulated the use of transport layer protocols other than UDP and 
TCP, underneath it (e.g., stream control transmission protocol [SCTP], transport layer security 
[TLS] over TCP, and TLS over SCTP). A comparative analysis of three transport protocols (UDP, 
TCP and SCTP) for SIP has been carried out in [50] for user agent-proxy and proxy-proxy 
scenarios, with SCTP performing better in both the scenarios in some aspects. SCTP was 
designed to facilitate the transport of SS7 signaling messages. But SCTP features like, congestion 
control, good separation among independent messages and multihoming also facilitate the 
transport of SIP messages. The results illustrate that SCTP is beneficial towards fair sharing of 
network resources and avoidance of Head of Line Blocking (HOL) present in TCP. As, UDP and 
TCP are the dominant protocols in the Internet as well as in SIP applications, the transition 
towards SCTP will not only be gradual, but, also difficult. However, the benefits like avoiding 
HOL may promote SCTP as a candidate to replace the existing protocols.
G. Camarillo [51] provided a comparison of call setup in SIP on top of UDP, TCP, and SCTP 
using ns-2. It is expected that SCTP will perform much better than TCP and UDP. This paper 
evaluates the strengths and weaknesses of SCTP. Application layer retransmissions in UDP are 
appropriate for light signaling traffic, but are unsuitable for heavy signaling loads. For heavy 
signaling traffic, TCP and SCTP are superior to UDP, due to their fast retransmit algorithms and 
their congestion control mechanisms. The simulations illustrate that despite the major benefit of 
SCTP over TCP - HOL blocking avoidance -does not show a considerable performance 
improvement under normal conditions. For moderate traffic loss, which is suitable for signaling 
traffic, the mean delays for SCTP and TCP are statistically similar at the 95% confidence level. 
Under higher packet loss, the HOL blocking increases and SCTP performs slightly better in terms 
of delay. Another demerit is observed in the transport layer fragmentation offered by SCTP. 
Fragmentation decreases the transport performance as a lost fragment requires retransmission of 
all the successfully received fragments. Moreover, port-aware NATs that do not maintain state of 
fragments and do not reassemble them may not be able to route fragmented datagrams. Thus, it 
can be deduced that SCTP is fairly better than TCP for SIP signaling from the subscriber’s 
viewpoint. Generally, the performance of SCTP is much better under worse network conditions.
Transport Layer Security (TLS) was also investigated in addition to the three previously 
mentioned protocols in [52]. This paper focused on the underlying transport layer protocols as the 
key element in designing low-latency, scalable, carrier-grade SIP entities. It also gives the idea of 
SIP connection management and the persistent connection model. Even SIP supports several 
transport layer protocols, but the best one for a specific SIP entity depends on the service being 
offered, the traffic pattern and its throughput, reliability, security and fault tolerance. A single
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protocol cannot meet the requirements of all SIP entities. At the beginning, UDP was the 
preferred transport layer protocol, but now inclination is towards SCTP and TCP. In addition, the 
security concerns have brought forward TLS over SCTP and TCP. Connection-oriented protocols 
have the shortcoming of connection setup time; hence, using TLS over these protocols will 
increase the setup time. Therefore, persistent connection model will help to reduce the session 
setup latency as SIP entities in the session setup path will not loose the subsequent requests of that 
session.
L. Alcuri and M. L. Fasciana [53] compared UDP and SCTP in a SIP for Telephones (SIP-T) 
framework.
M. Lulling and J. Vaughan [54] investigated different variants of TCP, namely, Tahoe, Reno and 
selective acknowledgement (Sack) in the context of SIP signaling. The adverse conditions of 
packet loss and delay on the best effort shared Internet due to congestion have been simulated. A 
proxy-to-proxy scenario for SIP has been used on the simulated network topology. This scenario 
exploits the benefits of deploying TCP as the transport layer protocol. Particularly, carrying 
multiple SIP messages in one TCP connection facilitates employing TCP’s traffic control 
mechanisms. The results illustrate that TCP Thaoe is not a good option as a transport layer 
protocol. It is really complicated to decide the superiority of TCP Sack over TCP Reno. TCP Sack 
can be used with TCP Reno, but, if TCP Sack is not available in the implementation, the session is 
switched to TCP Reno. So, interoperability is not a problem, hence, TCP Sack can be used 
comfortably. The conclusion is that TCP Sack, which emerges as a viable substitute to SCTP, 
should be preferred to both TCP Reno and TCP Tahoe. Its interoperability with Reno advocates 
its feasibility, beside the moderate improvement offered in transport of SIP traffic. M. Lulling and 
J. Vaughan [55] extended their research and presented a comparative evaluation of UDP, TCP and 
SCTP. Reno, Vegas and Sack variants of TCP have been considered. A similar underlying 
network topology models the proxy-to-proxy scenario to facilitate bundling multiple SIP 
messages into a single connection in both, TCP and SCTP. The performance evaluation is based 
on throughput and delay. The performance of SCTP is not as good as anticipated. There is an 
insignificant difference between SCTP and TCP Sack. The expectation was that SCTP’s 
unordered data chunk delivery feature will surpass TCP in the context of delays, in consequence 
of elimination of HOL blocking. However, it can be concluded from the results that the 
limitations of TCP in the context of delays are not due to its byte stream feature and HOL 
blocking issues; rather it is due to the flow control, congestion control and avoidance mechanisms 
on an aggregate of messages within a session. UDP outperformed in all the experiments, but at the 
cost of complexity and overhead at the application layer. In spite of this, UDP is mostly used 
transport layer protocol in SIP based applications and the results demonstrate that use of either 
TCP or SCTP as a feasible alternative cannot be convincingly justified. TCP Sack and SCTP have
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proved to be the best reliable transport layer protocols for SIP traffic. There is trivial difference 
between their performances; hence, neither can be advocated to be superior to the other. There is 
no sufficient evidence of performance lead from any protocol to replace UDP, at present the 
mostly adopted transport protocol for SIP.
Masataka Ohta [56] evaluated the performance of SIP signaling using call setup delay and 
throughput with UDP and TCP as transport layer protocols. A new agent is developed in the 
network simulator, ns-2, which operates as a SIP user agent and SIP proxy. The blocking of TCP 
buffer at the receiver is also simulated via a TCP agent. The results illustrate that there is a 
tradeoff between UDP and TCP. SIP over TCP performs better than UDP in the context of 
throughput. In contrast, SIP over UDP performs well in terms of call setup delay. Masataka Ohta 
extended this work in [57]. In UDP, a SIP message is dropped if the SIP proxy buffer is full. On 
the other hand, for TCP, there are two scenarios. First is TCP (discard) which is similar to UDP as 
the SIP message is dropped. Second is TCP (wait) in which SIP message is kept in TCP buffer 
until SIP proxy buffer gets free. The results demonstrate that TCP (wait) is appropriate for the 
transport layer. But large size TCP buffer should be avoided to keep the call setup delay within an 
appropriate limit.
The impact of transport protocols on SIP proxy performance had been discussed in [58]. This 
paper compares the performance and scalability of the OpenSER SIP proxy server on UDP 
against TCP. TCP is advantageous due to reliable delivery and congestion control, but, UDP is 
mostly preferred. The reason for this legend is that UDP has lower processor and network 
overhead which improves the scalability and performance of SIP services. This paper contradicts 
this reasoning. It demonstrates that the performance of OpenSER is degraded with TCP due to its 
design. There are two major factors for the performance difference. First, the interprocess 
communication to share file descriptors is an overhead deteriorating the performance. Second, 
management of idle connections is ineffective and slow. On resolving these issues, the server’s 
performance with TCP is quite comparable with UDP. Moreover, it is recommended that TCP 
based SIP proxy servers must be multi-threaded and event driven servers.
The impact of using TCP as the transport protocol for SIP servers, in terms of scalability and 
performance, had been evaluated in [59]. Two tasks have been undertaken in this paper. First, 
scalability of a TCP echo server has been investigated. Second, two types of TCP connection 
lifetimes, namely, transaction and persistent are used to evaluate the performance of a SIP 
registrar server. The results illustrate that a Linux machine can launch 400,000+ TCP connections 
and the transaction response time is not affected because of this large number of concurrent 
connections. Furthermore, at a rate of 2,500 registration requests/second in the SIP server, there is 
trivial difference in the transaction response time of the two TCP connection lifetimes and UDP. 
But, sustainable request rate is less in TCP as compared to UDP, because TCP involves more
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message processing, resulting in longer delays at the thread queue for thread-pool model based 
server. To circumvent this, the server chosen should support a large number of simultaneous 
requests. The success rate falls sharply beyond the sustainable rate, due to the overload control of 
the SIP server. The results of the component tests recommend expediting message parsing to 
improve overload control of the server. This will increase the request throughput of the server.
2.5.4 SIP and IPv6
IPv6 and SIP are the pillars of next generation networks owing to the rapid growth of Internet and 
convergence of VoIP services and the Fixed Mobile Convergence (FMC). IPv6 is the protocol of 
choice for the next generation networks. It is being deployed and used in VoIP networks 
worldwide [60]. The IPv4-IPv6 translation mechanisms for SIP-based VoIP applications are 
discussed in [61]. A testbed architecture for SIP trapezoid [62] was developed and different IPv4- 
IPv6 transitioning mechanisms were investigated for SIP-based VoIP applications. The main 
factor in the proliferation of global services, for instance VoIP, in the next generation networks is 
the seamless connectivity of IPv4, IPv6, and dual stack hosts. The selection of most feasible 
transition techniques to integrate IPv4 and IPv6 networks is necessary for this development. It is 
important because different mechanisms have different performance. This paper describes the 
performance of different IPv4-IPv6 transition techniques when integrated with SIP-based VoIP 
applications. It illustrates the performance of SIP registration, session establishment and media 
transport, under tunneling and translation mechanisms. This performance impact can be a decisive 
factor in the deployment of network transitioning and VoIP service.
As a further extension to this research, SIP call setup delay and RTP one-way delay had been 
evaluated using this testbed for different transitioning mechanisms [63]. The performance of 
transition scenarios is quantified compared to native scenarios by presenting measurement results 
and gained insights. The paper reveals individual pros and cons of transition technologies and 
their available implementations.
W. Chen et. al [64] proposed a solution to the issue of establishing an IPv6 call by an IPv4/IPv6 
dual-stack user equipment (UE) to an IPv4-only user agent (UA) in IP multimedia subsystem 
(IMS) network. This paper compares the proposed solution with the existing solutions, namely, 
the IMS-application layer gateway solution, the redirect solution, and the interactive connectivity 
establishment solution in terms of network node modification, call setup complexity, and RTP 
transmission latency. The results show that the proposed solution is superior to the other three 
solutions in the call setup and RTP transmission.
W. Chen and P. Lin [65] furthered this research and presented a solution on the IPv4-IPv6 
translation for RTP packets. The study revealed that the proposed solution outperformed the
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existing solutions in terms of three different parameters, packet loss rate, maximum throughput, 
and average latency.
This section reviewed the current research related to SIP-based VoIP. It mentions the recognition 
of SIP in various fields, especially in telecommunication. It has discussed several issues related to 
SIP signaling. SIP call setup time is an important factor in providing Quality of Service (QoS). It 
has been evaluated in wireless fading channels. The impact of the latency introduced by the SIP 
setup delay has been investigated in 3G networks and satellite-UMTS networks. Radio Link 
Control (RLC) is recommended in these networks to reduce the call setup latency. This parameter 
is also investigated in WiMax-3G networks and WLANs. Some queueing models have been 
presented to analyze the scalability and reliability of SIP networks. Along with this, the impact of 
transport layer protocols on SIP signaling has been quantified. The transport layer protocols 
considered are UDP, TCP, SCTP and UDP is recommended as the best choice. The impact of 
security related transport layer protocol TLS has also been considered as it adds an extra header to 
the packet. All this research discussed so far is conducted considering IPv4. In the recent years, 
the challenges of SIP over IPv6 as well as related issues and performance impacts have been 
evaluated in terrestrial networks.
2.6 Summary
This chapter presented an overview of VoIP. A well-known signaling protocol, SIP, is described 
in detail. SIP can solve the compatibility problem and allow users to communicate with each other 
by using multiple vendor equipment and applications. It is independent of any specific network 
architectures and enables users to communicate in heterogeneous networks. It is developed on the 
logic of the Internet that makes it flexible in dealing with the VoIP calls. SIP is designed to be a 
part of the overall IETF multimedia data and control architecture. It is used to establish sessions 
over an IP network for many types of communications. It is a more flexible solution, simpler, 
easier to implement and better suited to the support of intelligent user devices. It is extensible, and 
fits well in different architectures and deployment scenarios. It is a request-response protocol, like 
HTTP, and integrates well with Internet applications. SIP involves less signalling than H.323 that 
means that calls can be established faster and a rapid call setup is a key requirement of a high 
quality service. By enabling useful information to be included, it also permits the user devices and 
the users themselves to make various intelligent decisions about call handling.
Real-Time Transport Protocol (RTP) is developed to deliver media from user to user and allows 
receivers to compensate for the jitter and desequencing introduced by IP networks. RTP can be 
used for any real-time stream of data, for instance VoIP. RTP defines a way to format IP packets 
carrying real-time data for VoIP applications. RTP does not do anything to affect the behaviour of
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the IP network. It simply allows receivers to recover from the network jitter by appropriate 
buffering and sequencing.
This chapter discussed the impact of satellite networks on VoIP. It also reviewed the research 
carried out regarding SIP-based VoIP. It mentioned different areas of research for which 
significant work has been performed on terrestrial networks. Some research has been done on 
integration of SIP and IPv6 on terrestrial networks. In the next chapter, the issues of IPv6 over 
satellites have been explored.
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Chapter 3
3 IPv6 and Satellite Networking
3.1 The Next Generation Protocol, IPv6
The next generation network protocol, IPv6, is emerging to overcome the shortcomings of IPv4, 
the most important being the shortage of address space together with the requirement of QoS, 
security, multicast and mobility [66]. The core network, end systems and applications need to be 
upgraded to support this new protocol. Nowadays, almost, every operating system is IPv6 
enabled, and vendors are upgrading their products to support this next generation protocol. 
Because of its huge address space, it will be adapted by mobile and vehicular networks [67] [68]. 
Although, IPv6 is proliferating and integrating in the existing networks but it has to coexist with 
IPv4 using dual-stack, protocol translation and tunnelling approaches for a long transitional period 
[69].
3.1.1 Evolution from IPv4 to IPv6
Internet protocol, IPv4, is designed with 32-bit addresses. This address space is divided into 
private and global IP addresses. Internet Assigned Numbers Authority, lANA [70] delegates 
global IP addresses to the Regional Internet Registries (RIR’s), covering the whole world. There 
are five RIRs:
• African Network Information Centre (AfriNIC) for Africa.
• American Registry for Internet Numbers (ARIN) for the United States, Canada, and 
several parts of the Caribbean region.
• Asia-Pacific Network Information Centre (APNIC) for Asia, Australia, and neighboring 
countries.
• Latin America and Caribbean Network Information Centre (LACNIC) for Latin America 
and parts of the Caribbean region.
• Réseaux IP Européens Network Coordination Centre (RIPE NCC) for Europe, the Middle 
East, and Central Asia.
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These RIRs distribute addresses to operators (e.g. Internet Service Providers, ISPs), which 
allocate addresses to customers [71]. Private addresses can be allocated within an organization.
Each device connected to the Internet requires at least one IP address. The number of IP-enabled 
devices is increasing, so the IP address space cannot meet this increasing demand. It is predicted 
that Internet would run out of IPv4 addresses in summer 2012 [72]. Several efforts have been 
made to cope up with the scarcity of IP addresses, like, network address translation (NAT) and 
classless inter domain routing (CIDR) to avoid this, but they are not a permanent solution. A 
protocol offering more addresses is the demand of future.
3.1.2 New Features of IPv6
The Internet Engineering Task Force, IETF [73], initiated the development of new protocol, the 
IPv6 protocol [74]. The new features of IPv6 [75][76] are:
Simple Header
Large Address Space
Increased Addressing Hierarchy Support
Simplified Host Addressing
Simplified Autoconfiguration of Addresses
The Anycast Address
Improved Scalability of Multicast Routing
Improvement in Extensions and Options
QoS
Better Performance (aggregation. Neighbor Discovery instead of ARP broadcasts, no 
fragmentation, no header checksum, flow, priority)
• Better Mobility
• Enhanced Security
The header of the IPv4 [77] network protocol has a size of 20 bytes (plus options) as shown in 
Figure 3-1.
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32 bit
Version T>p 01 er\ e
Upper-layer
protocolTime to live
Source IP address
Destination IP address
Data
Figure 3-1: IPv4 header (Shaded fields are omitted or differently encoded for IPv6)
In contrast, the IPv6 network header excludes the fields related to fragmentation and reassembly. 
Fragmentation is not supported in IPv6 routers to avoid the problem of gathering intact fragments 
of a single packet [76].
There is no checksum field in the IPv6 header. This was removed to lessen the processing time at 
routers. Rather, IPv6 depends on the checksum at the transport layer to guarantee the intact packet 
delivery to the intended recipient. This may prove to be a drawback when packets get corrupted in 
an IPv6 network, resulting in unnecessary transmission of corrupted packets across the network, 
increasing the network congestion [76].
32 bit
Version Traffic ciass Fiow labei
Payload length Next header Hop iimit
Source address
(128 bits)
Destination address
(128 bits)
Data
Figure 3-2: IPv6 header
The IPv6 header [77] is 40 bytes in length as shown in Figure 3-2. The basic header is very 
simple. Note that there are very few fields:
Version (4 bits) Equals 6 for IP next generation.
Traffic Class (8 bits) Identifies classes or priorities that affect the handling of a datagram.
Flow label (20 bits) Identifies traffic that needs a special type of handling (e.g., real­
time video).
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Payload length (16 bits) If the length is less than or equal to 64 kilobits, this field reports the
length of the part of the packet that follows the initial IPv6 header. 
If the packet length is greater than 64 kilobits, the payload length is
set to zero, and the actual length will be reported in a Jumbo
Payload option in a later header.
Next header (8 bits) Identifies the type of protocol header that follows (e.g., 6 for a TCP
header).
Hop limit (8 bits) Is decremented by 1 at each router. The packet will be discarded if
the value reaches 0 at a router.
Although this header size has increased, compared to IPv4, but the complexity has reduced. The 
IPv6 header is straightforward, containing just 8 fields as compared to 13 fields of IPv4 header. 
The main reason for the larger size is to accommodate a pair of larger network addresses,
increasing the size from 32 to 128 bits.
3.2 IPv6 and DVB-S/RCS Satellite Networking
3.2.1 DVB-S/RCS Standard
The DVB Project (digital video broadcasting, DVB) started the development of a system for 
digital television broadcasting via satellite (DVB-S) [78] in 1992 and finalized the specification in 
1993. Since then, the DVB-S has become the preferred format for satellite broadcasting 
worldwide. Initially, to support Internet services for DVB-S, the return channel used terrestrial 
networks. The emergence of digital video broadcast-retum channel via satellite (DVB-RCS) [79] 
transformed the one-way DVB-S system into an interactive system and eliminated cables in the 
return path for Internet. The second generation of the DVB-S standard (DVB-S2) was finalized in 
2006 with a considerable improvement in power and bandwidth efficiency. The DVB-S2 standard 
also allowed for Adaptive Coding and Modulation (ACM) for interactive services with a 
significant gain in the overall system capacity and reduction of link margin.
The DVB-RCS standard was developed in 1997 and finally accepted as a European 
Telecommunications Standards Institute (ETSI) specification in March 2000. In September 2001, 
the guideline document was published. Early trial products were tested in 2000-2002, and the 
systems started getting stable, mature and widely acceptable during 2002. Satellite standardization 
organizations, operators, and manufacturers have made great progress over the last years to 
achieve a viable solution for interactive services via satellite [80]. In 2009, research started to 
develop the second generation of DVB-RCS. The working name is known as DVB-RCS NG (for
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Next Generation). In this version the first-generation RCS is replaced with a more powerful 
RCS2, but a specification for the Higher Layers for Satellite (HLS) is also added.
The interactive satellite architecture consists of a ground station (hub or gateway), one or more 
satellites in the forward direction, a satellite interactive terminal (return channel satelhte terminal, 
RCST) at the user’s location and a satellite in the return direction. One possible configuration 
with one satelhte is shown in Figure 3-3.
W ireless
Network
( Internet Home 
Network i
Hub/Gateway RCST
Figure 3-3: DVB-S2/RCS architecture
3.2.2 DVB-S/RCS and the Support of IP Transport
IP support based on DVB-RCS standards over satellite access networks is being offered in the 
satellite market; but only a few terminals and systems have been introduced till now. These 
systems are mainly based on ‘transparent’ payloads on-board satellite and large hub stations are 
utilized to connect to the core network in star mode.
The forward link is provided by DVB-S/DVB-S2 for broadcasting at first and a satellite return 
channel for duplex communications. The European Telecommunication Standards Institute 
(ETSI) standard specifies the use of Moving Pictures Experts Group (MPEG-2) for encapsulating 
the packets on the forward link, while the return link uses optional MPEG-2 or Asynchronous 
Transfer Mode (ATM) for this purpose. But both of these links are not very optimized for bursty 
IP traffic, with packets of variable length.
MPEG-2 transport stream uses fixed-size 188 byte TS cells. These TS cells [81] are encapsulated 
in base-band frames (BBErames), using a simple concatenation format as illustrated in Figure 3-4. 
The TS cells can be bundled into the BBFrames, with fragments that are continued in the next
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BBFrame. It is also possible to use padding instead to fill the BBFrame; this is necessary, e.g., to 
fill the BBFrame if there are not enough TS cells available at a given time, or if ACM modes are 
switched regularly between the frames.
BBFrame in Compatibility Mode
BB
hdr
TS Cell 0 
(remaining)
TS
Hdr
1
TS Cell 1
TS
Hdr
2
TS Cell 2
TS
Hdr
3
TS Cell 3
TS
Hdr
4
TS Cell 4 
(partial)
Transport Stream (TS) cell
Sync / Flags, PID Flags, PSP PayloadCRC-8 Cont. Ctr. (optional) (184 Bytes)
(5) 188 Bytes
Figure 3-4: TS over BBFrame Encapsulation format
The forward link employs time-division multiplexing at a data rate up to tens of megabits per 
second. The return link utilizes a multiple-frequency time-division multiple-access (MF-TDMA) 
scheme, where the capacity is divided into slots within a time and frequency frame and allocated 
to terminals. The allocation mechanism is based on the statistical multiplexing principle, to utilize 
the satellite bandwidth optimally. Different RCSTs (return channel satellite terminals) can access 
the return channel capacity at the same time; hence, medium access control (MAC) is obligatory. 
The performance of IP over DVB -S/D VB -RCS is mainly dependent on the selected MAC 
protocol. One of the popular MAC protocol is demand-assigned multiple access (DAMA).
DVB-RCS is an open standard which allows interoperability of products from different vendors. 
It permits adaptation to upper layer protocols, with its multi-protocol encapsulation (MPE) layer 2 
protocol. These aspects are specified in the standard, but other features such as the mapping of 
QoS classes and the allocation of resources between an IP layer and DVB-RCS are on the system 
designer’s preference. In order to adapt IP services (e.g. DiffServ, IntServ, IP multicast) fully to 
DVB-RCS, additional functionality has to be introduced to layer 2.
Figure 3-5 shows an overview of the MPE/TS encapsulation format. The payload (IP packets) is 
first encapsulated into an MPE section, with a 12-byte section header before the payload, and 
optional stuffing and a 4-byte checksum/CRC-32 at the end. As there is no payload type field in 
the section header, an additional 8-byte LLC/SNAP-header is used for non-IP payload types.
The sections are packed into the TS cells. If a new section starts in a cell, the PUSI bit in the TS 
header is set, and the payload start pointer (PSP) field contains the offset to the beginning of the 
section.
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MPE Section Header
Table ID 
(0x3E) Flags Section Length MAC 6,5
Flags, Section 
Number MAC 4,3,2,1
MPE Section
Section Header LLC/SNAP (optional, 8 Bytes)
Payload 
(e.g., IP packet)
Stuffing
(optional) Checksum/CRC
12 Bytes (20 Bytes!
Section Sequence
TS cell stream
Section 1 Section 2 Section 3 Section 4
Fragmentation
TS Cell 1 TS Cell 2 TS Cell 3 TS Cell 4 TS Cell 5
Figure 3-5: MPE Encapsulation format
As mentioned earlier, DVB standards are neither optimal nor complete for IP support. To find a 
better encapsulation scheme, IETF introduced ultra-lightweight encapsulation (ULE); mechanism 
to transport IPv6 datagrams over MPEG-2 Transport Streams. The ULE/TS format is shown in 
Figure 3-6. In ULE, the term Sub-Network Data Unit (SNDU) is used for the encapsulated IP 
packet. SNDU has a 4-byte SNDU header and a 4-byte CRC-32 trailer. In contrast to MPE, the 
destination Network Point of Attachment (NPA) address is optional in ULE and allocates an 
additional 6 bytes if enabled. SNDU may contain extension headers, allowing header chaining 
similar to IPv6.
ULE SNDU Header
U Length Payload Type (optional; if D=1)
ULE SNDU
10 Bytes
SNDU Header Payload (e.g., IP packet) CRC-32
SNDU Sequence
TS cell stream
SNDU 1 SNDU 2 SNDU 3 SNDU 4
Fragmentation
TS Cell 1 TS Cell 2 TS Cell 3 TS Cell 4 TS Cell 5
Figure 3-6: ULE Encapsulation format
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The overhead of both the BBFrame as well as the TS cell encapsulation, in MPE and ULE, 
initiated the possibility offered by DVB-S2, generic streams (instead of MPEG-2 based transport 
streams) for their usage in broadband satellite systems (including OBP, on board processing 
systems). Thus, the Generic Stream Encapsulation (GSE) protocol was defined, which 
encapsulates data directly and efficiently into BBFrames as illustrated in Figure 3-7.
Network
Layer PDU PDU PDU
Fragmentation
Encapsulation/
Fragmentation
GSE
Hdr
GSE Data 
Field
GSE GSE Data
Hdr Field
GSE GSE Data GSE GSE Data CRCHdr Field Hdr Field
Physical
Layer
BB
Hdr BaseBand Frame Data Field
BB
Hdr BaseBand Frame Data Field
Figure 3-7: GSE Encapsulation scheme
Figure 3-8 illustrates that similar to ULE, each payload packet is encapsulated into a GSE SNDU 
structure with first/last fragment flag (S,E), label type (LT), SNDU length, payload type, label, 
and payload fields. The SNDUs are then fragmented to fit into the respective BBFrames. If a 
SNDU does not fit as a whole, a fragment header is prepended to each fragment, and a 4-Byte 
CRC-32 is appended at the end of the SNDU.
Non-Fragmented GSE SNDU Header (w/o extensions)
LT Total Length Payload Type Label (NPA)(optional, 3/6 Bytes; if LT <> 0) Payload
(7 or 10 Bytes)
GSE Fragment Header Fragmented GSE SNDU
LT Length Frag.ID
Total
Length
Payload
Type
Label
(optional) Payload CRC-32
[+2 ] 1+7/10 Bytes]
Figure 3-8: GSE headers
The GSE SNDU header may also contain optional extension headers, with the same logic and 
number allocation as for ULE.
ATM uses 53 byte cells to encapsulate an IP packet. These cells are packed in the BBFrame with 
some padding in the last cell, if required. It also eliminates the extra overhead of MPEG-2 
encapsulation.
DVB-RCS standards also recommended some guidelines for the description of connection control 
protocol. This protocol is necessary for mesh systems operation through OBP, address resolution 
and QoS support in systems with star topology. The performance of IP over DVB - S/DVB -RCS
36
Chapter 3. IPv6 and Satellite Networking
and resource utilization, not only depends on the selected MAC protocol, but also on the 
unpredictable traffic profiles. SATSIX project [82] had carried out research collectively in IP and 
MAC QoS functions for DVB-RCS. These functions were the key factors in rendering DVB-RCS 
a fully symmetrical link with IP support.
3.2.2.1 Migrating from IPv4 to IPv6
A transition to IPv6 implies an update to host software, routers, and ISPs. This work is in progress 
for almost a decade [76].
Applications are being developed with IPv6 support. For this purpose the socket API differences 
need to be re-coded, without any change in the logic of an upper layer protocol or application. 
There are a few exceptions, which require major changes in the code.
Applications for IPv4, which do not need a payload checksum, can disable it, but it cannot be 
disabled for IPv6 according to the standard. The IETF states that such applications may use other 
approaches (e.g. UDP-Lite or DCCP).
Routers require an upgrade in the software image. For ISPs, this might be just enabling new 
features in their routers, while, customers may need to get a new router. This also necessitates 
staff training in ISPs and IPv6 awareness in users.
Middle boxes, such as content redirectors, firewalls, and other boxes that monitor and accelerate 
performance also require an upgrade for IPv6 support
An upgrade to IPv6 puts new constraints on links and subnetworks. The link requires determining 
the network protocol and it should support more formats (e.g., Multi-Protocol Label switching, 
MPLS; header compression, etc.). This requirement necessitates a protocol encapsulation with a 
Type field, to support various formats. It will help, especially, in dual-stack operation.
Several IPv6 protocols necessitate link-layer multicast in the Layer 2 (e.g., Ethernet) network.
A network layer integrity check is not available in IPv6, hence, link layer protocols should take 
care of transmission errors. A 32-bit CRC is considered necessary in IPv6.
The larger network layer header in IPv6 may create issues in saturated and limited capacity links. 
In tunnel mode (e.g., IPsec, or IPv6 transition), larger addresses result in a significant increase in 
header size. Larger headers also affect the control and management protocols (e.g., ICMPv6). The 
header size is more dominant, if major part of the packet is the header (e.g. a TCP 
Acknowledgment). Hence, an appropriate compression technique for IPv6, is desirable to save the 
link capacity.
Beside the technical hindrances in adoption of IPv6, this transition will take a very long time [82]. 
There are two major factors responsible for this slow migration. One is the non-centralized
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ownership and management of the Internet and second is the diversity of technologies and 
subnetworks in the Internet. Therefore, IPv4 and IPv6 will coexist for a long time till migration to 
ubiquitous IPv6.
The major force behind this transition is the fast expansion of the Internet, resulting in massive 
number of users. The need of embedded Internet devices and an IP address for every 3G phone 
can only be fulfilled by the IPv6 address space. The demand for a dedicated IP address for mobile 
devices will oblige IPv6 migration. Moreover, new features of IPv6 like QoS management, 
mobility management and security will advocate rapid transition.
Satellites will facilitate the transition from IPv4 to IPv6. They offer easy interconnectivity of IPv6 
networks.
The bi-directionality and the link multicast issues are not specific to IPv6. IPv6 has introduced 
new features of neighbour discovery and stateless address auto-configuration. These features 
necessitate bi-directional links and link multicast between nodes attached to the satellite link. 
Satellite networks without bi-directionality and link multicast hinder the implementation of these 
features.
3.2.2.2 DVB-S/RCS and the support of the IPv6
Current Digital Video Broadcast (DVB) standards do not document much about satellite for IPv6. 
There is currently little (or no) support for IPv6 in commercial two-way DVB-RCS terminals. The 
default Multi-Protocol Encapsulation (MPE) does not have a source MAC address, and a payload 
Type field, presenting a hindrance in deployment of IPv6. Such encapsulations that do not have 
IPv6 support could use tunnel mode (e.g. IPv6 over IPv4), or a link layer encapsulation (LLC), 
but at the cost of increased overhead. The IPv6-friendly encapsulation schemes are ULE, GSE 
and ATM. The next generation satellite system has to be designed to be as far as compatible with 
GSE/ULE. However, as vast majority of existing satellite systems use MPE, the transition may 
take a long time.
SATIP6 project performed pioneer research over IPv6 support on satellite network [82]. It was 
mainly focused on IPv6 addressing and routing, usage of IPv6 stacks (Linux and XP), usage of 
IPv6 applications (including the porting to IPv6 of GnomeMeeting), development of a novel 
multicast IPSec scheme compatible with IPv6, mobile IPv6 development and demonstration, 
porting of transport PEPs (performance enhancing proxies) to IPv6, giving recommendations for 
transition mechanisms, study of the mapping of IPv6 neighbour discovery protocol on satellite 
address resolution protocol and study of MLD (multicast listener discovery) multicast group 
management protocol.
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The transition design efforts resulted in a basic transition mechanisms specification for IPv6 hosts 
and routers that specifies the use of dual IP layer, providing complete support for both IPv4 and 
IPv6 in hosts and routers, and IPv6-over-IPv4 tunnelhng, encapsulating IPv6 packets within IPv4 
headers to carry them over IPv4 routing infrastructures.
On the basis of the SATIP6 works, SATSIX developed a testbed for trials with IPv6 stack being 
installed in hosts with Linux and Windows XP operating systems. It provided a platform to test 
compatibility for end-to-end user applications with both IPv4 and IPv6 transport in the core 
network [82].
SATSIX was focused not only on IP/satellite transport issues but also on IP networking over 
generic links which are then applied to the satellite context. These issues comprise general 
internetworking aspects and resource management in the satellite segment, IP QoS provision, 
IPv6 mobility support and multicast support, security [82].
These trial deployments have demonstrated that IPv6 can be used over satellites, but to fully 
integrate IPv6 in satellite systems [76] some components must be upgraded:
• Encapsulations necessitate to support IPv6
• Network-Layer support is required
• Addresses in the control and management planes should be compatible with IPv6
• PEP and Midbox solutions must support IPv6
• An IPv6 AAA (authentication, authorization and Accounting) framework is needed
3.3 Summary
This chapter highlighted the next generation network protocol, IPv6 and issues relevant to DVB- 
RCS satellite networks. IPv6 has a simple header as compared to IPv4. It has larger address space 
and an addressing hierarchy which facilitates aggregation resulting in reduction of routing table 
sizes. It has introduced multicast instead of broadcast thus limiting the redundant traffic. IPv6 has 
facilitated the mobility and introduced security features.
Migration to IPv6 in terrestrial networks requires certain modifications. Likewise, there are some 
limitations in satellite networks. The major reason for this is the lack of support for IPv6 in the 
default encapsulation scheme, MPE. Some encapsulation schemes like ULE, GSE and ATM can 
support the transportation of IPv6 on satellites. Trial deployments of IPv6 in DVB-RCS satellite 
networks have shown the success of IPv6 over satellites, but still some issues need to be resolved 
before commercialization.
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IPv6 has been tested on satelhte networks, but from the previous review, there is no in depth study 
of SIP-based VoIP in IPv6 satellite networks, which covers the SIP signaling and QoS aspects of 
VoIP, along with transport layer protocols considerations.
In this thesis, SIP signaling and QoS parameters of VoIP are evaluated for IPv6 satellite networks. 
SIP signaling is involved in the call setup and QoS metrics related to RTP are bandwidth, delay, 
jitter and packet loss. SIP signaling and QoS of VoIP are evaluated for satellites over the current 
network protocol, IPv4, and the next generation protocol, IPv6. The mechanisms underlying the 
retransmission of SIP messages are optimized for satellites. In addition to this, the effect of TCP 
on SIP signaling is evaluated.
40
Chapter 4. Research Framework
Chapter 4
4 Research Framework
This chapter describes the research framework used to carry out VoIP experimentation. The 
research framework used to perform VoIP testing consists of a satellite network testbed and an 
emulator, PLATINE, emulating the DVB-RCS architecture. The emulator, the testbed, the SIP 
proxy server to route voice calls, the voice call generator and mechanisms used for precise time 
measurement have been described in this chapter.
4.1 PLATINE - Satellite emulator
It is expensive, sometime impossible to perform research on real operational satellite networks 
due to privacy and licensing issues. Researchers use simulation and emulation techniques to study 
real systems and derive results to further their research work. To simulate a complete model from 
application to physical layer, emulation is the most effective way to achieve this goal as 
applications can be run on that demonstrative model to evaluate their characteristics, for instance, 
delay, round trip time and packet loss.
PLATINE [83] is a satellite emulator, used in the 1ST SATSIX project [84] to test and 
demonstrate various features of satellite networking. PLATINE is designed and developed to 
emulate real DVB-RCS/DVB-S2 architecture. It can be configured as a transparent satellite or a 
regenerative payload with onboard processing. It has full support for both IPv4 and IPv6.
The SATSIX project developed a testbed to run performance evaluation trials. The testbed is 
based on the satellite emulation platform, PLATINE. The purpose of this testbed was to evaluate 
the feasibility of next generation satellite networks and their interconnectivity with terrestrial 
networks. PLATINE incorporates a DVB-RCS and DVB-S2 emulation, with ULE/MPEG2-TS 
and AAL5/ATM encapsulation mechanisms at the physical layer and the related radio resources 
management (RRM). It has a complete QoS architecture comprising of SIP proxies, IP/MAC 
scheduling and cross layer techniques. There is a plan to incorporate a layer 2 security framework. 
Along with these features, IPv6 mobility, dynamic multicast and its interaction with mobility are 
available, hence, offering a platform to test new techniques, protocols and applications for next 
generation satellite networks.
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PLATINE is developed in accordance with the architecture approved by the BTSI Broadband 
Satellite Multimedia (BSM) group and the DVB-RCS and DVB-S2 standards. The emulation 
testbed can be configured for various scenarios. One of the scenarios is shown in Figure 4-1, 
emulating a geostationary satellite network. It is an onboard switching satellite with DVB-RCS 
uplinks and DVB-S2 downlinks. It is a regenerative satellite; hence, a single hop interconnects 
two end users. Gateways (GWs) connect with Internet core and Satellite RCS Terminals (RCST) 
connect the user/users on a PC or LAN to the network. GWs and STs act as a boundary between 
the satellite and terrestrial links and they are responsible for managing satellite resources and 
maintaining QoS. Both of them incorporate IP routing and provide an IP interface on the satellite 
segment, as IP is gluing the satellite and terrestrial networks.
Figure 4-1 illustrates the satellite network architecture emulated by the PLATENF platform. The 
end-user side of the platform is on the left side, while, the provider/enterprise/Intemet side of the 
platform is on the right side. The satellite network side is in the middle interconnecting the IP 
networks on the left and right sides through RCSTs.
IPv6 Backbonr
End user
Gatewey
in  H \  %}>al
n\ B-s ipot Server
End userEnd user
IPv6 network side, 
end-user or left side
Satellite network side, 
middle side
iPv6 network side. 
Internet or right side
Figure 4-1: DVB-S2/DVB-RCS emulated architecture [83]
The satellite network in the middle comprises of the Satellite, the Network Control Center (NCC) 
and the Return Channel Satellite Terminals (RCST).
NCC manages the satellite system control. It is responsible mainly for STs synchronization and 
resource allocation. This allocation is managed by a bandwidth on demand protocol. Demand 
Assignment Multiple Access (DAMA). When an RCST has data to transmit, it first explicitly 
requests the needed capacity to the NCC. The NCC allocates return channel time slots based on 
each terminaTs requests. It broadcasts a signaling frame, the TBTP (Terminal Burst Time Plan), 
at regular intervals. This frame updates a superframe concerning the time slot allocation among
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the competing STs. But this request/assignment cycle adds a significant delay that is a hindrance 
for the real time multimedia applications. To fulfil the multimedia requirements and to exploit the 
satellite resources, the DVB-RCS standard classifies the RCST capacity requests into four classes. 
These classes are described as follows:
i. Continuous Rate Assignment (CRA)
CRA is rate capacity that shall be provided in full for each RCST and every 
superframe while required. CRA is a fixed (and static) allocation of resources after an 
initial setup phase with a negotiation between RCST and NCC. The user subscribed 
to a certain constant rate that is automatically assigned at logon.
ii. Rate-Based Dynamic Capacity (RBDC)
RBDC is rate capacity that is requested dynamically by the RCST. RBDC capacity 
shall be provided in response to explicit requests from the RCST to the NCC, such 
requests being absolute (i.e., corresponding to the full rate currently being requested). 
Each request shall override all previous RBDC requests from the same RCST. CRA 
and RBDC can be used in combination, with CRA providing a fixed minimum 
capaeity per superframe and RBDC giving a dynamic variation component on top of 
the minimum.
iii. Volume-Based Dynamie Capacity (VBDC)
VBDC is volume capacity that is requested dynamieally by the RCST. VBDC 
capacity shall be provided in response to explicit requests from the RCST to the 
NCC, such requests being cumulative (i.e., each request shall add to all previous 
requests from the same RCST). The request indicates the new paekets arrived since 
last request (the allocation could be shared among several superframes).
iv. Free Capacity Allocation (FCA)
FCA is volume capacity that shall be assigned to RCSTs from capacity, which would 
be otherwise unused. Such capacity assignment shall be automatic and shall not 
involve any request from the RCST to the NCC. In FCA, free capacity may be 
assigned as a bonus capacity, which can be used to reduce delays on any traffic that 
can tolerate delay jitter. CRA and FCA ean also be viewed as two mechanisms to 
grant dynamically capacity to an RCST, without requests being made by that RCST.
The standard has defined separate MAC traffic priority queues (Real-Time, Variable Rate and 
Jitter-Tolerant priorities), but also proposes to establish relevance between the traffic and the 
request types. Any given RCST can be assigned one or a mix of the four capacity types. In 
satellites, typically, higher priority classes of service (e.g., IP Diffserv EF and AF) are associated
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with guaranteed capacity (CRA, RBDC), while lower priority classes (e.g., BE) are predominantly 
given best effort capacity (VBDC, FCA).
4.1.1 Experimental Platform
The testbed developed under SATSIX can emulate a complex scenario for next generation 
satellite network as shown in Figure 4-1. Each network element involved in the satellite network 
is emulated on a dedicated node. Three users LAN composed of two/three nodes (standard Linux 
systems) are connected to the emulated satellite network with 3 RCST that implement an almost 
complete DVB-S2/RCS stack. The satellite core network is emulated by the Satellite Emulator 
(SE) as link emulator and the Network Control Centre (NCC) for bandwidth management 
(DAMA) as described in Figure 4-2.
U*eiLAN3 
m  16521%
User LAN 2 
192.16820%
G W / N C C
W521
S^ dlite LAN 
(ail intefac«) 
192.168.18%
User LAN 1 
192 168 19 X
Figure 4-2: Full PLATINE testbed [83]
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4.1.2 The PLATINE Architecture Implementation
The protocol stacks implementation, the satellite carrier emulation, the MAC layer 
implementation and then the QoS architecture are described in the following sections.
4.1.2.1 The Satellite System Emulation
The emulation testbed uses a Linux system (Fedora Core 5) which natively supports IPv6 and a 
wide panel of IPv6 applications (Apache as HTTP Server, Mozilla as HTTP Client, Vsftpd as FTP 
Server, Gnomemeeting for Videoconferencing, VideoLanClient for video streaming), as well as 
advanced network and QoS features.
The core architecture of PLATINE relies on a derived GPL C + + runtime called Margouilla, that 
provides platform independent messaging and synchronization toolkit, bloc management, a set of 
common blocs ready to use (IP/ATM/Ethemet layers...) and various utilities packages such as 
configuration file and logging mechanisms for error and debug messages. The final PLATINE 
protocol stack is detailed in Figure 4-3.
User Network Gateway Network
IP + QoS IP + QoS
For regenerative 
satellite only
Encapsulation / 
Desencapsulation
■ A T M . o 'f '
ViPLG
ATM or 
MPEG
ATM or 
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DVB DVB DVB DVB
TC TC
DVB-RCS Sat
Satellite Carrier
IP QoS
Encapsulation / 
Desencapsulation
DVB-RCS Tal
Satellite Carrier Satellite Carrier
DVB-RCS Ncc
IP QoS
Encapsulation / 
Desencapsulation
ATM or 
MPEG
DVB
ATM or 
MPEG
DVB
ST SE GW
Figure 4-3: PLATINE emulation platform architecture [831
The blocks developed within the Margouilla runtime are:
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• The satellite carrier package is used to emulate the different satellite carriers on top of 
Ethernet (DVB-RCS, DVB-S2 and Signaling Channels) and the simulation of typical 
satellite bit errors and delay.
• The DVB-S2/RCS package implements a framing structure compliant with the DVB- 
S2/RCS standards, and fills DVB-RCS frames with upper layer packets (ATM or 
MPEG2-TS) coming from the ENCAP bloc layer. In order to achieve proper QoS, this 
layer manages synchronization and queues according to the authorizations a DAMA 
algorithm delivers.
• The DAMA package implements the DAMA algorithms used to manage the satellite 
resources allocation at layer 2 taking into account adaptive physical layer information.
• The ENCAP package implements AAL5 and ULE encapsulation schemes, and is in 
charge of the segmentation and reassembly functionalities (ATM or MPEG2-TS).
• The IP QoS package implements common mechanisms to enable differentiation at this 
level. It mostly relies on QoS services offered by Linux kernel through the Traffic 
Conditioning (TC) tool, retrieves incoming packets from IP network with their associated 
tag and forward them to the lower layer.
The different layers are emulated as explained below:
4.1.2.2 The Satellite Carrier Emulation
The satellite carrier emulation is designed to operate on top of Ethernet frames and for each 
satellite channel corresponds an Ethernet multicast address. Ethernet was chosen for its native 
broadcast abilities (like a spot) and also for its high bandwidth capacities. For each spot, different 
logical channels are defined to transport data on the air interface depending on their type (data, 
logon, control,...). The channels have been configured in Appendix A.2 under the tag 
“SatCarrier”.
This component is also in charge of dropping frame not belonging to the node or received with a 
MODCOD more efficient than it can receive.
4.1.2.3 The Satellite Link Emulation
The satellite emulator (SE) can act as a transparent or a regenerative satellite. It is able to emulate 
spot switching and signal format conversion. Indeed, the regenerative satellite with an onboard 
switching matrix processes DVB-RCS frames, switches ATM cells or MPEG2-TS received from 
the DVB-RCS frames, encapsulates ATM cells into MPEG2-TS frames (in the ATM case) and 
finally forward them within DVB-S2 frames. The switching mechanism is modular and can 
manage either ATM cells or MPEG2-TS frames. The switching tables could be updated by 
appropriated control message. Currently, the ATM and MPEG tables are allocated statically as
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shown in Appendix A.2 under the tags “SatAtmSwitchingTable” and “SatMpegSwitchingTable”, 
respectively.
The main functionality of the SE is to emulate its satellite link, modeling configurable delay and 
jitter. In addition to simulate delay, error model can be introduced, either using precalculated bit 
error rate (BER) files or statistical laws as shown in Appendix A.2.
4.1.2.4 Medium Access Control
Due to hardware limitation and OS constraints, RCST and NCC components are synchronized on 
uplink frame and thus do not handle time slot synchronization. The precision of the emulation is 
therefore at best equal to one frame duration.
The emulation of the adaptive physical layer is done by corresponding simulations performed in 
SATSIX the aim of which was to generate spatial rain patterns.
First of all, rain cells are spatially modeled by circular patterns regarding the rain rate parameter. 
Then, the circular hypothesis is extended to the rain attenuation, and to the allocated differential 
rain attenuation (DRA) schemes. Finally, spatial rain patterns are generated from the DRA 
sequences time, issued from fade mitigation technique (FMT) simulations taking as input 
simulated rain attenuation time series for an uplink availability of 99.9% of the time. The DRA 
schemes in GW/NCC in Appendix A.3 under the tag “dra_scheme_file”.
The frame synchronization is carried out by emitting Ethernet frames at fixed instant on all 
RCST (superframe tick) and then internally by awaking processes each frame ticks (50 ms) to 
send already queued packet. The DVB-RCS allocation scheme is repeated for all the frames 
composing the superframe.
The allocation procedure (DAMA algorithm) implementation in the demonstrator is described 
below:
• At log-on RCSTs request a fixed bandwidth (CRA) for MAC “real-time (RT)” traffic.
• Then RCSTs is mainly in charge of the capacity request calculation that aims at achieving 
full link utilization by a multi-MRC approach.
• Each Capacity Request (CR) is sent on a SYNC slot basis. Each CR is then delayed by 
the satellite emulator and reach NCC 250 ms ± 10 ms after. CRs are processed by NCC 
upon arrival.
• NCC computes allocations at the beginning of each superframe according to an internal 
SACT table based on CR received. The DAMA algorithm takes into account DRA 
scheme of each RCST to constitute the frame structure. FCA based on weighted fair 
queuing scheduler can also been applied. Authorizations are sent back to RCSTs using a 
TBTP table.
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• Upon reception of a TBTP, allocations are stored by RCST and used in the next frame.
4.1.2.5 IP Encapsulation
The ENCAP package is in charge of the IP encapsulation and segmentation/reassembly 
functionality. As presented in Figure 4-3, the ENCAP package is used by the RCST and GW 
components to send or receive IP datagrams through the satellite link. When the SE emulates a 
regenerative satellite, the OBP can manage two different encapsulation schemes for return and 
forward links.
Various IP encapsulation schemes already exist or are still being specified for the forward and 
return link of DVB-RCS satellite system. The ENCAP package is designed to be modular, so that 
new encapsulation schemes can be easily added to the emulation testbed. The encapsulation 
schemes for forward and return links are chosen at simulation startup.
The ENCAP package currently implements AAL5 and ULE encapsulation schemes, as well as 
ATM and MPEG2-TS segmentation/reassembly mechanisms. The layer 2 security framework 
extends the ULE encapsulation scheme to add integrity and encryption functionalities.
4.1.2.6 The QoS Architecture
As presented in the first section, the platform implements a QoS architecture compliant with the 
ETSI Broadband Satellite Multimedia (BSM) group. This architecture links the MAC layer with 
the IP Layer to ensure the QoS continuity in the satellite protocol stack.
4.1.2.6.1 MAC Layer
Three MAC queues are available in the PLATINE system, one to satisfy a “realtime (RT)” 
service, one to provide a “non real time (nRT)” service and the last one to handle “best effort 
(BE)” service. The association between MAC queues and allocation categories is fully 
configurable. So the RT queue can be only served by Continuous Rate Assignment (CRA) or can 
also request additional capacity using RBDC requests. In the same way, the non real-time and best 
effort queues can be served either using RBDC or VBDC requests. Anyhow, allocation provided 
by the NCC (using CRA, RBDC, VBDC or FCA) is not affected to any specific queues, and is 
used to empty MAC queues in priority order.
4.1.2.6.2 IF Layer
The core of the IP QoS processing is performed by the HDLB scheduler which is based on the 
Linux HTB policy, but uses the Dual Leaky Bucket Filter algorithm to shape traffic (see Figure
4-4). It is mainly designed as a kernel module. It can be controlled in user space through the “TC” 
tool. The link between TC and the HDLB module is provided by a rtnetlink socket.
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Rtnetlink allows the kernel’s routing tables to be read and altered. It is used within the kernel to 
communicate between various subsystems, and for communication with user-space programs. 
Network routes, IP addresses, link parameters, neighbour setups, queueing disciplines, traffic 
classes and packet classifiers may all be controlled through NETLINK_ROUTE sockets. It is 
based on netlink messages.
Rtnetlink
datagramsRtnetlink
socket TC commands
IP packets
HDLB r 
Module h
IP packetsTUN
InterfaceDynamic calls
Kernel
mode
User
mode
TC 
Net stad IP QoS
packets +QoS
Encap
TC
userspace
Figure 4-4: IP QoS architecture [83]
TC presents interfaces to attach or remove disciplines to qdiscs, and create or destroy classes of 
traffic. It creates messages to be sent to the rtnetlink socket. Platine uses a special version of TC 
adding HDLB classes compatibility. On the other side, the kernel module retrieves TC’s 
commands and parameters and acts consequently. To get along, both TC and HDLB module use 
identical data structures. When HDLB module is first loaded into the kernel, the module registers 
the qdisc and class operations it is able to perform and that can be called from the user space. 
Figure 4-5 depicts an overview of the HDLB scheme.
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Figure 4-5: HDLB overview [83]
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The IP Layer uses the following hierarchy, with basically 3 DiffServ categories (EF, AF31 to 
AF33, and BE). These configurations are listed in Appendices A.3 to A.5 under the tags 
“ServiceClass” and “TrafficCategory”, for the gateway and the satellite terminals, respectively.
This testbed is a good source to evaluate the performance of DVB-S2/DVB-RCS satellite network 
and to analyze new algorithms and protocols. It provides the user with various measurement 
techniques, traffic flows and result analysis tools. It can be used to conduct experiments for 
different applications, e.g., multimedia applications. Different mechanisms (e.g.. Generic Stream 
Encapsulation; GSE) can be added to enhance the functionalities of the testbed. The 
enhancements are easy to implement owing to the software design.
4.2 Infrastructure
A satellite network testbed has been established in Centre for Communication Systems Research 
(CCSR), University of Surrey, similar to the testbed developed under SATSIX project. The 
satellite emulator is PLATINE as deployed in SATSIX. The description of the testbed and its 
components is described in the following sections:
4.2.1 Satellite Network Testbed
The satellite network testbed consists of one switch and six Linux servers. The servers are named 
grumpy, sneezy, sleepy, happy, bashful and dopey. Sneezy, sleepy and happy emulate a satellite 
gateway and two satellite terminals respectively as shown in Figure 4-6. A laptop with satellite 
emulator software, PLATINE [83], is connected to the switch. Now, this laptop, gateway and the 
two satellite terminals emulate a satellite network as depicted in Figure 4-7. Grumpy, bashful and 
dopey are three clients where users can install their software for testing the network. ST 1-Client 1, 
GW-Client2 and ST3-Client3 are in three different virtual local area networks (VLANs) and they 
correspond to User LANl, User LAN2 and User LAN3, respectively, as shown in Figure 4-2. 
After starting the emulator the clients are at a one-way delay of 250-270 ms from each other.
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Satellite Network Client 2
Bashful
Client 1
P atine
Sleepy
Switch
Client 3
Grumpy
GW - Satellite Gateway 
ST - Satellite terminal
Figure 4-6: Satellite network testbed
Sneezy works as a gateway or network control centre (NCC). Sleepy and happy are the satellite 
terminals (ST), which receive the TBTP from sneezy (NCC). The allocations from the NCC are 
stored by them and used in the next bandwidth allocation requests.
SIPp UAC (Caller) 
N IP Server
SIP Proxy Server
Bashful
Satellite Network 
Emulator
Grumpy
SIPp UAS (Callee)
Dopey
Figure 4-7: Satellite network emulator
51
Chapter 4. Research Framework
The different parameters configured in the satellite emulator are tabulated in Table 4-1.
Table 4-1: Satellite testbed configuration
Parameter Value
General
Uplink encapsulation scheme ATM_AAL5
Downlink encapsulation scheme MPEG_ATM_AAL5
Packing threshold for MPEG-TS 20 ms
encapsulation
Satellite type Regenerative
Delay 250 ms
Frame duration 50 ms
Terminal
Carrier transmission rate 1024 kbps
Number of carriers 2
No. of frames per superframe 2
DAMA needed Yes
4.2.2 SIP Proxy Server
SIP Express Router (SER) [5] is used as a proxy server to route VoIP calls from caller to callee 
and is installed on grumpy as shown in Figure 4-7. It is a high performance SIP server which can 
support a large number of simultaneous calls. It has full support for IPv4 and IPv6. To prevent 
eavesdropping, it uses transport layer security (TES) and for authentication and accounting, 
RADIUS server can be incorporated.
4.2.3 VoIP Traffic Generator: SIPp
To automate voice calls, a freely available call generator for SIP, known as SIPp [85], has been 
used. SIPp has built-in XML-based caller (UAC) and callee (UAS) scenarios that can be used to 
generate calls at a specific rate, calls per second (cps). It can also read user generated scenarios of 
varying complexity. SIPp can dump the running calls statistics in comma separated value (CSV) 
format. It also supports run-time adjustment of call rates. SIPp supports advanced features like
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support for IPv6, TLS, UDP retransmission and most important being media transmission, both 
audio and video by configuring RTP echo and RTP pcap scenarios. SIPp is installed on bashful 
and dopey as a caller and callee respectively, as shown in Figure 4-7.
4.2.4 Time Precision
Network Time Protocol (NTP) [86] synchronizes computer clocks and promises a precision of 1 
microsecond. Most of the measurements in our experiment are related to time, so all the systems 
should be synchronized. To meet this requirement, we installed NTP server on bashful and 
synchronized grumpy and dopey with its clock. They have been connected through a separate 
local area network (LAN) for the rapid exchange of the NTP messages. It ensures the precision of 
the time measurements.
4.3 Summary
This chapter outlined the infrastructure used to carry out the VoIP experimentation on an IPv6 
DVB-RCS satellite environment. A satellite network testbed and an emulator are used to mimic a 
DVB-RCS satellite network. A voice traffic generator, SIPp, is deployed to generate calls and the 
proxy server, SER, routes the calls. NTP protocol ensures the synchronization of the caller, callee 
and the proxy server to guarantee precise time measurements.
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Chapter 5
5 Performance Evaluation of QoS of VoIP 
over DVB-RCS Satellite Networks
This chapter analyzes the performance metrics defining the quality of service (QoS) of voice over 
IP. One of the major QoS parameter of VoIP is call setup time. Call setup is managed by SIP in 
VoIP. Call setup time is increased in the satellite networks due to long propagation delay. This 
necessitates mechanisms to reduce it in satellite environment.
The voice packets are carried by Real Time Protocol (RTP) which is encapsulated in the 
unreliable transport protocol, User Datagram Protocol (UDP). Beside call setup time, the 
parameters quantifying the QoS are bandwidth consumption, delay, jitter and packet loss. 
Bandwidth is dependent on the codec deployed. Non-compressed codecs consume more 
bandwidth while highly compressed codecs consume less bandwidth. Delay experienced by voice 
packets is the one-way delay between the two calling ends and is dominated by the propagation 
delay in the satellite environment. Jitter is tied with the variations in the delay and RTP tries to 
compensate for it. Packet loss is typically due to network congestion and lossy and erroneous 
links, like satellite links.
Separate studies have been undertaken for these performance metrics. In this chapter, experiments 
have been carried out using different voice codecs to evaluate SIP call setup time and QoS 
parameters together. These parameters have been considered for both IPv4 and IPv6 over DVB- 
RCS satellite networks. The results show that these parameters are comparable for both IPv4 and 
IPv6 in the satellite environment. So, IPv6 can be advocated as the next generation network 
protocol for VoIP over satellite networks.
Following section lists the characteristics of VoIP and the QoS parameters, in addition to call 
setup time.
5.1 Speech Coding
Speech coding is used to compress voice signal for transmission over long distance. It involves 
the process of transforming the analog signal (human voice) into digital signal, sending the digital
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data to the far end and regenerates the voice at the far end. Various speech codecs are being used 
in PSTN and Internet.
G.711 [87] is the most common codec of PSTN. It is also known as pulse code modulation 
(PCM). It operates at 64 kbps. It uses two compression algorithms: p-Iaw is popular in USA and 
Japan and a-Iaw is adapted by all other countries. G.711, a-Iaw (also known as PCMA) will be 
used as the reference codec and other codecs will be compared with it.
G.721 [88] produces a data rate of 32 kbps. One of the codecs from mobile telecommunication 
domain is GSM. It operates at 13.2 kbps [89]. It has excellent performance regarding the CPU 
demand. Linear predictive codec (LPC) [90] is an experimental codec that operates at 2.5 kbps. A 
softphone, Ekiga [91], formerly known as Gnomemeeting, implements all of these codecs and it is 
used to generate voice streams with the above mentioned encoding schemes, to perform VoIP 
experimentation. Different codecs have been used to verify the results for, both, IPv4 and IPv6 in 
the satellite environment.
Voice over IP uses real time protocol (RTP) [4] to carry voice packets. RTP uses sequence 
numbers and time stamps to identify out of order packets. RTP is encapsulated in user datagram 
protocol (UDP) which is an unreliable transport layer protocol. So there is no guarantee of arrival 
of voice packets at the destination. If reliability has to be incorporated, it can be implemented in 
the application generating the voice packets. The voice payload with various headers is shown in 
Figure 5-1. There is an extra overhead of 40 bytes with each voice packet for IPv4 as the network 
layer protocol and 60 bytes with IPv6.
20/40 8 12
IPv4/IPv6 UDP RTP Voice Data
Bytes
Figure 5-1: IPv4/IPv6 voice packet
5.2 Performance Metrics
Following are the main performance metrics of voice over IP.
5.2.1 Bandwidth
Bandwidth required depends on the voice codec and its algorithmic complexity. The IP bandwidth 
consumed by a voice call can be computed by the following formulae [92].
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Total packet size = IPIUDPIRTP header + Voicepayload size 
PPS = Codec bit rate/Voice payload size 
Bandwidth = Total packet size x PPS
(5.1)
where PPS is the number of packets needed per second to deliver the codec rate. The 
IP/UDP/RTP header is fixed and its length is 40 and 60 bytes for IPv4 and IPv6, respectively. The 
detail of the codecs and their payload sizes in our experiment are given in Table 5-1. The 
bandwidth required by each call is computed using (5.1).
Table 5-1: Voice Codecs and Bandwidth Consumption
Voice
codec
Codec bit 
rate 
(kbps)
Voice 
payload 
size (bytes)
IPv4
Bandwidth
(kbps)
IPv6
Bandwidth
(kbps)
Difference
IPv4&
IPv6
PCMA 64 240 74.667 80.000 5.333
G.721 32 80 48.000 56.000 8.000
GSM 13.2 33 29.200 37.200 8.000
LPC 2.5 7 16.786 23.929 7.143
5.2.2 Delay
Delay is the one way delay between the source and destination. In geostationary (GEO) satellite 
systems, this delay is dominated by the propagation delay which is approximately 250-270 ms. 
VoIP is a real time application, which cannot tolerate longer delays as the users will loose 
interactivity. According to ITU-T recommendations [8] [93], one-way delay follows these 
constraints:
• Under 150 ms: acceptable.
• 150 to 400 ms: acceptable with limitations; and
• Over 400 ms: unacceptable.
Voice packets are transmitted by RTP. RTP identifies a voice stream by its unique 
Synchronization Source Identifier (SSRC). Additionally, individual packets can be identified by 
the port numbers, sequence numbers and timestamps [4]. The time difference of the same packet 
at source and destination results in its one-way delay as suggested in [63].
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5.2.3 Jitter
Jitter is the variation in delay of the successive voice packets. Jitter occurs because different 
packets suffer different delays in the network. To rectify this problem, jitter buffers are used at the 
receiver. First of all, enough packets are stored in the buffer. When sufficient amount of packets 
are accumulated, then they are played out. Jitter contributes in the overall delay of the voice 
packets.
Jitter is an estimate of the inter arrival time of RTP packets and that’s why it’s referred as the inter 
arrival jitter [4]. If R represents the arrival time of a packet and S represents the RTP timestamp, 
then the inter arrival difference D(i,j) between two packets i, and j, can be calculated as,
m j )  = (.Rj - S , )  = (Rj -S ,)-( ,R,  - S , )  ( -^2)
The allowable jitter for VoIP is 50 ms [94].
5.2.4 Packet Loss
Packet loss is also a dominant factor in degrading the voice quality. It is intolerable in time 
constrained applications like VoIP. Packet loss is devastating because voice packets are carried by 
user datagram protocol (UDP) which is an unreliable transport layer protocol. Packet loss is due 
to congestion, interference, noise and buffer overflow at the receiver. A packet arriving after a 
certain scheduled play out time is also discarded. Packet loss can be calculated as.
Packets sent -  Packets received
Packet loss = ------------------------------------------ xlOO (5.3)
Packets sent
Packet loss can be reduced using forward error correction (FEC) by transmitting redundant 
information and interleaving the packets. A packet loss up to 10% is acceptable in VoIP [8].
5.3 Performance Evaluation
SIP signaling and QoS parameters for VoIP have been assessed on the satellite network testbed. 
The performance of different codecs listed in Table 5-1 is measured using the testbed. SIPp [85] is 
used to generate calls at a rate of O.I cps (calls per second) from bashful (caller) to dopey (callee) 
through grumpy acting as the proxy server. The default call generation rate of SIPp is 10 cps but 
we reduced it because of the low-bandwidth satellite link emulated. In total, 100 calls are 
generated. SIPp sends 236 RTP packets in one call for PCMA. Same number of packets is 
captured from voice streams of other codecs. Wireshark [95], formerly known as ethereal, a
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packet analyzer is used to capture packets at the caller, callee and proxy server to measure and 
calculate different performance metrics.
In the following sections, a comparison for SIP signaling and VoIP performance metrics has been 
presented for both IPv4 and IPv6. It can be concluded from the results that the difference between 
next generation protocol, IPv6, and current protocol, IPv4, is not very significant, except SIP 
signaling. Therefore, IPv6 can be advocated as the right candidate for next generation protocol for 
terrestrial and satellite networks.
5.3.1 Bandwidth
In Wireshark, the VoIP streams can be analyzed using its RTP statistics feature. It can analyze the 
voice streams altogether and each stream individually. On selecting an individual voice stream, it 
displays the 236 RTP packets sent in that specific stream. The bandwidth measured for one of the 
calls for each codec is shown in Figure 5-2. After transmission of 40-50 packets, each codec 
reaches its maximum bandwidth threshold.
pcma
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Figure 5-2: Bandwidth per call
Wireshark can generate I/O (input/output) graphs under its Statistics feature. These graphs can 
be specified for a particular protocol or its field using different filters. RTP payload type filter is 
used to generate the pulse trains of the VoIP calls for different codecs. Figure 5-3 to Figure 5-6 
show these pulse trains demonstrating the bandwidth consumed on the IPv4 and IPv6
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experimental setup for PCMA, G.721, GSM and LPC, respectively. Most of the calls consume 
same bandwidth, but, there are some peaks showing the network congestion.
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Figure 5-3: PCMA bandwidth
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Figure 5-4: G.721 bandwidth
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Figure 5-6: LPC bandwidth
The average bandwidth consumed over IPv4 and IPv6 has been tabulated in Table 5-2 and their 
difference tallies the calculated difference in Table 5-1.
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Table 5-2: Bandwidth Consumed
Voice codec IPv4
Bandwidth
(kbps)
IPv6
Bandwidth
(kbps)
Difference 
IPv4 & IPv6
PCMA 79.968 85.408 5.440
G.721 54.672 62.832 8.160
GSM 35.496 43.656 8.160
LPC 21.960 29.160 7.200
The results illustrate that the bandwidth consumption of IPv6 is higher than IPv4 due its larger 
header size. But highly compressed codecs can be used instead of non-compressed codecs to 
compensate for this difference. By using highly compressed codecs, more users can be 
accommodated for same available bandwidth.
5.3.2 SIP Call Setup Time
The call setup time for each call is calculated by finding the difference between the absolute times 
of INVITE and corresponding ACK messages of SIP. For the accuracy of measurements, it is 
essential to clearly identify packets that belong to the same call. In other words, a packet sent 
from the caller (UAC) has to be matched with the corresponding packet received at the callee 
(UAS). It cannot be achieved by comparing the IP payload. So, some specific SIP header values 
have been used to match the corresponding packets. For call setup time, the call identifier (Call- 
ID) header is used in addition to the To and From headers, to categorize a SIP session. CSeq and 
SIP Method headers have also been used to process the messages on the caller and callee. CSeq 
(Command Sequence) is an integer which is incremented like a traditional sequence number for 
each new transaction within a call. SIP Method header can identify the type of message, e.g., 
INVITE, ACK, etc.
Figure 5-7 to Figure 5-10 show the cumulative sum of call setup time for IPv4, IPv6 and IPv6 
histogram for PCMA, G.721, GSM and LPC, respectively.
In PCMA, 78% of IPv4 and 55% of IPv6 calls get established in 10 s and 85% of IPv4 and 63% 
of IPv6 get established in 15 s. For a threshold of 70%, IPv4 lies at 8 s and IPv6 is at 18 s.
In G.721, 78% of IPv4 and 57% of IPv6 calls get established in 10 s and 86% of IPv4 and 67% of 
IPv6 get established in 15 s. For a threshold of 70%, IPv4 lies at 8 s and IPv6 is at 16 s.
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In GSM, 80% of IPv4 and 58% of IPv6 calls get established in 10 s and 86% of IPv4 and 74% of 
IPv6 get established in 15 s. For a threshold of 70%, IPv4 lies at 6 s and IPv6 is at 14 s.
In LPC, 78% of IPv4 and 66% of IPv6 calls get established in 10 s and 86% of IPv4 and 76% of 
IPv6 get established in 15 s. For a threshold of 70%, IPv4 lies at 8 s and IPv6 is at 12 s.
So, overall, it can be concluded that 70% of the calls setup in 6-8 s for all codecs on IPv4 and in 
12-18 s for IPv6. The main factor for higher call setup time in IPv6 is the large header size.
Some of the calls are established in 30 - 45 s because of the retransmissions of SIP messages. The 
high call setup time is alarming and some modifications in the SIP signaling are required to 
reduce it.
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Figure 5-7: PCMA call setup time
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Figure 5-8: G.721 call setup time
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Figure 5-9: GSM call setup time
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Figure 5-10: LPC call setup time
5.3.3 RTF One-way Delay
One-way delay for RTF packets puts a limitation on the real-time VoIP application for its useful 
operation. Delay between RTF packets has been calculated by finding the time difference between 
same packets. For the identification of corresponding RTF packets in a voice stream, the unique 
Synchronization Source Identifier (SSRC), the port numbers, sequence numbers and timestamps 
have been used.
SIFp sends 236 RTF packets in one call. So, 23600 RTF packets are available to derive 
meaningful statistical variation of delay for 100 calls. The cumulative distribution function (CDF) 
of the delay for these RTF packets is plotted for all codecs, for both, IPv4 and IPv6, as shown in 
Figure 5-11 to Figure 5-14. This delay ranges from 250 ms to 550 ms. The delay for IPv4 and 
IPv6 is quite comparable. The processing time can be different for IPv4 and IPv6 due to the 
difference in their header sizes but is negligible due to long propagation delay. So, the 
performance of the network layer protocols is same for RTF packets carrying voice data. It is also 
within the acceptable limits for VoIP. Therefore, IPv6 can rightfully, take over IPv4 in VoIP over 
satellite networks.
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Figure 5-11: PCMA one-way delay
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Figure 5-12: G.721 one-way delay
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Empirical CDF
Figure 5-13: GSM one-way delay
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Figure 5-14: LPC one-way delay
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5.3.4 Jitter
Wireshark [95] implements (5.2) to calculate jitter. The statistical variation of maximum jitter for 
the four codecs, computed for each call for both IPv4 and IPv6 is plotted in Figure 5-15 to Figure
5-18.
In PCMA, for IPv6, maximum jitter varies from 0.9 to 1.5 ms, while, for IPv4, it varies from 0.8 
to 1.4 ms.
In G.721, for IPv6, maximum jitter varies from 6.5 to 6.8 ms, while, for IPv4, it varies from 6.4 to 
6.8 ms.
In GSM, for IPv6, maximum jitter varies from 6.4 to 6.8 ms, while, for IPv4, it varies from 6.45 
to 6.75 ms.
In LPC, for IPv6, maximum jitter varies from 7.7 to 8.3 ms, while, for IPv4, it varies from 7.8 to
8.2 ms.
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Figure 5-15: PCMA Maximum jitter for 100 calls
67
Chapter 5. Performance Evaluation of QoS of VoIP over DVB-RCS Satellite Network
IPv6
Mean = 6.611 ms 
Std Dev = 0.052
6.5 6.6
T i m e  ( m s )  
IPv4
Mean = 6.607 ms 
Std Dev = 0.059
6.96.86.76.66.56.46.3
T i m e  ( m s )
Figure 5-16: G.721 Maximum jitter for 100 calls
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Figure 5-17: GSM Maximum jitter for 100 calls
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Figure 5-18: LPC Maximum jitter for 100 calls
In both IPv6 and IPv4, maximum jitter varies between 0.8 and 8.3 ms and it is the least in PCMA 
as compared to other codecs. It is comparable in G.721 and GSM. LPC has the highest maximum 
jitter. Highly compressed codecs exhibit higher jitter due to extra CPU overhead. In all the 
codecs, maximum jitter is tolerable for voice over IP. It is comparable for IPv4 and IPv6 because 
it is not dependent on the header size, rather it’s a measure in the variation in the delay of 
consecutive packets.
5.3.5 Packet Loss
Voice data is encapsulated in RTP packets; therefore, packet loss of RTP packets is calculated for 
all codecs. As mentioned earlier that 23600 RTP packets are sent from the caller for each codec. 
The difference of the sent and received packets is used to calculate the packet loss using (5.3). 
The percentage of RTP packet loss is tabulated in Table 5-3. Packet loss in all the measurements 
is less than 1% as there is no other traffic in the network. This much packet loss is tolerable in 
VoIP. It is comparable for IPv4 and IPv6 as the loss is not dependent on the header size, rather, on 
the network congestion and erroneous links.
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Table 5-3: RTF packet loss percentage
Voice codec PCMA G.721 GSM LPC
IPv6 0J66 (1459 0.514 0.419
IPv4 Oj#3 (1668 (1598 &748
5.4 Summary
Satellite network inherits certain characteristics, considered unfriendly for VoIP. The effects of 
such characteristics on different voice metrics on IPv6 DVB-RCS satellite environment have been 
studied in this chapter.
Delay, jitter and packet loss are quite comparable for both IPv4 and IPv6 over satellites. In terms 
of jitter, there is a tradeoff among the performance metrics of codecs with different compression 
level. Highly compressed codecs consume less bandwidth but the jitter experienced by voice 
packets is more. On the other hand, non-compressed or less compressed codecs are more 
bandwidth consuming, but their jitter is lesser. The call setup time is quite large in, both, IPv4 and 
IPv6. It can be reduced with alteration in SIP timers and optimization of the algorithms for 
retransmission of SIP messages. Further improvement in terms of call setup delay can still be 
achieved based on these modifications.
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Chapter 6
6 Proposed Algorithms for SIP Signaling over 
Satellite Networks
In the last chapter, SIP-based call setup time and other QoS parameters of VoIP have been 
evaluated over IPv4 and IPv6 satellite environment. The analysis for SIP was based on the 
unreliable user datagram protocol (UDP) at the transport protocol layer, in which, the reliable 
delivery of SIP messages is ensured by the application layer. It was concluded that SIP signaling 
should be improved to reduce the number of SIP messages and call setup time over satellites.
This chapter discusses the Finite State Machine (FSM) [3] of SIP, focusing on the application 
layer algorithm managing the retransmission of SIP messages to ensure successful call setup. 
Based on the shortcomings of this algorithm in satellite environment, a new algorithm is 
proposed. This new algorithm is compared with the basic algorithm, listing the pros and cons of 
the new algorithm, considering both, IPv4 and IPv6 for comparison and validation. The results 
show that the performance of the new algorithm is better than the basic one, for both IPv4 and 
IPv6, in terms of number of retransmissions of SIP messages and their bandwidth consumption, in 
addition to reduction in call setup time.
6.1 Finite State Machine of SIP
SIP is a transactional protocol. As mentioned earlier, it is based on the interaction between 
different entities via exchange of independent messages. Typically, a SIP transaction involves a 
single request and few responses. The response could be zero or more provisional responses, 
followed by a single final response or a final response with its retransmissions. In an INVITE 
transaction, ACK is also part of the transaction, if the final response is other than 2xx response, 
ACK is part of the transaction, otherwise, not.
The reason for this differentiation is that the UAS core take the responsibility of retransmitting 
200 OK and UAC core is responsible for retransmitting ACK, so it is considered a separate entity 
in its own.
Transactions have two parts, one is client transaction and the other is server transaction. The client 
and server transactions are responsible for generating requests and responses, respectively. They
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are logical entities in user agents and stateful proxy servers. A scenario is shown in Figure 6-1. 
The UAC and the UAS execute client and server transaction, respectively, while, the proxy server 
runs both of them. There is no client or server transaction in a stateless proxy. Stateless proxies 
are transparent for SIP transactions. For generalization, we call UAC, UAS and the stateful proxy 
server as a Transaction User (TU).
The client transaction receives a request from the TU, and reliably transmits it to the server 
transaction. It also receives the responses and sends them to the TU. It also manages any 
corresponding retransmissions and blocks any disallowed responses. It generates an ACK on 
receiving a final response 300-699 to an INVITE request.
RequestRequest
Response Response
UAC Proxy Server 
Figure 6-1: Transaction relationships
UAS
The server transaction receives the requests and passes them to the TU. It manages the request 
retransmissions. It delivers the responses to the transport layer after receiving them from the TU. 
It controls the retransmission of these responses. It absorbs the ACK request from client 
transaction as a result of final response 300-699, in case of an INVITE request.
The 2xx response and its ACK are treated differently. UAS core manages the retransmission of 
2xx response and UAC core generates the ACK. The corresponding server and client transactions 
do not participate in 2xx response retransmissions and ACK generation. This is to ensure that 
caller knows all the recipients that accepted the call. The 2xx response and its corresponding ACK 
are forwarded by each proxy along the path to confirm end-to-end treatment for these messages.
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6.1.1 Client Transaction
The client transaction uses a state machine to manage its events and transitions.
The TU initiates a client transaction and hands over a SIP request, identifying the recipient IP 
address, port number and the transport layer protocol. The client transaction starts it state machine 
to manage the delivery and retransmissions of this request. It receives valid responses and hands 
them over to the TU.
Client transaction state machines depend on the type of the request. They are divided into two 
categories. One is for INVITE requests and the other is for all remaining requests, except ACK. 
The former is called INVITE client transaction and the later is known as non-INVITE client 
transaction. ACK is managed by INVITE client transaction. It is directly transferred to the 
transport layer from the TU.
The INVITE transaction requires human interaction to get a response. Hence, it is different from 
other request methods, due to its longer duration. The long delay in sending the response results in 
a three-way handshake, while, the other methods require two-way handshake, so they complete in 
less time.
6.1.2 Server Transaction
The server transaction receives the requests and hands them over to the TU. It also manages the 
reliable delivery of the responses. It also maintains a state machine to accomplish these tasks. It 
initiates on reception of a request from the client transaction.
Server transactions have two types, similar to client transactions, depending on the request type, 
one for INVITE requests and the other for non-INVITE requests.
The state machines of client and server transactions are managed by different timers. These timers 
are tabulated in Table 6-1.
6.1.3 INVITE Transaction
6.1.3.1 INVITE Client Transaction
The INVITE transaction involves a three-way handshake. It consists of an INVITE request from 
the client transaction, responses from the server transaction and an ACK from the client 
transaction. For an unreliable transport protocol (such as UDP), the client transaction retransmits 
the INVITE request at an interval starting at T1 and doubling after every retransmission. T1 is an 
estimate of the round-trip time (RTT), and its default value is 500 ms. Almost, all the timers in 
Table 6-1 are dependent on T1 and their values change with Tl. The client transaction does not
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retransmit the request for reliable transport layer protocols. The retransmissions stop after 
receiving a provisional Ixx response. The server transaction may send more provisional 
responses, but, there is no mechanism to ensure their reliable delivery. The server transaction, 
then, sends the final response, and periodically retransmits it for unreliable transport layer 
protocols and do not retransmit it for reliable transport layer protocols. The client transaction 
sends an ACK for each response received to stop its further retransmissions.
Table 6-1: SIP Timers [3]
Timer Value Meaning
Tl 500 ms default RTT Estimate
T2 4s The maximum retransmit interval for non-INVITE 
requests and INVITE responses
T4 5s Maximum duration a message will remain in the 
network
Timer A Initially Tl INVITE request retransmit interval, for UDP only
Timer B 64*TT INVITE transaction timeout timer
Timer C > 3 min Proxy INVITE transaction timeout
Timer D > 32 s for UDP 
OsforTCP/SCTP
Wait time for response retransmits
Timer E Initially Tl Non-INVITE request retransmit interval, UDP only
Timer F 64*TT Non-INVITE transaction timeout timer
Timer G InidaUy Tl INVITE response retransmit interval
Timer H 64*T1 Wait time for ACK receipt
Timer I T4 for UDP 
OsforTCP/SCTP
Wait time for ACK retransmits
Timer J 64*TlforUDP
OsforTCP/SCTP
Wait time for non-INVITE request retransmits
Timer K T4 for UDP 
OsforTCP/SCTP
Wait time for response retransmits
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Tl is an estimate of the round-trip time between the client and server transaction and its default 
value is 500 ms. Tl can be reduced for private networks with short delays, but it is not 
recommended by the SIP specification, while, it can be enlarged for long delay networks, and is 
recommended in the specification. The exponential backoff is recommended, despite, any value of 
Tl.
The state machine for the INVITE client transaction is shown in Figure 6-2. The TU initiates a 
client transaction by sending an INVITE request; the client transaction enters in the “Calling” 
state. The request is handed over to the transport layer. In case of an unreliable transport layer 
protocol. Timer A (manages request retransmissions) is started with an initial value of Tl, while, 
it is not needed for reliable transport layer protocols. Meanwhile, Timer B (manages transaction 
timeouts) is also started and set to 64*T1 (32) seconds.
INVITE from TU
INVITE sent
Timer A fires
Timer B fires or Transport Err.R eset A, 
INVITE sent Inform TU
Calling
2xx
2xx to TU
1xx
1XX to TUIxx
1xx to TU
300-699 Proceeding
ACK sent 
Resp. To TU 2xx
2xx to TU
300-699
ACK sent 
Resp. To TU
Completed
300-699
ACK sent Timer D fires
TU -  Transaction unit
Terminated W
Figure 6-2: INVITE Client Transaction
As Timer A fires, it is reset with a value of 2*TT, and the request is retransmitted.
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When Timer A fires, the client transaction retransmits the request, and reset the timer with a value 
of 2*T1. If Timer A timeouts again in the “Calling” state, the request is retransmitted. The 
retransmissions continue, along with, doubling the time intervals. When Timer B timeouts, the 
client transaction informs the TU and transitions to the “Terminated” state. The client transaction 
does not generate an ACK. With the Timer B value of 64*T1 (32) seeonds, seven requests can be 
sent for an unreliable transport layer protocol.
The client transaction transitions from the ’’Calling” or ’’Proceeding” states to ’’Completed” state 
on receiving a 300-699 response. The response is handed over to the TU and an ACK is 
generated, even for reliable transport layer protoeols. Timer D is started after entering the 
“Completed” state. Its value should be greater than 32 seconds for unreliable transport layer 
protocols and zero seconds for reliable ones. Timer D is the wait time for response 
retransmissions. The server transaction stays in the ’’Completed” state for this much time, in case 
of unreliable transport layer protocols. Timer D equals Timer H in the INVITE server transaction, 
which has a default value of 64*T1. The client transaction has no information of the Tl value on 
the server; hence, it is set to a minimum value of 32 seconds.
The reception of any retransmission of the final response in the “Completed” state, results in 
generation of an ACK, but this response is not handed over to the TU.
The client transaction transitions from the “Completed” state to the “Terminated” state on 
expiration of Timer D.
The client transaction moves from the “Calling” or “Proceeding” states to the “Terminated” state 
on receiving a 2xx response, and the response is handed over to the TU. This response receives a 
different treatment depending on the TU. The UAC core will generate an ACK, while a proxy 
core will forward it along the path. Because of this behaviour, this response is not managed in the 
transaction layer.
After entering the “Terminated” state, the client transaction is destroyed. This ensures the correct 
handling of 2xx response. As mentioned earlier that each 2xx response is handed over to the UAC 
core for acknowledgement and to the proxy core for forwarding. The transaetion layer is not 
involved in their processing. Hence, on reception of a response by the transport layer, if the 
transport layer does not find any matching client transaction, the response is handed over to the 
core. As the client transaction is destroyed by the first 2xx response, any further 2xx responses 
will not find the transaction and will be handed over to the core.
6.1.3.2 INVITE Server Transaction
The state diagram for the INVITE server transaction is shown in Figure 6-3.
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The server transaction is initiated on reception of an INVITE request. This request is handed over 
to the TU and a provisional response, 100 Trying is generated if nothing arrives from the TU 
within 200 ms. This response will quench the retransmissions of INVITE request from the client 
transaction.
While in the “Proceeding” state, the server transaction will keep on sending the provisional 
responses and its state will not change. These responses are not retransmitted, hence, not 
guaranteeing their reliable delivery. On reception of a request retransmission, the most recent 
provisional response is retransmitted.
In the “Proceeding” state, if a 2xx response arrives from the TU, it is handed over to the transport 
layer and the transaction is transitioned to the “Terminated” state. The retransmission of this 
response is managed by the TU, not by the server transaction.
INVITE
Pass INVITE to TU
Send 100 if TU won’t in 200 ms
101-199 from TU
Send response
Transport Err.
INVITE Inform TUProceeding
Send response
2xx from TU
Send response
300-699 from TU
Send response Timer G fires
Send response
INVITE Com pleted
Send response
Timer H fires or Transport Err.
Inform TU
ACK
Confirmed
Timer I fires
TU -  Transaction unit
Term inated
Figure 6-3: INVITE Server Transaction
If 300-699 response is received from the TU in the “Proceeding” state, the response is handed 
over to the transport layer and the server transaetion transitions to the “Completed” state. For 
unreliable transport layer protocols. Timer G is initialized to Tl seconds, while for reliable 
transport layer protocols, it is not used. If timer G fires, the response is retransmitted, and timer G
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is assigned a new timeout value of MIN(2*T1, T2) seconds. If Timer G timeouts again, the 
response is retransmitted, and timer G is assigned a value that doubles unless it hits T2, in which 
case, it is assigned a fixed value of T2.
On entering the “Completed” state, timer H is assigned a timeout value of 64*T1 seeonds for both 
reliable and unreliable transport layer protocols. The server transaction stops response 
retransmissions when Timer H timeouts. Timer H is kept equal to Timer B which decides the time 
to cease request retransmissions from the client transaction.
On reception of a request retransmission in the “Completed” state, the response is retransmitted.
While in the “Completed” state, if an ACK arrives, the server transaction moves to the 
“Confirmed” state. There is no retransmission of the response in this state.
If an ACK is not received till the timeout of timer H, the server transaction shifts from 
“Completed” state to the “Terminated” state and TU is informed about the transaction failure.
The “Confirmed” state handles any additional ACK messages, in reply to the final response 
retransmissions. Timer 1 is set to fire in T4 seeonds for unreliable transport layer protocols and 
zero for reliable transport layer protocols in this state. The timeout of Timer I results in the 
transition to the “Terminated” state, and, finally destruction of the transaetion. This is required for 
reliable delivery of 2xx responses to INVITE.
6.1.4 Non-INVITE Transaction
6.1.4.1 Non-INVITE Client Transaction
Non-INVITE transactions do not send ACK messages in reply to the final responses. They have a 
simple request-response model. For unreliable transport layer protocols, the retransmissions start 
at Tl and doubles until it reaches T2. Afterwards, the retransmissions continue at an interval of 
T2. They stop after receiving the final response. If a retransmission request arrives, the server 
transaction retransmits the last sent response, either provisional or final. That’s why the request 
retransmissions are necessary from the client transaction, even, after reception of a provisional 
response. They guarantee the delivery of the final response.
There is no special treatment for the 2xx response in non-INVITE transaction. Hence, a 2xx 
response to a non-lNVlTE is handed over to the UAC.
Figure 6-4 shows the state machine of the non-lNVlTE client transaction.
A new client transaction is initiated by the TU by generating a request. The first state is “Trying”, 
in which timer F is set to 64*T1 seconds. In case of an unreliable transport layer protocol, timer E 
is started with a value of Tl seconds. On firing, it is set to a new value of MIN(2*T1, T2). On
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next expiration, its value is set to MIN(4*T1, T2). This exponential rise continues till it hits T2. 
The timer T2 has a default value of 4 s, and it is the waiting time for the non-INVITE server 
transaction to respond to the request. With default values of Tl and T2, the retransmissions occur 
at 0.5, 1, 2,4, 4, 4 s , .... etc.
In the “Trying” state, if Timer F timeouts, the client transaction informs the TU and transitions to 
the “Terminated” state. On receiving a provisional response, the client transaction informs the TU 
and transitions to the “Proceeding” state. In the “Trying” state, if a final response 200-699 arrives, 
the response is delivered to the TU and the state machine transitions to the “Completed” state.
Request from TU
Send requestTimer E
S end  request Timer F or Transport Err.
Inform TU
Trying
2 0 0 -699
Response to TU
1xx
Response to TU
Timer E
Send request Timer F or Transport Err.
.Inform TUProceeding
1xx
Response to TU
R esp o n se  to TU
Completed
Timer K
TU -  Transaction unit
Terminated W
Figure 6-4: Non-INVITE Client Transaction
In the “Proceeding” state, if Timer E timeouts, the request is retransmitted and it is assigned the
value of T2 seconds. On timeout of Timer F, this information is handed over to the TU and the 
state machine transitions to the “Terminated” state. The client transaction transitions to the
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“Completed” state on receiving a final response 200-699 and this response is handed over to the 
TU.
After entering the “Completed” state, Timer K is started with a value of T4 seconds for unreliable 
transport layer protocols, and zero seconds for reliable transport layer protocols. This state buffers 
any additional response retransmissions for unreliable transport layer protocols. T4 has a default 
value of 5 seconds. As Timer K timeouts, the client transaction enters the “Terminated” state, 
where, it is destroyed immediately.
6.1.4.2 Non-INVITE Server Transaction
Figure 6-5 shows the state machine of the non-INVITE server transaction.
Request received 
Pass to TU
2 0 0 -6 9 9  from TU
Send  resp o n se
Trying
R equ est Ix x fro m T U
S en d  resp on seS en d  resp o n se
1 XX from TUProceeding
S en d  resp on seTransport Err.
Inform TU
2 0 0 -6 9 9  from TU
Request S en d  resp o n se
S en d  resp o n se
Completed W
Transport Err. 
Inform TU
Timer J fires
TU -  Transaction unit
Terminated
Figure 6-5: Non-INVITE Server Transaction
The state machine starts on receiving a non-INVITE request. It enters the “Trying” state, after 
delivering the request to the TU. In this state, request retransmissions are not entertained. The
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server transaction transitions from the “Trying” state to the “Proceeding” state on receiving a 
provisional response Ixx from the TU. The response is handed over to the transport layer. In this 
state, if TU sends any further Ixx responses, they are forwarded to the transport layer. The most 
recent provisional response is retransmitted, if a request retransmission arrives. The server 
transaction transitions to the “Completed” state from, either, the “Trying” or the “Proceeding” 
state, on receiving a final response 200-699 from the TU. After transition to the “Completed” 
state, the server transaction starts Timer J with a value of 64*T1 seconds for unreliable transport 
layer protocols, and zero seconds for reliable transport layer protocols. As a request 
retransmission arrives in this state, the server transaction retransmits the final response. Any final 
responses from the TU are discarded. On timeout of Timer J, the server transaction moves to the 
“Terminated” state.
The server transaction is destroyed after entering the “Terminated” state.
6.2 Proposed Algorithms
In summary, the retransmission of INVITE message occurs at intervals of 0.5, 1, 2, 4, 8 and 16 
seconds. If there is no response after 32 seconds, the retransmission is stopped. The 
retransmission for the non-INVITE messages is basically the same. It caps off at T2, which is 4 
seconds by default. Hence, the retransmission of non-INVITE messages occur at intervals of 0.5, 
1, 2 ,4 ,4 ,4 ,... seconds. The retransmission stops after 32 (64*T1) seconds.
In our study, we have collected data for 10,000 ping packets to estimate the round trip time 
(RTT). The RTT form one client to the other client has been measured on the satellite network 
testbed. The histogram of RTT is plotted in Figure 6-6. It can be depicted that RTT in satellites is 
quite higher than the default value of Tl, that is 500 ms. As a suggestion from SIP specification, 
as discussed earlier, that for a high latency network, Tl can be selected higher than 500 ms, 
therefore, we opted Tl to be 850 ms, to avoid unnecessary retransmissions due to Tl timeout. 
This value is not fixed; it can be changed according to the estimate of RTT in a specific network.
We have also observed the occurrence of retransmissions for both, INVITE and non-INVITE 
transactions. The probabilities of retransmissions under normal conditions for INVITE transaction 
are tabulated in Table 6-2. From these observations, we concluded that mostly retransmissions for 
INVITE transaction occur till 4th or 5th instant.
Table 6-2: Probability of retransmission of INVITE messages
No 1 2 3 4 5 6
0.926 0.029 0.037 0.000 0.007 0.000
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Figure 6-6: Statistics for 10,000 ping packets to estimate RTT
Secondly, the retransmission of INVITE message can be written mathematically as.
850
; n G [-1,5]
(6.1)
This function is plotted in Figure 6-7 along with some other functions. Among these functions, the 
constant function is least time consuming and faster, so we suggest a new algorithm in which 
INVITE retransmissions will occur at 0.85, 1, 1, 1, 1, 16, 32 seconds as shown in Figure 6-8. The 
plus point of this algorithm is that it will result in earlier retransmissions, hence, reducing the call 
setup time. It will also provide backoff facility with its last two instants. If the same doubling 
approach of the basic algorithm is followed, the timeout value will be 54.4 seconds, for Tl of 850 
ms. Waiting for such a long interval is worthless, rather, it adds delay to the decision of call 
failure. Therefore, the final timeout value is kept same as the basic algorithm, hence, rendering it 
independent of Tl. Similarly, the non-INVITE algorithm will be 0.85, 1, 1, 4, 4, ... till it hits 32 
seconds, as shown in Figure 6-9. The final timeout value is also kept same as the basic algorithm 
in this case. Hence, both the algorithms are independent of Tl.
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Figure 6-7: Function corresponging to INVITE algorithm and other functions
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Figure 6-8: INVITE retransmission algorithm; Basic algorithm and the proposed new algorithm
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Figure 6-9: Non-INVITE retransmission algorithm; Basic algorithm and the proposed new algorithm
6.3 Analysis of the Proposed Algorithms
6.3.1 INVITE retransmission algorithm
The timeline diagram of occurrence of events in the retransmission of INVITE messages is shown 
in Figure 6-10. The reference time {t = 0) is taken as the time when first INVITE is sent.
Using the algorithmic complexity approach, the best and worst cases can be calculated. The best 
case (Ib) is, when there is no retransmission and the worst case (tw) is when six retransmissions 
occur to establish a call. Assuming Tl = tj for simplification, the time spent for best and worst 
case is.
Best case, t =0
B (6.2)
Worst case, t = 'Y tw 4—( ;W  ----  I
i = 1
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1®‘ retransmission
2 retransmission
3 retransmission
4 retransmission
5“’ retransmission
6 retransmission
Best case
Worst case
Figure 6-10: INVITE timeline diagram
Assuming the retransmissions as events and assigning them probabilities pi, p2, ps, P4, Ps and pe, 
then the corresponding time of retransmissions are as in (6.3)
(6.3)
i = 1
where stands for “corresponds to”. 
As, the total probability is equal to 1, so,
(6.4)
Z p,.=i
i = 1
The average case (ijJ can be calculated as.
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Pi 2: P
7= 1
(6.5)
Rearranging the terms,
; =1 i
(6 60
As the probability of oecurrence of an event of retransmission is unknown, we can assume that 
they are equally likely, hence.
p  . = p  ; f E [1,6] (6.7)
Hence,
(6.8)
Using these values, the average case (îa) can be calculated as.
z=0
(6.9)
Using (6.2) and (6.9), the best, worst and average cases for the basic and new algorithms are 
computed and shown in Table 6-3.
Table 6-3: Different cases of INVITE retransmission algorithm; Time (s)
Basic algorithm New algorithm Improvement {%)
Best case 0 0 -
Worst case 31.50 2ff85 33.81
Average case 10 5j^ 41.30
It can be deduced that the new algorithm consumes less time than the basic algorithm in the 
average and worst cases. The best case is same for both the algorithms as, it is the first INVITE 
sent in both the cases, without any retransmission. So, it can be concluded that the new algorithm 
is more efficient than the basic algorithm.
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6.3.2 N on-IN V ITE retransmission algorithm
The timeline diagram of occurrence of events in the retransmission of non-INVITE messages is 
Figure 6-11. The reference time {t = 0) is taken as the time when first non-INVITE is
shown in 
sent.
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Using the algorithmic complexity approach, the best and worst cases can be calculated. The best 
case (ts) is, when there is no retransmission and the worst case (tw) is when ten retransmissions 
occur to send the message. Assuming T1 = tj for simplification, the time spent for best and worst 
case is,
10
Worst case, t = Y tw ^  i 
i = 1
(6T0)
Assuming the retransmissions as events and assigning them probabilities p;, p2, Pj, P^ , Pj, P6, Pz,
ps, P9 and pio, then the corresponding time of retransmissions are as in (6.11)
(6 .11)
where stands for “corresponds to”. 
As, the total probability is equal to 1, so.
10 
i = \
(6 .12)
The average case ((J can be calculated as,
10 
f = 1
E t.
7=1
(6.13)
Rearranging the terms.
10
fA=Z
i = 1
10
r . lP , (6.14)
As the probability of occurrence of an event of retransmission is unknown, we can assume that 
they are equally likely, hence.
p . = p  ; iE[ l ,10] (6.15)
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Hence,
(6.16)
Using these values, the average case ((J is,
t A - i — t
/=0
(6.17)
Using (6.10) and (6.17), the best, worst and average cases for the basic and new algorithms are 
computed and shown in Table 6-4.
Table 6-4: Different cases of Non-INVITE retransmission algorithm; Time (s)
Basic algorithm New algorithm Improvement (%)
Best case 0 0 -
Worst case 31.50 30.85 2.06
Average case 14.20 13.75 3.17
It can be deduced that the new algorithm consumes less time than the basic algorithm in the 
average and worst cases. The improvement is minor, because, the modifications in the basic 
algorithm are very small. The best case is same for both the algorithms as, it is the first non- 
INVITE message sent in both the cases, without any retransmission.
6.4 Comparative Evaluation of the Proposed Algorithm
The performance of the new algorithm for retransmission of SIP messages is measured for IPv4 
and IPv6, using the satelhte network testbed. SIPp [85] is used to generate calls at a rate of 0.1 cps 
(calls per second) from bashful (caller) to dopey (callee). The default call generation rate of SIPp 
is 10 cps but we reduced it because of the low-bandwidth satellite link. In total, 250 calls are 
generated. SER is bypassed as modifying the algorithm is not possible in this proprietary SIP 
server. Secondly, the research model is simplified by eliminating the server. It facilitates the 
evaluation of the proposed algorithm.
The experimentation focuses on INVITE transaction for the evaluation of the new algorithm as it 
is responsible for the call establishment. In order to test the performance of the new algorithm and 
compare it with the basic algorithm, under different loss scenarios of INVITE messages, SIPp can
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emulate packet lost. The value is specified as a percentage. The loss is implemented in the 
INVITE messages sent by caller (UAC) as shown in Appendix B.l.
The tests have been performed with 0, 10, 50 and 90% loss of INVITE messages, to observe the 
behaviour of the proposed algorithm in different load conditions. The different scenarios will be 
helpful in validating the results. Wireshark [95] is used to capture packets at the caller and callee 
to measure and calculate different performance metrics of SIP signaling. The different parameters 
used to evaluate the algorithm are number of retransmissions of INVITE messages, cumulative 
bandwidth consumption of SIP messages involved in call setup and cumulative eall setup time. 
The call setup time for each call is measured by finding the difference between the absolute times 
of INVITE and corresponding ACK messages. The measurements have been taken for both, basic 
and new algorithm. In the following subsections, the results will be discussed for different loss 
percentage of INVITE messages.
6.4.1 INVITE loss = 0%
In the normal condition, with no loss of INVITE message, the probabilities of retransmissions are 
tabulated in Table 6-5. There are 2"^ , 3^  ^ and 5* retransmissions in basic algorithm, while in 
the new algorithm, the retransmissions are till 3"^  ^instant. The probability of retransmission is 
reduced due to increased timer Tl, and 2“^  and 3*^^  ^ has increased due to reduction in backoff 
interval. Henee, the new algorithm has confined the retransmissions to 3*^  ^ instant along with 
reducing them. So, the new algorithm is better than the basic one.
Table 6-5: Probability of retransmission of INVITE messages; INVITE loss = 0%
No 1 2 3 4 5 6
Basic algorithm 0.926 0.029 0.037 0.000 0.007 0.000
New algorithm 0.758 0.200 0.042 0.000 0.000 0.000
The cumulative call setup time is shown in Figure 6-12. Most of the calls establish in less than 1 s 
time, but, there are some peaks, due to retransmission of SIP messages. The overall call setup 
time is less in the new algorithm than the basie algorithm, but the performance of the new 
algorithm is poor than the basic algorithm in the 62-96% range of the calls. Since the differences 
are very close, so these can be highlighted using 95% and 99% confidence intervals of the average 
call setup time as shown in Table 6-6. These results illustrate that the new algorithm outperforms 
the basic algorithm.
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Figure 6-12: Cumulative call setup time for 250 calls 
Table 6-6: Confidence intervals of average call setup time (s)
Basic algorithm New algorithm
Mean 1.489 1.409
Std. Dev 1.163 0.702
99% C. I. (-0.191,0.191) (-0.115,0.115)
95% C. I. (-0.145,0.145) (-0.087,0.087)
The call setup is comprised of exchange of SIP messages. The cumulative sum of the bandwidth 
consumed by these messages involved in call setup is shown in Figure 6-13. As the number of 
INVITE messages is fixed, i.e., 250, so there is no change in the bandwidth consumption of these 
messages. The retransmissions of INVITE messages decrease in number in the new algorithm. 
There is a significant reduction in bandwidth consumption of 180 Ringing, 200 OK and ACK 
messages in the new algorithm as compared to the basic one. Therefore, the new algorithm is 
superior to the basic algorithm.
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Figure 6-13: Cumulative bandwidth consumption of SIP messages for 250 calls
6.4.2 INVITE loss = 10%
In the scenario of 10% loss of INVITE messages, the probabilities of retransmissions are 
tabulated in Table 6-7. There are retransmissions till 5* instant in basic algorithm, while in the 
new algorithm, the retransmissions are till 4* instant. In the new algorithm, the probability of 
and 4* retransmissions has reduced while there is a slight increase in the probability of 2"^  
retransmission due to reduction in backoff interval. Hence, the new algorithm has confined the 
retransmissions to 4* instant along with reducing them. So, the new algorithm is better than the 
basic one.
Table 6-7: Probability of retransmission of INVITE messages; INVITE loss = 10%
No 1 2 3 4 5 6
Basic algorithm 0.777 0.116 0.062 0.036 0.009 0.000
New algorithm 0.760 0.187 0.031 0.021 0.000 0.000
The cumulative call setup time is shown in Figure 6-14. Most of the calls establish in less than 1 s 
time, as in the previous case. The overall call setup time is less in the new algorithm than the basic 
algorithm, but the performance of the new algorithm is poor than the basic algorithm in the 62- 
80% and 87-90% ranges of the calls. Since the differences are very close, so these can be
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highlighted using 95% and 99% confidence intervals of the average call setup time as shown in 
Table 6-8. These results illustrate that the new algorithm outperforms the basic algorithm.
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Figure 6-14: Cumulative call setup time for 250 calls 
Table 6-8: Confidence intervals of average call setup time (s)
Basic algorithm New algorithm
Mean 1.725 1.458
Std. Dev 1.948 0.807
99% C. I. (-0.320,0.320) (-0.133,0.133)
95% C. I. (-0.243,0.243) (-0.101,0.101)
The cumulative sum of the bandwidth consumed by SIP messages involved in eall setup is shown 
in Figure 6-15 As in the previous case, there is no change in the bandwidth consumption of 
INVITE messages for both the algorithms. There is a significant reduction in bandwidth 
consumption of 180 Ringing, 200 OK and ACK messages in the new algorithm as compared to 
the basic one. Therefore, the new algorithm is superior to the basic algorithm.
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Figure 6-15: Cumulative bandwidth consumption of SIP messages for 250 calls
6.4.3 INVITE loss = 50%
In the scenario of 50% loss of INVITE messages, the probabilities of retransmissions are 
tabulated in Table 6-9. The retransmissions are till 4* instant in basic algorithm, while in the new 
algorithm, the retransmissions are till 3^  ^instant. In the new algorithm, the probability of 2"^  and 
3"^  retransmissions has reduced while there is a slight increase in the probability of 
retransmission. Hence, the new algorithm has confined the retransmissions to 3'^ '^  instant along 
with reducing them. So, the new algorithm is better than the basic one.
Table 6-9: Probability of retransmission of INVITE messages; INVITE loss = 50%
No 1 2 3 4 5 6
Basic algorithm 0.742 0.226 0.022 0.011 0.000 0.000
New algorithm 0.765 0.221 0.015 0.000 0.000 0.000
The cumulative call setup time is shown in Figure 6-16. Most of the calls establish in less than 1 s 
time, as in the previous case. The overall call setup time is less in the new algorithm than the basic 
algorithm, therefore, the performance of the new algorithm is better than the basic algorithm. It 
can be deduced that in a congested network, the new algorithm performs better than the basic 
algorithm. Since the differences are very close, so these can be highlighted using 95% and 99%
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confidence intervals of the average call setup time as shown in Table 6-10. These results illustrate 
that the new algorithm outperforms the basic algorithm.
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Figure 6-16: Cumulative call setup time for 250 calls 
Table 6-10: Confidence intervals of average call setup time (s)
Basic algorithm New algorithm
Mean 2.445 1.440
Std. Dev 3.102 1.051
99% C. I. (-0.532,0.532) (-0.183,0.183)
95% C. I. (-0.404,0.404) (-0.139,0.139)
The cumulative sum of the bandwidth consumed by SIP messages involved in call setup is shown 
in Figure 6-17. As in the previous case, there is no change in the bandwidth consumption of 
INVITE messages for both the algorithms. There is a significant reduction in bandwidth 
consumption of 180 Ringing, 200 OK and ACK messages in the new algorithm as compared to 
the basic one. Therefore, the new algorithm is superior to the basic algorithm.
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Figure 6-17: Cumulative bandwidth consumption of SIP messages for 250 calls
6.4.4 INVITE loss = 90%
In the scenario of 90% loss of INVITE messages, the probabilities of retransmissions are 
tabulated in Table 6-11. There are retransmissions till 2"^  instant in basic algorithm, while in the 
new algorithm, the retransmissions are till instant. Hence, the new algorithm has confined the 
retransmissions to instant along with reducing them. So, the new algorithm is better than the 
basic one.
Table 6-11: Probability of retransmission of INVITE messages; INVITE loss = 90%
No 1 2 3 4 5 6
Basic algorithm 0.928 0.071 0.000 0.000 0.000 0.000
New algorithm 1.000 0.000 0.000 0.000 0.000 0.000
The cumulative call setup is shown in Figure 6-18. The percentage of successful calls is reduced a 
lot, but majority of these successful calls is established in less than 1 s time, as in the previous 
cases. The overall call setup time is less in the new algorithm than the basic algorithm, but the 
performance of the new algorithm is poor than the basic algorithm only in the 27-28% range of 
the calls. Since the differences are very close, so these can be highlighted using 95% and 99%
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confidence intervals of the average call setup time as shown in Table 6-12. These results illustrate 
that the new algorithm outperforms the basic algorithm.
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Figure 6-18: Cumulative call setup time for 250 calls 
Table 6-12: Confidence intervals of average call setup time (s)
Basic algorithm New algorithm
Mean 1.684 1.173
Std. Dev 2.614 0.722
99% C. I. (-0.766,0.766) (-0.214,0.214)
95% C. I. (-0.578,0.578) (-0.161,0.161)
The cumulative sum of the bandwidth consumed by SIP messages involved in call setup is shown 
in Figure 6-19. As in the previous case, there is no change in the bandwidth consumption of 
INVITE messages for both the algorithms. There is a significant reduction in bandwidth 
consumption of 200 OK and ACK messages in the new algorithm as compared to the basic one. 
As compared to the previous scenarios, the bandwidth consumption of 180 Ringing is more in the 
new algorithm the basic one. This exception is due to the overloaded network.
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Figure 6-19: Cumulative bandwidth consumption of SIP messages for 250 calls
Overall, it can be concluded that the new algorithm reduces the number of retransmissions of SIP 
messages and their corresponding bandwidth consumption in all of the four loss scenarios. The 
bandwidth saving for 250 calls for the SIP messages involved in call setup for these scenarios is 
shown in Figure 6-20. So, the overall bandwidth saving for 250 calls ranges from 150 to 2000 
kbps, which is a big achievement of the new algorithm. The bandwidth saving in 90% loss 
scenario is much less than the other scenarios, owing to significant reduction in the number of 
successful calls. The call setup time is also reduced in all of these scenarios, except, for some 
calls. The percentage reduction in mean call setup time incurred by the new algorithm in the four 
scenarios is tabulated in Table 6-13. There is significant reduction in the mean call setup time in 
high loss scenarios, which confirms the superiority of the new algorithm.
Table 6-13: Percentage call setup time reduction
INVITE loss (%)
0 10 50 90
Mean call setup time 
reduction (%)
5.370 15.478 41.104 30.344
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Figure 6-20: Bandwidth saving of SIP messages involved in call setup of 250 calls
Similarly, due to reduction in retransmission of SIP messages, the call setup time has reduced for 
IPv6 calls. The cumulative call setup time under 0, 10, 50 and 90% INVITE loss scenarios is 
shown in Figure 6-21 to Figure 6-24, respectively. Since the differences are very close, so these 
can be highlighted using 95% and 99% confidence intervals of the average call setup time as 
shown in Table 6-14. The new algorithm exhibits less call setup time than basic algorithm, 
therefore, the new algorithm’s performance is better than the basic one.
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Figure 6-24: Cumulative call setup time for 250 IPv6 calls; INVITE loss = 90%
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Table 6-14: Confidence intervals of average call setup time (s)
Basic algorithm New algorithm
Mean 1.077 0.955
0
Std. Dev 0.246 0.230
99% C. I. (-0.040,0.040) (-0.038,0.038)
95% C. I. (-0.030,0.030) (-0.028,0.028)
Mean 1.122 0.926
10
Std. Dev 0.436 0.038
99% C. I. (-0.071,0.071) (-0.006,0.006)
95% C. I. (-0.054,0.054) (-0.004,0.004)
Mean 1.134 0.926
50
Std. Dev 1.066 0.033
99% C. I. (-0.176,0.176) (-0.005,0.005)
95% C. I. (-0.134,0.134) (-0.004,0.004)
Mean 1.115 0.974
90
Std. Dev 0.383 0.324
99% C. I. (-0.086,0.086) (-0.077,0.077)
95% C. I. (-0.065,0.065) (-0.058,0.058)
The cumulative sum of the bandwidth consumed by SIP messages involved in IPv6 call setup for 
0, 10, 50 and 90% INVITE loss scenarios are shown in Figure 6-25 to Figure 6-28, respectively. 
The retransmissions of INVITE messages decrease in number in the new algorithm. There is a 
significant reduction in bandwidth consumption of ISO Ringing, 200 OK and ACK messages in 
the new algorithm as compared to the basic one. Therefore, the new algorithm performance is 
better than the basic algorithm.
102
Chapter 6. Proposed Algorithms for SIP Signaling over Satellite Networks
300
^ 200 
I
"o
o 100
Basic algorithm
-e -
rjW  ÏI Y P—'
CD
invite 
-Q- invite retrans 
180 ringing 
-E- 200 ok 
"0 ack
10 15 20 25
New algorithm
300
— 4
d 100
Bandwidth (kbps)
Figure 6-25: Cumulative bandwidth consumption of SIP messages for 250 calls; INVITE loss = 0%
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Figure 6-26: Cumulative bandwidth consumption of SIP messages for 250 calls; INVITE loss = 10%
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Figure 6-28: Cumulative bandwidth consumption of SIP messages for 250 calls; INVITE loss = 90%
In essence, it can be concluded that the new algorithm reduces the number of retransmissions of 
SIP messages and their corresponding bandwidth consumption in all of the four loss scenarios. 
The call setup time is also reduced in all of these scenarios, except, for some calls.
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6.5 Summary
This chapter presented a new algorithm for SIP signaling over satellites. This algorithm is 
responsible for retransmission of SIP messages in case of UDP at the transport layer. The new 
algorithm is tested under different loss percentages of INVITE message, as this SIP message is 
involved in setting up a VoIP call. In contrast to the basic algorithm, the new algorithm 
outperforms by reducing the number of retransmission of SIP messages and their corresponding 
bandwidth consumption for both IPv4 and IPv6. The call setup time has also decreased for both 
these two network layer protocols, especially, under loaded networks. Hence, this new algorithm 
performs better in the satellite networks as compared to the basic algorithm. It can be concluded 
that in long delay environment, retransmission algorithms of exponential nature should be 
replaced with a combination of constant and exponential algorithms.
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Chapter 7
7 SIP Signaling over TCP in DVB-RCS 
Satellite Networks
In this chapter, the strengths and weaknesses of SIP over UDP and TCP are analyzed in satellite 
environment. The performance issues of SIP related to these transport layer protocols over both, 
current, IPv4, and next generation, IPv6, are studied. The results show that the performance of 
UDP is better than TCP, for both IPv4 and IPv6. SIP signaling over TCP, performs very poorly in 
IPv6 as compared to IPv4.
7.1 Transport Layer Protocols for SIP
7.1.1 SIP over UDP
The user datagram protocol (UDP), is an unreliable and connectionless protocol. SIP signaling is 
not affected by the connection establishment time as the protocol is connectionless. In 
applications that use UDP at the transport layer, the application layer is responsible to detect and 
recover from packet loss. SIP [3] defines a retransmission policy to guarantee the delivery of SIP 
messages over UDP as discussed in Section 6.1.
7.1.2 SIP over TCP
The transport control protocol (TCP) is a connection-oriented and reliable protocol that 
guarantees in order delivery of data. TCP has passed through several evolutionary phases. It has 
built through due to under-utilization of very high speed networks and very long paths. 
Congestion control is also a main factor in its evolution to improve its performance and efficiency 
in face of choked network. In the start go-back-N model was used to provide reliable data transfer 
which was based on cumulative positive acknowledgements and retransmissions on expiration of 
a timer. This model was replaced by selective repeat which reduced the unnecessary 
retransmissions. Numerous versions of TCP based on these models have been proposed. Some of 
them are Tahoe, Reno, Vegas, Sack, Scalable TCP (STCP), Highspeed TCP (HSTCP), HTCP, 
FAST, TCPWestwood, TCP-Illinois, TCP-Hybla and TCP-Veno [96].
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Different contol functions and algorithms have been developed to mange the under-utilization of 
networks and congestion control in different versions of TCP. The earlier versions of TCP were 
based on the following algorithms:
• Slow Start
• Congestion Avoidance
• Fast Retransmit
The concept of congestion window is the basis of these algorithms, which can be increased or 
decreased in size depending on network condition and packet loss. The size of congestion window 
is dynamic and is used to monitor the sent, received, acknowledged and unacknowledged packets. 
It is also responsible for in-order delivery of packets. In the beginning of a TCP session, Slow 
Start sets the congestion window to one packet. As sending a single packet every time is under­
utilization of the network, it ramps up the sending rate by doubling the congestion window size 
after each acknowledgement, resulting in an exponential rise. After reaching a predefined 
threshold, the exponential rise is replaced by linear increments. This algorithm is known as 
Congestion Avoidance algorithm.
On reception of an out-of-order packet, the receiver does not acknowledge the packet arrived, 
rather it sends a duplicate acknowledgement of the previously in-order packet received. After 
receiving a predefined number of duplicate acknowledgements, typically, three, the sender does 
not wait for timer expiration and assumes these duplicate acknowledgements as a packet loss, and 
retransmits the packet. This phenomenon is known as the Fast Retransmit algorithm.
The older variants of TCP, like Tahoe, Reno, Sack, etc. were based on these algorithms and their 
various combinations. The default TCP algorithm in Linux, the operating system deployed in our 
testbed, is BIC-TCP [96], since 2004, and the other TCP variants are optional. BIC-TCP is more 
stable than other TCP variants. It defines a minimum and a maximum congestion window size 
where minimum is the event when TCP has no packet loss for one round trip time (RTT) period 
and maximum is where a packet loss occurred. Then, it applies the binary search algorithm to find 
the mid-point which is logical as the available capacity will be between the extreme ends of the 
congestion window. After reaching the mid-point, if there is no packet loss, TCP sets the 
minimum congestion window to this mid-point as the network can handle more packets and 
performs another binary search, resulting in a new mid-point. So, there is a rapid increase in 
congestion window, if it is distant from the available capacity and this increase is moderate, if it is 
in close proximity. Hence, the window increment is slow near the threshold and is very fast when 
away from threshold as packet loss is very less in that region. The congestion window growth 
function is a logarithmic concave function. This increases its stability near the threshold than
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convex and linear functions which have larger increments in congestion window near threshold. 
This makes BIC-TCP more stable than other TCP variants.
BIC-TCP manages the congestion window convergence according to the variations in available 
bandwidth. In case of increase in available capacity after the last packet loss, it increases the 
congestion window exponentially (a convex function). The exponential growth is a convex 
function which does not change much in the start. This makes the protocol more stable, as, in case 
of incorrect estimation of next maximum point, the congestion window can stay close to the 
previous threshold. Another benefit of exponential function is that if no loss occurs, it ramps up to 
the new maximum rapidly.
After BIC-TCP, it’s another enhancement CUBIC [96] was introduced in 2006, as the default 
TCP algorithm in Linux. A cubic function has both concave and convex regions. So, a single 
function is enough to mimic the convex and concave portions of the BIC-TCP algorithm, hence, 
simplifying the congestion window growth phenomenon. Another benefit of this algorithm is that 
the growth of congestion window is controlled in the real time by two consecutive congestion 
events, which makes it independent of RTTs.
TCP was not designed for signaling, so it is cannot cop up fully with SIP. It was developed for 
transfer of non real-time bulk data. It requires a connection setup using three-way handshake 
before data transfer. Signaling, however, does not involve bulk data transfer. SIP exchanges small 
messages, approximately 512 bytes in size, in a client/server model. These small messages are 
interdependent. TCP flow control and congestion control are best for bulk data, but not for such 
small messages. Thus, TCP does not perform up to the mark for SIP signaling.
Above all, connection setup adds significant delays. SIP messages cannot be exchanged before the 
three-way handshake. In a relatively prolonged connection, this time can be ignored. However, a 
SIP session is of short duration, hence, connection setup time is not negligible. The three-way 
handshake can be adversely affected by packet loss and it further delays SIP transactions which is 
totally inacceptable.
TCP maintains the sequence of packets, as it is a connection-oriented protocol. A whole SIP 
message, due to its small size, can be encapsulated in a TCP packet. The in order delivery of 
packets is useless for signaling. The check and balance on order of packets is a shortcoming in 
case of packet loss. All the packets delivered after the lost packet will be queued at the 
destination, till the successful arrival of that packet. So, the packets carrying SIP messages, 
required to complete SIP transaction, are pointlessly delayed to maintain the sequence of packets. 
It results in head of the line (HOL) blocking, a phenomenon, also encountered by packets waiting 
in router queues.
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Table 7-1: Duration of tests (s)
T ransport/N etwork UDF TCP
IPv4 2642.92 2823.16
IPv6 2603.97 6831.78
7.2 Impact of TCP on SIP Signaling
The performance of the transport protocols for SIP signaling is measured for IPv4 and IPv6, using 
the satellite network testbed. SIPp [85] is used to generate calls at a rate of O.I cps (calls per 
second) from bashful (caller) to dopey (callee). The default call generation rate of SIPp is 10 cps 
but we reduced it because of the low-bandwidth satellite link. In case of TCP carried in IPv6, this 
rate was reduced to 1 call per 15 s to carry on the test. In total, 250 calls are generated. Wireshark 
[95] is used to capture packets at the caller and callee to measure and calculate different 
performance metrics.
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Figure 7-1: Pulse train for the tests with TCP as the transport protocol
The time taken by each test is tabulated in Table 7-1. There is a large gap between IPv4 and IPv6 
with TCP as the underlying transport protocol. To quantify this gap, the pulse train of messages 
exhanged to setup the calls is plotted for both IPv4 and IPv6 in Figure 7-1 in which time scale 
conforms to the values shown in Table 7-1. As Figure 7-1 is not very clear, so it is magnified in 
Figure 7-2 to show the sequence of occurrence of different messages. It shows that in the first 100
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seconds, only 2 calls have been established in case of IPv6 in comparison to 6 calls for IPv4. In 
IPv6, only TCP messages occur till 50 s, which corresponds to the initial three-way handshake. 
Later on, the P* call establishes after 60 s and the 2"^  call establishes just before 90 s, which are 
quite delayed at the rate of 1 call per 15 seconds. Ideally, the P‘ call should occur at 15 s and 2"^  
should appear at 30 s, which is not the ease, while in IPv4, the call occurs at 10 s and 2”^  at 20 s 
conforming to the call generation rate of 1 call per 10 seconds. The retransmission mechanism of 
TCP is same for both IPv4 and IPv6, so IPv6 large header size is responsible for the extra delay.
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Figure 7-2: Pulse train for the tests with TCP as the transport protocol (magnified)
The call setup time for each call is measured by finding the difference between the absolute times 
of INVITE and corresponding ACK messages of SIP. The cumulative call setup time for 250 calls 
for the IPv4 and IPv6 experimental setup is shown in Figure 7-3 and Figure 7-5, respectively. The 
measurements have been taken for both UDP and TCP as depicted in these figures. Most of the 
calls establish in less than 1 s time, but, there are some peaks. In UDP, these peaks are due to 
retransmission of SIP messages at the application layer, while in TCP, these are due to 
retransmissions managed by the congestion control and flow control mechanisms. In IPv4, the call 
setup time is slightly higher in UDP than TCP within the range of 34-56% of calls, but from 56% 
onwards, TCP exhibits higher call setup time than UDP as shown in Figure 7-4. Since the 
differences are very close, so these can be highlighted using 95% and 99% confidence intervals of 
the average call setup time as shown in Table 7-2. These results illustrate that UDP outperforms 
TCP.
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Figure 7-4: Cumulative sum of call setup time for 250 IPv4 calls (magnified)
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Table 7-2: Confidence intervals of average call setup time (s) for 250 IPv4 calls
UDF TCP
Mean 1.489 2.127
Std. Dev 1.163 4.132
99% C. I. (-0.191,0.191) (-0.679,0.679)
95% C. I. (-0.145,0.145) (-0.515,0.515)
In IPv6, the call setup time is same, for both, UDF and TCP, till 57% of the calls as shown in 
Figure 7-6, but, later on, TCP takes more time to setup the calls, some going to more than 200 
seconds. The call setup time is very high in IPv6, even, with the enhancements of TCP introduced 
in CUBIC. This is further highlighted in Table 7-3. Even at a 10% loss of INVITE messages in 
TCP/IPv6 case, the test cannot be carried on any further.
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Figure 7-5: Cumulative sum of call setup time for 250 IPv6 calls
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Table 7-3: Confidence intervals of average call setup time (s) for 250 IPv6 calls
UDF TCP
Mean 1.077 2271
Std. Dev 0.246 13.143
99% C. I. (-0.040,0.040) (-2.162,2.162)
95% C. I. (-0.030,0.030) (-1.640,1.640)
The call setup is comprised of exchange of SIP messages in UDF, and it also involves TCP 
messages in TCP, at the transport layer. The cumulative sum of the bandwidth consumed by these 
messages involved in call setup for IPv4 over UDP and TCP are shown in Figure 7-7 and Figure 
7-8, respectively. Similar results for IPv6 over UDP and TCP are shown in Figure 7-9 and Figure 
7-10, respectively.
In UDP, the number of SIP messages are more than that of TCP, because in UDP the application 
layer is retransmitting these messages in case of packet loss while in TCP, the transport layer is 
taking caie of these retransmissions which result in huge bandwidth consumption by TCP. In 
UDP, the response 180 Ringing is the most dominant as it’s the first reply from the callee to caller 
to inform about successful reception of INVITE message, which depicts a call invitation. After
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180 Ringing follows the 200 OK message which is the second dominant among response 
messages. In TCP, there are less SIP messages as compared to UDP, but a large number of TCP 
messages. In TCP, the retransmission of SIP messages is controlled by the TCP reliability 
mechanisms, which result in large call setup time for some calls. Statistically, there are more TCP 
messages in IPv6 than IPv4 due to the more processing overhead of IPv6.
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Figure 7-7: Cumulative bandwidth consumption of SIP messages during call setup of 250 IPv4 calls
over UDP
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Figure 7-8: Cumulative bandwidth consumption of SIP messages during call setup of 250 IPv4 calls
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Figure 7-9: Cumulative bandwidth consumption of SIP messages during call setup of 250 IPv6 calls
over UDP
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Figure 7-10: Cumulative bandwidth consumption of SIP messages during call setup of 250 IPv6 calls
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Figure 7-11: TCP retransmission time out (RTO) of INVITE messages in IPv4 calls
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TCP retransmission timeout (RTO) values corresponding to the retransmission of INVITE 
messages while using TCP at the transport layer for IPv4 and IPv6 are shown in Figure 7-11 and 
Figure 7-12, respectively. In IPv4, maximum RTO is within 50-60 s and in IPv6, it is within 200- 
210 s. This higher RTO results in high call setup time in IPv6 calls. So, the performance of TCP 
as the transport layer protocol in both, IPv4 and IPv6 is very poor. Therefore, UDP is preferable 
in SIP over satellite networks.
TCP messages can be identified by six flags, namely, URG, ACK, PSH, RST, SYN and FIN. The 
distribution of these messages is shown in the bar graph in Figure 7-13. The prominent bars are 
PSH and ACK messages. PSH indicates that the receiver should pass the data to the upper layer 
immediately and ACK are the TCP acknowledgements to confirm reception of messages. There 
are more retransmissions and acknowledgements in IPv6 as compared to IPv4. SYN is used in 
establishing a TCP connection, FIN for releasing that connection and RST for resetting it. TCP 
connection is established in the start of a session and released at the end and it may need to be 
reset depending on the network conditions. Therefore, the frequency of occurrence of SYN, FIN 
and RST is very low.
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7.3 Summary
This chapter presented the comparison of UDF and TCP for SIP signaling for VoIP in DVB-RCS 
satellite networks. SIP signaling has been tested for both, IPv4 and IPv6. The results show that 
UDP outperforms than TCP in terms of call setup time and the bandwidth consumed by the 
messages exchanged during call setup. TCP introduces more delay in call setup due to its 
congestion control and flow control mechanisms, in addition to the initial three-way handshake 
for TCP session setup. In IPv6, this is further confirmed by the fact that the total time consumed 
for completing the test for TCP took approximately 2.5 times more time than other scenarios. A 
huge share of bandwidth is consumed by TCP messages in retransmission of SIP messages, in 
order to maintain its no packet loss policy. Some enhancement in TCP and SIP signaling is 
required to optimize the call setup time, especially taking IPv6, in point of view.
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Chapter 8
8 Conclusions and Future Work
Research has been carried out on SIP-based voice over IP (VoIP) in the satellite networks with the 
next generation network protocol, IPv6. Satellite environment is characterized by long delays, 
high bit error rates and lossy links. Studies are based on the DVB-RCS satellite architecture 
featured with IPv6 to analyze VoIP features.
The thesis gives a general overview of VoIP with a description of its two parts: signaling and 
media transport. SIP, the dominant protocol for signaling and RTP, responsible for media 
transport are discussed in detail. The features of IPv6 have been highlighted and its limitations 
and constraints in DVB-RCS satellites are discussed.
Research on SIP-based VoIP has been presented. It mentions the different research issues being 
discussed for SIP-based VoIP in the literature. The main area of research regarding SIP is the 
session setup latency of VoIP sessions, which has been studied in different heterogeneous 
networks. The key issue in this research area is to reduce the session setup latency. Second is the 
selection of the transport protocol to carry SIP signaling in VoIP. This thesis has studied these 
issues in detail in IPv6 DVB-RCS satellite environment. First of all, a comparison of the VoIP in 
satellites has been carried out for IPv4 and IPv6. Then the finite state machine of SIP for VoIP is 
studied and a novel algorithm for SIP signaling is proposed for VoIP in satellite networks and its 
feasibility is tested in IPv6 DVB-RCS architecture. This algorithm is tested under different loss 
scenarios. It has proved to be bandwidth efficient and has also reduced the session setup latency. 
In addition to this, a comparison of UDP and TCP has also been presented in IPv6 DVB-RCS 
satellite networks.
In the following, conclusions are drawn and research direction for future work is presented.
8.1 Conclusions
The performance of VoIP is often limited when operating across terrestrial-satellite networks, 
particularly in the satellite domain. Various studies and experiments have been performed to 
assess the VoIP performance metrics in terrestrial networks. This thesis presents the results of 
experimenting VoIP over IPv6 DVB-RCS satellite network using a tesbed. IPv4 is used as a 
reference for comparison and validation. It includes a novel algorithm proposed for SIP signaling
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in VoIP for satellite networks. It also provides a comparative analysis of SIP signaling over UDP 
and TCP. The following subsections outline the conclusions deduced from the experimentation:
8.1.1 QoS of VoIP
The comparison of different QoS parameters for SIP-based VoIP in the satellite environment for 
IPv4 and IPv6 is as follows:
Bandwidth is one of the fundamental issues on the satellite network. The study shows that there 
is a difference of 5-8 kbps in bandwidth consumption in IPv4 and IPv6. Highly compressed 
codecs can be used in satellite environment to allow more users, utilizing the same bandwidth 
consumed by non-compressed or less compressed codecs.
Call setup time is an important factor in VoIP. It is adversely affected by the propagation delay 
of satellite links. Call setup time is quite high in both, IPv4 and IPv6. As a consequence, 
modifications are needed in SIP signaling to reduce it in satellite environment.
Delay is intolerable after a certain limit in VoIP. Long propagation delay is one of the physical 
characteristics of satellites, which deteriorates the voice quality by delaying the voice packets 
unnecessarily. IPv6 and IPv4 voice packets expeiienee almost same delay, with a difference in the 
range of 0.4 to 1.8 ms. Their processing times can be different, owing to the difference in header 
sizes, but they are of negligible duration as compared to the propagation delay.
Jitter becomes unbearable for VoIP if it exceeds a certain threshold. IPv6 and IPv4 voice packets 
exhibit same jitter characteristics, with a difference of less than 1 ms, as it is not dependent on the 
header size, rather on the variations in transmission and reception times of successive packets.
Packet loss is the most deteriorating factor in VoIP, as the conversation becomes unbearable after 
a certain limit. It is comparable in both, IPv6 and IPv4, as it is also not dependent on the header 
type, but relates to network congestion and erroneous links.
Delay, jitter and packet loss do not exhibit any difference between the two protocols. Bandwidth 
consumption is also comparable in both of them, and ean be improved by deploying highly 
compressed codecs. There is nominal difference in the performance of both, IPv4 and IPv6, 
network layer protocols; hence, IPv6 can be nominated as the next generation network protocol 
for VoIP over satellite networks.
Call setup time can be improved by modifying SIP signaling, since, some calls take very long 
time to get established, in both of the protocols.
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8.1.2 Proposed Algorithms for SIP signaling
Based on the SIP finite state machine, a novel algorithm is proposed to reduce retransmission of 
SIP messages involved in the call establishment. SIP over UDP, uses exponential back off 
approach to resend these messages. The novel algorithm is a combination of exponential backoff 
and constant function. It outperforms the basic algorithm by reducing the unnecessary 
retransmissions and hence, the call setup latency is reduced by 5-41% under different loss 
scenarios of INVITE messages. Meanwhile, SIP timers have been altered to make them adaptive 
for satellite networks. The new algorithm has also reduced the bandwidth consumption of SIP 
messages involved in call setup. The overall bandwidth saving for 250 calls ranges from 150 to 
2000 kbps, which is a great achievement in satellite environment.
8.1.3 SIP Signaling over TCP
TCP is compared with UDP for SIP signaling in VoIP in the satellite environment. SIP over UDP 
outperforms TCP. TCP involves more retransmissions of SIP messages owing to its flow and 
congestion control and congestion avoidance mechanisms. A huge share of bandwidth is 
consumed by TCP messages in retransmitting SIP messages for call establishment. This situation 
is worsened in IPv6 as compared to IPv4. Therefore, SIP over TCP in the IPv6 satellite 
environment, requires some modifications to cope up with the satellite characteristics.
8.2 Future Work
This thesis has tried to investigate SIP-based VoIP in quite detail for IPv6 satellites, but still there 
are some future directions to continue this research:
i. Multiparty conferencing: Research on multiparty conferencing in IPv6 satellites to 
achieve best performance. The proposed algorithm can be tested for assessing the QoS of 
multiparty conferencing.
ii. Enhancements in SIP over TCP/IPv6: As the results indicate that SIP over TCP/IPv6 does 
not exhibit good performance, hence, this area needs to be researched in more depth.
iii. SCTP at the transport layer: The impact of SCTP at the transport layer for SIP signaling 
in satellites has not been investigated. This is another area which needs to be focused.
iv. TLS at the transport layer: As security is an important concern nowadays, so, TLS can be 
investigated at the transport layer in satellite networks. It will add another header to the 
rest of the headers and will introduce more processing. The impact of this extra overhead 
need to be researched.
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V .  Real satellite network: The results presented can be tested on a real satellite network, at
least for IPv4, as support is available for IPv4 in the commercial DVB-RCS equipment, 
vi. The mathematical modeling for complexity analysis of the algorithms can be improved
using conditional probability. In addition to this, satellite channel model can be 
developed.
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AppgWric A; fLATTA^
A PLATINE Configuration
This chapter outlines the configuration files used in PLATINE to emulate a DVB-S2/DVB-RCS 
satellite network. There are five main configuration files for the components shown in Figure 4-6.
A.l Configuration file for DAMA; conf/satip6_ARC
[ c o m m u n i c a t i o n ]
#  d a m a  i p  a d d r e s s  ( l o c a l h o s t  ; 1 9 2 . 1 6 8 . 2 0 . 5 )  
d a m a _ i p _ a d d r e s s =  192.168.20.5
#  c o m m u n i c a t i o n  p o r t  o n  d a m a  f o r  ARC m e s s a g e s  
a r c _ t o _ d a m a _ p o r t =  5 3 3 3
#  c o m m u n i c a t i o n  p o r t  o n  ARC f o r  p r o x y  m e s s a g e s  
p r o x y _ t o _ a r c _ p o r t =  5 3 3 4
[address^lan]
#  p l e a s e  e n t e r  o n l y  o n e  n e t w o r k  a d d r e s s  b y  l i n e
# ip version=[4,6]
# ex : 0 4 192.168.20.0/24
#logon id ip v e r s i o n  n e t w o r k  a d d r e s s  ( a d d r e s s / n e t m a s k )
0 4 192.168.20.0/24
1 4 192.168.19.0/24
3 4 192.168.21.0/24
4 4 192.168.22.0/24
5 4 192.168.23.0/24
#0 6 2001:660:6602:0104
[ r e s s o u r c e s ]
# ressources for each ST
#logon_id CRA T h r o u g h p u t
1 100 1024
3 100 1024
4 100 1024
5 100 1024
A.2 Configuration file for the Satellite Emnlator (SE); 
conf/satip6_sat
[Global]
#  N e t w o r k  i n t e r f a c e  n a m e  o f  t h e  s a t e l l i t e  n e t w o r k  
s a t e l l i t e E t h I n t e r f a c e = e t h O
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# Encapsulation scheme for input data (accepted values
# are MPEG_ULE and ATM_AAL5)
InputEncapScheme=ATM_AAL5
# Packing threshold for MPEG2-TS encapsulation scheme 
mpegPackingThreshold=2 0 # in ms
# Nb of BBFRAMES sent per timer 
nb_s ent_bb f rame s=10
f rame_dura t i on= 5 0 
second_duration=1000
# file of the modcods to use (are in folder
# /home/satsix/platine/satip6/system/modcod_dra/) 
modcod_file = sim_modcods_ind.txt
# modcod_file = sim_modcods_coll.txt
# modeod_file = cst_modcods.txt
# Scenario: type of the terminals (must be the same in terminals configuration 
files)
dvb_scenario = individual 
#dvb_scenario = collective
[Dvb_rcs_sat]
# Satellite type 
satelliteType=regenerative 
#satelliteType=transparent
# Delay to simulate 
delay=250
# Random seed (see srand) 
seed=10
# Timer in order to awoke satellite regularly to do its job 
send_timer=10
# Error generator 
error_generator=none
#error_generator=beg/dvb-rcs_188_12_4.beg 
#error_generator=beg/dvb-rcs_l8 8_12_5.beg 
#error_generator=beg/dvb-rcs_l8 8_3 4_4.beg 
#error_generator=beg/dvb-rcs_188_34_5.beg 
#error_generator=beg/dvb-rcs_53_34_4.beg 
#error_generator=beg/dvb-rcs_53_34_5.beg 
#error_generator=beg/dvb-rcs_53_34_6.beg 
#error_generator=default 
error_generator_ber=6 
error_generator_mean=3 0 
error_generator_delta=8
# Below is the DBV-S (downstream) spot description table
#spot-id log-id ctrl-id data-in-id data-out-st-id data-out-gw-id 
255 3 1 6 5 7
[SatAtmSwitchingTab1e]
# vp V C s p o t nb_row
255 0 255 1532
255 1 255 1532
255 2 255 1532
255 3 255 1532
255 4 255 14
255 5 255 14
255 6 255 14
255 7 255 14
255 8 255 469
255 9 255 469
255 10 255 469
255 11 255 469
255 12 255 3
255 13 255 3
131
Appendix A: PLATINE Configuration
255 14 255 3
255 15 255 3
[ S a t M p e g S w i t c h i n g T a b l e ]
p i d spot n b _ r o w
#talld = 0
8160 255 1 5 3 2
# t a l l d = 0
8161 255 1532
#talld = 0
8162 255 1 5 3 2
#talld = 0
8163 255 1532
# t a l l d = 1
8164 255 14
# t a l l d = 1
8165 255 14
#talld = 1
8166 2 5 5 14
#talld = 3
8172 255 3
#talld = 3
8174 255 3
[SatCarrler]
#carrier-id m u l t i c a s t -address i n o u t
1 0 1 ; : 0 0 : 5 e  : 0 0 : : 0 0 : ; 0 1 n y
2 0 1  : 00 : 5 e  : 0 0 : : 0 0 : : 02 y n
3 0 1 : : 00 : 5e : 0 0  1: 0 0 : : 0 3 n y
4 0 1 : = 00 : 5 e  : 0 0  : 0 0  : 04 y n
5 0 1 : : 0 0 : 5 e  : 0 0  : 0 0  : 0 5 n y
6 0 1  : 00 :5e: 0 0 : : 0 0 : : 06 y n
7 0 1 : lOO :5e: 0 0  : 0 0 : : 0 7 n y
[ D e b u g ]
d e f a u l t = l
d v b _ r c s = l
d v b _ r c s _ s a t = l
s a t _ c a r r i e r = l
e n c a p = l
A.3 Configuration file for the Gateway (GW); conf/satip6_gw
[ G l o b a l ]
# Netiwork interface name of the user network
U s e r E t h l n t e r f a c e = e t h l
#  N e t w o r k  interface n a m e  o f  the satellite n e t w o r k  
s a t e l l i t e E t h l n t e r f a c e = e t h O
# Encapsulation scheme for output data (accepted values
# are MPEG_ULE and ATM_AAL5
#  f o r  r e g e n e r a t i v e  satellite :
O u t p u t E n c a p S c h e m e = A T M _ A A L 5
#  f o r  t r a n s p a r e n t  satellite :
# O u t p u t E n c a p S c h e m e = M P E G _ U L E
# Encapsulation scheme for input data (accepted values
# are MPEG_ULE, ATM_AAL5 and MPEG_ATM_AAL5)
# f o r  r e g e n e r a t i v e  satellite : 
I n p u t E n c a p S c h e m e = M P E G _ A T M _ A A L 5
# f o r  t r a n s p a r e n t  satellite :
# I n p u t E n c a p S  c h e m e =ATM_AAL5
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# Packing threshold for MPEG2-TS encapsulation scheme 
mpegPackingThreshold=20 # in ms
f rame_durat i on=5 0 
second_duration=1000
# Scenario: type of the terminals (must be the same in terminals configuration 
files)
dvb_scenario = individual 
#dvb_scenario = collective
# number of BBFrames sent per frame 
nb_sent_bbframes = 20
# file of the modcods to use (are in folder
# /home/satsix/platine/satip6/system/modcod_dra/) 
modcod_file = sim_modcods_ind.txt
#modcod_file = sim_modcods_ind_modif.txt
# modcod_file = sim_modcods_coll.txt 
#modcod_file = cst_modcods.txt
# file of the dra_schemes to use (are in folder
# /home/satsix/platine/satip6/system/modcod_dra/) 
dra_scheme_file = sim_dra_scheme_ind.txt
# dra_scheme_file = sim_dra_scheme_coll.txt 
#dra_scheme_file = cst_dra_scheme.txt
[macLayer]
# rate in Kbit/s, frame duration in ms 
carrier_transmission_rate=1024 
carrier_number=2
# remember setting same value in [Dvb_rcs_ncc] 
frames_per_superframe=2
[Dvb_rcs_ncc]
# algo = ESA / Yes / Stub / None
#
dama_aIgorithm=ESA
# Free capacity assignement (in kbits/s)
#
fca=0
# RBDC timeout (in frame number)
#
rbdc_t imeout=12
# MIN VBDC (in cell number)
#
min_vbdc=3
# CRA decrease (yes/no)
#
cra_decrease=no
# Number of the row in modcod and DRA-Scheme files 
nb_row = 1532
# simulated requests ? (none|random]file)
#
simulâtion=none
# if simulation = file, a file name or stdin
s imu_f i1e=/home/integration/SatlPS/input/dama.input
# if simulation = random
# nb_station (numbered > 100):RT bandwidth (Kb/s):mean_requests 
(Kb/s):amplitude_request(Kb/s)
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s  i m u _ r a n d o m = 1 0 : 1 0 0 : 2 0 0 : 1 0 0
#  U s e d  t o  g e n e r a t e  a n  e v e n t  h i s t o r y  ( s a m e  f o r m a t  a s  s i m u _ f i l e ,  c a n  b e  u s e d  f o r  
replaying
#  a  c a s e  s t u d y ) ,  u s e  "none" i f  t h e r e  i s  n o  record, stdout , s t d e r r  o r  a  u s e f u l l  
path
# s t a t _ f i l e = / d e v / s h m / s t a t . t x t  
s t a t _ f i l e = n o n e
#  U s e d  t o  g e n e r a t e  a n  e v e n t  h i s t o r y  ( s a m e  f o r m a t  a s  s i m u _ f i l e ,  c a n  b e  u s e d  f o r  
replaying
#  a  c a s e  s t u d y ) , u s e  " n o n e "  i f  t h e r e  i s  n o  r e c o r d ,  s t d o u t ,  s t d e r r  o r  a  u s e f u l l  
path
# e v e n t _ f  i 1 e = / d e v / s h m / e v e n t . t x t  
e v e n t _ f i l e = n o n e
#  S e n d i n g  carrier i d  f o r  DVB control f r a m e s  a n d  ATM c e l l s
#
CarrierIdDvbCtrl=2
C a r r 1 e r I d D a t a = 6  
Carr1erIdS0F=2
#  m a x i m a l  size o f  t h e  B B F r a m e  F I F O  
max_fifo = 5 0 0 0
#  S T  E n c a p s u l a t i o n  s c h e m e  f o r  o u t p u t  d a t a  ( a c c e p t e d  v a l u e s
#  a r e  MPEG_ULE a n d  ATM_AAL5)  : m u s t  b e  t h e  s a m e  i n  t e r m i n a l s  c o n f i g u r a t i o n  f i l e s  
O u t p u t S T E n c a p S c h e r a e = A T M _ A A L 5
[SatCarrier]
# c a r r i e r - i d m u l t l e a s t - a d d r e s s i n o u t
1 01:00:56:00:00:01 y n
2 01:00:56:00:00:02 n y
3 01:00:56:00:00:03 y n
5 01:00:56:00:00:05 y n
6 01:00:56:00:00:06 n y
7 01:00:56:00:00:07 y n
[ServiceClass]
#  i d  m u s t  b e  p o s i t i v e  
#SchedulerType=[HTB,HDLB]
#  I d  C l a s s N a m e  S c h e d P r i o r i t y  m a c Q u e u e l d
0 EF 1 0
1 AF  2 1
2 BE 3 2
S c h e d u l e r T y p e = H T B
[TrafficCategory]
#  i d  m u s t  b e  p o s i t i v e
#  s i z e s  i n  b y t e s ,  r a t e s  i n  b i t s / s e c o n d
#  b u r s t  : 0 f o r  d e f a u l t  v a l u e
)tid nam6 C l a s s T o k e n R a t e P e a k R a t e B u r s t
1 EF 0 200000 600000 0
2 A F  1 1 100000 600000 0
3 AF_2 1 100000 600000 0
4 AF_3 1 100000 600000 0
5 BE 2 100000 600000 0
D e f a u l t C a t e g o r y = 5  
[ D v b _ r c s _ t a l ]
#  ! ! ! o n l y  u s e d  f o r  c o m p a t i b i l i t y  p u r p o s e  - >  n e e d  t o  b e  u p d a t e d  w i t h  a  r e a l  MAC 
e m u l a t i o n  o f  t h e  GW
# MAC f i f o s  i n  DECREASING PRIORITY ORDER
#  - - >  PVC i d  b e g i n s  t o  1
#  > PVC i s  m u s t  b e  i n  i n c r e a s i n g  o r d e r
# I d  k i n d  m a x S iz e ( in  c e l l s )  p v c  c r T y p e  ( RB D C / V B D C / N O N E)
0 EF 4 0 0 0 0  1 RBDC
1 AF 8 0 0 0 0  2 VBDC
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2 BE 60000 
DamaAlgorithm=ESA
2
[ip dedicated v4]
#IPv4 address/mask size Spot ID Tal ID
192.168.19.0/24 255 1
192.168.21.0/24 255 3
192.168.20.0/24 255 0
192.168.100.0/23 255 1
239.255.42.42/24 255 3
VBDC
[ip_dedicated_v6]
#IPv6 address/mask size
2001:660:6602:0102:0201;
2001:660:6602:0112:0201:
2001:660:6602:0104:0208:
2001:660:6602:0103:0201:
2001:660:6602:0113:0201:
fecO: 0 : 0 : 5 : : 0/64
fecO: 0 : 0 : 4 : : 0/64
[QoSAgent]
st_address=192.168.20.5 
st_name=ST2
[Debug]
default=l
dama_dc=l
dvb_rcs=l
dvb_rc s_nc c=1
qos_data=l
sat_carrier=l
encap=l
03ff:fe8d:4a63/64 
03ff:fe8d:4a63/64 
74ff:feee:ca02/64 
03ff:fe8d:3ee3/64 
03ff:fe8d:3ee3/64
Spot ID 
255 
255 
255 
255 
255 
255 
255
Tal ID 
1 
1 
3
0
0
1
1
A.4 Configuration file for the Satellite Terminal 1 (ST 1);
satip6_stl
[Global]
# Network interface name of the user network 
UserEthInterface=ethl
# Network interface name of the satellite network 
satelliteEthInterface=ethO
# Encapsulation scheme for output data (accepted values
# are MPEG_ULE and ATM_AAL5 
OutputEncapScheme=ATM_AAL5
# Encapsulation scheme for input data (accepted values
# are MPEG_ULE, ATM_AAL5 and MPEG_ATM_AAL5)
# for regenerative satellite : 
InputEncapScheme=MPEG_ATM_AAL5
# for transparent satellite :
#InputEncapScheme=MPEG_ULE
# Packing threshold for MPEG2-TS encapsulation scheme 
mpegPackingThreshold=20 # in ms
[macLayer]
# rate in Kbit/s, frame duration in ms
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c a r r i e r _ t r a n s m i s s i o n _ r a t e = 1 0 2 4  
c a r r i e r _ n u m b e r = 2  
f  r a m e  s _ p e  r _ s u p e  r f  r a m e =2 
f r a m e  d u r a t i o n = 5 0
[ S e r v i c e C l a s s ]
#  i d  m u s t  b e  p o s i t i v e  
#SchedulerType=[HTB,HDLB]
#  I d  C l a s s N a m e  S c h e d P r i o r i t y  m a c Q u e u e l d
0 EF 1 0
1 AF  2 1
2 BE 3 2
S c h e d u l e r T y p e = H T B
[TrafficCategory]
# id must be positive
#  s i z e s  i n  b y t e s ,  r a t e s  i n  b i t s / s e c o n d
# burst : 0 f o r  d e f a u l t  v a l u e
# i d  n a m e C l a s s T o k e n R a t e P e a k R a t e B u r s t
1 EF 0 200000 600000 0
2 AF_1 1 100000 600000 0
3 AF_2 1 100000 600000 0
4 AF_3 1 100000 600000 0
5 BE 2 100000 600000 0
D e f a u l t C a t e g o r y = 5
[ip_dedicated_v4]
#IPv4 address/mask
192.168.19.0/24
192.168.21.0/24
192.168.20.0/24
192.168.100.0/23
239.255.42.42/24
S p o t  I D Tal ID
255 1
255 3
2 5 5 0
255 1
2 5 5 3
[ip_dedicated_v6]
# I P v 6  a d d r e s s / m a s k  s i z e  
2 001:660:6602:0102 : 0201: 
2001:660:6602:0112:0201: 
2001:660:6602:0104:0208: 
2001:660:6602:0103:0201: 
2001:660:6602:0113:0201: 
f e c O : 0 : 0 : 5 : ; 0 / 6 4  
f e c O : 0 : 0 : 4  : : 0/64
0 3 f f : f e 8 d : 4 a 6 3 / 6 4  
0 3 f f : f e 8 d : 4 a 6 3 / 6 4  
7 4 f f : f e e e : c a 0 2 / 64 
0 3 f f : f e 8 d : 3 e e 3 / 6 4  
0 3 f f : f e 8 d : 3 e e 3 / 6 4
S p o t  I D  
255 
255 
255 
255 
255 
255 
255
T a l  I D  
1 
1 
3
0
0
1
1
[ D v b _ r c s _ t a l ]
# # # # # # # # # #  f o l l o w i n g  p a r a m e t e r s  m u s t  b e  c o m m o n  f o r  a l l  S T s  # # # # # # # # # # # # # # # # # # #
#  OBR period -  i n  f r a m e  n u m b e r  
O b r P e r i o d = 1 0
#  a l g o  = E SA  /  G e o c a s t  /  S i m p l e  /  S t u b  /  N o n e  
DamaAlgorithm=ESA
#  S e n d i n g  c a r r i e r  i d  f o r  DVB c o n t r o l  f r a m e s ,  l o g o n  a n d  ATM c e l l s  
C a r r i e r I d D v b C t r l = 2
CarrierIdLogon=4
CarrierIdData=6
#RBDC T i m e o u t  ■ 
R b d c T  i m e o u t  = 1 2
i n  f r a m e  n u m b e r
#  M i n i m u m  S c h e d u l i n g  Latency -■
# M S L D u r a t i o n = 2 3
MSLDuration=2
i n  f r a m e  n u m b e r
#  RBDC a n d  VBDC C a p a c i t y  r e q u e s t s  c o m p u t a t i o n  r u l e
#  " n o "  = b o t h  I N P U T  + OUTPUT DLB f i f o s  s i z e  a r e  t a k e n  i n t o  a c c o u n t
# "yes" = o n l y O U T P U T  DLB f i f o s  s i z e  a r e  t a k e n  i n t o  a c c o u n t  
CrRuleOutputFifoOnly=no 
#CrRuleOutputFifoOnly=yes
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######### Type of the terminal: all the terminals must have the same type 
DvbType = individual 
#DvbType = collective
########## following parameters are individul to each ST #####################
# Dvb Mac identifier (integer)
DvbMacId=l
# Number of the row in modcod and DRA-Scheme files 
nb row = 14
# statistics file name for ST MAC layer 
##RecordFile=st_dvb_stats.txt 
RecordFile=none
#RecordFile=/dev/shm/st dvb stats.txt
(stdout / stderr / none / "toto.txt")
# Static bandwidth (in kbit/s) allocated to ST
RTFixedBandwidth=100
#RTFixedBandwidth= 600
#RTFixedBandwidth=256
# > MAC fifos in DECREASING PRIORITY ORDER
# --> PVC id begins to 1
# --> PVC is must be in increasing order
#Id kind maxSize(in cells) pvc crType (RBDC/VBDC/NONE)
0 EF
1 AF
2 BE
40000
80000
60000
RBDC
RBDC
VBDC
#Max RBDC - in kbits/s 
MaxRbdc=1000
#Max VBDC - in cells number 
MaxVbdc=2000
[SatCarrier]
#carrier-id
1
2
4
5
6
multicast-address 
01:00:5e:00:00:01 
01:00:56:00:00:02 
01:00:56:00:00:04 
01:00:56:00:00:05 
01:00:56:00:00:06
in
y
n
n
y
n
out
n
y
y
n
y
[QoSAgent]
st_address=192,168.19. 
st_name=STl 
#st_address=127.0.0.1 
qos_server_port=12000
[Debug]
default=l
qos_data=l
dama_da=l
dvb_rcs=l
dvb_rc s_t a1=1
qos_control=l
sat_carrier=l
encap=l
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A.5 Configuration file for the Satellite Terminal 3 (ST 3);
satip6_st3
[Global]
#  N e t w o r k  i n t e r f a c e  n a m e  o f  t h e  u s e r  n e t w o r k  
U s e r E t h l n t e r f a c e = e t h l
#  N e t w o r k  i n t e r f a c e  n a m e  o f  t h e  s a t e l l i t e  n e t w o r k  
satelliteEthlnterface=ethO
#  E n c a p s u l a t i o n  s c h e m e  f o r  o u t p u t  d a t a  ( a c c e p t e d  v a l u e s
# are MPEG_ULE and ATM_AAL5
O u t p u t  E n c a p S  c h e m e  =ATM_AAL5
#  E n c a p s u l a t i o n  s c h e m e  f o r  i n p u t  d a t a  ( a c c e p t e d  v a l u e s
# are MPEG_ULE, ATM_AAL5 and MPEG_ATM_AAL5)
#  f o r  r e g e n e r a t i v e  s a t e l l i t e  :
I n p u t E n c a p S c h e m e = M P E G _ A T M _ A A L 5
# for transparent satellite:
# I n p u t E n c a p S c h e m e = M P E G _ U L E
# P a c k i n g  t h r e s h o l d  f o r  M P E G 2 - T S  e n c a p s u l a t i o n  s c h e m e  
mpegPackingThreshold=20 # i n  m s
[ m a c L a y e r ]
#  r a t e  i n  K b i t / s ,  f r a m e  d u r a t i o n  i n  ms  
carrier_transmission_rate=1024 
carrier_number=2
frames_per_superframe=2 
f rame_durat ion=5 0
[ServiceClass]
#  i d  m u s t  b e  p o s i t i v e  
#SchedulerType=[HTB,HDLB]
#  I d  C l a s s N a m e  S c h e d P r i o r i t y  m a c Q u e u e l d
0 E F  1 0
1 AF  2 1
2 BE 3 2
S c h e d u l e r T y p e = H T B
[TrafficCategory]
# id must be positive
#  s i z e s  i n  b y t e s ,  r a t e s  i n  b i t s / s e c o n d
# b u r s t  : 0 f o r  d e f a u l t  v a l u e
#id
1
2
3
4
5
name
EF
AF_1
AF_2
AF_3
BE
Class
0
1
1
1
2
T o k e n R a t e  P e a k R a t e  B u r s t ( H T B ) / B u c k e t S i z e ( H D L B )  
200000 600000 0
100000 600000 0
100000 600000 0
100000 600000 0
100000 600000 0
D e f a u l t C a t e g o r y = 5
[ip_dedicated_v4]
# I P v 4  address/mask
192.168.19.0/24
192.168.21.0/24
192.168.20.0/24
192.168.100.0/23
239.255.42.42/24
[ip_dedicated_v6]
# I P v 6  a d d r e s s / m a s k  s i z e  S p o t  I D
2001:660 : 6602 : 0102 : 0201:03ff:fe8d:4a63/64 
2001: 660 : 6602 : 0112 : 0201:03ff:fe8d:4a63/64
S p o t  I D Tal ID
255 1
255 3
255 0
255 1
255 3
255
255
Tal ID
1
1
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2001:660:6602:0104:0208:74ff:feee:ca02/64 255 3
2001:660:6602:0103:0201:03ff:fe8d:3ee3/64 255 0
2001:660:6602:0113:0201:03ff:fe8d:3ee3/64 255 0
fec0:0:0:5::0/64 255 1
fec0:0:0:4::0/64 255 1
[Dvb_rcs_tal]
########## following parameters must be common for all STs ###################
# OBR period - in frame number 
ObrPeriod=10
# algo = ESA / Geocast / Simple / Stub / None 
DamaAlgorithm=ESA
# Sending carrier id for DVB control frames, logon and ATM cells 
CarrierIdDvbCtrl=2
CarrierIdLogon=4
CarrierIdData=6
#RBDC Timeout - in frame number 
RbdcTimeout=12
# Minimum Scheduling Latency -- in frame number 
#MSLDuration=23
MSLDuration=2
# RBDC and VBDC Capacity requests computation rule
# "no" = both INPUT + OUTPUT DLB fifos size are taken into account
# "yes" = onlyOUTPUT DLB fifos size are taken into account 
CrRuleOutputFifoOnly=no
# CrRuleOutputFifoOnly=yes
######### Type of the terminal: all the terminals must have the same type 
DvbType = individual 
#DvbType = collective
########## following parameters are individul to each ST #####################
# Dvb Mac identifier (integer)
DvbMacId=3
# Number of the row in modcod and DRA-Scheme files 
nb_row = 3
# statistics file name for ST MAC layer (stdout / stderr / none / "toto.txt") 
##RecordFile=st_dvb_stats.txt
RecordFile=none
#RecordFile=/dev/shm/st_dvb_stats.txt
# Static bandwidth (in kbit/s) allocated to ST 
RTFixedBandwidth=100 
#RTFixedBandwidth=3 2
# --> MAC fifos in DECREASING PRIORITY ORDER
# --> PVC id begins to 1
# --> PVC is must be in increasing order
#Id kind maxSize(in cells) pvc crType (RBDC/VBDC/NONE)
0 EF 40000 1 NONE
1 AF 80000 1 RBDC
2 BE 60000 2 VBDC
#Max RBDC - in kbits/s 
MaxRbdc=1000
#Max VBDC - in cells number 
MaxVbdc=2000
[SatCarrier]
#carrier-id multicast-address in out
1 01: 00 :5e: 00 : 00 : 01 y n
2 01: 00 :5e: 00 : 00 : 02 n y
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4 01:00:5e:00:00:04 n y
5 01:00:5e:00:00:05 y n
6 01:00:5e:00:00:06 n y
[QoSAgent]
s t _ a d d r e s s = 1 9 2 . 1 6 8 . 2 1 . 5  
s t _ n a m e = S T 3  
q o s _ s e r v e r _ p o r t = 1 2 0 0 0
[ D e b u g ]  
d e f a u l t = l  
q o s _ d a t a = l  
d v b _ r c s = l  
d v b _ r  c s _ t a l  = l  
qo s_c ont ro1=1 
s a t _ c a r r i e r = l  
d a m a _ d a = l  
e n c a p = l
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B SIPp Calling Scenarios
This chapter lists XML based caller (UAC) and callee (UAS) scenarios used in the VoIP 
experiments. These scenarios are invoked by the SIPp call generater to simulate a caller and 
callee.
B.l Caller (UAC) scenario
y************* Default scenario[9] ***************y 
(char*)
<?xml version=\"l.0\" encoding=\"ISO-8859-l\" ?>\n"
<!DOCTYPE scenario SYSTEM \"sipp.dtd\">\n"
\n"
<!-- This program is free software; you can redistribute it and/or -->\n"
<!-- modify it under the terms of the GNU General Public License as -->\n"
-- published by the Free Software Foundation; either version 2 of the -->\n" 
<!-- License, or (at your option) any later version. -->\n"
< ! —  —  >\n"
This program is distributed in the hope that it will be useful, -->\n"
<!-- but WITHOUT ANY WARRANTY; without even the implied warranty of -->\n"
<!-- MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the -->\n"
<!-- GNU General Public License for more details. -->\n"
—  >\n"
You should have received a copy of the GNU General Public License -->\n"
along with this program; if not, write to the -->\n"
Free Software Foundation, Inc., -->\n"
59 Temple Place, Suite 330, Boston, MA 02111-1307 USA -->\n"
—  >\n "
Sipp 'uac' scenario with pcap (rtp) play -->\n"
<  ! -  -  
\n"
<scenario name=\"UAC with media\">\n"
<!-- In client mode (sipp placing calls), the Call-ID MUST be -->\n"
<!-- generated by sipp. To do so, use [call_id] keyword.
\n"
<send retrans=\"500\">\n"
< ! [CDATA[\n"
\n"
INVITE sip:[service]@[remote_ip]:[remote_port] SIP/2.0\n"
Via: SIP/2.0/[transport] [local_ip]:[local_port];branch=[branch]\n"
From: sipp
sip:sipp®[local_ip]:[local_port]>;tag=[pid]SIPpTag09[call_number]\n"
To : sut <sip: [service]@[remote_ip] : [remote_port]>\n"
Call-ID: [call_id]\n"
CSeq: 1 INVITE\n"
Contact : sip : sipp® [local_ip] : [local_jport] \n"
Max-Forwards : 70\n"
Subject: Performance Test\n"
Content-Type: application/sdp\n"
Content-Length: [len]\n"
\n"
v=0\n"
o=userl 53655765 2353687637 IN IP[local_ip_type] [local_ip]\n" 
s=-\n"
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c = I N  I P [ l o c a l _ i p _ t y p e ]  [ l o c a l _ i p ] \ n "  
t = 0  0 \ n "
m = a u d i o  [ a u t o _ m e d i a _ p o r t ]  R T P / A V P  8 1 0 1 \ n "  
a = r t p m a p : 8  P C M A / 8 0 0 0 \ n "  
a = r t p m a p : 1 0 1  telephone- event/8000\n" 
a=fmtp : 101 0 - 1 1 , 1 6 \ n "
\ n "
] ]>\n"
< / s e n d > \ n "
\n"
< r e c v  r e s p o n s e = \ " 1 0 0 \ "  o p t i o n a l = \ " t r u e \ " > \ n "
< / r e c v > \ n "
\ n "
< r e c v  r e s p o n s e = \ " 1 8 0 \ "  o p t i o n a l = \ " t r u e \ " > \ n "
< / r e c v > \ n "
\n"
< ! - -  B y  a d d i n g  r r s = \ " t r u e \ "  ( R e c o r d  R o u t e  S e t s ) ,  t h e  r o u t e  s e t s  
\ n "
< ! - -  a r e  s a v e d  a n d  u s e d  f o r  f o l l o w i n g  m e s s a g e s  s e n t .  U s e f u l  t o  t e s t  - - > \ n "
< ! - -  a g a i n s t  s t a t e f u l  S I P  p r o x i e s / B 2 B U A s . -->\n"
< r e c v  response=\"200\" rtd=\"true\" c r l f = \ " t r u e \ " > \ n "
< / r e c v > \ n "
\n"
< ! - -  P a c k e t  l o s t  c a n  b e  s i m u l a t e d  i n  a n y  s e n d / r e c v  m e s s a g e  b y  - - > \ n "
< ! - -  b y  a d d i n g  t h e  ' l o s t  = \ " 1 0 \ " ' .  V a l u e  c a n  b e  [ 1 - 1 0 0 ]  percent .
\n"
< s e n d > \ n "
<! [CDATA[\n"
\n"
ACK sip:[service]@[remote_ip]:[remote^ort] SIP/2.0\n"
V i a  : S I P / 2 . 0 / [ t r a n s p o r t ]  [local_ip] : [ l o c a l _ p o r t ]  ; b r a n c h = [ b r a n c h ] \ n "
From: sipp
s i p : s i p p ® [local_ip]: [ l o c a l _ p o r t ] > ; t a g = [ p i d ] S I P p T a g 0 9 [ c a l l _ n u m b e r ] \n"
To : s u t  < s i p : [service]® [remote_ip] : [ r e m o t e _ p o r t ] > [ p e e r _ t a g _ p a r a m ] \ n "  
C a l l - I D :  [ c a l l _ i d ] \ n "
CSeq: 1 ACK\n"
C o n t a c t :  s i p  : s i p p ® [ l o c a l _ i p ]  : [ l o c a l _ p o r t ] \ n "
M a x - F o r w a r d s  : 7 0 \ n "
Subject: Performance Test\n"
C o n t e n t - L e n g t h :  0 \ n "
\n"
]]>\n"
< / s e n d > \ n "
\n"
< ! - -  P l a y  a  p r e - r e c o r d e d  PCAP f i l e  (RTP s t r e a m )  - ->\n"
< n o p > \ n "
< a c t i o n > \ n "
< e x e c  p l a y _ p c a p _ a u d i o = \ " p c a p / g 7 1 1 a . p c a p \  " / > \ n "
</action>\n"
</nop>\n"
\n"
< ! - -  P a u s e  8 s e c o n d s ,  w h i c h  i s  a p p r o x i m a t e l y  t h e  d u r a t i o n  o f  t h e  - ->\n"
<!-- PCAP file -->\n"
< p a u s e  milliseconds=\" 8  0 0 0 \ " / > \ n "
\ n "
< ! - -  P l a y  a n  o u t  o f  b a n d  DTMF ' 1 '  - - > \ n "
< n o p > \ n "
< a c t i o n > \ n "
< e x e c  p l a y _ p c a p _ a u d i o = \ " p c a p / d t m f _ 2 8 3 3 _ l . p c a p \ " / > \ n "
</action>\n"
</nop>\n"
\n"
< p a u s e  m i l l i s e c o n d s = \ " 1 0 0 0 \ " / > \ n "
\ n "
< ! - -  T h e  ' crlf ' option i n s e r t s  a  blank l i n e  i n  t h e  statistics report . - - > \ n "  
< s e n d  r e t r a n s = \ " 5 0 0 \ " > \ n "
<1 [CDATA[\n"
\ n "
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BYE sip:[service]@[remote_ip]:[remote_port] SIP/2.0\n"
Via: SIP/2.0/[transport] [local_ip]:[local_port];branch=[branch]\n"
From: sipp
sip: sipp® [local_ip] : [local_jport] >;tag= [pid] SIPpTag09 [call_number] \n"
To: sut <sip: [service] ® [remote_ip] : [remote_port] > [peer_tag__param] \n" 
Call-ID: [call_id]\n"
CSeq: 2 BYE\n"
Contact : sip: sipp® [local_ip] : [local_jport] \n"
Max-Forwards : 70\n"
Subject: Performance Test\n"
Content-Length: 0\n"
\n"
]]>\n"
</send>\n"
\n"
<recv response=\"200\" cr1f=\"true\">\n"
</recv>\n"
\n"
<!-- definition of the response time repartition table (unit is ms) -->\n"
<ResponseTimeRepartition value=\"10, 20, 30, 40, 50, 100, 150, 200\"/>\n"
\n"
<!-- definition of the call length repartition table (unit is ms) -->\n"
<CallLengthRepartition value=\"10, 50, 100, 500, 1000, 5000, 10000\"/>\n"
\n"
</scenario>\n"
\n",
<?xml version=\"l.0\" encoding=\"ISO-8859-l\" ?>\n"
<!DOCTYPE scenario SYSTEM \"sipp.dtd\">\n"
\n"
<!-- This program is free software ; you can redistribute it and/or -->\n"
<!-- modify it under the terms of the GNU General Public License as -->\n"
-- published by the Free Software Foundation; either version 2 of the -->\n"
<!-- License, or (at your option) any later version. -->\n"
<!-- -->\n"
- This program is distributed in the hope that it will be useful, -->\n"
- but WITHOUT ANY WARRANTY; without even the implied warranty of -->\n"
<!-- MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the -->\n"
<!-- GNU General Public License for more details. -->\n"
-->\n"
<!-- You should have received a copy of the GNU General Public License -->\n"
<!-- along with this program; if not, write to the -->\n"
- Free Software Foundation, Inc., -->\n"
- 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA -->\n"
—  >\n"
Sipp default 'uas' scenario. -->\n"
<!-- -->\n"
\n"
<scenario name=\"Out-of-call UAS\">\n"
<recv request=\".*\" regexp_match=\"true\" />\n"
\n"
<send>\n"
<! [CDATA[\n"
SIP/2.0 200 OK\n"
[last_Via:]\n"
[last_From:]\n"
[last_To:]\n"
[last_Call-ID:]\n"
[last_CSeq:]\n"
Contact : <sip:[local_ip] : [local_port];transport=[transport]>\n" 
Content-Length: 0\n"
\n"
]]>\n"
</send>\n"
\n"
<!-- Keep the call open for a while in case the 200 is lost to be -->\n"
<!-- able to retransmit it if we receive the BYE again. -->\n"
<timewait milliseconds=\"4 000\"/>\n"
\n"
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"\n"
" <!-- definition of the response time repartition table (unit is ms) -->\n"
" <ResponseTimeRepartition value=\"10, 20, 30, 40, 50, 100, 150, 200\"/>\n" 
"\n"
" <!-- definition of the call length repartition table (unit is ms) -->\n"
" <CallLengthRepartition value=\"10, 50, 100, 500, 1000, 5000, 10000\"/>\n" 
"\n"
"</scenario>\n",
};
B.2 Callee (UAS) scenario
y************* Default scenario[1] ***************y 
(char *)
<?xml version=\"l.0\" encoding=\"ISO-8859-l\" ?>\n"
<!DOCTYPE scenario SYSTEM \"sipp.dtd\">\n"
\n"
<!-- This program is free software; you can redistribute it and/or -->\n"
<!-- modify it under the terms of the GNU General Public License as -->\n"
-- published by the Free Software Foundation; either version 2 of the -->\n" 
-- License, or (at your option) any later version. -->\n"
—  — >\n"
<!-- This program is distributed in the hope that it will be useful, -->\n"
<!-- but WITHOUT ANY WARRANTY; without even the implied warranty of -->\n"
-- MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the -->\n"
-- GNU General Public License for more details. -->\n"
—  — >\n"
-- You should have received a copy of the GNU General Public License -->\n"
<!-- along with this program; if not, write to the -->\n"
<!-- Free Software Foundation, Inc., -->\n"
- 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA -->\n"
<!-- -->\n"
<!-- Sipp default 'uas' scenario. -->\n"
-->\n" 
\n"
<scenario name=\"Basic UAS responder\">\n"
<!-- By adding rrs=\"true\" (Record Route Sets), the route sets 
\n"
<!-- are saved and used for following messages sent. Useful to test -->\n"
<!-- against stateful SIP proxies/B2BUAs. -->\n"
<recv request=\"INVITE\" crlf=\"true\">\n"
</recv>\n"
\n"
<!-- The '[last_*]' keyword is replaced automatically by the -->\n"
<!-- specified header if it was present in the last message received -->\n"
<!-- (except if it was a retransmission). If the header was not -->\n"
<!-- present or if no message has been received, the '[last_*]' -->\n"
<!-- keyword is discarded, and all bytes until the end of the line -->\n"
<!-- are also discarded. -->\n"
<!-- -->\n"
<!-- If the specified header was present several times in the -->\n"
<!-- message, all occurences are concatenated (CRLF seperated) -->\n"
<!-- to be used in place of the '[last_*]' keyword. -->\n"
\n"
<send>\n"
<! [CDATA[\n"
\n"
SIP/2.0 180 Ringing\n"
[last_Via:]\n"
[last_From:]\n"
[last_To:];tag=[pid]SIPpTagOl [call_number]\n"
[last Call-ID:]\n"
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[last_CSeg:]\n"
Contact: <sip:[local_ip]:[local_port];transport=[transport]>\n" 
Content-Length: 0\n"
\n"
]]>\n"
</send>\n"
\n"
<send retrans=\"500\">\n"
<! [CDATA[\n"
\n"
SIP/2.0 200 OK\n"
[last_Via:]\n"
[last_From:]\n"
[last_To:];tag=[pid]SIPpTagOl[call_number]\n"
[last_Call-ID:]\n"
[last_CSeq:]\n"
Contact : <sip: [local_ip]: [local_port];transport=[transport]>\n"
Content-Type: application/sdp\n"
Content-Length: [len]\n"
\n"
v=0\n"
o=userl 53655765 2353687637 IN IP[local_ip_type] [local_ip]\n" 
s=-\n"
c=IN IP[media_ip_type] [media_ip]\n" 
t=0 0\n"
m=audio [media_port] RTP/AVP 0\n" 
a=rtpmap: 0 PCMU/8000\n"
\n"
]]>\n"
</send>\n"
\n"
<recv request=\"ACK\"\n"
optional=\"true\"\n" 
rtd=\"true\"\n" 
crlf=\"true\">\n"
</recv>\n"
\n"
<recv request=\"BYE\">\n"
</recv>\n"
\n"
<send>\n"
<! [CDATA[\n"
\n"
SIP/2.0 200 OK\n"
[last_Via:]\n"
[last_From:]\n"
[last_To:]\n"
[last_Call-ID:]\n"
[last_CSeq:]\n"
Contact : <sip: [local_ip] : [local_port];transport=[transport]>\n" 
Content-Length: 0\n"
\n"
]]>\n"
</send>\n"
\n"
<!-- Keep the call open for a while in case the 200 is lost to be -->\n"
<!-- able to retransmit it if we receive the BYE again. -->\n"
<timewait milliseconds=\"4000\"/>\n"
\n"
\n"
<!-- definition of the response time repartition table (unit is ms) -->\n"
<ResponseTimeRepartition value=\"10, 20, 30, 40, 50, 100, 150, 200\"/>\n"
\n"
<!-- definition of the call length repartition table (unit is ms) -->\n"
<CallLengthRepartition value=\"10, 50, 100, 500, 1000, 5000, 10000\"/>\n"
\n"
</scenario>\n"
\n",
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C Measurement over a Real DVB-RCS 
Satellite Network
Satellites are characterized by their long propagation delay; hence, quality of service (QoS) needs 
to be handled correctly in these networks. In this section, we are presenting the delay 
measurements taken in real digital video broadeast-retum channel via satellite (DVB-RCS) 
environment. The applications to be tested are file transfer (FTP), web browsing (HTTP) and 
video streaming.
The main QoS parameter considered is delay, both round trip delay and one-way delay, depending 
on the type of the application.
Delay is the transit time between the client and the server observed by the packets. In satellite 
networks, this time is dominated by the propagation delay. The processing time for the 
encapsulation of IP packet in MPEG stream also adds to the overall delay. In addition to this, 
other factors adding to the delay are router queues and number of hops in the path. A simple way 
to calculate the delay is to synchronize the client and the server and calculate the time difference. 
One way for synchronization is to use Network Time Protocol (NTP) server [86].
The next subsections describe the ESA testbed, applications and the results from the 
measurements.
C.1 The ESA DVB-RCS Testbed
A DVB-RCS testbed at the European Space Agency (ESA) is used for this end-to-end QoS 
measurement. As shown in Figure C-1, the testbed consists of a gateway and two satellite 
terminals. The satellite capacity used in these experiments is provided by HellasSat-2 satellite. 
The available uplink bandwidth is 512 kbps and for downlink, it is 4 Mbps. Various applications 
and servers are installed on the local area networks (LAN) connected to the gateway and the
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terminals.
HeiiasSat-2
ESA UniS
R F
R FR F
RouterDVB-RCS
HubGateway
Router DVB-RGB 
IDU
LAN
DVB-RCS
IDU aaInternet
LAN
Protocol 
A nalyser
W eb Server
End userDaa
DProtocol 
A nalyser ^FTP Server
Stream Server End user
Figure C-1: European Space Agency (ESA) DVB-RCS Testbed
C.2 Applications and Experimentation Results
Different applications that are tested on the testbed are described in the following subsections. 
The softwares installed on the clients and servers are also described.
The performance of different applications described, is measured, using the ESA DVB-RCS 
testbed. Wireshark [95] is used to capture packets at the client and server to measure and calculate 
different performance metrics. The end-to-end QoS parameters measured are described in the 
following subsections.
File Transfer
File Transfer Protocol (FTP) is a method of downloading files from and uploading files to another 
system using TCP over a network. It operates in a client/server paradigm. FTP uses two separate 
connections to send files. One TCP connection is used to send control messages, such as user 
identification, password, etc., and the other is used to send data. As FTP sends the control 
messages separately, so it is referred as an out-of-band protocol. There are a number of commands 
used in FTP for managing the sessions. The commands, from client to server, and replies, from
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server to client, are sent across the control connection in 7-bit ASCII format. Thus, these 
commands are human readable. Each command consists of four uppercase ASCII characters, 
some with optional arguments. Some of the more common commands are listed below:
USER username: Used to send the user identification to the server 
PASS password: Used to send the user password to the server 
LIST: List all the files in the current directory in the server
RETR filename: Used to retrieve (i.e., get) a file from the current directory of the server 
STOR filename: Used to store (i.e., put) a file in the current directory of the server
Each of these commands is followed by a reply from the server. The replies are three-digit 
numbers, with an optional message following the number. Some typical replies, along with their 
possible messages, are listed below:
331 Username OK, password required 
230 User logged in, proceed 
200 Command OK
125 Data connection already open; transfer starting 
150 File status OK; about to open data connection 
226 Transfer complete 
221 Goodbye
A client utility (ftp) invokes the file transfer. In addition to the original ftp utility, there are many 
textual and graphical FTP client programs, including most browsers, which run under different 
operating systems. We used ftp as the client program for the end-to-end QoS measurements. 
There are also many FTP server programs. One of the available servers included in Linux is Very 
Secure FTP daemon (vsftpd) package. The sequence of commands while using the ftp utility 
during a download along with its Wireshark capture is shown in the snapshots below:
C:\WINDOWSVsystem32\cmd.exe
C:\Documents and Settings\eeslll>
C:\Docunents and Settings\eeslll>
C:\Docunents and Settings\eeslll>ftp 192.168.2.11 
Connected to 192.168.2.11.
220 ProFTPD 1.3.1 Server (Debian) [::ffff:192.168 .2.111 
User <192.168.2.11 :<none>>: surrey_ftp
331 Password required for surrey_ftp 
Password:
230 User surrey_ftp logged in
ftp> get File500KB.doc
200 PORT command successful
150 Opening ASCI I mode data connection for File500KB.doc 
226 Transfer complete
ftp: 513965 bytes received in 1.57Seconds 326.53Kbytes/s 
ftp> bye
221 Goodbye.
C:\Documents and Settings\eeslll>
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getC_500KB.pcap - W ireshark
File £(ft Mew go gapture Analyze Statistics Telephony Ipok Help
0 w a m B  ^a ^  i
Fjter; , ftp.request a& ftp.response '
I | B | [ 3 | ; <±t  Q .  Cüt □
Ejspression... Clear Apply
0  ^ I a
Destination Protocol
mmmimfUMfXiamm
6 4 . 794119 1 7 2 .1 7 .3 .2 1 9 2 .1 6 8 .2 .1 1 FTP
8 5 .40 2 0 9 8 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
10 8 .9 7 5 7 6 3 1 7 2 .1 7 .3 .2 1 9 2 .1 6 8 .2 .1 1 FTP
12 9 .69 7 7 7 5 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
14 1 3 .2 4  84 0 5 1 7 2 .1 7 .3 .2 1 9 2 .1 6 8 .2 .1 1 FTP
16 1 3 .8 5 0 7 3 4 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
17 1 3 .8 5 1 5 8 3 1 7 2 .1 7 .3 .2 1 9 2 .1 6 8 .2 .1 1 FTP
22 1 4 .6 1 7 2 2 1 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
558 1 6 .8 2 8 9 1 9 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
560 1 9 .2 0 5 3 8 2 1 7 2 .1 7 .3 .2 1 9 2 .1 6 8 .2 .1 1 FTP
562 1 9 . 813170 1 9 2 .1 6 8 .2 .1 1 1 7 2 .1 7 .3 .2 FTP
Info
R e q u e s t:  USER s u r r e y _ f tp  
R e sp o n se : 331 P assw o rd  r e q u i r e d  f o r  s u r r e y _ f tp  
R e q u e s t:  p a s s  s u r r e y  
R e sp o n se : 230 u s e r  s u r r e y _ f tp  lo g g e d  1n 
R eq u es t : p o r t  1 7 2 ,1 7 ,3 ,2 ,7 ,1 3 9  
R e sp o n se : 200 PORT command s u c c e s s f u l  
R e q u e s t:  RETR F lle5 0 0 K B .d o c
R esp o n se : 150  o p e n in g  a s c i i  mode d a ta  c o n n e c t io n  f o r  F lle 5 0 0 K B .d o c  
R e sp o n se : 226 T r a n s f e r  c o m p le te  
R eq u es t : QUIT 
R e sp o n se : 221 Goodbye.
For analysis of file transfer using file transfer protocol (FTP), two files of different sizes have 
been chosen to compare the results. One file is 500 kilobytes and the second is 50 megabytes. 
These files have been uploaded (via put command) from client (Surrey) to server (ESA) and 
downloaded (via get command) in the reverse direction.
Table C-1: Round Trip Time for Request and Response pairs (milliseconds)
FTP
Request
FTP
Response
Upload (put) Download (get)
500 KB 50 MB 500 KB 50 MB
USER 331 Password 
required
620.621 610.481 604.685 652.596
PASS 230 Access 
granted
748.752 701.774 724.554 944.772
PORT 200 PORT 
Successful
618.772 596.778 608.898 613.617
STOR/RETR 150 Opening 
BINARY mode
680.763 629.675 680.800 687.860
QUIT 221 Goodbye 615.153 662.917 605.296 618.140
Total upload/download time 
(seconds)
18.470 2085.830 1.640 228.040
The round trip time (RTT) for the control commands for these operations is tabulated in Table C- 
1. The RTT ranges from 550-700 milliseconds, which is the typical range for a geostationary 
satellite. The RTT values in the second row of Table C-1 are higher as these values include the
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password typing time from the user. The upload time of the files is 10 times the download time 
because of the difference in the uplink and downlink data rates offered by the satellite network.
Web Browsing
Web browsing is based on the HyperText Transfer Protocol (HTTP). It also works in a 
client/server model. The client and server programs exchange HTTP messages to transfer web 
content. The client program is the browser that opens the Web pages and offers other features like 
playing audio and video, uploading and downloading files, filling forms, etc. Popular Web 
browsers are Firefox, Netscape, lynx and Internet Explorer. On the server side, the Web server, 
houses the web content. HTTP uses TCP as the transport protocol. One of the worldwide 
deployed, Linux based Web server is Apache. In its latest versions, if support for IPv6 is available 
in the operating system, its IPv6 listening sockets open by default.
Like file transfer, HTTP also exchanges request and response messages. The typical methods and 
their purpose in a request message are as follows:
• GET: Request an object from the server
• POST : Filling form on a web page
• HEAD: Similar to GET used for debugging
The majority of the HTTP request messages use the GET method to retrieve objects from web 
servers during browsing. In the HTTP response messages, the replies are identified by the status 
code. Some of the commonly used status codes are listed below:
• 200 OK: Request succeeded and the information is returned in the response
• 301 Moved Permanently: Requested object has been moved permanently
• 400 Bad Request: The request could not be understood by the server
• 404 Not Found: The requested doeument does not exist on this server
To analyze web browsing which is based on hypertext transfer protocol (HTTP), an Apache 
server is installed on the server (ESA) and a website is hosted on it. The client (Surrey) browses 
that website via Firefox. Meanwhile packets are captured with Wireshark on both the client and 
server.
The round trip time (RTT) for the HTTP request-response pairs is shown in Figure C-2. Most of 
the RTT values are within the stated range for a geostationary satellite, but some are higher due to 
the delay incurred in transferring the large objects from web server to the browser.
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Figure C-2: RTT for HTTP request-response pairs
Video Streaming
In this class of applications, clients request on-demand compressed video files that are stored on 
servers. A client typically begins playout of the video a few seconds after it begins receiving the 
file from the server. The elient will be playing out video from one location in the file while it is 
receiving later parts of the file from the server. Both TCP and UDF are used in video streaming.
For the purpose of our test, VLC media player is used. It is a lightweight media player that can 
play numerous video formats. It is supported by Windows, Linux and PocketPCAVinCE 
handhelds. It can also be used as a streaming server.
For analysis of video streaming using user datagram protocol (UDP), a video clip has been 
streamed from the server (ESA) using the media player VLC and the stream is watched at the 
client (Surrey) with same media player.
The propagation delay for geostationary satellite is 250-270 milliseconds. The one-way delay 
observed between the streaming server and client is shown in Eigure C-3. The reasons for 
additional delay are jitter, buffering, playout delay etc.
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Figure C-3: One-way delay for video streaming
C.3 Summary
This chapter presented the delay measurements for different applications over a real DVB-RCS 
satellite network. These measurements are taken in collaboration with European Space Agency 
(ESA) using one of its satellites. These results tally with the results presented for VoIP, 
demonstrating the legitimacy of Satellite Network Testbed installed in CCSR, University of 
Surrey.
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