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О ФАКТОРИЗАЦИИ ОПЕРАТОРОВ В ГИЛЬБЕРТОВОМ ПРОСТРАНСТВЕ 
И. Ц. Г О Х Б Е Р Г (Кишинев) н М. Г. К Р Е Й Н (Одесса) 
В линейной алгебре давно известен метод обращения матрицы, опира-
ющийся на её „факторизацию", т. е. её представление в виде произведения 
левой и правой треугольных матриц. Значительно позже была поставлена 
и решена задача о возможности приведения матрицы к треугольному виду 
с помощью унитарного преобразования. Как известно, вторая задача требует 
значительно более сложных операции, чем первая. 
В абстрактной теории операторов развитие аналогичных вопросов 
происходило в другом порядке. Сперва в работах М. С. Л и в ш и ц а [1,2], 
Л . А. С а х н о в и ч а [3,4] , М. С. Б р о д с к о г о [5], авторов |6—8] и В. И. 
М а ц а е в а [9, 10] получила развитие идея треугольного представления 
•операторов, а задача факторизации операторов до последнего времени в 
общем виде даже не была поставлена. Оказалось, что её решение в тех 
•случаях, когда оно возможно, существенным образом опирается на теорию 
абстрактного треугольного представления оператора. 
С помощью последней удалось построить теорию факторизации опера-
торов, отличающихся от единичного на вполне непрерывный. Изложению 
результатов этих исследований и посвящена настоящая статья. 
В последних параграфах статьи мы показываем, что специальные задачи 
факторизации, играющие большую роль в теориях различных классов 
интегральных уравнений, входят в схему общей операторной постановки 
:задачи о факторизации, в связи с чем, однако, возникают некоторые проб-
лемы. 
Основные результаты этой статьи кратко изложены в заметке [11]. 
Для удобства читателя мы начнем с краткого обзора используемых 
далее результатов теории абстрактного треугольного представления опера-
торов. 
§ 1. Краткий обзор резрультатов теории абстрактного 
треугольного представления операторов 
1. Максимальные цепочки инвариантных подпространств вполне 
непрерывного оператора. В дальнейшем обозначает сепарабельное гильбер-
тово пространство; 94 — кольцо всех линейных ограниченных операторов, 
действующих в £>; @„ — идеал этого кольца, состоящий из всех линейных 
вполне непрерывных операторов. Замкнутое (в смысле сильной сходи-
мости) множество ортогональных проекторов ^ = называется цепочкой, 
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если оно упорядочено (естественным образом) и содержит проекторы О и I. 
Пара проекторов (Р~, Pb) (Р~<Р+; Р± называется разрывом цепочки 
если в Щ нет ни одного проектора, расположенного между Р~ и Р+. Раз-
мерность подпространства ( Р + - Р - ) & называется размерностью разрыва. 
Цепочка, не имеющая пи одного разрыва, называется непрерывной. Цепочка 
называется максимальной, если она не является правильной частью никакой 
другой цепочки. Максимальная цепочка характеризуется тем, что либо она 
непрерывна, либо всякий ее разрыв одномерен. 
Цепочка называется собственной цепочкой оператора А, если для 
любого подпространство Pfo инвариантно относительно А: АР—РАР 
Из теоремы Дж. Неймана и Н. А р о н ш а й и а [12] о существовании 
собственного инвариантного подпрострапства у всякого оператора 
выводится следующее предложение [3, 5], 
1°. У всякого оператора существует по крайней мере одна соб-
ственная максимальная цепочка. 
2. Абстрактное треугольное представление вольтеррова оператора« 
Волыперровьш оператором называется любой оператор А£<&„, со спектром, 
сосредоточенным в нуле. 
Имеет место предложение [5,7] : 
2°. Пусть А волыперров оператор, действующий в и $ его собствен-
ная максимальная цепочка. Тогда 
где 1<\Р) (-Р^)—оператор-функция со значениями из кольца 94, понимается 
в следующем смысле: для любого с > 0 найдется разбиение цепочки 3̂ 
(т .е . цепочка, состоящая из конечного числа проекторов 0 = Р 6 < Р 1 < ... < 
...<_?,', = / из такое, что для всех расширенных разбиений ¿ = {Р;}о = Ьь 
выполняется неравенство 
при любых операторах 6,€^3> удовлетворяющих условиям P | •„ 1 шQj^Pj . 
Предложение 2° допускает следующее обращение [5—7|: 
3°. Если для некоторого самосопряженного вполне непрерывного опера-
тора X и некоторой максимальной цепочки $ интеграл 
(Рещ. 
Сходимость интеграла (1. 1), как и любого интеграла вида 
\Y- z т ж - р ^ л ^ с 
<1. 3) 
Y=2i JpXdP 
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сходится, то Y является единственным волыперровым оператором с собствен-
ной цепочкой и мнимой компонентой X. 
Вещественная компонента У ^ = ( У + У * ) / 2 оператора У выражается 
через X при помощи формулы 
(1.4) YPA = i J(PXdP-dPXP). 
Отметим еще, что для сходимости интеграла (1. 2) необходимо, чтобы 
выполнялось условие 
(1. 5) (F(P+) - F(P~))(P '•-Р-) = О 
для любого разрыва (Р~, Р+) цепочки t ! . В частности, для интеграла (1. 3) 
условие (1 .5 ) превращается и условие 
(1.6) (РР~)Х(Р+ - Р~) = 0. 
Совокупность всех операторов удовлетворяющих условию (1.6), 
обозначим через ©4ЗД-
3. Симметрично-нормированные идеалы кольца 9i. Для выяснения 
условий сходимости интеграла (1 .3) и зависимостей между поведениями 
спектров операторов X и Y ^ понадобятся некоторые специальные двусто-
ронние идеалы кольца 9i, называемые симметрично-нормированными идеа-
лами. Двусторонний идеал © кольца Ш называется симметрично-нормиро-
ванным (с. и.) идеалом кольца 9i, если в нем можно определить норму \Х\&,. 
относительно которой © является банаховым пространством и которая 
обладает следующим свойством: 
\АХВ\ъЩА\ \Х\&\В\ (Х£<5; А, В£д1). 
Без ограничения общности мы будем предполагать, что для любого-
одномерного оператора Х\ 
т = |2Г|в. 
Как известно, всякий двусторонний идеал © кольца 91 содержится 
в © „ . 
С. н. идеалы были введены и изучались Д ж . Нейманом и Р. Ш а т т е н о м 
[13] в их теории „cross-spaces". 
Приведем примеры конкретных с. н. идеалов. При их построении 
используется понятие последовательности ¿'-чисел {i„(^4)}r оператора 
Последняя определяется, как последовательность всех собственных чисел 
неотрицательного оператора (АА*)'/*, занумерованных в порядке убывания 
с учетом их кратности. 
Простейшие с. н. идеалы образуют совокупности © р всех 
операторов для которых 2 s й ( ^ ) < 0 ° , а норма определяется равенст-
вом 
ч=1 
О факторизации операторов 93 
В частности, © ! совпадает с множеством всех ядерных операторов 
^ 14], а © 2 '—1 с множеством операторов Гильберта—Шмидта. С. и. идеал 
© 2 является гильбертовым пространством со скалярным произведением, 
•определяемым равенством 
( X , У ) = Яр (ХУ*) (Х,¥Е©2). 
Пусть я,, (и = 1 , 2 , . . . ) - — некоторая певозрастающая последовательность 
положительных чисел такая, что 
пг = 1, 2 п ] = °°> Ишя„ = 0. 
./=1 »-»со 
Каждая такая последовательность П = {л,,} порождает тройку с. н. 
идеалов ©п и © н . 
Идеалы © я и © я состоят, соответственно, из всех операторов Ае<5„, 
для которых 
= С « > И 2 
" "V „ •' = ! 
2 7 1 ] 
7 = 1 
Через © ^ обозначается с. н. идеал, представляющий собой замыкание 
но норме \Х\П всех конечномерных операторов. Этот идеал состоит из тех 
для которых 
2 «М) 




7 = 1 
'Оказывается, что ©}3°> и ©я сепарабельны, а © я всегда несеперабельно. 
Важную роль играют с. н. идеалы ©ю и ©„, являющиеся частными случаями 
с. н. идеалов © я и © п при Д = й = { ( 2 я - 1 ) - 1 } . С. н. идеал ©га введен 
впервые в [9], об остальных с. н. идеалах см. [7, 8]. 
Пусть 
П„ = П- 1 1 р Ь(1г) ( 1 < ^ < о о ; 72 = 1 , 2 , . , ) , 
где Ь(\) —положительная медленно изменяющаяся функция, т. е. 
произвольная положительная дважды дифференцируемая функция, для 
которой при В этом случае введем следующие обозначения: 
©ГР;£] = @Я0), ©[,;!,] = © Л И ® ( Р ; 1 ) = 6 , . С. и. и д е а л ы © ^ ] и ©[г, ; ц состоят 
•соответственно из тех операторов Ае<Е>„, для которых 
¡п(А) = о(п~1'*Цп)) и ,?„(А) = 0 (и - рЬ(п)) при 
Отметим еще, что во всяком сепарабельном с. п. идеале © множество 
конечномерных операторов образует плотное множество в смысле нормы 
1 * 1 « . 
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4. Условия сходимости интеграла треугольного усечения. Интеграл 
треугольного усечения как оператор. Пусть $ — произвольная макси-
мальная цепочка и (РУ,Р/) (у'= 1, 2 , . . И ; — псе ее разрывы. 
Имеет место следующее предложение: 
4°. Если оператор Х£<3(0 И выполняется необходимое условие 
(Р] -Р7)Х(Р!-Р;) = о с / = 1 , 2 , 
то интеграл треугольного усечения 
(1.7) /РХс1Р 
сходится. Для всякого оператора X, не нринадлежаирго <5Ю, найдется 
непрерывная цепочка такая, что интеграл (1. 7) не сходится даже в слабом 
смысле. 
Первая и основная часть этой теоремы доказана В. И. М а ц а е в ы м [9], 
вторая — авторами [7]. До этого результата М. С. Б р о д с к и м была дока-
зана сходимость интеграла (1. 7) для а авторами для ( р < 0 0 ) -
Пусть произвольная непрерывная максимальная цепочка. Она 
порождает два трансформатора (два оператора, действующих в прост-
ранстве операторов), определенных равенствами 
Х(Х; $) = I'РХс/Р, $(Х; %) = I ¡'{РХ с/Р-с1РХР). 
¥ ¥ 
Трансформаторы £ и § являются замкнутыми неограниченными 
операторами в [7]. Трансформатор Ж является неограниченным проекто-
ром (Ж2 = Ж), определенным на всех операторах X, допускающих представ-
ление Х=Х1+Х2, где X(6©,„) обладает собственной цепочкой а Хг 
—дополнительной цепочкой ^ = { / — П р и этом = . 
В дальнейшем существенную роль играет следующее предложение 
(см. [6—10]). 
5°. Пусть произвольная непрерывная цепочка. Тогда трансформатор 
(!(•;$)) отображает непрерывно каждый из с. н. идеалов 
°°)> (1 в себя, а каждый из с. н. идеалов 
©и©®) соответственно в с.н. идеалы <3„. 
§ 2. Постановка задачи о факторизации операторов по цепочке 
Как известно (см. например, Д. К. Ф а д д е е в и Д. Ф. Ф а д д е е в а [15]),, 
метод Гаусса обращения неособенной матрицы А = ||ад||" показывает, что при 
определенных условия обратная матрица А*1 может быть представлена, 
притом единственным образом, в виде произведения трех сомножителей 
Л - 1 = 5 + 
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где средний—диагональная матрица, а крайние б'+НкдН"—правая и левая 
треугольные матрицы с диагональными элементами, равными единице. 
Такое представление возможно в том и только том случае, когда все главные 
миноры Х)г= \а1к\\ ( г = 1, 2, . . ., и). 
В операторной форме указанные множители могут быть получены по. 
формуле 
( 2 . 1 ) £ + = ¿ ' ^ ( ^ А Р ^ А ^ , = 
( 2 . 2 ) В = 2 ^ Л Р 1 . 
Поясним обозначения. С каждой матрицей «-го порядка ассоциируется 
оператор, действующий в «-мерном пространстве Е„ комплексных век-
торов ¿; = {£/}" и обозначаемый той же буквой, что и матрица. Через Р} 
(./=0, 1, 2, . . ., и) обозначается оператор проектирования в Д,, сохраняющий 
первые / координат вектора £ и аннулирующий все остальные; 
=Рз-Р}-1 ( 7 = 1 , 2 , . . . , » ; Ро = 0). Наконец, ( / = 1 , 2 , . . . , « ) 
обозначает оператор, действующий в подпространстве и являющийся 
там обратным к оператору РзАР] (ему соответствует матрица, обратная 
к усеченной матрице Ця^Ю-
Мы не останавливаемся здесь на выводе формул (2. 1) и (2. 2), они 
непосредственно вытекают из более общих операторных формул § 7. 
В случае, когда А—эрмитова матрица, обязательно а само 
представление легко получается из разложения формы 
в сумму квадратов по методу Лагранжа—Якоби. 
Известен также континуальный аналог указанной факторизации 
матриц для интегрального оператора Фредгольма (см. § 8). 
Естественным абстрактным представлением объединяющим и обобщаю-
щим обе эти факторизации, является факторизация оператора относительно 
цепочки, которая определяется следующим образом. 
Факторизацией оператора А£Ш относительно цепочки ^ будем называть 
представления оператора А в виде 
(2.3) А = А + В А _ , 
где А+, (£9?)—операторы с собственными цепочками соответственно ^ 
и а В (£91)—оператор, обладающий одновременно обеими цепочками 
и р̂-1-, т. е. перестановочный со всеми ортопроекторами 
Если факторизация (2 .3) для данного оператора А в 31 возможна, то 
она неоднозначна. Действительно, по данной факторизации можно получить 
бесконечное множество других, полагая, например А'+=А^В, А'- = СА_ и 
£>'= Б-1£>С~1 , где В и С(Ш)—произвольные обратимые операторы, пере-
становочные со всеми проекторами 
Обозначим через множество всех операторов из ©„, обладающих 
собственной цепочкой Очевидно, ©«,(^5) является замкнутым подкольцом 
©«..Если ^—максимальная цепочка, то для того, чтобы оператор Х £ © „ ( $ ) 
был вольтерровым, необходимо и достаточно, чтобы 
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Специальной факторизацией оператора А (£ 3() относительно цепочки 
S.J3 назовем представление А в виде 
(2.4) + 
где ХЛ., вольтерровы операторы соответственно из © „ ( $ ) и 
а оператор D перестановочен со всеми проекторами Р цепочки причём 
D-I е©.. 
Мпо)кители 1-\-Х± являются обратимыми операторами. В случае, когда 
оператор А обратим, обратимым будет и диагональный множитель D = I+Z. 
В последнем случае, очевидно, обратимыми будут и все операторы Р(1+Х±)Р, 
PDP, рассматриваемые в подпространстве Р$. Отсюда следует, что для 
того, чтобы обратимый оператор А допускал специальную факторизацию 
относительно цепочки $ необходимо, чтобы все операторы РЛ~1Р (Р£Ъ) 
были обратимы в подпространстве PÍQ (Р£Щ. 
Если обратимый оператор А € ЭД допускает специальную факториза-
цию, относительно максимальной цепочки то она уже будет единст-
венной. 
В самом деле, если 
(I+X.v)D{I-VXJ) = (r+X',)D'(I+X'A, 
т о 
(I+X'+y^I+X^D = D\I+X'J)(I+X_)~\ 
Отсюда следует, что оператор (I+X+)-1(I+X^.)D обладает обеими 
собственными цепочками и а следовательно, он перестановочен 
со всеми проекторами Так как оператор D обратим, то и оператор 
( I + X + y ^ I + X j ) перестановочен со всеми проекторами Таким 
образом, вольтерров оператор V+ = Y+ + Х+ + Y+X+ (Г'+ = (I+X+)-1 - I) 
•с собственной цепочкой üß, перестановочен со всеми проекторами из этой 
цепочки. Последнее возможно толыю в случае V+=0, т . е . Х+=Х+. 
Аналогично доказывается, что X ! Как следствие этих двух равенств 
вытекает D'=D. 
Из единственности специальной факторизации для обратимого опера-
тора вытекает, что если самосопряженный обратимый оператор А = А * ( £ Ш ) 
допускает факторизацию (2.4) , то Х+ =Х_ и D* =£>. 
Отметим, что в дальнейшем, разыскивая формулы для операторов Х ± 
и D для обратимого А, мы без ограничения общности можем сразу пред-
положить, что оператор А имеет вид А = ( / - Г ) - 1 , где Т<Е©„. 
Если цепочка ^ непрерывна, то задача специальной факторизации 
упрощается. В этом случае, как легко видеть, D=I, и следовательно, равен-
ство (2. 4) принимает вид 
(2.5) А = (I+X+)(I+Xj. 
Если оператор А(€9Í) допускает специальную факторизацию относи-
тельно непрерывной цепочки, то, очевидно, он всегда обратим. Если же он, 
кроме того, самосопряжен, то Х+ = Х _ , и следовательно, А положителен. 
Отметим еще, что факторизации, используемые в теории скалярных и 
векторных уравнений Винера — Хопфа (см. М. Г. Крейн [16], И. Ц. Г о х б е р г 
и М. Г. Крейн [17]), также являются примерами факторизации в смысле 
общих определений этого параграфа; подробнее об этом см. в § 9. 
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§ 3. Общие теоремы о факторизации операторов 
Т е о р е м а 3. 1. Для того, чтобы оператор А = (I-T)-1 (АеШ; T£<SJ) 
допускал специальную факторизацию относительно непрерывной цепочки 
необходимо и достаточно, чтобы: 
а) все операторы 1—РТР(Р£%) были обратимы*) и б) сходился по равно-
мерной норме хотя бы один из интегралов 
(3.1) = J{I—РТР)~1РТdP\ = JdPTP(I PTPy К 
sp sp 
Если хотя бы один из этих интегралов сходится, то сходится и другой 
и их значения дают специальную факторизацию (2. 5). 
Д о к а з а т е л ь с т в о . Пусть оператор А = ( / - Г ) - 1 допускает специаль-
ную факторизацию (2. 5). Тогда 
/ - Т = ( / + Г _ ) ( / + Г + ) , 
где 
т± = (i+x±yí-i (е©„). 
Операторы , Г_ являются вольтерровыми операторами, облада-
ющими соответственно собственными цепочками $ и Í]}-1-, и, следовательно, 
для любого проектора Р б ^ 
—РТР = PY_P+PY+P+PY„PPY+P 
и 
сТ-РТР) = (.I+PY_P)(I+PY+P). 
Так как операторы PY±P вольтерровы, то оператор I-PTP обратим и 
(.I-PTP.')-! = (r+PY+P)~1(r+PY^P)~1 „ ; 
Легко видеть, что 
{I+PY±PylP = P(I+PY±P)P = P(I+ Y±)~lP (PG5JJ). 
Следовательно, 
(I+PY+Py1P = (7+Г+)~1Р = (I+X+)P 
и 
( I + P Y ^ P Y ^ P = Р ( / + Г _ ) - ] = Р ( / + Г _ ) . 
Таким образом, 
Ст-ртр= (i+x+)P(i+xJ). 
Помножая последнее равенство на оператор Г = — ( / - г 
получим 
(3.2) С1-РТР)~ 1 РТ = ( / + A r + ) P Z _ - ( / + A r + ) P y + . 
*) Условие а) означает, что операторы Р ( 1 - Т ) Р обратимы Ь подпрОстран 
стве Р$. 
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Так как интегралы 
¡РХ.с1Р и / Р У , с ! Р 
-V ¥ 
сходятся по равномерной норме и первый из них равен пулю, а второй Ул_, 
то 
[ ( / - РТРУ 1РТс/Р = - (/-I- X,) У.у = X.,. 
Ь 
Аналогично доказывается равномерная сходимость второго интеграла 
из (3 .1 ) и его равенство оператору Х _ . 
Докажем теперь достаточность условий теоремы. Пусть выполняется 
условие а) и первый интеграл из (3. 1) сходится по равномерной норме. 
Через з = {Р/}'о обозначим произвольное разбиение цепочки -р и через 
оператор, определенный равенством 
1- 1 
Кроме того, любому оператору сопоставим сумму 
Так как 
^ ( Т Х . ) = 2 Рк-гТ 2 и - Р ; - ^ _ 1 ) - 1 Р ; - _ 1 Т А Р , . А Р к = 
1=1 ; - 1 
у = 1 
и 
Р У _ 1 7 Р , . _ 1 ( / - - Р / _ 1 ; Г Р , _ 1 ) - 1 = ( / - Р ^ Г Р ^ ) " 1 - / , 
или, что одно и то же, 
= X,. Любому оператору сопоставим также оператор 
х;(л)= 2 ЛР]АР1. 
. '=1 
Легко видеть, что 
Я,(А)Л8{(А) = Л. 
Следовательно, 
или 
(3.3) (1-Т)(1+Х,) = 1-У„ 
где У Б'Ь{Т{1+Х,)). 
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Оператор Xh имеет равномерный предел по цепочке $ и этот предел 
Х+ является вольтерровым оператором с собственной цепочкой Из 
равенства (3. 3) вытекает, что оператор Y} также имеет равномерный 
предел по цепочке Этот предел, как легко видеть, является вполне 
непрерывным оператором с собственной цепочкой р̂-1-. Так как цепочка 
^З4- непрерывна, то оператор вольтерров. 
Таким образом, оператор I— Т допускает специальную факторизацию 
( I - T ) - 1 = 
Аналогично доказывается достаточность условий теоремы в случае 
•сходимости второго интеграла из (3. 1). 
Теорема доказана. 
Т е о р е м а 3 .2 , Пусть 5)3—произвольная непрерывная цепочка и &—не-
который сепарабельный с. н. идеал. 
Если для оператора Те<5, удовлетворяющего условию а) теоремы 3. I, 
хотя бы один из интегралов (3. 1) сходится слабо и его значение принадлежит 
€>, то оба интеграла сходятся по норме идеала 
Д о к а з а т е л ь с т в о . Повторяя почти дословно доказательство последней 
части теоремы 3.1, можно показать, что при условиях теоремы оператор 
(/—Г) - 1 допускает специальную факторизацию (2. 5) с операторами Х ± а<Б. 
Отсюда, в силу равенства (3. 2), получаем 
(3. 4) / { I - P T P ) ~ í P T d P = (I+X+) JРХ_ dP-(I+X+) JPY+ dP, 
sp !P sp 
где F + = ( 1 + Х + ) ~ 1 - 1 (€©) . 
Можно покозать, что оба интеграла из правой части равенства (3. 4) 
сходятся по норме идеала и стало быть, интеграл из левой части этого 
равенства сходится по той же норме. 
§ 4. Факторизация операторов, отличающихся 
от единичного на конечномерный 
Начнем со следующей леммы: 
Л е м м а 4 . 1 . Пусть Х=(-,ф)%—одномерный оператор, образованный 
произвольными ортами ф, и $—некоторая непрерывная цепочка. Тогда 
для любой комплекснозначной непрерывной функции а ( Р ) ( Р € ^ ) интеграл 
(4.1) F = J a ( P ) P X d P 
íP 
сходится по равномерной норме и 
(4. 2) S j ( Y ) й т а х |Ö(P)|Sj ÍJPXdp) (J = 1, 2,. . .) . 
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Д о к а з а т е л ь с т в о . Покажем, что по равномерной норме сходится 
интеграл 
(4 .3) = ¡ П Р ) ( - , с / Р Ф 1 
ч$ 
где F(P)—произвольная непрерывная пектор-фупкция со значениями из £>. 
Отсюда будет вытекать сходимость интеграла (4. 1), получающегося из (4. 3) 
при F(P)=a(P)Px. 
Для произвольного числа с ( > 0 ) через обозначим разбиение цепочки 
% обладающее тем свойством, что 
\F(PW)-F(PW)\<C, 
для всякой пары проекторов Р<-1\ находящейся между соседними 
проекторами разбиения ¿Е. 
Пусть j i и j2—произвольные продолжения разбиения ¿Е и S± и S2—некото-
рые частные суммы интеграла (4.3) , отвечающие зтим разбиениям и j 2 . 
Обозначим через b = {Pj}o объединение разбиений ^ и Тогда легко видеть, 
что разность /15' = 5 ' 1 - 5 ' 2 можно представить в виде 
AS = J (F(Pj) —F(P'j)) (•, APrf), 
j=í 
причем 
\F(P'j)-F(P])\<s (y=l, 2,..., n). 
Таким образом, для любого вектора 
\ASf\^e J \(APjf, APjil/)\. 
J=i 
Т а к как 
J ¡(APjfAP^)|=S Í \APjf\ \APji,|S(J M ^ . / p y / ^ i M P ^ / I 2 ) 1 ' 2 ^ l/l, 
./=1 j'= i j = i 
Отсюда обычным образом легко выводится равномерная сходимость 
интеграла (4. 3), а с ней и равномерная сходимость интеграла (4. 1). 
Докажем теперь соотношения (4. 2). 
Так как оператор Y, определяемый равенством (4. 1), имеет вид 
г=/а(р)(-,с1рф)рх, 
Y* = ¡а{Р)(-,Рх)(1Рф, 
íP 
и стало быть, 
YY*= ¡\а(Р)\2\с1Рф\2(-,Рх)Рх. 
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Легко видеть, что 
(4. 4) max \а(Р)\2 Г \с1Рф\2(•, РХ)РХ. 
Оператор 
( 4 . 5 ) J \ d P ^ \ 2 ( - , P x ) P X = Y 1 Y t , 
HÍ 
где 
Yt=j (•, dP\\i)P'i = J РХ dP. 
Í|S ÍP 
Следовательно, из (4. 4) и (4. 5) вытекают соотношения (4. 2). 
Основной в этом параграфе является 
Т е о р е м а 4. 1. Пусть $—произвольная непрерывная цепочка и К—лю-
бой конечномерный оператор, для которого все операторы l—PKP (Р £ 
обратимы. Тогда интеграл 
(4. 6) Y = / ( / - PKP)-1 РКdP 
'•Р 
равномерно сходится и оператор 
Следовательно, оператор (I—K)-1 допускает специальную факториза-
цию (2 .5 ) относительно цепочки $ с операторами 
Д о к а з а т е л ь с т в о . Оператор К можно представить в виде 
j=í 
где {i/zj}", {íj}"—линейно независиимые системы векторов из ,£). Уравнение 
(4.7) g-PKPg=f 
можно переписать в виде системы 
g = f + 2 ZjPXj, 
j-1 
Zj = (g,P*j) (]= 1, 2 , . . . , n). 
Отсюда следует, что уравнение (4. 7) эквивалентно системе 
í j - 2 с р х ь ь ) ь = (/> т ( . / = 1 , 2 , . . . , и) . 
7 = 1 
Так как оператор I—PKP обратим, то определитель 
= WI'í 
нигде на цепочке $ не обращается в нуль. 
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Легко видеть, что решение # уравнения (4. 7) находится по формуле 
g = -
РЪ 
и следовательно, оператор ( / - Р К Р ) ~ 1 Р К А Р будет иметь вид 
(4. 8) (1-РКР)-^РКАР = -т-2 
РХ1 (РХ1,Ф 1) •••(РХ1,Ф„) 
РХ1 
РХп 
Разлагая определители из правой части равенства (4. 8) по элементам 
первой строки, получим 
(4 .9 ) С1-РКРУ1РК А Р = 2 ая{Р) (•, АР^)РХк, 
j,k=í 
где ал(Р) (Р£ —определенные комплекснозначные непрерывные функции-
Из равенства (4. 9) в силу леммы 4. 1 вытекает, что интеграл ( 4 . 6 ) 
сходится по равномерной норме. Согласно той ж е лемме 4. 1, каждый из 
операторов 
(4.10) / а 3 к ( Р ) (•, йРф})Рфк а /с = 1, 2 , . . . , и) 
принадлежит с. н. идеалу (Зп ; следовательно, оператор Г, определенный 
равенством (4. 6), также приналежит 
Теорема доказана. 
§ 5. Вспомогательная лемма о факторазации 
в нормированных кольцах 
В настоящем параграфе приводится одна лемма о факторизации эле-
ментов, „близких" к единичному, играющая важную роль в доказательстве 
основной теоремы о факторизации операторов по цепочке (§6) . Предло-
жения, родственные этой лемме по содержанию и доказательству, имеются 
в работах Г . Ф. М а н д ж а в и д з е и Б . В. Х в е д е л и д з е [18], Г . Б а к с т е р а 
[19] и Н. В и н е р а и П. М а з а н и [20]. 
Л е м м а 5. 1. Пусть II—произвольное нормированное кольцо с единицей 
е (И* = 0, содержащее два замкнутых подкольца Р±, пересекающиеся только 
в пуле. 
Пусть, кроме того, в II существует двусторонний идеал 3 со 
свойствами: 
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а) в 3 определена своя норма \с\<ц(с£$), превращающая 3 в банахово 
пространство, причем 
(5.1) /=81ф-|ф-<=о (сбЭ). 
б) существует константа к (>0) такая, что для любых х, у£Л и с£3 
\хсу\$ = к\Ав.\с\$\у\ю 
в) любой эбемент с£3 представим единственным образом в виде: 
с = с+ + с г д е с ± . 
Тогда существует такое число <5 (0-<<5-<1), что для всякого а€.3 с нор-
мой элемент (е-а)~1 представим в виде 
(5.2) ( е - й ) - 1 =(е + Ь+)(е + Ь_) (¿±€*±), 
причем 
(5.3) Ь+ = аЛ + [аа+]+ + [«[»«+]+] + Ь ... 
(5.4) = « _ + [ « _ « ] _ + [[а_йг]_«]_+... 
Сходимость рядов (5. 3), (5. 4) понимается в смысле сходимости по норме 
кольца 7?. 
Д о к а з а т е л ь с т в о . Через Р обозначим оператор, сопоставляющий 
каждому элементу с £ 3 элемент с+(£7?). 
Оператор Р является линейным замкнутым оператором. В самом деле, 
пусть 
И т ^ м - х и = 0 
н->«> 
И 
Нт|х (+ )-7+|л = 0. 
Тогда последовательность х(- = х('° - сходится по норме кольца 
К и имеет своим пределом элемент у_=х—у+1 который, очевидно, при-
надлежит подкольцу Из равенства х—уЛ +у- вытекает, что 
Рх = х+ =у+. 
Кроме того, оператор Р определен на всем банаховом простанстве 3; 
следовательно, в силу теоремы Банаха он ограничен. 
Параллельно с оператором Р будем рассматривать оператор б = / — Р, 
для которого 
<2 с = с _ ( с е З ) . 
Очевидно, <2 является линейным ограниченным оператором, действу-
ющим из 3 в Я, и 
где через I обозначена величина из (5. 1). 
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Покажем, что число 
является искомым. Для этого рассмотрим уравнение 
(5.6) х—Рах = Ра, 
где а—произвольный элемент из Si с нормой \а\<у-д. 
Равенством 
Sx = Pax (x£R) 
определяется линейный ограниченный оператор, действующий в R. Для 
пего 
\Sx\R^\P\\ax\c^k\P\\a\$\x\R, 
и стало быть, в силу ( 5 . 5 ) |Л"| < 1. Следовательно, оператор I—S имеет 
обратный 
(/_£)--1 = I+S+Sz+ ... 
Таким образом, уравнение (5 .6 ) имеет единственное решение х = Ь + , 
получаемое по формуле 
(5. 7) Ь+ = Ра + Р(аРа) + Р(аР(аРа))+ ... 
и, очевидно, принадлежащее подкольцу R+. 
Для него 
(e — a)b+ = a + Q( — a — ab+) 
или 
(5.8) (е-а}(е + Ь+) = е+у_, 
где у_ = Q(-a-ab+)£R_. 
Так как 
(5-9) \у_\лш 
у- = - Q(a(e+Pa + P(aPa)+ ...)), 
161 Wg 
Т-к\Р\\а\д 
Принимая во внимание, что 1б|</+|Р|, получим в силу (5 .9) , что 
Ь>_|д<1. Следовательно, (е+у_)~1 =е + Ь_, где 
Отсюда вытекает, что равенство (5. 8) можно переписать следующим 
образом 
(5.10) (е-а)'1 = (е + Ь+)(е + Ь_). 
Для завершения доказательства леммы осталось показать, что элемент 
выражается формулой (5 .4) . Так как 
\Р\ 
1 — |Р| \а\ 
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то (е + 6 + ) - 1 = е+у+, гц,еу+£Р+. Следовательно, 
(e + bj)(e-á) = е+у+ 
или 
— b_ci = а+у+. 
Из последнего равенства вытекает, что элемент является решением 
уравнения 
.л' — Qxa = Qa. 
Для оператора Т, определенного равенством 
Тх = Qxa, 
имеем 
\Tx\R^k\Q\ \x\R\a\s, 
откуда в силу (5 .5 ) |Г|<1. Поэтому имеет место разложение 
х = = 2 T"Qa, 
n=i 
которое совпадает с разложением (5. 4). 
Лемма доказана. При её доказательстве выяснилось, что при указанном 
выборе числа ¿элементы е + Ь+ оказываются обратимыми и (е + b±)~1 — e£R±, 
Пусть множество D состоит из всех элементов а£$, для которых элемент 
е — а обратим и (е- а)-1 допускает факторизацию (5. 1) с обратимыми множи-
телями е + Ь ± , для которых (e + 6 ± ) _ 1 — e£R+. Такая факторизация для 
а С D будет единственной. 
Из леммы можно вывести, что при указанных в ней условиях D яв-
ляется открытой частью 3 и отображается непрерывно в R+ операторами 
соответствия а ^ Ь , и а ^ Ь _ . 
§ 6. Основная теорема о факторизации операторов в с. н. идеалах 
1 . Т е о р е м а 6. 1. Пусть $—некоторая непрерывная цепочка, —произ-
вольный сепарабельный с. н. идеал и <&П—какой-либо с. н. идеал, содер-
жащий <5 ,-. 
Если для всякого оператора интеграл 
( 6 . 1 ) Б ^ / Р Т Л Р 
сходится и принадлежит <&П, то для всякого оператора Г€<5/, удовлет-
воряющего необходимому условию а) (из теоремы 3.1,) , интегралы ( 3 .1 ) 
сходятся по равномерной норме, операторы ХГ£<&П и, следовательно, опе-
ратор А = (1—Т)~1 допускает специальную факторизацию (2. 5) с опера-
торами Х^&ц. 
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Д о к а з а т е л ь с т в о . Обозначим через Я нормированное кольцо, полу-
ченное присоединением к в// единичного оператора. Норма и Я определяет-
ся равенством 
|А/+Л|д = ш + И к , ( л е е „ ) . 
Через 7 ? о б о з н а ч и м нормированное кольцо, полученное присоединением 
единичного оператора к а через обозначим кольцо © / Х ^ ) . 
Пересечение Л, П/?_ состоит из нуль-оператора. 
Множество а? = ©/ образует двусторонний идеал кольца Я, и всякий 
элемент единственным образом представляется в виде 
С = С . , . - | - С _ ( С ± € Л ± ) , 
С,. = / РСЛР и С_ = [ с1РСР, 
т. е. идеал о) обладает свойством в) из леммы 5. 1. Кроме того, легко видеть, 
что идеал $ обладает и всеми остальными свойствами а) и б) из леммы 5. 1. 
Следовательно, в силу этой же леммы, существует число <5 ( > 0 ) такое, 
что для всех операторов Т£<&1 с нормой оператор (/— Т)допускает 
специальную факторизацию (2. 5) относительно цепочки ф с Х± 
Пусть теперь Т—произвольный оператор из удовлетворяющий 
необходимому условию а) из теоремы 3. 1, и пусть К—конечномерный опе-
ратор такой, что 
I Т-К\в^д. 
Обозначим через М разность Т- К. Как уже отмечалось, согласно 
лемме 5. 1 оператор ( / - Л / ) - 1 допускает специальную факторизацию 
( 1 - М ) - 1 = ( / + г + ) ( / + г _ ) ( г ± ^ , т ) . 
Следовательно, для оператора / - Т = 1 — М - К имеет место представ-
ление 
1-т= ( / + z _ ) ~ I (/— (1+г_)/<(1+ г+)) ( / + г + ) - 1 
или 
(6 .2) ( / - Г ) - 1 = ( Т + г ^ Ц - К ^ - ^ + г . ) , 
где ^-конечномерный оператор, равный ( 1 + г _ ) К ,). 
Из равенства (6. 2) легко вывести, что 
1-РКуР = (1-РХ_Р)~х(1-РТР)1-РХ+Р)-1 
Стало быть, оператор 1—РК^Р обратим при любом 
В силу теоремы 4. 1 оператор ( 1 — К ^ - 1 допускает специальную фак-
торизацию 
Таким образом, 
( / - Г ) - 1 = (J+Z+)(I+V+)(I+V-)(I+Z_). 
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Очевидно, теорема будет доказана, коль скоро будет показано, что 
•операторы V ± d S n . 
В доказательстве теоремы 4. 1 было установлено, что каждый из опера-
торов V± можно представить в виде суммы т2 (т = dim Кл) слагаемых 
L'f таких, что 
s„(Lj)^kjS„{fpXjdp) (л = 1, 2 , . . . ; J = 1, 2 . . . . , от2), 
¥ 
где числа kj не зависят от и, а Х}—одномерные операторы. Согласно условию 
теоремы с. и. идеал <&п содержит все вольтерровы операторы Yj=JpXjdP, 
Следовательно, в <371 содержатся все операторы L j , а с ними и опера-
торы V±. 
Теорема доказана. 
В силу результатов § 1 теорема 6. 1 применима, если в качестве <3Х 
например, взять с. и. идеалы <S1; <3Р (1 <Зга и — в качестве <&п — 
соответственно с. н. идеалы <&а,<&р,<&„. 
З а м е ч а н и е 6. 1. Нетрудно вывести, что если оператор T ^ S j удовле-
творяет необходимому условию а) теоремы 3.1 то и все операторы некоторой 
его окрестности в <В1 будут удовлетворять этому условию, и интегралы (3. 1) 
будут непрерывно отображать эту окрестность в <3П. 
2. Напомним, что если оператор Т=Н самосопряжен, то условие а) 
теоремы 3. 1 не зависит от непрерывной цепочки и означает, что оператор 
1-Е положителен. 
Для этого случая теорему 6. 1 можно дополнить еще следующей. 
Т е о р е м а 6. 2. Пусть — непрерывная цепочка и <5П — два 
произвольных двусторонних идеала кольца Ш, причем, трансформатор 
отображает в <ВП. 
Если некоторый самосопряженный оператор ( 7 - Я ) - 1 допускает 
специальную факторизацию 
(6.3) (/ — Я ) 1 = (/ IX, )(1+Х%), 
то в этой факторизации Х+£<&П. 
Факторизация (6. 3) всегда возможна, если кроме необходимого условия 
— положительности оператора I—H — выполняется ещё условие: Я£©ю. 
После теоремы 6. 1 эта теорема представляет интерес лишь в том случае, 
когда © j не является сепарабельным с. и. идеалом. 
Д о к а з а т е л ь с т в о . Пусть оператор ( / - Я ) - 1 ( Я £ © 7 ) допускает спе-
циальную факторизацию (6. 3). Образуем оператор 7 по формуле 
<6.4) Y=(2I+X+ylX+. 
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Для него 
YR = J(Y+Y*) = J (21+ X+)~L [ХЛ (21+ Xi ; . ) + (2/-1- X., )Х%~\(21+ Л ^ : ) - 1 = 
= (21-\-ХЛ.)~1 (ХЛ. + Х* -IX.,X\)(2I + X\)~\ 
или YR = ( 2 / - 1 - Х . , ) - 1 7\ ( 2 / - I - Z Ï ) " i, 
где Тх = / - ( Г ) - 1 - / 6 © / . 
Оператор Г обладает собственной цепочкой и следовательно, 
Г = 2 Ж ( Г « ; 9{). 




По-видимому, последнее утверждение теоремы 6. 2 является „точным" 
в том смысле, что, если Я не принадлежит €>ш, то найдется цепочка 
относительно которой специальная факторизация оператора ( / — Я ) - 1 
окажется невозможной. 
Вспоминая предложение 5° § 1, можно сделать следующий вывод из 
доказанной теоремы. 
Если собственные числа А/Я) оператора Я = Я * ( £ © „ ) имеют поведение 
(6. 5) Х„(Я) = О (n1'" L(n)) (п о » ) , 
где 1 < р < оо) a L(v)—положительная медленно изменяющаяся функция, 
то положительный оператор 7 - Я допускает факторизацию (6 .3 ) и 
(6. 6) s„(X+) = 0(nli»L(n)) (n-»-
В силу каждой из теорем 6. 1 и 6. 2 это утверждение остается верным, 
если в (б. 5) и (6. 6) заменить „ О " на „о" . 
§ 7. Специальная факторизация операторов относительно 
цепочки с разрывами 
Как уже отмечалось в §2, специальная факторизация относительно-
цепочки с разрывами отличается от специальной факторизации по непре-
рывной цепочке наличием диагонального множителя. 
В настоящем параграфе указываются на те изменения, которые необ-
ходимо внести в формулировки и доказательства теорем предыдущих параг-
рафов для того, чтобы они остались в силе и для разрывных цепочек. 
1. Для внесения этих изменений понадобятся новые понятия интеграла 
по цепочке. Пусть ^-произвольная цепочка, Р(Р) (Р^Щ—оператор-функция 
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€0 значениями из и $ = "0—разбиение цепочки Под интегралами 
т М 
<7.1) ¡Р(Р)с1Р, / Р(Р) с1Р 
$ «р 
будем понимать предел в смысле Шатуновского соответственных интеграль-
ных сумм вида 
Я, = 2ПР}-1)АР},. Ям = 2 Р(Р])ДР]-
./= 1 У=1 
Если интеграл 
(7.2) ¡Р(Р)с(Р 
сходится по равномерной норме, то, очевидно, сходятся интегралы (7. 1) и 
т М 
(7.1) / Р ( Р ) с1Р=/Р(Р) с1Р=$Р{Р) йР. 
^ ^ % 
Легко видеть, что условие 
[ Р ( Р + ) - Р ( Р 1 ) ] ( Р + - Р - ) = 0 , 
где (Р~,Р+)—произвольный разрыв цепочки являющееся необходимым 
"условием сходимости интеграла (7. 2), ни в какой мере не является необ-
ходимым для сходимости интегралов (7. 1). 
Рассмотрим трансформаторы Х м , % п ) определенные равенствами 
Т , М 
%п, м(Ю = %п, м(х; т = 1 РХс1Р. 
Легко видеть, что если сходится по равномерной норме хотя бы один 
из интегралов Х т > М ) то сходится и второй и они связаны между собой 
равенством 
%м(х) = Х1П(Х) +2(р!-р!)Х(р!-р7), 
где (РТ,Р*)—полный набор всех разрывов цеНОчки 5)3. 
Если оба интеграла %11>М(Х) сходятся по равномерной норме и равны 
между собой, то без труда можно убедиться, что 
Ж„,,М(Х) = ¡РХс1Р. 
Если интеграл Х,„(Х) сходится, то сходится интеграл 
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причем 
аг(у)=гИ1(п 
Каждый из трансформаторов ;s)í) является в ©,„ неограниченным 
проектором. Множество значений совпадает с подпространством всех 
вольтерровых операторов, обладающих собственной цепочкой а мно-
жество значений Х м совпадает с пространством всех операторов из 
(не обязательно вольтерровых), обладающих собственной цепочкой 
Можно также легко показать, что если трансформатор Ж (•; 5)3) при 
любой непрерывной цепочке отображает некоторый сепарабельпый с. и. 
идеал © j в с. п. идеал Q H , то при любой цепочке $ каждый из трансфор-
маторов %„,м(''> также отображает <31 в © п . 
2. Аналогом'теоремы 3. 1 для случая цепочки с разрывами является 
следующая: 
Т е о р е м а 7. 1. Для того, чтобы оператор А=(1-Т)~1 (А<ЕШ, ТеSJ) 
допускал специальную факторизацию относительно максимальной цепочки 
необходимо и достаточно, чтобы 
а) все операторы I—PTP (Р € íp) были обратимы, б) сходился по рав-
номерной норме хотя бы один из интегралов 
т т 
X., = J(1-РТР)-1РТ dP, = JdPTP(I — РТР)~1. 
( 7 - 3 ) 
Х+ = J (I—PTP)~1PTdP, Х_ = f dPTP(I— РТР)~1. 
«и >4! 
Если хотя бы один из интегралов (7. 3) сходится по равномерной норме? 
то сходятся все остальные и имеют место равенства 
(7.4) А = (1+Х+Ц1+Х.) = (1+Х+)(1+Х_) 
и специальная факторизация 
(7.5) А = (I+X+)D(I+X.), 
(1.6) D = 1+20Pj -PJ)[(/-PíTPj)-1 - / ] ( P l - P J ) , 
j 
a {(PJ, Pj)}—полный набор разрывов цепочки 5р. 
Д о к а з а т е л ь с т в о . Пусть оператор А допускает специальную фактори-
зацию (7. 5). Тогда полагая D=I+L (L£ ©„), получим 
(7.7) А = (I+X+)(I+XJ) = (I+X+)(I+XJ), 
(7. 8) Х- = L 4 1 - +LX_ и Х+ = L+X+ +X+L. 
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Очевидно, а 
Повторяя теперь для равенств (7 .8 ) первую часть доказательства 
теоремы 3. 1 и заменяя при этом интеграл J на соотвествующий интеграл 
т М 
/ , / , получим, что выполняется условие а) и что операторы Х±, Х+ выра-
жаются сходящимися по равномерной норме интегралами (7. 3). 
Из равенства (7. 8) вытекает, что 
(р/ - ру)х+ ( Р / - р;) = (р; - Р 7 ) Ц Р / - ру)+(Р; - р ; ) х + д р / - руу 
Т ак как 
( Р / - Р?)Х+Ь(Р! - р , " = ( р / - р / ) х + ( р ; - Р 7 ) Р 
и ( Р ! +РУ)Х(Р]- - РУ )••-(), то 
(р; -ру)х+ (р/ - р , ) = (р; - р ; ) р ( р ; - ру). 
Учитывая, что оператор П©»^-1""), получаем 
Ь = 2(Р; -РУ)Ь(РУ-РУ) = 2 ( Р / - Р У ) Х Л Р 1 -руу-
Подставляя в последнее равенство интегральное выражение для из 
(7. 3), без труда получаем 
| ( р ; - Р / ) А \ ( Р ; - р ; ) = | ( р ; - р ; ) р / Т Р / ) - ' - / ) ( Р ; - / У ) . 
7=1 7=1 
Переходя в последнем равенстве к пределу при приходим к 
равенству (7. 6). 
Если хотя бы один из интегралов (7. 3) сходится, например, интеграл 
то повторяя расуждения из второй части доказательства теоремы 3. 1, 
убеждаемся в том, что оператор А допускает факторизацию 
А = (1Л7+){1-Х_), 
где У + £©„№). 
Для извлечения из оператора 1 + Ун диагонального множителя образуем 
оператор 
¿ = 2 ( Р / - РУ) У+ ( Р ; - Р Г ) ( е 6 . ) . I 
Легко видеть, что вместе с оператором /+ У ь будет обратимой и его „диаго-
нальная" часть—оператор 1 + Ь. Обозначим через (£©«,) оператор, опре-
деленный равенством: 
Очевидно, оператор обладает собственной цепочкой Кроме того,. 
(Р! - РУ) (1+ У + ) (/+£)-1 (Р, -ру) = (Р/ - Р7) (Л- у н) ( р ; - Р7) (/+ ЬУ1 = 
= ( Р ^ - Р 7 ) ( / + £ ) а + ь ) " 1 = Р / - Р 7 , 
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и стало быть, 
(P}-PJ)Z,,(Pl-PJ)=0. 
Таким образом, Z.—вольтеррон оператор, и оператор А допускает 
специальную факторизацию 
А = (I+Z.,)(I + L)(I+X_). 
Теорема доказана. 
В качестве непосредственного следствия из теоремы 7. 1 получаются 
•формулы (2. 1) и (2. 2) для множителей из факторизации матриц. 
Отметим также, что в формулировке теоремы 7. 1 интегралы Х ± могут 
быть заменены следующими 
м м 
Х- = / ((/-РТР)-1- I)dP, X., = J dP((I-РТР)-1- /). 
$ ÍP 
Из теоремы 7. 1 можно легко вывести 
С л е д с т в и е 7 .1 . Пусть Т(С€L)—оператор, для которого относительно 
.некоторой максимальной цепочки 5)3 выполняется условие а) и интеграл 
J (/ — РТР) ~1РТ dP 
сходится по равномерной норме. Тогда для того, чтобы 
т м 
•(7.9) J (I — РТР)-1 РТ dP = J (/—РТР)"1 РТ dP, 
необходимо и достаточно, чтобы выполнялось условие 
<7. ю ) с ? / - p j ) ( i - P j T P j ) - \ P j - p j ) = р ; - Р 7 . 
Вели условие (7. 10) выполняается, то оба интеграла (7. 9) равны интег-
ралу 
J (I—РТР)-1 РТ dP. 
Для специальной факторизации оператора относительно цепочки с 
разрывами имеет место теорема, аналогичная теореме 3. 2. 
3. Теорема 7. 1 позволяет получить новые абстрактные треугольные 
представления для операторов, „мало" отличающихся от единичного. Так 
мы называем всякий оператор Y=I+X, где X—вольтерров оператор. В этом 
представлении оператор Г восстаналивается по своей собственной макси-
мальной цепочке и своему операторному модулю (7Г*)1/2. 
В самом деле, пусть 5)3 некоторая максимальная цепочка вольтеррова 
•оператора X и Т = — ( У У * ) - 1 + / (€©„) . Тогда равенство 
(1-Т)~1 = YY* = {Г + Х)([ + Х*) 
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дает специальную факторизацию оператора ( 7 — Г ) - 1 и следовательно, 
у = 1+Х = 1+ / (I-РТР)-1 РТ(1Р. 
Полученное представление обобщается на случай операторов, „мало" 
отличающихся от унитарных, т. е. операторов вида У=и+Т (II— унитар-
ный оператор, ©«,), весь спектр которых находится на единичной окруж-
ности. 
Основываясь на теореме Ю. И. Любича и В. И. Мацаева [25], можно 
построить собственную максимальную цепочку ф оператора У — и+Х 
(Х£(5Ю), с помощью которой оператор У представляется в следующем 
треугольном виде 
м 
У : (1+/(Г- РТРУ ' РТс/Р) f ёч'{]"> с/Р, 
¥ $ 
где Т= - ( 7 Г * ) - 1 + 7, а ср(Р)(Ре^>)—монотонная вещественная функция. 
4. Имеет место следующее обобщение теоремы 6. 1. 
Т е о р е м а 7 .2 . Пусть $—произвольная максимальная цепочка, ©х— 
произвольный сепарабельный с. и. идеал и ©1Г—какой-либо с. н. идеал, содер-
жащий ©г: 
Если для всякого оператора Т£<&П интеграл 
т 
£ = ¡РТс!Р 
¥ 
•сходится и принадлежит <5П, то для всякого оператора Г6©/, удовлет-
воряющего необходимому условию а) (из теоремы 7. 1) интегралы (7. 3) 
сходятся по равномерной норме, операторы Х±,В — 1а<&П и следовательно, 
оператор А — (1- Т)-1 допускает специальную факторизацию (7. 5) с опера-
торами Х±, Р>-1£<&п. 
Д о к а з а т е л ь с т в о . Эта теорема доказывается так же, как теорема 6. 1, 
после соответствующих обобщений на разрывную цепочку вспомогательных 
предложений—леммы 4. 1 и теоремы 4. 1. 
Лемма 4. 1 сохраняет силу и для разрывной цепочки если в ней 
т М 
интеграл | заменить любым из интегралов § , а на функцию а(Р) 
Б случае бесконечного числа разрывов цепочки наложить следующее 
дополнительное условие 
(7.11) Кт\а(Р1)-а(Ру)\ = О, 
где {(Р/, Р/)}—полный набор разрывов цепочки 5р. 
Легко видеть, что при этом дополнительном условии доказательство 
леммы почти без изменений остается в силе и для разрывной цепочки. 
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Доказательство теоремы 6. 1 проводится независимо от характера 
цепочки вплоть до получения равенства 4. 9. 
Далее рассуждаем следующим образом. Все функции а]к(Р) из (4. 9) 
удовлетворяют дополнительному условию (7. 11). В самом деле, заменяя 
в выражениях, определяющих фупкии векторы и па векторы 
11 = 1г- 2 (Н и ф'1 = .//,- 2 изк - Л Г Ж , к = М А = М 
где ЛГ—достаточно большое число, придем к функциям Ъ]к(Р), которые сколь 
угодно мало отличаются от функций а]к(Р) и обладают свойством 
ь1к(р;!) = ь]к(р;) (г=м,м+1,...). 
Таким образом, если в равенстве (4. 10) символ § заменить символом 
то полученный после этой замены интеграл будет сходиться по равиомер-
пои норме. 
Теорема доказана. 
§8. Факторизация фредгольмовых операторов второго рода 
В настоящем параграфе специальная факторизация операторов будет про-
иллюстрирована на примере интегральных операторов Фредгольма второго 
рода, определяемых в тЛ\а, Ь) некоторым непрерывным матричным 
ядром. 
Через Lz\a, b) обозначается гильбертово пространство, состоящее из 
всех /--мерных вектор-функций /(7) = {/,-(0}1 ( a s t ^ b ) с измеримыми коор-
динатами fj(t) такими, что 
b 
1/12 = ¡ 2 
а •>-1 
Скалярное произведение в Ь{Р(а, Ь) определяется естественным обра-
зом 
ь 
</,*) = / 2 gj(f)fj(t)dt-
а •>-1 
В рассматриваемом случае естественно в качестве цепочки ^ взять 
цепочку усечения % = {P(t)}aSt^b, определяемую равенством 
Г Д О (« = ^ = х), 
(Р(х)/)( 0 = {7V ( f ^ ( a , b ) ) . 
1. Наши рассмотрения начнем с общего случая—операторов с матрич-
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ным ядром Гильберта—Шмидта. Такой оператор А будет задаваться фор-
мулой 
ь 
( 8 . 1 ) ( A f ) ( 0 = Д О - / 7 U i ) / ( j ) А ( / 6 / i r ) (а , 6 ) ) , 
а 
где r ( f , i ) = I I З Д j)||? и 
ъ ъ 
I I 2 I Г д ( М ) | 2 А А < « > . 
a a J> к—1 
Оператор ^ вида (8. 1) будет обладать цепочкой $ в том и только том 
случае, когда (почти всюду) 
(8.2) T(t,s)=О при a^s^t^b, 
и дополнительной цепочкой ф4- в том и только том случае, когда (почти 
всюду) 
T(t,s)= 0 при 
В первом случае мы будем писать, что T(t, s) = T+(t, s) и называть это 




(8.3) g(t)- I T(t,s)g(s)ds = f ( f ) 
a 
разрешимо в L^Xa, b) при любой правой части, то его решение представим© 
в виде 
g(t) =т+ I г (t,s)f(s)ds, 
где F(t, s)—снова некоторое ядро Гильберта—Шмидта, называемое резоль-
вентным ядром. 
В рассматриваемом случае существование специальной факторизации 
оператора А"1 = ( / - Г ) - 1 = (/+ Г н ) (/+ V_) будет означать существо-
вание правого и левого вольтерровых ядер Гильберта—Шмидта V+(t, s) и 
F"_(í, J) таких, что 
(8. 4) Г(t, s) = V+ (t, s) + V_ (t, s) + V+ (t, s) * (t, s), 
где символ * означает операцию композиции ядер. Учитывая вольтерро-
вость ядер V±(t, s), это соотношение можно подробнее расписать следующим 
образом: 
(8.5) r(t,s) 
V+(t,s)+ I V+ (t, /•) V- (r, s) dr (a^t-<s = b), 
íI 
ь 
V_ (t, s) + I V+ (t, г) (r, s) dr (a = s==t = b). 
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Теоремы 3. 1 и 6. 1 позволяют сформулировать следующее предло-
жение: 
1°. Для того, чтобы у уравнения (8. 3) с ядром Гильберта—Шмидта 
T(t, s) существовала резольвента, представимая в виде (8. 4), где V.v(t, s) и 
vJ(t, s)—левое и правое волыперровы ядра Гильберта—Шмидта, необходимо 
и достаточно, чтобы при любом уравнение 
(8. 6) g(0-J' T(t, s)g(s) ds = fit) (as l^O 
n 
было разрешимо в пространстве L(22)(a, £). 
Теорема 6 . 2 позволяет также утверждать, что если j-числа опера-
тора Т при некотором р(\-<рш2) удовлетворяет условию 
п 
или, например, условию 
s„(T)=o(n-4") (я-оо), 
то такому же условию будут удовлетворять s-числа операторов V±. 
Если же Т—ядерный оператор, то 
2 Sj(V±) i - - 1 sup — 
1 
j=I У — 1 
Вероятно, установление этих фактов методами обычной теории интег-
ральных уравнений натолкнулось бы на большие трудности. 
Отметим еще, что если T{t, s)—эрмитово-положительное ядро, то урав-
нение (8. 6) разрешимо при любом коль скоро оно разрешимо при 
2. В случае непрерывного матричного ядра T{t,s) и г < °° это пред-
ложение допускает дальнейшее развитие. В этом случае, при условии раз-
решимости уравнения (8 .6 ) в 1̂ 2 (a, £) (каковое эквивалентно условию 
разрешимости увранения (8. 6) в пространстве непрерывных вектор-функций 
С(,')(а, £)) у уравнения (8. 6) будет существовать непрерывное резольвентное 
ядро r^(t, s). Оно будет однозначно определяться из двух интегральных 
уравнений 
(8.7) s ) - J Tit, г) Г ¿г, s) dr = T(t, s) (a^t, i S Q , 
a 
« 
rc(t, s) J*T?(t, r)T(r, s) dr = Tit, s) 
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Заметим, что если резольвента r^t, s) существует при любом ^ ( a g ^ s i ) , 
то из формул Фредгольма, представляющих ее в виде отношения минора 
Фредгольма и определителя Фредгольма, легко вывести, что функция 
rs(t, s) будет непрерывной по совокуности переменных ¿;, t, s и, более того, 
по переменной она будет непрерывно дифференцируемой. 
Вместо предложения 1° теперь можно сформулировать более полное 
предложение. 
2°. Для того, чтобы у уравнения (8 .3 ) с непрерывным ядром T(t,s) 
существовала резольвента F(t,s), представимая в виде (8 .4) , необходимо и 
достаточно, чтобы при любом существовала резольвента rt(t, s). 
При выполнении этого условия ядра V±(t, s) непрерывны в соответствующих 
треугольниках и их значения там находятся по формулам 
(8. 8) V+ (t, s) = Fs(t, s) (a^t^s^b), 
(8. 9) V_ (i, s) = rt(t, s) t^b). 
В самом деле, остается вывести равенства (8. 8) и (8. 9). 
Возвращаясь к операторной записи соотношения ( 8 . 4 ) : 
( I — Т ) ' 1 = ( 7 + F + ) ( / + F _ ) 
перепишем его в виде 
( 7 - Г ) ( / + Г + ) = ( Z + F . ) " 1 = 7 + Z _ , 
где г_-некоторый оператор с левым вольтерровым ядром Z_(i , s). Отсюда 
ь 
- T(t, s) + v+ 01, s) - J T(t, r) V+ (r, s) dr = Z_ it, s). 
a 
Рассмотрим это равенство в треугольнике ( a ^ t ^ s ^ b ) , в котором ядро 
Z_(i, s) можно считать равным нулю. Тогда подучим 
ъ 
P+(t,s)-f T(t, /•) V+ (г, s) dr = T(t,s) (a^t^s^b). 
a 
Этим уравнением ядро V+(t, s) определяется в своем треугольнике 
единственным образом. 
С другой стороны, если в уравнении (8 .7 ) положить £ = s, получим 
ъ 
F,(t, s) - f T(t, r)Fs{r, s),dr = T(t, s) (a^t^s^b), 
a 
откуда следует равенство (8, 8). Аналогично доказывается равенство (8. 9). 
Представление (8. 4) для некоторых классов ядер T(t, s) использова-
лось М. Г. К р е й н о м [21] в связи с обратными задачами спектральной 
теории дифференциальных операторов, а также для вывода одного нового 
метода решения интегральных уравнений [22]. В скалярном случае в иных 
целях это представление использовалось в работах Н. П. С е р г е е в а [23] и 
С. Л. С о б о л е в а [24]. 
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Разложение (8. 4) для непрерывных ядер может быть выведено независи-
мо от общей теории факторизации операторов па основании следующего 
свойства резольвенты r4(t,s): 
(8.10) 
Для получения равенства (8. 10) продифференцируем по £ соотношение 
(8. 7) получим 
^ - ¡ п ^ Щ ^ с , = т ь о ч м 
а 
С другой стороны, полагая s = £ в уравнении (8. 7) и помпожая полученное 
уравнение справа па Г^, s), мы обнаружим, что матричное ядро <p(t, s) = 
= r((t, £) s) является решением уравнения 
« 
<p(t, s) JT(t, r)cp(r, s) dr = T(t, О Гс(£, я). 
a 
Так как написанное уравнение при фиксированном имеет 
единственное непрерывное по г решение, то приходим к (8. 10). 
Для проверки соотношения (8. 4) или эквивалентных соотношений (8. 5), 
где V±(t> -у) задаются формулами (8. 8) и (8. 9) остается в (8. 5) использовать 
то, что 
V+ (/, r)V_ (г, s) = rr(t, г)Гг(г, s) = — ^ . 
3. Полученным правилом факторизации операторов Фредгольма вто-
рого рода можно пользоваться в тех случаях, когда существует резоль-
вентное ядро r^tys) ( a ^ L ^ b ) и имеют смысл формулы (8. 8), (8. 9), для 
чего непрерывность ядра T(t, s) не обязательна. 
Поясним это на примере оператора I—K, действующего в L^cz, b) 
(/•<оо), где К—и-мерный оператор: 
2 (•. gjVj• 
7 = 1 
У такого оператора ядро K(t, я), очевидно, имеет следующий вид 
K(t,s)=F(t)G*(s), 
где столбцы матриц-функций F(t) и G(t) соответственно совпадают с вектор-
функциями/1 ;/2 , ...,f„; gug2, ...,g„. 
Для вычисления резольвентного ядра Г«(7, я) рассматриваемого опера-
то ра, рассмотрим уравнение 
s 
g{t)-m / G*(s)g(s)ds =Д0-
О факторизации операторов 119 
Так как 
(8.11) g(t) = F(t)x+f(t), 
(8.12) х = j G* (s)g(s) ds, 
a 
то, подставляя (8. 11) в (8. 12), получим 
(I-JG* (S)F(S) ds)x = JG* (s)f(s) ds. 
a a 
Отсюда следует, что для существования ядра rs(t, s) необходимо, чтобы « 
матрица / - j G * ( s ) F ( s ) d s была обратима. 
а 
Последнее условие является также достаточным для существования 
резольвентного ядра Ге(/, s). В самом деле, из (8. 12) следует, что 
х=щ/ G*(s)f(s)ds 
а 








Если матрицы-функции F(t) и G*(t) непрерывны, то согласно пред-
ложению 2° ядра V±(t, s), дающие факторизацию (8. 4), определяются по 
формулам (8. 8) и (8. 9), т. е. 
(8.13) V+(t,s) = F«)%G*(s) ( f > 0 
(8 .14 ) V-(t,s)=F(t)%tG*(s) • ( i < i ) . 
Оказывается, что в нашем случае всегда ядра V±(t, s), определенные 
равенствами (8. 13) и (8. 14), дают факторизацию (8. 4). В этом можно убе-
диться непосредственной проверкой. Действительно, при a ^ t ^ s ^ b 
ъ 
F(ty}[fi*(s) +JF(t) G* (r) F(r) %, G* (s) dr = 
& 
b 
Fif) [Sts + /9i,.<?*('№Ä dr]F(s). 
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Легко видеть, что 
Л sir 
= Ш tG*(QFm(, 
а следовательно, 
ь 




то отсюда вытекает, что выполняется первое из соотношении (8. 5). Аналогич-
но доказывается справедливость второго из этих соотповшшй. 
Легко видеть, что полученный результат обобщается па случай г = ° о . 
Он обобщается также па случай c s « , и /? = °°, по крайней мере, когда опера-
тор К ядерный. Если для такого К по разложению Шмидта соответству-
ющим образом построить матрицы F(t) и G(t), то они будут обладать свойст-
вом 
b 




Тогда матрица Щ - 1 будет ядерной и формулы (8. 13), (8. 14) будут 
иметь смысл. 
§ 9. Заключигелные замечания 
Хотя до сих пор мы рассматривали задачу факторизации только для 
операторов, отличающихся от единичного на вполне непрерывный, вместе 
с тем известны примеры решения этой задачи и для некоторых специаль-
ных классов ограниченных операторов, не обладающих этим свойством. 
А именно, как уже отмечалось в § 2, факторизацию функций и матриц-
функций, являющуюся важным средством в теории интегральных урав-
нений на полуоси с ядрами, зависящими от разности аргументов (см. 
[16], [17]), можно интерпретировать как факторизацию некоторых классов 
операторов в смысле общего определения из параграфа 2. 
В равной мере это относится и к теории дискретных аналогов этих 
уравнений. Так как указанное обстоятельство легче пояснить на этих дис-
кретных аналогах, то мы с них и начнем. 
Пусть a(t) (|г| = 1)—произвольная функция, разлагающаяся в абсолютно 
сходящийся ряд Фурье 
я(0= 2 o-jV (И = 1, 2 1«/1 < «О-j=~ 1 
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Если выполняется условие a ( t ) ^ 0 (|i| = l), то согласно результатам 
статьи [16] функцию a(l) можно представить в виде 
(9.2) a(t) = a+(t)a-(t), (|f| = l) 
a±(t)=Z4tiJ (|i| = l). j=o 
Покажем, что факторизация (9. 2) порождает некоторую операторную 
факторизацию. Каждой функции a(t) вида (9. 1) сопоставим оператор А, 
порожденный в пространстве /2 последовательностей ¿ = 
матрицей ||ay_J"„. 
Легко видеть, что А является линейным ограниченным оператором. 
Кроме того, если a^t) и a2(t)—функции вида (9. 1) и a(t) = a1(t)a2(t), то 
А=А1А2. 
Обозначим через Р} (j = 0, + 1 , . . .) ортопроектор в /2, действующий по-
правилу 
р , { у _ : = { . . . о , о,...}. 
Совокупность всех проекторов P j вместе с О и I образует максимальную 
цепочку; обозначим ее через 
Очевидно, операторам А+ и порожденным функциями a+(t) и a_(f)> 
отвечают соотственно левая нижняя и правая верхняя треугольные матрицы, 
Следовательно, операторы Ah и А^ обладают соответственно цепочками $ и 
•р-1-. Таким образом, равенство (9. 2) влечет за собой факторизацию опера-
тора А относительно цепочки 
( 9 . 3 ) А = А , А ^ . 
Из результатов цитированной выше статьи [16] вытекает, что, если 
выполняются условия a(t)^О (И = 1) и, кроме того, 
( 9 . 4 ) $ d arg а ( 0 = 0, 
И = 1 
то операторы А ± обратимы и обратные к ним имеют такую же треугольную 
структуру. Кроме того, поделив оператор А на соответствующую константу, 
можно добиться, чтобы на диагоналях матриц операторов А ± стояли только 
единицы. Отметим, что в рассматриваемом примере условие (9. 4) является 
необходимым и достаточным условием обратимости всех операторов PjAPj 
в соответствующих пространствах Pß2. 
Изложенный пример имеет свой континуальный аналог. 
Пусть / c ( 0 £ P i ( - ° ° , и 
К(Х)= Jk(t)eUl dt. 
Согласно цитированной выше статье [16], если выполняется условие-
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*ro функция 1 - К(А) допускает следующую факторизацию 
( 9 . 5 ) 1 —i^(A) = ( l —А - , ( А ) ) ( 1 — К ~ ( Я ) ) , 
о 
KV(X) = J к |. (t)en,dt, К-(Х)= jk„{X)emdt (/cJ; (t)^L,). 
о 
Каждой функции 1-|-/с(/) ( k ( t ) ^ L i ( - °°)) сопоставим линейный 
ограниченный оператор А, действующий в пространстве L 2 ( - o o , оо) по 
формуле 
(4Л (0 =/(')- Jk(t-s)f(s)ds. 
Рассмотримортопроекторы ps ( - °° < j < определенные в L 2 ( - ° o , 
равенством 
Í fit) (t^s), 
о 
Через 5)3 обозначим непрерывную цепочку, состоящую из всех ортопроек-
торов P s ( - o o < 5 - i оо), о,1. Очевидно, операторы I + K + , I + K - , порож-
денные функциями 1 +/с+(0 и 1 + /с_(í) обладают собственными цепочками 
5)3 и 5)3 
Легко видеть, что в операторной записи равенство (9. 5) дает следующую 
факторизацию оператора А относительно цепочки 5)3: 
А — А ц. А _ . 
При выполнении условия 
(9.6) J dang (1 —K(Xj) = О 
операторы А± являются операторами такого же типа, что и операторы А±. 
Условие (9. 6) является необходимым и достаточным условием обрати-
мости всех операторов РАР{Р£%) в соответствующих пространствах РЬ2. 
Отметим, в заключение два обстоятельства, заслуживающих на наш 
взгляд внимания. 
Хотя рассмотренные в этом параграфе операторы А и не отличаются 
от единичного на вполне непрерывный, однако относительно соответству-
ющей цепочки 5)3 они обладают следующим свойством: для любого Р£5)3 
оператор Р А ( 1 - Э т о свойство явилось весьма существенным 
при построении факторизации матриц функций (см. [17]). 
Второе обстоятельство заключается в том, что все результаты этого 
параграфа сохраняют силу, если заменить пространство /2 на любое из 
банаховых пространств lp (1 с 0 , с, а пространство Ь 2 на одно из 
пространств Lp (1 С, С0 и др. Таким образом, имеются примеры 
факторизации определенных классов операторов, действующих в бана-
ховом пространстве. 
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