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I. EXPERIMENTAL METHODS
A. Data collection & processing
At each measurement location, 512 image pairs were captured at a rate of 0.5 Hz. Addi-
tionally, for the horizontal data sheets collected at z = 5.4D, 512 image pairs were captured
at each of 6 Hz and 15 Hz acquisition rates in order to allow an examination of the higher-
frequency flow characteristics. With the exception of the data collected for spectral analysis
(the processing of which is described in detail below), the data was processed with DaVis
(LaVision) using multi-pass cross-correlation with decreasing window size down to a final
interrogation window size of 32 x32 pixels with 50% overlap, resulting in approximately
0.5mm (0.04D) resolution. The vector fields were post-processed by removing vectors with
low correlation coefficients, removing outliers, and (except in the case of the data being used
to compute temporal spectra) de-noising over a 7x7 pixel window. The full measurement
field of view was around 14 x 11 cm (11 x 8.7D).
In the present work, spectral analysis is used to examine the shedding frequencies from
the elements. Thus the overall shape of the spectra is not of concern, but only the identifi-
cation of shedding frequencies in the flow. The following discussion considers the 6Hz and
15Hz data collected in the wake regions of an isolated pair of turbine models, rotating as a
reverse doublet at α = 1. The data was processed in the DaVis software environment using
multi-pass cross correlation with square interrogation windows. No post-processing smooth-
ing/denoising of the data was done, but outlier detection and removal was used to partially
clean the resulting data fields. Three final interrogation window sizes were considered, (all
multi-pass cross-correlations beginning with an initial pass of 48x48pixel window and all
using a 50% overlap of interrogation windows): 16x16pixel, 32x32pixel, and 48x48pixel.
For the initial examination of the spectra and comparison of the different interrogation
window sizes, the spectra were computed (using a basic, Hanning-windowed periodogram,
with the window size taken to be the entire time series of data) at each point in small regions
of interest (0.2D in the streamwise direction and 1D in the transverse direction) which were
selected to lie in the high-turbulence intensity wake regions behind each element at stream-
wise positions of x = [1,3,5,7]D. The spectra were averaged over the two corresponding
regions (one from each wake) at each of the streamwise locations.
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FIG. 1: Comparison of v′ temporal spectral from 6Hz and 15Hz data acquisition rates
under different data processing conditions. Light gray and green correspond to the 16x16
pixel interrogation window; medium gray and red correspond to the 32x32 pixel
interrogation window; black and blue correspond to the 48x48 pixel interrogation window.
For additional information, please see text.
The results of these processing/analysis procedures are given in figure 1 for the v′ spectra.
On the top row are the spectra from processing the 15Hz acquisition rate data: light gray
and green indicate the 16x16 pixel final interrogation window, medium gray and red indicate
the 32x32 pixel final interrogation window, and black and blue indicate the 48x48 pixel final
interrogation window. The vertical dashed black like indicates the Nyquist frequency for the
6Hz data. In other words, the portions of the spectra highlighted as green, red, and blue
will be mirrored across the 6Hz Nyquist frequency, aliasing into the measured 6Hz spectra.
This (known) aliased signal is shown in the 6Hz data, presented on the second row in the
figure.
Focusing first on the 15Hz data, there are several important observations which must be
made concerning the final interrogation window size. For all streamwise positions, the larger
final interrogation window size produces a more rapid spectral roll-off at higher frequencies,
followed by a plateau at the highest measured frequencies.
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There are two possible interpretations of this trend. First, the plateau may be interpreted
as the noise floor of the measurement and the reduction in PSD of the noise floor with
increasing interrogation window size corresponds to decreasing the noise in the measurement
by increasing the cross-correlation averaging region (box filter). The second interpretation
is that the plateau represents aliasing from higher frequencies and the reduction in the PSD
of the noise floor with increasing interrogation window size corresponds to more stringent
low-pass filtering of the signal, thus reducing the aliased energy. These interpretations are
not mutually exclusive and contributions from both sources may be present. As discussed
previously, however, as the window size increases, the roll-off of the spectrum un-physically
steepens due to the convolution with the sinc filter (independent of the noise floor and with
or without aliasing observed in the measurement)1,2. Therefore, for both interpretations,
it remains to select the most appropriate interrogation window size, which balances the
noise/aliasing with against the spectra shape alteration due to filter size.
In order to make this determination, the only recourse is to draw on prior knowledge
of physical systems similar to the one under consideration. For a stationary cylinder at a
somewhat higher Reynolds number, it has been previously shown that the spectra continue
to show an inertial subrange, with -5/3 slope as predicted by the Kolmogorov law, but with
peaks at the von Karman shedding frequency and harmonics3. Overlaying a -5/3 slope on
the farther-downstream data (x = [3,5,7]D, shown as a dotted cyan line), it appears that
the 32x32 pixel interrogation window most closely follows the expected slope. It may also
be suggested, based on this prior data, that the expected energy content of the frequencies
higher than the Nyquist frequency should be much less than the energy content of the
measured frequencies. That is, a -5/3 decay rate is expected in the inertial range and
an even greater decay rate is expected in the dissipation range while the contributions
from shedding frequency harmonics higher than the second or third are expected to be
effectively negligible. Thus, the anticipated aliased energy is expected to be very low (and
importantly, is not expected to have any strong peaks at any aliased frequencies) suggesting
that the plateau may more reasonably be explained as the noise floor of the measurements.
Again, regardless of the origin of the plateau, it is noted that the PSD of the plateau is
roughly 2 decades lower than the PSD of the spectral peaks of interest, suggesting that
the measurements of the spectral peaks of interest in the 15Hz acquisition rate data set is
relatively uncontaminated by noise or aliasing.
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The 32x32 pixel interrogation window processing of the 6Hz acquisition data is shown
as medium gray in the second row of figure 1. The red line indicates the known aliasing
from the corresponding 15Hz acquisition data. At the first measurement position, there is
clear aliasing of the spectral peak at 3.5 ± 0.06Hz (appearing as a peak at 2.5 ± 0.02Hz, but
also contaminating the other known spectral peak at 2.3 ± 0.02Hz ). Apart from this peak,
the aliased power at all streamwise locations is typically on the order of 2 decades lower
than the spectral peaks of interest, indicating that the spectral peaks may be considered
relatively uncontaminated by aliasing. Furthermore, it is noted that at the highest measured
frequencies, there is again a small plateau in the spectral shape. In this case, given the known
relative contribution from aliasing, it is argued that the plateau primarily arises from the
noise floor of the measurements.
In the spectral analyses presented in the main text, PIV processing with a final interro-
gation window size of 32x32 pixels was used, as described above. The method for taking the
spectra from the data, however, was further refined. Instead of a basic, Hanning-window
periodogram, the point-wise temporal spectra of u′, v′ were computed using a slightly mod-
ified version of Welch’s method with a 50% overlapping Hanning windows. In the classical
Welch’s method, the average is taken over the spectra from overlapping windows only. In
the present implementation, the average is taken over all spectra from overlapping windows
at each point in the small region of interest, thereby increasing the number of spectra in
the considered ensemble. Hanning window sizes of 64, 128, and 256 were computed and
compared. The results of this comparison are given in figure 2.
From this data, it is clear that at the 256 point spectral window, there is significant noise
remaining the measurement due to insufficient data. The 64 point spectral window reduces
this noise by increasing the number of instances used in the ensemble, but it is clear that in
the near-wake region especially the resolution of the measurement suffers significantly, with
implications for the interpretation of the aliasing in the 6Hz spectra. The window size of 128
was therefore selected as a compromise, maintaining a reasonable resolution, which would
allow interpretation of the aliasing, but reducing significantly the noise in the measurement.
Additionally, it is noted that the spectral window size effectively determines a low-
frequency cutoff for the spectral measurement. Comparing the 15Hz and 6Hz data, there
begin to exist significant deviations in the low-frequency range, beginning at roughly f =
0.75Hz. This corresponds to roughly requiring the window length to be roughly 6.5 times
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FIG. 2: Comparison of v′ temporal spectral from 6Hz (black) and 15Hz (gray, red -
aliasing of spectra across the Nyquist frequency of the 6Hz data) data acquisition rates
under different spectral analysis methods: top row - 64 point spectral window, middle row
- 128 point spectral window, bottom row - 256 point spectral window.
longer than the flow period. Applying the same cutoff to the 6Hz data, the 128 point spectral
window sets a minimum reliably sampled frequency of 0.3Hz.
Finally, the resolution of the frequency measurement may be taken to be 4/T , where
T was the duration of the measurement window. For the 128 window size for the 6Hz
data yields an uncertainty of 0.2Hz in each measurement. It is noted that The 6Hz data
was used to determine the spectral peaks of interest (in order to make use of the higher
frequency resolution), but the 15Hz data was use to identify higher frequency peaks, both
as characteristics of the system and to ensure proper interpretation of the 6Hz data, taking
into account aliasing.
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B. Measurement uncertainty
A circular, moving block bootstrap4–6 was used to provide uncertainty estimates for the
time-averaged velocity profiles and the quantified flow metrics. In the former application, an
experimental uncertainty was added to the statistical uncertainty, based on the analysis by
Ref. 7 which included the propagation of all explicitly quantifiable uncertainties (e.g. camera
calibration) and the comparative estimation of uncertainties not explicitly quantifiable (e.g.
day to day variations). In the latter application, the bootstrapped statistics were computed
over measurements from both elements in the pair (when defined).
In the temporal spectra, it is seen that from one case to the next, there were slight
variations in the exact frequency of what are identified to be analogous spectral peaks. This
arises from the precision limit on the power supply used to drive the motor and from the
fact that the motor had a tendency to heat up over the course of the experiment (increasing
resistance and thus lowering the rotation rate for a given applied voltage). Combined, these
two factors caused some variation in the rotation rate of the elements from one case to the
next. As a rough estimate based on observations during the experiment, the variation could
be up to ± 0.04 Hz (this uncertainty was propagated to the reported values of achieved α). It
is noted, however, that the shift in rotation frequency would be consistent across frequency
harmonics within a single case and this was used to correctly identify rotational frequency
harmonics.
C. Flow regime determination
Within the viscous sublayer next to the wall, the classical multi-layer, law of the wall
model for turbulent boundary layer flows over smooth walls expects
u+ = z+ (1)
and (following some buffer layer transition region), within the log region, the model expects
u+ = 1
κ
ln z+ +C1 (2)
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where here the wall-scalings are given by:
u+ = u
uτ
, z+ = zuτ
ν
where uτ ≡ √ τwρ is the friction velocity, (τw is the wall stress and ρ is the density of the
working fluid), κ = 0.41 is the von Karman constant, and C1 = 5.5 is an empirically defined
constant (which can be taken in the range 5.1 ≤ C1 ≤ 5.5).
The value of uτ cannot be determined from the data a priori, therefore its value must
be selected in order to achieve the best match between the data and the model, as shown
in the main text. For the present data set, the value of uτ in the fitting was 0.00274 m/s,
which may be further used in deriving an estimate of dissipation and thus an estimate for
the Kolmogorov scale (emphasizing that both estimates are valid within the log region of
z+ ∈ [30,150], z ∈ [0.01,0.05]m only.) Using that  ∼ u3τκz , it is found that in the log region
 ∼ 2 × 10−6m2/s3. Using that η = (ν3 )1/4, it is found that in the log region η ∼ 1 × 10−3m.
Based on prior experimental work in similar studies, this value for the Kolmogorov scale
was deemed reasonable for turbulent boundary layer flow in a flume8.
II. RESULTS
A. Mean Reynolds stress fields
Please see figures 3 and 4 for the time averaged Reynolds stress fields in the horizontal
measurement plane at z = 5.4D and the vertical measurement plane at y = −1D, respectively.
B. Mean velocity fields: additional data planes
Please see figures 5 and 6 for the the mean velocity fields in all measurement planes.
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FIG. 4: Time averaged u′w′ in the vertical measurement plane at y = −1D.
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FIG. 5: Time averaged u (left column) and v (right column) in the horizontal
measurement planes at z = 4.0D (top row), z = 5.4D, (middle row) and (c) z = 7.5D
(bottom row) for the reverse doublet configuration. The shown cylinder and turbine
elements are counter-clockwise rotating (as viewed from above.)
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FIG. 6: Time averaged u (top row) and w (bottom row) in the vertical measurement
planes at y = 0D (first column), y = −1D (second column), y = −2D (third column), and
y = −3D (fourth column) for the reverse doublet configuration.
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