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a b s t r a c t
The vertex Padmakar–Ivan (PI) index of a graph G is the sum over all edges uv ∈ E(G) of
the number of vertices which are not equidistant from u and v. We continue the research
into estimating the extreme values of the PI index and answer the open question from [M.J.
Nadjafi-Arani, G.H. Fath-Tabar, A.R. Ashrafi, Extremal graphs with respect to the vertex PI
index, Appl. Math. Lett. 22 (2009) 1838–1840]. We prove that K ′bn/2c,dn/2e, obtained from
the complete bipartite graph Kbn/2c,dn/2e by adding one edge connecting two vertices from
the class of size dn/2e, is the unique graph with the second-maximal value of PI index. We
also determine the structure of the extremal graphs that have second-minimal PI index
n(n − 1) + 2 among n-vertex graphs. In addition, we calculated PI index for all graphs on
610 vertices.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In theoretical chemistry, topological indices are used for understanding physical and chemical properties of compounds.
There exist a lot of different kinds of such indices which capture different aspects of the molecular graphs associated with
the molecules considered, with the Wiener index being best-known [1]. The Szeged index [2–4] is closely related to the
Wiener index and is a vertex-multiplicative-type index that takes into account how the vertices of a given molecular graph
are distributed. The Padmakar–Ivan PI index [5] is an additive index that takes into account the distribution of edges and
complements the Szeged index in a certain sense. It is useful tomention that the PI index and the Cluj–Ilmenau (CI) index [6]
are topological indices related to parallelism of edges and have been studied frommany different points of view (see [7–11]).
There has been a vast research effort involving the PI index and the product of graphs [12–16].
Let G = (V , E) be a connected simple graph with n = |V | vertices. For vertices u, v ∈ V , the distance d(u, v) is defined
as the length of the shortest path between u and v in G. Let e = uv be an edge of the graph G. The number of vertices of
G whose distance from the vertex u is smaller than the distance from the vertex v is denoted by nu(e). Analogously, nv(e)
is the number of vertices of G whose distance from the vertex v is smaller than the distance from the vertex u, while n(e)
denotes the number of edges equidistant from u and v. The vertex PI index of G is defined as
PI(G) =
∑
e∈E
nu(e)+ nv(e) = |V | · |E| −
∑
e∈E
n(e).
Theorem 1 ([12]). Let G be an n-vertex graph, n > 4. Then PI(G) 6 |E(G)| · |V (G)|, with equality if and only if G is bipartite.
Note that in these definitions the vertices equidistant from the two ends of the edge e = uv are not counted. We present
an alternative formula for calculating the PI index from [17].
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Theorem 2. Let G be a connected graph. Then, PI(G) =∑v∈V (G)mv(G), where
mv(G) = |{e = ab ∈ E(G)| d(v, a) 6= d(v, b)}| .
Let K ′bn/2c,dn/2e be the graph obtained from the complete bipartite graph Kbn/2c,dn/2e by adding one edge connecting two
vertices from the class of size dn/2e. The authors in [17] proved the following inequality:
n(n− 1) 6 PI(G) 6 n ·
⌊n
2
⌋
·
⌈n
2
⌉
.
Here we continue estimating the vertex PI index, answer the open question posed in [17], and find the second-minimal and
second-maximal graphs with respect to the vertex PI index. Other extremal properties of PI index can be found in [18,19].
The paper is organized as follows. In Section 2 we present the second-maximal value of PI index among n vertex graphs
and prove thatK ′bn/2c,dn/2e is the unique extremal graph. In Section 3we introduce distance graphs and determine the second-
minimal value of PI index among n vertex graphs. We conclude in Section 4, by presenting the computational results and
analysis of the PI index on graphs with 610 vertices.
2. Second-maximal graphs with respect to the PI index
For the sake of completeness, we prove the following:
Lemma 3. Let n > 3 be a fixed number. For an arbitrary partition of n, a0+a1+· · ·+ad = n, where ai > 1 and d > 2, consider
the sum
S = a0a1 + a1a2 + · · · + ad−1ad.
The maximal value of S is
f (n) =
⌊n
2
⌋
·
⌈n
2
⌉
,
achieved if and only if d = 2 and |a1 − (a0 + a2)| 6 1.
The second-maximal value is f (n)− 1. If n = 2k, this value is achieved for d = 2 and for the partition in which a1 = k+ 1,
and for d = 3 and a0 = 1, a1 = k− 1, a2 = k− 1, a3 = 1. If n = 2k+ 1 the second-maximal value is achieved if and only if
d = 3 and for the partition a0 = 1, a1 = k, a2 = k− 1, a3 = 1 or a0 = 1, a1 = k− 1, a2 = k, a3 = 1.
Proof. For d = 2, we have the following sum:
S = a0a1 + a1a2 = a1(a0 + a2) = a1(n− a1).
The quadratic function g(x) = x(n − x) is unimodular and has a maximum for x = n2 . Therefore, the maximal value of g
is attained for x = b n2c or x = d n2e. For even n = 2k, the second-maximumal value is obviously k2 − 1 for x = k + 1 or
x = k− 1, and for odd n = 2k+ 1, the second-maximal value is k(k+ 1)− 2 for x = k+ 2 or x = k− 1.
For d = 3, we have the following sum:
S = a0a1 + a1a2 + a2a3.
If a1 = a2, we have S = a1(a0 + a1 + a3), and since a0 + a3 > 2, if follows that S is bounded above by the second maximum
for d = 2. For n = 2k and a0 = a3 = 1 and a1 = a2 = k− 1, we achieve the second maximum f (n)− 1 = k2 − 1. Now, we
can assume that a1 > a2 and
S = a1(a0 + a1 + a3)− a3(a1 − a2) = a1(n− a2)− a3(a1 − a2).
Since a3(a1 − a2) > 1, we have that the maximal value of S is k2 − 1 for n = 2k + 1 achieved if and only if a3 = 1, a2 =
k− 1, a1 = k and a1 = 1.
For d > 3, we can apply similar transformations to reduce d. If a1 < a2, we have
S < (a0 + a1)a2 + a2a3 + · · · + ad−1ad,
and for a1 > a2, we have
S < a0a1 + a1(a2 + a3)+ (a2 + a3)a4 + a4a5 + · · · + ad−1ad.
Applying this algorithm, we find that the maximal value of S for the case d > 3 is less than or equal to the maximal value of
S for the case d = 3.
Finally, we can conclude that the maximum is uniquely attained for d = 2 and a1 = b n2c or a1 = d n2e. 
Since a1a2 > a2, a2a3 > a3, . . . , ad−1ad > ad, we get
S > a0a1 + a2 + a3 + · · · + ad = n+ a0a1 − a0 − a1 = n− 1+ (a0 − 1)(a1 − 1) > n− 1.
The minimal value of S is n− 1, with equality if and only if a1 = a2 = · · · = ad−1 = 1.
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The authors in [17] proved that a complete bipartite graph with balanced bipartition Kbn/2c,dn/2e is the unique graph with
the maximal value of PI index. We continue this research by finding the graph with the second-maximal value of PI index
among n-vertex graphs.
Theorem 4. Let G be n-vertex graph, different from Kbn/2c,dn/2e, with n > 5. Then,
PI(G) 6 n
⌊n
2
⌋⌈n
2
⌉
− 2
⌊n
2
⌋
+ 2,
with equality if and only if G is isomorphic to K ′bn/2c,dn/2e.
Proof. For n = 2k, we have 2k− 2 vertices of K ′k,k withmv = k2 and two vertices withmv = k2 − k+ 1, giving
PI(K ′k,k) = (2k− 2)k2 + 2(k2 − k+ 1) = 2k3 − 2k+ 2.
For n = 2k+ 1, we have 2k− 1 vertices of K ′k+1,k withmv = k(k+ 1) and two vertices withmv = k2 + 1, giving
PI(K ′k+1,k) = (2k− 1)k(k+ 1)+ 2(k2 + 1) = (2k+ 1)k(k+ 1)− 2k+ 2.
For n = 2k+ 1, we similarly compute the PI index of the complete bipartite graphs with an additional edge in the class
of size k, denoted as K ′′k+1,k:
PI(K ′′k+1,k) = (2k− 1)k(k+ 1)+ 2k2 = (2k+ 1)k(k+ 1)− 2k < PI(K ′k+1,k).
Let v be an arbitrary vertex from G. Denote with d = max{d(v, u)|u ∈ G} the eccentricity of v, and define layers
Ai(v) = {u ∈ V (G) | d(v, u) = i}, i = 0, 1, . . . , d.
Consider vertex v as a root of G and draw H in such a way that the elements of Ai constitute the distance level i with
respect to v. This representation is the idea of the breadth first search algorithm for graph traversals [20]. Graph G has
exactly two types of of edges: the edges between vertices of Ai, 0 6 i 6 d, and the edges connecting the vertices of Ai and
those of Ai+1, 0 6 i 6 d − 1. By Theorem 2, in order to maximize the PI index, we must maximize the values of mv(G). If
ai = |Ai(v)|, then the number of edges of the second type equalsmv(G), and we have inequality
mv(G) 6 a0a1 + a1a2 + · · · + ad−1ad.
If all valuesmv(G) for v ∈ V (G)were strictly smaller than f (n), we would get
PI(G) 6 n · (f (n)− 1) = n
⌊n
2
⌋⌈n
2
⌉
− n < PI(K ′bn/2c,dn/2e).
It follows that there is at least one vertex v such thatmv(G) = f (n). This means that the vertices of G can be partitioned
into two disjoint sets A and B such that |A| = b n2c and |B| = d n2e, and for all vertices a ∈ A and b ∈ B there is an edge
between them (according to Lemma 3). Since G is not isomorphic to Kbn/2c,dn/2e, there is at least one edge connecting two
vertices in the same component. For vertices v that do not have neighbors from the same component, we can easily see that
mv(G) = f (n).
Let n = 2k+ 1 be an odd number, with |A| = k and |B| = k+ 1. Assume that v ∈ A has x > 1 neighbors from the set A.
This means that a0 = 1, a1 = k+ 1+ x and a2 = k− 1− x. If we delete an arbitrary edge vu, where u is one of x neighbors
of v, we get a new graph G′ with
mv(G′)−mv(G) > (k+ 1)− (k− x) = x+ 1 > 0,
and similarly
mu(G′)−mu(G) > (k+ 1)− (k− x) = x+ 1 > 0.
Therefore, we decrease the PI index by removing an edge from the set A.
For v ∈ B that has x > 1 neighbors from the set B, we have
mv(G′)−mv(G) > k− (k+ 1− x) = x− 1.
This number is strictly greater than zero for x > 1, while for x = 1 the equality is achieved if and only if the vertex u is
adjacent to all vertices other than x vertices from B. Since n > 6, we have k > x andmu(G′)− mu(G) > 0. Therefore, the PI
index decreases also after removing an edge from the set B.
Assume now that n = 2k is even, with |A| = |B| = k. For v ∈ A that has x > 1 neighbors from the set A, we have
a0 = 1, a1 = k+ x and a2 = k− 1− x. If we delete an arbitrary edge vu, where u is one of x neighbors of v, we get the new
graph G′ with
mv(G′)−mv(G) > k− (k− x) = x > 0.
Finally, it follows that the PI index decreases upon removing an edge from the sets A or B.
This simultaneously proves that Kbn/2c,dn/2e is the unique graph with maximal PI index, while K ′bn/2c,dn/2e is the unique
graph with the second-maximal PI index among graphs on n vertices. 
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3. The second-minimal graph with respect to the PI index
Suppose Xn is the set of all n-vertex graphs G with the property that if G has an even cycle v1, v2, . . . , vk, v1, then there
are unique integers 1 < s < t < k with s = k− t + 1, such that vs, vs+1, . . . , vt are vertices of a layer which constitutes a
clique, vi ∈ Ai−1 for 1 6 i 6 s, and vt+j ∈ As−j for 1 6 j 6 s. The authors in [17] proved the following:
Theorem 5. Let G be n-vertex graph. Then PI(G) > n(n− 1) with equality if and only if G ∈ Xn.
Letw be an arbitrary vertex of a graph G. Define the distance graph Gd(w)with the vertex set V (G) and rootw such that
it contains only edges uv of the second type from G with d(w, v) = d(w, u) + 1 or d(w, u) = d(w, v) + 1. For another
vertex v, we can consider the rooted graph Gd(w, v) by taking vertex v as a root of a connected graph on vertices that are at
distance greater than d(w, v) from the main rootw.
Lemma 6. For any two verticesw and v of graph G, the graph Gd(w, v) is an induced subgraph of Gd(v).
Proof. Consider the distance graph Gd(v), and assume that for u ∈ Gd(w, v) the shortest distance from v to u in Gd(w, v) is
smaller than the distance from v to u in the distance graph Gd(w). Then, we can use this shorter distance also in Gd(w) and
reduce the number of layers:
d(w, u) 6 d(v,w)+ d(v, u).
This is impossible, and it follows that the shortest distance from v to u in Gd(w, v) is equal to d(u, v) (the shortest distance
from u to v in G). 
We use the same notation of layers Ai as in the proof of Theorem 4. Since mv(G) >
∑d
i=1 ai = n − 1, it follows that
PI(G) > n(n− 1)with equality if and only if all distance graphs Gd(v) are trees.
The second-smallest value ofmv(G) is n if and only if the distance graph Gd(v) is unicyclic. Letw be the vertex from the
cycle C that is closest to the root v, while u is the vertex from C that is furthest from v. The vertex w may coincide with v,
while u is diametrically opposite the vertex ofw in the even cycle C . From Lemma 6, it follows that the distance graph Gd(v)
also contains a cycle. Furthermore since d(u, v) equals the half-length of the cycle C , it follows that the distance graph Gd(u)
also contains a cycle. This means that the second-smallest value of the PI index among connected graphs on n vertices is
(n− 2)(n− 1)+ 2n = n(n− 1)+ 2.
Therefore, the distance graphs of n − 2 vertices of G are trees, while the distance graphs of the remaining two vertices
are unicyclic graphs. Let C = v0v1 · · · vk−1vkvk+1 · · · v2k−1v0 be the even cycle of the distance graph Gd(v0), with k > 2. The
vertices vi, i = 0, 2, . . . , k, are on the i-th layer, while the vertices vi, i = k + 1, . . . , 2k − 1, are on the (2k − i)-th layer
(see Fig. 1). There are no additional edges connecting adjacent layers, because otherwise the PI index would be greater than
n(n − 1) + 2. Consider edges of the first type connecting two vertices of the same layer vi and v2k−i, i = 1, 2, . . . , k − 1.
If there is more than one such edge, we can consider two of them with minimal indices i and j. We get an even cycle of
2(j− i+ 1) vertices:
C ′ = vivi+1 · · · vj → v2k−jv2k−j−1 · · · v2k−i+1v2k−i → vi.
From the assumption that PI = n(n− 1)+ 2, the distance graph Gd(vi) is a tree, and therefore the distance between vi and
v2k−j cannot be equal to j− i+ 1 (otherwise, we will get another cycle in G(vi)). The shortest distance between vertices vi
and vj is equal to j− i; from the triangle inequality it follows that
j = d(v0, v2k−j) 6 d(v0, vi)+ d(vi, v2k−j) 6 i+ (j− i).
This means that d(vi, v2k−j) = j − i, and there are two different shortest paths from v0 to v2k−j (one passing through v2k−i
and another one passing through vi), which introduces another cycle in the distance graph Gd(vi). This is impossible, and
we have the following:
Theorem 7. Among connected graphs on n > 4 vertices, the second-minimal PI index is n(n − 1) + 2, and all extremal graphs
have an induced even cycle or an induced even cycle with one additional edge connecting two vertices on the same layer.
Obviously, the extremal graph G cannot contain the induced cycle C4 (otherwise there are four distance graphs with at
least one cycle). Graphs that contain the induced cycle C4 with one additional edge and have attached extremal graphs from
the sets Xk represent examples of graphs with the PI index equal to n(n− 1)+ 2.
We leave complete characterization of the extremal graphs for further research.
4. Concluding remarks
Notice that in [17] the authors did not present the whole set X5. Twomissing extremal graphs are denoted with asterisks
in Fig. 2.
In Table 1 we present the computational results for connected graphs on n = 5 to n = 10 vertices. We used breadth
first search from every vertex and calculated the vertex PI index in O(|V | · |E|) time, by constructing layers as explained in
Theorem 4. The second column represents the number of graphs on n vertices, while in the following columns we present
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Fig. 1. The cycle C from distance graph Gd(v0).
Fig. 2. The elements of X5 .
Table 1
PI index of small graphs.
n Count Min. PI Second-min. PI Max. PI Second-max. PI Average
5 21 20 (10) 22 (1) 30 (1) 28 (2) 22.762
6 112 30 (23) 32 (6) 54 (1) 50 (1) 36.920
7 853 42 (66) 44 (15) 84 (1) 80 (1) 54.964
8 11117 56 (185) 58 (62) 128 (1) 122 (1) 78.497
9 261080 72 (586) 74 (207) 180 (1) 174 (1) 108.136
10 11716571 90 (1880) 92 (803) 250 (1) 242 (1) 144.742
the minimal, second-minimal, maximal, and second-maximal values and the number of extremal graphs in parentheses.
The last column represents the average of PI index for graphs on n vertices.
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