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also a measure of algebraic independence of exp(b log a) and exp(/?* log a). 0 1989 
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I. INTRODUCTION ET R~JLTATS 
Nous nous proposons d’illustrer une methode, de type Gel’fond- 
Schneider, mise au point avec A. Faisant et G. Philibert, en ameliorant des 
resultats de P. Philippon sur le degre de transcendance de familles de 
nombres lies a la fonction exponentielle. On trouvera dans [8] un autre 
exemple d’application. Nous utilisons de facon essentielle les resultats 
&cents de P. Philippon sur l’elimination, par exemple son critbre 
d’indtpendance algebrique (voir [9, lo] ). 
Cette methode doit permettre d’ttablir les analogues elliptiques des 
theoremes que nous allons dtcrire. Elle a l’inter&t d’&tre relativement simple 
a mettre en oeuvre et d’offrir une alternative a la methode des “fausses 
variables” qui Ctait jusqu’ici la seule ayant donne de bons rbultats en 
grands degrts de transcendance (travaux de P. Philippon, J. V. Nesterenko, 
M. Waldschmidt, D. Brownawell, R. Tubbs: voir [7, 9, 14, 21). 
Nous allons Ctablir les resultats suivants. 
THI?OR&E 1. Soient u,. . . . . u, et u,, . . . . v, deux families de nombres com- 
plexes lintairement indkpendants sur Q. On suppose que ces nombres vkrjfient 
l’hypothtse technique suivante: 
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(HTl) (a) il existe X(u) > 0 tel que pour rout (2,) . . . . 1,) E H” non 
nul, et tout X> X(u) on ait: 
I I ,c, &u, 3 exp( -X”‘“+ ““Z’n+“‘) des que rnax IAil d X; 
(b) il existe X(u) > 0 tel que pour tout (u,, . . . . u,) E H” non 
nul, et tout X > X(v) on ait: 
I i f P,jVj ZeXp(-min(Xlog X, ?cn+1)‘(m+2n+1))) &que max )p,,I <X. j= I I 
Alors pour m > 2 on a: 
deg tr, Q(t:, e”iq; 
mn-i-m 
ldi<n,l<j<m)> ~. 
[ I m+n 
TH~OR~ME 2. Soient ul, . . . . u, et vl, . . . . v, deux families de nombres com- 
plexes lineairement independants sur Q. On suppose que ces nombres verifient 
l’hypothese technique suivante : 
(HT2) (a) il existe X(u)>0 tel que pour tout (A,, . . . . &,)EH” non 
nul, et tout X > X(u) on air: 
2 exp( -Xmn’(*“‘+“‘) des que max IAil 6 X; 
(b) il existe X(v) > 0 tel que pour tout (u,, . . . . u,) E Z” non 
nut, et tout X> X(v) on ait: 
I I 
f pjv, > exp( - min( X log X, x”““” + 2n))) des que max 1~~1 < X. 
j=l i 
Alors dh que mn>m$n on a: 
deg tr, Q(e”‘q; l<i<n,lQj<m)a -5. [ 1 m+n 
P. Philippon [9, theoreme 2.121 obtient respectivement (mn + m)/ 
(m + n) - 1 et mn/(m + n) - 1. La m&me mtthode permet aussi de retrouver 
le troisieme rtsultat de ce thtoreme 2.12, a savoir que le degrt de transcen- 
dance sur Q de la famille {u,, u,, eUJ”l; 1 <i<n, 1 ,<i<m} est au moins tgal 
i mn/(m + n). Le theoreme 1 admet les corollaires suivants qui permettent 
de progresser un peu plus dans la direction de la conjecture de Gel’fond et 
Schneider: 
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COROLLAIRE 1. Soit a un nombre complexe non nul, de logarithme non 
nul; soit p un nombre algebrique de degre d > 2. Alors parmi les d nombres a, 
up, ap2, .. . . apd-’ il y en a au moins [(d + 1)/2] qui sont algebriquement 
independan ts. 
COROLLAIRE 2. Soient a un nombre algebrique (a # 0, log a # 0) et /I un 
nombre algebrique de degrt d > 2. Alors parmi les (d - 1) nombres 
aB, ap2, .. . . aBd-’ il y en a au moins [(d+ 1)/2] qui sent algebriquement 
independants. 
Pour d = 3 on retrouve l’independance algebrique de a@, a8’ (theoreme de 
Gel’fond, voir [ 13, corollaire 7.2.31). Et pour d = 5 cela montre que trois 
des quatres nombres ap, a”‘, a8’, a@ sont algebtiquement independants 
(resultat obtenu recemment par D. Masser et annonct par R. Tubbs a 
Boulder en mars 1987). 
Le methode donne un peu plus qu’une minoration de degrts de transcen- 
dance. A l’aide des resultats de [lo] on obtient des mesures d’indepen- 
dance algebrique au sens de P. Philippon. Dans le cas d = 3 du corollaire 2 
cela donne une mesure au sens usuel pour (a”, aD2), qui ameliore un 
rtsultat de Gel’fond-Feldman (voir aussi [ 11); pour un polynome P on 
note t(P) la somme de son degre total et du logarithme de sa hauteur 
naive: 
TH~OR~ME 3. Sous les hypotheses du corollaire 2, avec d = 3 on a: pour 
tout E > 0, il existe t(E) > 0 tel que pour tout polynome P E iZ[X, Y] avec 
t(P) > t(8) on ait: 
log 1 P(as, a@)( Z -exp( t( P)‘+‘). 
Ces rtsultats ont ete annonces dans [S] avec une hypothese technique 
plus forte que necessaire; nous les demontrerons ici avec une hypothbse 
technique affaiblie. Les travaux rtcents de D. Brownawell (voir [2]) 
devraient permettre rapidement de faire mieux. 
Quelques mots sur la methode: P. Philippon utilise une fonction 
auxiliaire a plusieurs variables (“fausses variables”), un lemme de petites 
valeurs generalisant a ces fonctions un resultat de R. Tijdeman, et enfin son 
critire d’indipendance. Ici la fonction auxiliaire est a une seule variable; on 
remplace le lemme de petites valeurs par un lemme de zeros geometrique 
afin de pouvoir gtneraliser plus tard les resultats; et on conclut aussi grace 
au critere d’indtpendance algtbrique [9, theoreme 2.111. 
La principale ditliculte est like a ce critere: il faut construire des 
polynbmes n’ayant qu’un nombre tini de zeros au voisinage du point 
consider& On utilise pour cela une idee de G. V. Chudnovsky (voir 
[ 3, Chap. S] ). 
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Dans la partie II, nous donnerons une demonstration relativement 
detaillee du theoreme 1 (voir [6] pour une demonstration completement 
detaillee). Dans la partie III, nous indiquerons rapidement quelles 
modifications if faut faire pour avoir le theoreme 2 (voir aussi [S]). Dans 
la partie IV, nous indiquerons succinctement comment les estimations 
obtenues dans la partie II permettent d’obtenir la mesure d’indtpendance 
algtbrique de c?, 8’ (theoreme 3) a l’aide d’un resultat general de 
P. Philippon [ 10, theoreme 2-J. 
J’ai grand plaisir a remercier Michel Waldschmidt pour son dynamisme 
communicatif et son accueil (et aussi pour les lemmes de zeros utilises dans 
cet article). Et bien stir un grand merci a Georges, Alain, Francois, RenC. 
II. DEMONSTRATION DU TH~OR~~ME 1 
(II- 1) Prtliminaires 
On se donne deux familles de nombres complexes lineairement indepen- 
dants sur Q, U= (u,, . . . . u,) et u= (vi, . . . . u,). On note 19 l’element 
(u 1, . . . . u,, eU1”l, . . . . eUnvm) de l’espace Cm+.,, espace muni de la norme du 
max notee 11 11. On represente par W la variable (W,, W,, . . . . W,,), et par Y 
la variable (Y,, . . . . Y,, Y,, , . . . . Y,,). 
Pour un Clement 1= (Ai, . . . . &)cEh et un Clement w= (w,, . . . . wh)E Ch 
on note: /A[ = max, G i9h I&l et II. w  =C:=, &wi. Pour un entier S on 
definit: Nh(S)= {IleNh; );I( <S}. 
Pour un multi-indice j= (ji, . . . . j,) E Nh on note j! = nf=, ji!, et la 
longueur de j est la somme de ses composantes. Dans la suite, les constan- 
tes c,, c2, . . . sont des reels strictement positifs ne dependant que des 
donntes n, m, u, u. 
Enlin, on note H(P) la hauteur naive du polynbme P. 
(11.2) Premier pas : La construction 
Prtliminaire. On considere une fonction auxiliaire F de la forme 
F(z) = P(z, e”“, . . . . e”“‘) avec: 
Le point de depart est le fait que pour tout p E N”, la valeur F(p . u) est 
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une expression polynbmiale en 8. Precisement, on introduit le polynome Q, 
suivant : 
Dans la suite on notera R+,(Y) le coefficient de Pdj.( Y) dans la somme 
ci-dessus. Le polynome Q, est a coefficients dans Z comme les P,, et pour 
tout PEN” on a: 
Q,,W = %J. 0). 
La construction. On se donne maintenant un triplet d’entiers plus grand 
que 1, (D, L, 44). Le lemme de Siegel [ 13, lemme 1.3.11 montre l’existence 
dune famille de polynomes de 7[ Y] non tous nuls, f PdA ; 0 < d-c D, 
3, E N"(L)}, de degre en les Y, (resp. les Yhk) strictement plus petit que D 
(resp. LM) et telle que l’on ait: 
Q,(Y)=0 pour tout p E Nm(M), 
dts que les parametres D, L, M verifient la contrainte suivante 
WI 2 mn+m+l,,,fm<DL”. 
On peut de plus majorer la hauteur naive des polynomes P, ainsi 
construits par: 
log max H(P,) < c,(D log M+ log L) 
d. i. (1) 
Ce que Z’on va faire. L’objectif est d’utiliser le critere d’independance 
algebrique de P. Philippon. Pour cela il faut disposer dune suite de familles 
de polynomes, petits en 0 et n’ayant qu’un nombre tini de zeros au 
voisinage de 6. 11 est logique d’essayer d’utiliser la famille {Q,; 1~1 <MI} 
pour une valeur M, > M, mais il n’y a pas de raison pour que ces poly- 
names n’aient qu’un nombre tini de zeros communs au voisinage de 8. En 
particulier tout zero commun aux coefficients P, sera automatiquement un 
zero de tous les Q,. 
On commence done par modifier ces polynomes P, de facon a ce que la 
nouvelle famille n’ait pas de zero au voisinage de 0; pour cela it sunlit de 
deriver adequatement, idee due a G. V. Chudnovsky [3, pp. 375-3761. A 
ces polynomes modifies on associe des Q, modifies, et ce sont eux qui 
serviront dans ie critere. 
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(H-3) DeuxiPme pas : Modijkation des polyn8mes 
(11-3-l ) Les d@nitions 
Notons GS={(d,A); deN, Odd<D, E.EN”(L), P,#O}; cet ensemble 
est non vide par construction. 
On va utiliser des indices de derivation j= (j,, . . . . j,, j,, , . . . . j,,) E 
N m ’ “*; D’P, sera le polynbme derive naturellement associe a l’indice j. 
Fixons un point BE Cm+““. Pour tout (d, 1) E 9, P, est non nul et done 
il existe un indice de derivation jE kJ”+“” tel que DjP, ne s’annule pas en 
8; on peut ajouter que ljl est majort par LM+ D. Par suite l’ensemble 
J(g)= U(d,i)EY (j; jE Nm+nm7 DjP,@) # 0} est lini non vide. 
La fonction longueur j H j, + . . . + j, + j, i + . + j,, atteint alors son 
minimum sur J(g) en un indice (non ntcessairement unique) note j(g). Par 
definition done: 
* un des Pdi, a sa dtrivte d’indice j(g) non nulle en 8, 
* pour tout indice k E N” + nm de longueur strictement inferieure a celle 
de j(8) et tout P,, on a: DkPdi.(8) = 0. 
On introduit un nouveau parametre p, reel strictement positif; on note 
?Jp la boule de @ m+nm de centre 8 et de rayon exp( -p). A partir d’ici on ne 
s’inttresse plus qu’a des points 8 de cette boule, et aux indices j(g) 
correspondants; on note J, = {j(g) ; g E BP}. 
On peut maintenant delinir les nouveaux polynomes P,, Q,; pour tout 
(d,l,p, j) (O<d<D,AEN”(L), ,uEN~, jeJ,) on pose: 
P~~j( Y) =:i D’P,( Y) et Q,( Y) = c c P,j( Y) . Rd Y). 
d-c D Ii\ <L 
On verilie que ces polynomes sont eux aussi a coefficients dans Z. 
Ce que l’on vu faire. On introduit un nouveau parambtre entier M,, 
vtriliant la contrainte 
(V2) M, >M. 
Notre but est de montrer que sous des contraintes ad-hoc, la famille 
{Qpj; IPI <Ml9 jE J,) verifie les hypotheses necessaires a l’application du 
critere de P. Philippon, a savoir: ces polynomes sont petits en 8, et ils n’ont 
pas de zero commun dans la boule .4Jp. 
Pour le second point on utilisera un lemme de zeros qui necessite une 
hypothese technique sur u et v. Pour le premier point on utilisera une for- 
mule d’extrapolation analytique introduisant elle aussi une hypothese 
technique mais sur u uniquement. 
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(11-3-2) Majoration de lQ,(kJ)l, ~EN”‘(M,),~EJ~ 
Dans tout le paragraphe l’indice j est fix& j E J, ; et on Iixe aussi un 
element 8 E ~8~ tel que j = j(g). Par definition: 
On majore alors le module de cette quantite de la facon suivante: 
I Qpj(‘J)l G ApI + Bpj OG 
On va majorer separement A,, B,. On utilisera deux fois le lemme 
suivant : 
LEMME. Pour tout poWme P E C[X,, . . . . X,], de degrk total deg(P), 
tout couple x = (xl, . . . . x,), X’ = (xi, . . . . xi) d’P1Pments de C“ vkrifiant 
Ixj-x:l < 1 pour tout i, on a: 
IP(x)- P(x’)l <maxJx;-xl1 . H(P) .c(x)~@~) 
oti c(x ) 2 1 ne ddpend que de x. 
Dkmonstration du lemme. On pose d= deg(P); pour un indice 
a = (a,, . ..) ~1~) E NY on note I(a) la somme des ai et D”P la d&-iv&e de P 
correspondante. La formule de Taylor pour P en x s’ecrit: 
P(x’)-P(X)= fJ 1 $.(D’P)(x)-( fi (x:xi)“). 
k= 1 l(x)=k ’ i= I 
On pose E = maxilxi-x:1; E ttant plus petit que 1 on a alors: 
If’@‘)-p(x)/ < i 1 $,(D”P)(x),e. 
k=l I(a)=k ’ 
Si on note P(X,, . . . . X,)=&a(/l)Xfl---X$ (oti /I=@,. . . . . a,)) on a: 
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Et done: 
; I(D”P)(x)l6 H(P). ( fi max(l, hiI) i= I )dQ,,--,;, Cl (3. ’ 4’ 
En utilisant l’identite (g)+(pil)+ ... +(“,‘“)=(J’,‘z:‘) et la 
majoration (;) 6 2“ ~ ’ on remplace le troisieme facteur du majorant par 2? 
En revenant a IP(x’) - P(x)1 cela donne: 
( i c z”‘) ( 
d 
If+‘) - P(x)1 < .s.H(P). fi max(l,Ix,l) . 
k=l I(a)=k i=l 
A droite le premier facteur se majore par 22yd ce qui donne le lemme avec 
c(x) = 22y. fi max( 1, 1~~1). 
i=l 
* (a) Majoration de A,, 1~1 CM,, je J,. Pour utiliser ce lemme on 
commence par majorer degre et hauteur des P,; compte tenu des 
definitions et de (1) on obtient: 
deg( PdLj) 6 deg( Pd2) < mD + nmLM (2) 
105 y H( PdAj) < cZ( D log M + LM) (3) . 1 
ce qui implique: 
Ipd;l/to) - pd,Ij(i;l)l d exp( - p + c,( D log M + LM)). 
Pour majorer I &+.r( 0) I on revient a la definition: 
d’ou pour p E N”‘(M,): 
I&,(e)l G exp c,(LM, + D log M,). 
Et finalement pour A, on obtient: 
A,<exp( -p + c,(D log M, + LM,)) pour pe Nm(M1), Jo J,. (4) 
+ (b) Mujoration de B, pour 1~1 < M, i E J, . Pour majorer B, on 
pro&de en deux temps: dans ce paragraphe (b) on se limite a 1~1 < M et 
dans le paragraphe (c) on passe de M a M, par un pas analytique. On 
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considere toujours le couple (j, 8) f 1x6 au debut du paragraphe (11-3-2) et 
on lixe p dans N”(M). 
Par construction Q, est nul, done DjQp aussi ; par definition, Q,( Y) = 
Cd<DC,l,cLPd%(Y).Rd%~(Y); d one D’Q,, s’exprime comme somme de 
produits (@‘P,)(Dj”R,,), avecj’, j” E N” +nm et j’ +j” =j. Par definition 
de j=j(@, toutes les derides (N’P,)@) sont nulles lorsque j’ est de 
longueur strictement inferieure a la longueur dej. Done dans (OjQ,)@) il 
ne reste que les termes de la forme (O’Pdi)(8) x &J??) soit encore: 
Et comme D~Q, est nul, ceci s’ecrit en utilisant les Pdij: 
c 1 pdAj(B) ’ Rdip(B) = O. 
d< D 11) <L 
De ce fait, B, s’ecrit aussi comme une difference: 
Bpj = / c 1 pdij(B)(Rdlp(e) - Rd%p(a)) 1 ; 
d<D IJ.I<L 
et on le majore de la m&me facon que A, dans (a). A l’aide de (2), (3) et en 
utilisant l/g/I < 1 + 110//, on obtient d’abord: 
Ipdj.j(g)l 6eXp~~(DlOgMi-Lhf). 
Par ailleurs : 
deg(Rdj.,) < mD + nmLM, H&.,) < (mM)D; 
en appliquant le lemme on obtient: 
t&,(e) - R,,@)l < exp( - p + c,(D log M + LM)). 
Et finalement pour B, cela donne: 
Bpj < exp( - p + c,(D log A4 + LM)) pour PC N”(M), ~GJ,. (5) 
* (c) Majoration de B,pour 1~1 CM,, jE J,. Au couple (j, 8) tixe au 
debut du paragraphe on associe la fonction entiere P suivante 
F(z) = cd< D Cli., <L Pdij(8) .zd.e(‘.‘)‘. I1 est immediat que pour tout 
pEfVm on a: I&J~u)~ = B,. Done (5) Cquivaut a: li;‘(p.v)l < 
exp( -p + c,(D log M + LM)) d&s que p E Nm(M). La fonction P prend 
done de petites valeurs en tous les points de l’ensemble &T(M) = 
{p~o;p~W’(M)}. P ar extrapolation on va montrer que F prend aussi de 
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petites valeurs sur l’ensemble plus grand I(M,) = {p . u; p E N”(M, )} ; cela 
nous donnera la majoration de B,. 
Dans la suite 6(M) est un minorant < 1 de la distance de deux points 
distincts de b(M); et r = c,M, est sufisament grand pour que b(M,) soit 
contenue dans le disque centrt A l’origine et de rayon r. On va majorer 
l~[r=~~pill=rI~(z)l, ce qui donnera une majoration de I&.u)l = B, pour 
tout p E Nm(A4,). Pour cela on utilise les estimations de [4, lemme 63 dans 
la preuve de [ 12, lemme 4.51 et on obtient : 
oli R est un dernier paramttre rkel auquel on impose: 
(55’3) 4r-c R. 
On majore grossikement IFiR en utilisant la majoration de /P&8)1 
Ctablie dans le (b); on obtient IFI R < exp clo(D log R + LR). Grlce A (5) la 
formule d’extrapolation s’krit halement: 
+ exp i -p + c,,(L) log M-t LM) 
+M”log C,$ +M”-‘log - 
( i 
1 
( >> 6(M) 
ce qui donne la majoration des Bpi puisque: 
BP,< IFIr dks que 1~1 CM,. (6) 
* (d) Retour ci Q,(e), fi E N”( M,), j E J,. On a major6 A, en (4), B, 
en (6). Done linalement pour [Q,(0)/ on obtient: 
IP,(@l G A, + B, 
d exp( --p + c,(D log M, + LM,)) 
+exp( -M”log(:)+c,,(DlogR+LR)) 
+ exp 
c 
--p + c,,(D log A4+ LM) 
+M”log cl,% 
( > 
1 
+fw-‘log 6(M) 
( >> 
. 
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Pour que IQ,(@)] soit petit, il suffit d’introduire de nouvelles contraintes 
sur les paramttres; mais il reste au majorant la quantite 6(M) que I’on va 
d’abord estimer grace a l’hypothese technique (HTl) faite au depart: en 
supposant M > X(u) on sait que l’on a 1~. UI 2 exp( - A4 log M) pour tout 
PEErn, non nul tel que 1~1 < M; cela permet de prendre 
6(M) = exp( - A4 log M). 
On impose alors aux parambtres D, L, M, M,, R, p les trois nouvelles 
contraintes : 
(V4) 2c,(D log M, + LM,) < p, 
(V5) 2c,,(D log R + LR) d M” log(R/4r), 
(%6) 2c,,(D log M+ LM) + 2M” log(c,3(M1/M)) + 2M” log M< p. 
La majoration de IQ,(e)/ s’ecrit maintenant: 
(7) 
(11-3-3) Majoration du degrP et de la hauteur des Q,, p E N”(M,), jE J, 
Grace a (2), (3) et aux majorations du degre et de la hauteur des 
polynomes Rdi+ on obtient: 
deg(Qpj) 6 cu(D + LM,) 
fJ(Qpj) < exp cls(D log Ml + LM). 
(8) 
Pour utiliser le critere de P. Philippon il faut majorer h(Q,), la hauteur 
logarithmique absolue (voir [9] pour la definition de cette hauteur qui y 
est notte h); comme ces polynomes sont a coefficients dans Z on a: 
h(Q) <log H(Q) + (m + m) log deg(Q). 
D’od : 
h(Q,) d c,,(D log M, + LM). (9) 
(11-3-4) La famille (QPj, ,u E Nm(M1), je J,} n’a pas de z&o duns &9+, 
Pour demontrer ceci on va utiliser un lemme de zeros de P. Philip- 
pon [ll], adapt6 a la situation presente par M. Waldschmidt (voir [ 15, 
Lemme 2.1 I). C’est ce lemme de zeros qui va utiliser l’autre partie de 
l’hypothese technique (HTl). Ce lemme s’tnonce ainsi: 
LEMME DE ZEROS. Soient n 2 1, m 3 2 des entiers; S, V, D,, D,, A des 
Gels positifs. Soient ul, . . . . u, et vl, .,,, v, deux families de nombres com- 
plexes IinCairement indkpendants sur Cl ; et 8,, zhk (1 d h < n, 1 <k <m) des 
nombres complexes vPrifiant 
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(10) 
Soit P E @ [ W] non nul de degrP <D, en W,, et de degrh partiels Q D, en 
les autres variables, vhfiant pour tout p E Nm(S + 1) : 
kf!, pkekr fi ez’k’pk, . ..) m l-l-.). 
e4 Pk = 0 
k=l k=l 
Alors si on a 
m-- 1 
D,>l, D,>l, (n+l)!D,D;< et (n+l)D,< 
(11) 
il existe 2 E Z”, p E H” (2 # 0, p # 0) vhifiant 
(12) 
11.~1 x Ip.01 bc(n)AD: 
ozi c(n) ne dipend que de n (on peut prendre c(n)=n’). 
Application du lemme de zt!ros. On fixe un point 8 de la boule .BP, et on 
note j l’indicej(8) associi: g 8. On veut montrer que 8 n’est pas un z&o de 
tous les polynames Q, (1~1 < M,). 
On note 8 = (e,, . . . . 8,, 8,,, . . . . en,); puisque B apppartient A BP on a : 
iekAUki <exp(-p)? lehk - Pkl < exp( -p) pour tout h, k. 
Un argument de continuitt montre pour tout (h, k) l’existence d’un nombre 
complexe zhk vtrifiant : 
e,,k=exp(zhk) et (zhk-uhukl<exp 
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On introduit le polynbme FE @[ W], qui depend du point e choisi au 
depart : 
P(W)= 1 1 Pdij(B).W$ 
d<D IAl<L 
Ce polynbme est non nul car, par construction, un des PdAj@) est non 
nul. 
En revenant a la definition de Q,( Y) il est immediat que l’on a: 
d<D li.l<L 
( 
k=l 
Pk.ll,)‘i( fi fi sit?) 
h=l k=l 
QdJ)=~ f pkek, fi em, . . . . 
k=l k=l 
ii 63) 
k=l 
f pkek, fi e’lk‘pk, . . . . fi 
e=“k Pk . (13) 
k=l k=l k=l 
On va appliquer le lemme de zeros au polyn8me p ci-dessus (done 
D, = D - 1, D, = L - 1 ), avec S = M, - 1. Si on montre que les conditions 
(IO), (11) apparaissant dans l&once du lemme sont satisfaites saris que 
(12) le soit, l’egalite (13) permettra de dire que les Q,(8), /AE N”(M,), ne 
sont pas tous nuls, et c’est precisement ce que l’on veut. 
On verifie que pour avoir (10) il suftit de prendre V= p/2 et de detinir d 
par : 
d=c(n)max 
( 
n;rrlu,l; i f (1+ (uhukl) 
h=l k=l 1 
(A ne depend que des donnees). 
La condition (11) s’ecrit : (n + 1) !(D - l)(L - 1)” < ((M, - l/(n + 1))” et 
(n + l)(L - 1) < ((MI - l)/(n + l))“-‘; pour qu’elle soit vtrifiee il suflit 
d’imposer les deux nouvelles contraintes suivantes: 
(%7) (n+ l)! DL”<(M,/2(n+ l))“, 
(g8) (n+ l)L<(M,/2(n+ l))“-‘. 
Regardons entin ce qu’il faut imposer 
soit pas remplie; on utilise l’hypothbse 
pour que la condition (12) ne 
technique (HTl ) (voir &non& 
du theoreme 1) ; on suppose 
dL’(M,I(n + 1)) > -VU), 
L, M, assez grands pour avoir 
dL(M,/(n + 1))’ 2 X(0). Soient alors A E Z” 
(2 # O), p E Z” (p # 0) vtrifiant : 
et *. 
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L’hypothese (HTl ) permet de minorer 11. ~1, 1~ .u/ et done 
IA.ul x Ip.uI: 
Pour que (12) ne soit pas veriliee il s&it d’avoir une contradiction entre 
cette minoration et la majoration qu’impose (12) a savoir 
en majorant le terme de droite par AL2(M,/(n + 1))2 eppj2, on voit qu’il 
suffit d’avoir: 
Pour cela on impose done une derniere contrainte aux parametres: 
(V9) log(AL2(M,/(n + 1)‘) + (AL2(M,/(n + 1))” 
+ (dL(M:/(n + l)‘))B < p/2. 
Les conditions (10) et (11) du lemme de zeros sont remplies, mais pas la 
conclusion. Done le polynome P ne s’annule pas sur tow les points con- 
sider&. Et grace a ( 13), cela montre que les Q@), 1~1 < M, , ne sont pas 
tous nuls. 
(11-3-5) Bilan du deuxiPme pas 
Pour toute famille de parametres (D, L, M, Mi, p, R) verifiant les neuf 
contraintes (W) a (W9), et avec D, L, M, M,, p supposes assez grands, on 
a pu construire une famille de polynomes de E[ Y], (Q,; p E N”(M,), 
Jo JP} saris zero commun dans la boule BP, de valeurs en 8 majorees par 
(7) et de degrts et hauteurs major&s par (8) et (9). 
I1 ne reste plus qu’a choisir les parametres et a appliquer le critere 
d’indtpendance algebrique. 
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(H-4) Troisit?me pas : Conclusion 
(11-4-l ) Choix des param&res 
A tout reel X assez grand (X2 X0) on associe les parametres suivants: 
DC [X"+"(logX)-"l("+')]; 
L=a,[x"~'(logX)'""+')], a, = 1 + [2(mn+m+n+2)/n] 
M=[X”+‘]; M,=az[X”+‘], az=4(n+l)([a;ll”]+l)(n+1)! 
R=5a2cgX”‘“+‘; p=8(n+l)X”““+‘)logX. 
Rappelons que r est egal par definition $ csM1. On veritie, en utilisant 
l’hypothbe m 2 2, que les neuf contraintes (W ) d (g9) sont satisfaites (d&s 
que X0 est assez grand). 
11 est i noter que la forme precise de l’hypothbe technique, par exemple 
les valeurs prises pour tl et /?, s’obtient elle aussi au moment od l’on resoud 
le systeme de contraintes, pas avant; le presentation adopt&e ici, avec une 
hypothese technique imposbe au depart est destinee seulement a simplifier 
l’exposition. 
(11-4-2) Les estimations correspondantes 
Avec ce choix des parametres les majorations (8), (9), (7) s’ecrivent, 
pour tout pi W(M,) et tout j de J,: 
deg(Q,)ac,71ym+n(logX)“‘“f1’ 
h(Qgj) d ~18 x” + “(log ql”n + 1) 
lQJO)l <exp( -~19X”‘(“+“log X). 
On note K!x,l, . . . . Qx.qp(x) ) la famille { Qpj; 1~1 < M,, jejp} correspon- 
dant au choix des parametres fait en (11-4-I). En se limitant aux XE N, on 
a linalement obtenu une suite de familles de polynbmes dans Z[ Y], 
(Q Q x.1 3 es.7 X.Vp(X))X~XO; et pour tout XZX, on sait que: 
(a) le famille correspondante n’a pas de zero dans la boule de centre 8, 
de rayon exp( - c2,,k?nCn + ‘) log X) ; 
(b) deg(Q,i) 6 c,,x”+“(log X)i’(‘+ ‘) pour tout i, h(Qx,i) < 
ctsX”+“(log X)“‘n+ ” pour tout i; 
(c) log maxilQx.i(0)l 6 -cigJ!Tncl)log X. 
Du critere d’indipendance algtbrique de P. Philippon [9, theoreme 2.111 
on deduit facilement le corollaire suivant 
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CRIT~RE. Soient K un corps de nombres, B = (0, , . . . . 0,) un Plkment de 
et u, 6, R, S quatre,fonctions croissantes de N dans l’ensemble des nomb 
Gels 2 1; on suppose que a(X) + 6(X) tend vers l’infini avec 2’. 
On suppose qu’il existe une suite de families de polyn6mes 
K[Z, 5 . . . . Z,l, (Qx., > . . . . Qx.,,,.% ,)A.2,Y0 telle que pour tout X2X, on air: 
(4 Qx. 1 3 ...> Q,. ‘p,xj n’ont qu’un nombre fini de zPros communs dam 
boule fermPe de Cy, de centre 8, de rayon exp( - R( X)); 
(b) pour tout i: deg(Q,,) d b(X), h(Q,i) da(X); 
(c) 0 < max, lQ,.,(@ 6 ev( -S(X)). 
Soit E 1’idPal de K[Z,, . . . . Z,] constitut! des polyndmes s’annulant en 8 
existe un reel c 2 1 ne d&pendant que de q, E, [K : O] tel que l’on ait: 
si k est un entier vPrifiant 
l la fonction S/(a + S) hk est croissante de N dans Iw 
l pourtoutXEN: 
S(X)k+2 ~c(a(X+ 1)+6(X+ l)).S(X+ l)“(S(X)“+‘+ R(X+ l)k+ 
alorsdegtroQ(e)>k+l. 
Ce critere applique ici donne exactement le resultat annonce: 
Remarque. Comme nous disposons de familles de polynomes n’ayl 
aucun zero au voisinage de 0, on peut utiliser [ 10, thtoreme 21 pc 
preciser le rtsultat qualitatif ci-dessus en un rtsultat quantitatif. De tel 
mesures ont aussi ett don&es par J. V. Nesterenko, voir par exemple 1 
theoreme 31. 
III. DEMONSTRATION DU TH~OR~ME 2 
(III- 1) Pr&Ziminaires 
On se donne deux familles de nombres complexes lintairement indtpe 
dants sur Q: u= (u,, .,., u,) et v = (vi, . . . . v,). On suppose mn/(m+n)> 
condition qui apparait au moment du choix des parametres. On pose ma: 
tenant e = (eU1”lr . . . . e’n”m ) puisqu’on veut minorer le degre de transcendar 
de Q(e”“‘, . . . . eUn”); on designe par Y la variable ( Y,, , . . . . Y,,,), et par W 
variable ( W, , . . . . W,). 
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La demonstration du theoreme 2 est calqute sur celle du thtoreme 1, la 
settle difference &ant que la fonction auxiliaire ne depend plus de z ; cela 
correspond a D = 0 dans les estimations de la partie II. On va done 
seulement donner les rtsultats de chaque &ape, sans detailler les calculs; les 
contraintes sur les parametres seront notees, comme dans le chapitre II, 
(%l), (%2)... . 
(111-2) Premier pas-La construction 
La fonction auxiliaire est done de la forme: F(z) = P(e”“, . . . . eunz) avec 
Pour tout p E N” on introduit le polynbme Q, E Z[ Y] : 
Q,(Y) = 1 Pi.(Y) . &,( Y) avec R;,,(Y) = fi fi Yjyk. 
Ii.1 <L h=l k=l 
Le point de depart est le fait que pour tout p E N” on a: F(p. u) = Q,(e). 
Par le lemme de Siegel on construit une famille de polynomes non tous 
nuls (P,EIZ[Y];~EN”(L),~~~~,~(P~.)<LM} telle que i’on ait: 
Q,(Y)=0 pour tout p E N”(M). 
C’est possible sous la contrainte 
(W) M” .2mn+’ <L”; 
et on peut majorer la hauteur des P;. obtenus par: 
log maxA H( P,) < czO log L (14) 
(111-3) Deuxigme pas-Modifications des polynBmes 
(111-3-l ) Dtifinitions 
On pro&de exactement comme dans le paragraphe (11-3-l); les indices 
de derivationi sont maintenant dans N”” et la boule BP est la boule de Cm” 
de centre 8, de rayon exp( -p). Pour chaque 1 E: N”(L), p E N”, j E J, on 
d&nit : 
Pjj( Y) =j D’P,( Y), Qpj( Y) = C P>& Y) . RA,( Y). 
12.1 -z L 
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On introduit un nouveau parametre entier M, virifiant 
(V2) M,>M. 
(111-3-2) Mujoration de IQ,,(0)], PE N”(M,), ,j~ J,, 
On ne dttaille pas le calculs (voir U-3-2); on obtient d’abord pour tc 
j+ E N”(L) et tout j E J,, : 
deg( P,i) G nmLM (1 
log max H( P,!) ,< c2, LM. (1 1. I 
On dtfinit les quantites A,, BIY pour tout p E N”, tout Jo Jp par: 
Bgi= 1 f’,,(&$A~) . 
Ii.1 -CL 
Avec ces definitions on a ) Q,(e)/ d A, + B,. On majore alors A, pai 
APj<exp(-p+~22LMI) pour PLED, jEJ, (1 
La majoration de B,j se fait en deux temps: on obtient d’abord 
Bpj < exp( -p + ~23 LM) pour PEN”(M), jeJp. (1; 
L’extrapolation de M a M, se fait grace a la fonction suivante, associc 
au couple (j, g) consideri:: p(z) = Cl;., <L P,,(g) . e” .““. Avec r = c,,M,, c 
introduit un nouveau parametre reel R a qui on impose: 
(C3) 4r-c R. 
La formule d’extrapolation permet de majorer IPI, et done B, pal 
p E W(M,): 
B,j<1F’[,<exp( -M”‘log($)+cl,LR) 
1 
+exp(-p+c,,LM+M”log cz7!$ +M”pllOg - 
( > ( >> ww 
. (1s 
Grace a l’hypothtse technique on peut prendre 6(M) = exp( -M log M 
Et pour que /Q,,(0)/ soit petit on impose les trois contraintes suppltmer 
taires : 
(W4) 2c,,LM, G P, 
(V5) 2c,,LR d M” log(R/G), 
(C6) 2cz6 LM+ 2M” log(c,,(M, /M)) + 2M” log M 6 p. 
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Ce qui donne finalement: 
(20) 
(111-3-3) Majoration du degre et de la hauteur de Q,,, u E N”(M,), jE J, 
deg(Q,) Q c2*LMI (21) 
NQ,) Q c29LM,. (22) 
(111-3-4) La famille {Q,; pi Nm(M,), jE J,} n’a pas de zero duns BP 
On utilise ici le lemme de zCros [ 15, lemme 1-l ] qui s’tnonce ainsi: 
LEMME. Soient n, m des entiers 3 1; S, V, D, A des reels positifs. Soient 
UI > . . . . u, et vI, . . . . 0, deux families de nombres complexes lineairement 
independants sur CIp; et {z,,; 1 <h 6 n, 1 f k d m} une famille de nombres 
complexes vertfiant : 
Soit P E C [ W] non nul, de degre inferieur ou egal a D en chaque variable, et 
verifiant pour tout p E Nm(S + 1) : 
pii 
( 
e=lk Pk , . . . . fi eznk ‘pk 
k=l k=l > 
= 0. 
Alors si on a Da 1, (n!) D” < (S/n)“et nD < (S/n)“-‘, il existe 1~ Z”, 
uEZm (2#0, p#O) vtrifiant: 
S 
111 <c(n)A.D2. - 0 n 
S2 
)A.ul x Iu.v] dc(n)A.D’. ; 
0 
.e-’ 
oti c(n) ne depend que de n (on peat prendre c(n) = n3). 
A noter que puisque mn > m + n, la condition nD < (S/n)m - ’ est moins 
forte que (n!) D” < (S/n)m. On Exe done un point $ E BO, j = j(g). On veut 
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montrer que les Q,(g), p E Nm( M, ) ne sont pas tous nuls. Or ces quant 
s’expriment ainsi, oti FJ = (8,, , . . . . H,,,) : 
On applique le lemme de zeros a P; pour conclure il whit d’imposer 
deux nouvelles contraintes : 
(W7) (n!)L”< (M,/2n)“, 
(598) log(dL2(A4Jn)2) + (dL%,/n)” + (dLM:/n2)” <p/2 
avec a = mn/(2m + n), p = mn/(m + 2n) (coefficients lies a l’hypoth 
technique), A = c(n) C,, Ck (1 + luhvk I). 
(111-3-5 ) Bifun 
Sous l’hypothese technique (HT2), pour toute famille de parametl 
(D, L, M, Mi, R, p) veriliant les contraintes (W) a (V8), et avec D, L, , 
M,, p supposes assez grands, on a pu construire une famille de polyn6n 
de E [ Y], ( Q,, ,n E N”(M, ), j E J, 1 saris zero commun dans la boule 9 
de valeurs en f3 majorees par (20) et de degres et hauteurs majorees J 
(21) et (22). 
(1114) TroisiSme pas : Conclusion 
Pour tout entier X assez grand on pose 
L=2”“X”; M=X”; M,=a,Y, a, = 2n4”(n!); 
R=5(2+ 10~1 + ... + Iu,l)a,X”“Pm; p = 8nX”” log X. 
Avec ce choix, db que mn > m + n toutes les contraintes sont vtrifkes 
les estimations s’ecrivent pour tout p E N”(M,) et tout Jo J, : 
Le critere d’indtpendance algibrique donne alors la minoration anno 
tee dans le theoreme 2, du degrt de transcendance de O(0). 
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IV. INDICATIONS POUR LE T&OR&ME 3 
(IV- 1) Les estimations disponibles 
Rappelons que a est un nombre algebrique (a # 0, log a # 0) et que p est 
cubique. On va supposer /I entier (le thtoreme 3 pour /? queiconque se 
deduit simplement du cas particulier p entier). On leur associe les familles 
U, u suivantes : 24i = log a, u2 = B log a, uj = fi’ log a, u1 = 1, u2 = /J, uX = /?‘. 
On note 8 le point de @I2 introduit dans la partie II pour le couple U, u: 
8 = (1, /?, p2, a, aB, ap2, ap, aP2, aD3, aB2, ap3, a@). 
On note Y = ( Y,, . . . . Y,*). Le construction faite dans la partie II fournit 
pour tout reel X assez grand, X2 X0, une famille de polynomes 
(Qx,,; -; Qx,rpw ), dans Z [ Y] et veritiant : 
(a) deg(Q,,) <X, h(Qx,i) d X pour tout i, 
(b) maxilQxJ~)l <ew(-cd*(log X)“‘), 
(c) cette famille n’a pas de zero dans la boule de centre 13, de rayon 
exp( -c,,X2(log X)“‘). 
On note K le corps de nombres Q(a, p). En sptcialisant les polynbmes 
QX,i on va defmir des polynomes QX,i dans K[X,, X,] ayant essen- 
tiellement les proprietes (a), (b), (c) et auxquels on appliquera [ 10, 
theoreme 21 pour obtenir une mesure d’independance algtbrique de 
(a” aB2). 2 
(IV-2) Les polyn6mes &x,i-Conclusion 
Le nombre p Ctant un entier algebrique, il existe a,, a,, a2, b,, 6,) b2 
dans H tels que: 
f13=b0fb,p+b2f12, p” = a, + a, B + a2P2. 
Et done: 
as3 = abO (ap)bl . (aP2)b2, aso = a” . (aS)“l . (aS’)Q. 
Pour simplifier on suppose que a,, a,, b,, b2 sont dans N. 
A chaque polynbme Qx,i~ Z[ Y] on associe alors le polynome 
&,,i E K[X,, X2] obtenu en remplacant formellement as par X, et a@ par 
X, dans 0: 
1 
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On a ainsi pour tout (X, i): Qx,i(tr’, olpZ) = Q,.i(0). Des proprittts (a), 
(b), (c) on deduit alors que pour tout X> X0, la famille de polynomes 
(ox,;; . . . . Q,.,,,,) veritie: 
(a’) deg(Q,i) < cJsX et h(&,:;) d c,,X pour tout i, 
(b’) max,IQ,i(~P, @)I 6 exp( -c36X2(log X)“‘), 
(c’) cette famille n’a pas de zero dans la boule de C* de centre 
(~8, I?‘), de rayon exp( - c,,X*(log X)“*). 
Dans le cas oh a,, a,, h,, b, ne sont pas positifs, il faut multiplier le 
second membre de l’egalite qui dttinit &x,i(X,, X2) par une puissance 
convenable de X,X,; cela ne moditie les estimations (a’), (b’), (c’) qu’au 
niveau des constantes. 
En faisant varier X dans N on obtient une suite de familles de polynomes 
de K[X,, X,] a laquelle on applique le theoreme general de P. Philippon 
[ 10, theoreme 21; avec les notations de P. Philippon on prend pour 
fonction t l’identite et pour fonction u la fonction U(X) = c,,(log x)“* oti c38 
est une constante ad-hoc. Ce thtoreme fournit le rtsultat annonce dans le 
thtoreme 3. 
Nore (junvier 1988). Une demonstration complete du theoreme 3 se trouve dans: G. Diaz, 
“Mesure d’indtpendance algebrique de a”, ap2”. Stminaire de theorie des nombres de Paris 
19861987, Birkhauser, Progress in Maths (a paraitre). De plus E. M. Jabbouri et P. Philip- 
pon viennent d’ameliorer le critire quantitatif utilise ci-dessus; en particulier leur nouveau 
crittre &pare degre et hauteur. UtilisC ici il permet dam&borer le theortme 3; precisCment il 
existe deux reels c,, c2 strictement positifs tels que pour tout polynome non nul PE H[X, Y] 
on ait: 
logJP(a”, a/j’)) > -c, exp(c,d.(d+h)) 
ou d est le degre total de P et h le logarithme de sa hauteur ndve usuelle. 
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