This paper improves on previous rates at which lag lengths are allowed to grow for consistent covariance matrix estimation with heterogeneous dependent data. Using a WLLN, we give a consistency result for growth rates ofofo 1 / 3 ); the previous rate was o (n}' 4 ). This new rate equals that of Berk's autoregressive spectral density estimator for well-behaved stationary contexts, and thus may be best possible outside of very special cases.
Introduction
Estimating consistent covariance matrices is one of the most common problems confronting the applied researcher. The need to do this arises in econometric work ranging from Euler equation estimation by GMM methods (Hansen and Singleton [1982] ) to tests for integration and cointegration (Phillips [1987] , Phillips and Perron [1988] , Phillips and Ouliaris [1988] , and Stock [1988] ). Thus the results of Hansen [1982] (for stationary data), and White [1984] , White and Domowitz [1984] , and Newey and West [1987] (for heterogeneous dependent data) on consistent covariance matrix estimation have been very widely applied.
Newey and West [1987] adapted results in White [1984] and White and Domowitz [1984] to obtain a class of non-negative definite consistent covariance matrix estimators for dependent non-iid data. Their correction to arguments in White [1984] 6.19 led to a o(n l l A ) rate for increasing lag length to preserve consistency.
The same rate appears in Gallant and White [1988] 6.18, and has been used quite generally (see for instance Phillips [1987] and Phillips and Perron [1988] White's [1984] Theorem 6.20.
As Newey and West [1987] have pointed out however, this result did not follow from White' See for example Philipp [1986, p. 241] [1983] , and improves by (<t>f) 1 ' q on the earlier long-standing inequality.
White [1984] 6.16 is a special case of 2.1; when X is covariance stationary, 2.2 is a strict improvement on
White [1984] 6.16.
-3- Assumption 3.2: Suppose w n (j), with n > 1, j > is a double array of uniformly bounded non-negative weights such that as n -* oo, we have w n (j) -1 for each j.
I
These assumptions are essentially those in Newey and West [1987] Theorem 2, or White [1984] Theorem 6.20 where applicable.
The first result is a WLLN for dependent double arrays that will be used below.
Theorem 3.3: Assume (3.1) and (3.2), and define the double array of rv's:
for some sequence of nonnegative integers l(n), with l(n) = o(n 1/ ' 3 White's [1984] proof of his Theorem 6.20.
-4- Given /(n) = 0(71^), and 3. l.ii, one or the other of the right hand sides above tend to zero as n -* oo.
Therefore, as n -oo, n 1^2 t=1^« t -* Q.E.D.
Next, turn to the main result (3.4). The proof of this is an abbreviation and modification of ideas in Newey and West [1987] and White [1984] Chapter 6. The crucial difference is in replacing White's (corrected) By 3.1, sup, ||A' ( ||4 r < oo and sup, \\X t \\2 < oo, so that: ) and similarly, |n _1 EK(j) -1) E EXtXt-j\ < K^2\MJ)~l|<n)- 
