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1. Постановка задачи
Исследуем задачу о построении решений z(t) ∈ C1[a, b] линейной
нетеровой (k 6= n) дифференциально-алгебраической краевой задачи
A(t)z′(t) = B(t)z(t) + f(t), ℓz(·) = α, α ∈ Rk; (1)
здесь A(t), B(t) ∈ Cm×n[a, b] := C[a, b]⊗ Rm×n – непрерывные матри-
цы, f(t) – непрерывный вектор-столбец, ℓz(·) – линейный ограничен-
ный функционал: ℓz(·) : Cn[a, b] → Rk, k 6= m; далее, по традиции,
нижний индекс последнего пространства вектор-столбцов будем опу-
скать. Матрицу A(t) предполагаем, вообще говоря, прямоугольной:
m 6= n, либо квадратной, но вырожденной.
Исследованию дифференциально-алгебраических уравнений при
помощи центральной канонической формы и совершенных пар и тро-
ек матриц посвящены монографии [1–6]. В статьях [7, 8] предложе-
на серия достаточных условий разрешимости, а также конструкция
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обобщенного оператора Грина задачи Коши для линейной дифферен-
циально-алгебраической системы (1) без использования центральной
канонической формы и совершенных пар и троек матриц. Существен-
ным отличием дифференциально-алгебраической системы (1) явля-
ется бесконечномерность пространства ее решений, в отличие от от
систем обыкновенных дифференциальных уравнений [3], [9, c. 959].
Пусть ϕ1(t), ϕ2(t), ... , ϕj(t), ... − система линейно незави-
симых непрерывно дифференцируемых вектор-функций. Обозначим
(n × ν)− матрицу
ϕ(t) :=
[
ϕ1(t) ϕ2(t) ... ϕν(t)
]
.
Приближение к решению дифференциально-алгебраической краевой
задачи (1) ищем в виде z†(t) = ϕ(t) · γ, γ ∈ Rν . Потребуем
F (γ) :=
∣∣∣∣∣
∣∣∣∣∣A(t)z′(t)−B(t)z(t) − f(t)
∣∣∣∣∣
∣∣∣∣∣
2
L2[a,b]
+
∣∣∣∣∣
∣∣∣∣∣ℓz(·)− α
∣∣∣∣∣
∣∣∣∣∣
2
Rk
→ min
для фиксированной матрице ϕ(t); при этом
F (γ)=
∫ b
a
{
Φ(t)γ−f(t)
}∗{
Φ(t)γ−f(t)
}
dt+
{
Ψγ−α
}∗
·
{
Ψγ−α
}
→min .
2. Наилучшее по методу наименьших квадратов
псевдорешение дифференциально-алгебраической
краевой задачи
Необходимое условие минимизации функции F (γ) приводит к
уравнению[
Γ
(
ϕ(·)
)
+ Γ
(
ℓϕ(·)
)]
· γ =
∫ b
a
Φ∗(t)f(t) dt+Ψ∗α,
разрешимому относительно вектора
γ† =
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]+{∫ b
a
Φ∗(t)f(t) dt+Ψ∗α
}
при условии
Pϕ
{∫ b
a
Φ∗(t)f(t) dt+Ψ∗α
}
= 0; (2)
здесь
Γ
(
ϕ(·)
)
:=
∫ b
a
Φ∗(t)Φ(t) dt, Γ
(
ℓϕ(·)
)
:= Ψ∗Ψ
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– матрицы Грама [10],
Pϕ := P[Γ(ϕ(·))+Γ(ℓϕ(·))]∗ : Rν → N
[
Γ
(
ϕ(·)
)
+ Γ
(
ℓϕ(·)
)]∗
– (ν × ν)− матрица-ортопроектор [11],[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]+
– псевдообратная (по Муру–Пенроузу) матрица [11],
Φ(t) := A(t)ϕ′(t)−B(t)ϕ(t) ∈ Cm×ν [a, b], Ψ := ℓϕ(·) ∈ Rk×ν .
Таким образом, найдено наилучшее по методу наименьших квадра-
тов псевдорешение z(t) = ϕ(t) · γ† дифференциально-алгебраической
краевой задачи (1), условия существования которого определяет сле-
дующая лемма.
Лемма. Для фиксированной матрицы ϕ(t) при условии (2) наи-
лучшее по методу наименьших квадратов псевдорешение дифферен-
циально-алгебраической краевой задачи (1) имеет вид
z†(t) = ϕ(t) ·
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]+{∫ b
a
Φ∗(t)f(t) dt+Ψ∗α
}
.
В случае разрешимости дифференциально-алгебраической кра-
евой задачи (1) при надлежащем выборе матрицы ϕ(t) наилучшее
по методу наименьших квадратов псевдорешение z†(t, ϕ) дифферен-
циально-алгебраической краевой задачи (1) является точным реше-
нием. Утверждение леммы является обобщением соответствующих
утверждений [12] на случай дифференциально-алгебраической крае-
вой задачи (1).
Пример 1. Требованиям леммы удовлетворяет периодическая
дифференциально-алгебраическая задача
A(t)z′(t) = B(t)z + f(t), ℓz(·) := z(0) − z(2π) = 0, (3)
где
A(t) :=

cos t sin t cos t sin t
sin t cos t sin t cos t
cos t sin t cos t sin t
sin t cos t sin t cos t
 ,
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кроме того
B(t) :=

sin t cos t sin t cos t
cos t sin t cos t sin t
sin t cos t sin t cos t
cos t sin t cos t sin t
 , f(t) :=

cos t
sin t
cos t
sin t
 .
Положим
ϕ(t) := diag
(
ψ(t) ψ(t) ψ(t) ψ(t)
)
, ψ(t) :=
(
1 sin t cos t
)
,
при этом условие (2) выполнено; здесь
Γ
(
ϕ(·)
)
=

4π 0 0 0 0 0 4π 0 0 0 0 0
0 2π 0 0 0 0 0 2π 0 0 0 0
0 0 6π 0 0 0 0 0 6π 0 0 0
0 0 0 4π 0 0 0 0 0 4π 0 0
0 0 0 0 2π 0 0 0 0 0 2π 0
0 0 0 0 0 6π 0 0 0 0 0 6π
4π 0 0 0 0 0 4π 0 0 0 0 0
0 2π 0 0 0 0 0 2π 0 0 0 0
0 0 6π 0 0 0 0 0 6π 0 0 0
0 0 0 4π 0 0 0 0 0 4π 0 0
0 0 0 0 2π 0 0 0 0 0 2π 0
0 0 0 0 0 6π 0 0 0 0 0 6π

,
кроме того
Γ
(
ℓϕ(·)
)
= 0, det Γ
(
ϕ(·)
)
= 0,
а также
Pϕ= 1
2

1 0 0 0 0 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0 0 0 −1 0
0 0 0 0 0 1 0 0 0 0 0 −1
−1 0 0 0 0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 1 0 0 0 0
0 0 −1 0 0 0 0 0 1 0 0 0
0 0 0 −1 0 0 0 0 0 1 0 0
0 0 0 0 −1 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0 0 0 0 1

.
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Наилучшее по методу наименьших квадратов псевдорешение диф-
ференциально-алгебраической задачи (3)
z†(t, ϕ) = −1
2
(
0 1 0 1
)∗
является точным решением.
Следствие. Для фиксированной матрицы ϕ(t) при условии
det
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]
6= 0
наилучшее по методу наименьших квадратов псевдорешение диф-
ференциально-алгебраической краевой задачи (1) имеет вид
z†(t) = ϕ(t) ·
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]−1{∫ b
a
Φ∗(t)f(t) dt+Ψ∗α
}
.
Пример 2. Требованиям следствия удовлетворяет периодиче-
ская дифференциально-алгебраическая задачи
A(t)
dz
dt
= B(t)z + f(t), ℓz(·) := z(0)− z(2π) = 0, (4)
где
A(t) :=

cos t sin t 0 0
− sin t cos t 0 0
0 0 0 0
0 0 0 0
 , f(t) :=

cos t
sin t
0
cos t
 ,
кроме того
B(t) :=

cos t − sin t 0 0
sin t cos t 0 0
0 0 0 0
0 0 0 cos t
 .
Положим ϕ(t) := I3, при этом выполнено условие
det
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]
= 4π3 6= 0.
Наилучшее по методу наименьших квадратов псевдорешение перио-
дической дифференциально-алгебраической задачи (4)
z†(t, ϕ) =
( −1 0 0 )∗
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является точным решением этой задачи.
Для фиксированной матрицы ϕ(t) при условии (2) наилучшее
по методу наименьших квадратов псевдорешение дифференциально-
алгебраической краевой задачи (1) представимо в виде
z†(t) = Xδ(t) cδ +H[f(s), ϕ(s), α](t), cδ ∈ Rδ;
здесь
H[f(s), ϕ(s), α](t)
:= ϕ(t) ·
[
Γ
(
ϕ(·)
)
+ Γ
(
Lϕ(·)
)]+{∫ b
a
Φ∗(t)f(t) dt+Ψ∗α
}
;
матрицу Xδ(t) := ϕ(t)Pϕδ ∈ C1[a, b] определяет матрица Pϕδ , состав-
ленная из δ линейно независимых столбцов матрицы Pϕ. Поскольку
матрицы Грама Γ(ϕ(·)) и Γ(ℓϕ(·)) симметричны относительно глав-
ной диагонали, постольку матрица-ортопроектор
P[Γ(ϕ(·))+Γ(ℓϕ(·))] : Rν → N
[
Γ
(
ϕ(·)
)
+ Γ
(
ℓϕ(·)
)]
совпадает с ортопроектором
Pϕ := P[Γ(ϕ(·))+Γ(ℓϕ(·))]∗ : Rν → N
[
Γ
(
ϕ(·)
)
+ Γ
(
ℓϕ(·)
)]∗
.
При условии
F (γ†) = 0, PΩ∗
{
α− ℓH[f(s), ϕ(s), α](·)
}
= 0 (5)
наилучшее по методу наименьших квадратов псевдорешение диф-
ференциально-алгебраической краевой задачи (1) является решени-
ем этой задачи; здесь PΩ∗ – матрица-ортопроектор: PΩ∗ : Rk →
N[Ω∗], Ω := ℓXδ(·) ∈ Rk×δ. Таким образом, при условии (5) наилуч-
шее по методу наименьших квадратов решение дифференциально-
алгебраической краевой задачи (1)
z†(t) = Xδ(t) cδ +H[f(s), ϕ(s), α](t), cδ
= Ω+
{
α− ℓH[f(s), ϕ(s), α](·)
}
+ PΩρcρ, cρ ∈ Rρ
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является решением этой задачи. Матрица PΩρ составлена из ρ линей-
но независимых столбцов матрицы-ортопроектора: PΩ : Rδ → N[Ω].
Таким образом, доказана следующая теорема.
Теорема 1. Для фиксированной матрицы ϕ(t) при условиях (2)
и (5) наилучшее по методу наименьших квадратов псевдорешение
дифференциально-алгебраической краевой задачи (1) z†(t) = Xr(t) cr+
G[f(s), ϕ(s), α](t), cr ∈ Rr является решением этой задачи. Здесь
G[f(s), ϕ(s), α](t)
:= H[f(s), ϕ(s), α](t) +Xδ(t)Ω
+
{
α− ℓH[f(s), ϕ(s), α](·)
}
– обобщенный оператор Грина краевой задачи (1). Матрица Xr(t), со-
ставленная из r линейно независимых столбцов матрицы Xρ(t) :=
Xδ(t)PΩρ , – наилучшее по методу наименьших квадратов псевдо-
решение однородной части дифференциально-алгебраической краевой
задачи (1), определяет решение Xr(t) cr однородной части этой за-
дачи.
Пример 3. Требованиям доказанной теоремы удовлетворяет
линейная периодическая дифференциально-алгебраическая задача (3).
При той же матрице ϕ(t), что и в примере 1, выполнено усло-
вие (5), следовательно наилучшее по методу наименьших квадратов
псевдорешение
z†(t) = Xδ(t) cδ +H[f(s), ϕ(s), α](t), cδ ∈ R6
дифференциально-алгебраической краевой задачи (3) определяет ре-
шение
z(t, cr) = Xr(t) cr +G[f(s), ϕ(s), α](t), cr ∈ R2
этой задачи; здесь
G[f(s), ϕ(s), α](t) = H[f(s), ϕ(s), α](t) = −1
2
(
0 1 0 1
)∗
,
кроме того
Xr(t) =

cos t 0
0 sin t
− cos t 0
0 − sin t
 .
Матрица Xr(t), составлена из r = 2 линейно независимых столбцов
матрицы Xρ(t) := Xδ(t)PΩρ ,Ω = 0 ∈ R4×2; здесь PΩρ = PΩ = I2.
Матрица Pϕδ составлена из δ = 6 линейно независимых столбцов
матрицы Pϕ, найденной ранее в примере 1.
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3. Наилучшее по методу наименьших квадратов
псевдорешение дифференциально-алгебраической
системы с сосредоточенным запаздыванием
Исследуем далее задачу о построении приближенного решения
z(t) ∈ C[0, T ], z(t) ∈ C1
{
[0, T ] \ {j∆}I
}
, j = 1, 2, . . . , q
линейной дифференциально-алгебраической системы с сосредоточен-
ным запаздыванием (6)
A(t)z′(t) = B(t)z(t) + C(t)z(t−∆) + f(t), t ∈ [∆, T ], (6)
непрерывного в точках t = k∆, и удовлетворяющих краевому усло-
вию (7)
ℓz(·) = α ∈ Rk (7)
с начальной функцией z(t) = ϕ(t) ∈ C1[0,∆]. В точках t = j∆, j =
1, 2, . . . , q искомое решение краевой задачи (6), (7), возможно, пре-
терпевает ограниченный разрыв производной. Здесь A(t), B(t), C(t) ∈
Cm×n[0, T ], f(t) ∈ C[0, T ] – непрерывные матрицы, T := (q + 1)∆.
Матрицу A(t) предполагаем, вообще говоря, прямоугольной: m 6= n,
либо квадратной, но вырожденной; ℓz(·) – линейный ограниченный
вектор-функционал:
C1
{
[0, T ] \ {k∆}I
}
∩ C[0, T ]→ Rk.
Пусть ψ1(t), ψ2(t), ... , ψµ(t), ... − система линейно независимых не-
прерывно дифференцируемых вектор-функций. Обозначим (n× µ)−
матрицу
Ψ0(t) :=
[
ψ1(t) ψ2(t) ... ψµ(t)
]
.
Приближение к решению дифференциально-алгебраической краевой
задачи (6), (7), наилучшее по методу наименьших квадратов, ищем в
виде [15, 16]
z†0(t) = Ψ0(t)γ0, t ∈ [∆, 2∆], γ0 ∈ Rν .
Из равенства Ψ0(∆)γ0 = ϕ(∆), при условии PΨ∗0(∆)ϕ(∆) = 0, находим
γ†0 = Ψ
+
0 (∆)ϕ(∆) + PΨρ0 δ0, δ0 ∈ Rρ0 ;
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здесь PΨ∗0(∆) : R
n → N(Ψ∗0(∆)) – матрица-ортопроектор. Матри-
ца PΨρ0 составлена из ρ0 линейно независимых столбцов матрицы-
ортопроектора PΨ0(∆) : R
ν → N(Ψ0(∆)). Таким образом, наилу-
чшее по методу наименьших квадратов приближение к решению диф-
ференциально-алгебраической системы (6) представимо в виде
z†0(t) = y0(t)+U0(t)δ0, t ∈ [∆, 2∆], y0(t) := Ψ0(t)Ψ+0 (∆)ϕ(∆), δ0 ∈ Rρ0 ,
где U0(t) := Ψ0(t)PΨρ0 . Потребуем [15,16]
F (δ0) :=
∣∣∣∣∣
∣∣∣∣∣A(t)z′0(t)−B(t)z0(t)− C(t)ϕ(t−∆)− f(t)
∣∣∣∣∣
∣∣∣∣∣
2
L2[∆,2∆]
→ min
для фиксированной матрицы Ψ0(t); при этом
F (δ0) =
∫ 2∆
∆
{
Φ0(t)δ0 +A(t)y
′
0(t)−B(t)y0(t)−C(t)ϕ(t−∆)− f(t)
}∗
×
{
Φ0(t)δ0 +A(t)y
′
0(t)−B(t)y0(t)−C(t)ϕ(t−∆)− f(t)
}
dt→ min;
здесь Φ0(t) := A(t)U
′
0(t)−B(t)U0(t). Необходимое условие минимиза-
ции функции F (δ0) приводит к уравнению
Γ
(
Ψ0(·)
)
δ0 =
∫ 2∆
∆
Φ∗0(t)
[
B(t)y0(t)+C(t)ϕ(t−∆)+f(t)−A(t)y′0(t)
]
dt,
разрешимому при условии
PΨ∗0
∫ 2∆
∆
Φ∗0(t)
[
B(t)y0(t+C(t)ϕ(t−∆))+f(t)−A(t)y′0(t)
]
dt = 0. (8)
Здесь
Γ
(
Ψ0(·)
)
:=
∫ 2∆
∆
Φ∗0(t)Φ0(t) dt,
кроме того:
PΨ∗0 := P[
Γ
(
Ψ0(·)
)]
∗ : Rν → N
[
Γ
(
Ψ∗0(·)
)]
– (ν × ν)-матрица-ортопроектор. Таким образом, при условии (8)
наилучшее по методу наименьших квадратов приближение к реше-
нию дифференциально-алгебраической системы (6) представимо в
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виде z†0(t) = y0(t) + U0(t)δ
†
0, t ∈ [∆, 2∆]; здесь
δ†0 =
[
Γ
(
Ψ0(·)
)]+
×
{∫ 2∆
∆
Φ∗0(t)
[
B(t)y0(t) + C(t)ϕ(t−∆) + f(t)−A(t)y′0(t)
]
dt
}
.
Приближение к решению (6), наилучшее по методу наименьших ква-
дратов, при t ∈ [2∆, 3∆] ищем в виде [15, 16] z†1(t) = Ψ1(t)γ1, γ1 ∈ Rν.
Из равенства Ψ1(2∆)γ1 = ϕ(2∆), при условии PΨ∗1(2∆)ϕ(2∆) = 0 на-
ходим γ†1 = Ψ
+
1 (2∆)ϕ(2∆) + PΨρ1 δ1; здесь δ1 ∈ Rρ1 , PΨ∗1(2∆) : Rn →
N(Ψ∗1(2∆)) – матрица-ортопроектор. Матрица PΨρ1 составлена из
ρ1 линейно независимых столбцов ортопроектора PΨ1(2∆) : R
ν →
N(Ψ1(2∆)). Таким образом, наилучшее по методу наименьших ква-
дратов приближение к решению дифференциально-алгебраической
системы (6) при t ∈ [2∆, 3∆] представимо в виде [15, 16] z†1(t) =
y1(t) + U1(t)δ1, t ∈ [2∆, 3∆], δ1 ∈ Rρ1 , где
y1(t) := Ψ1(t)Ψ
+
1 (2∆)ϕ(2∆), U1(t) := Ψ1(t)PΨρ1 .
Потребуем
F (δ1) :=
∣∣∣∣∣
∣∣∣∣∣A(t)z′1(t)−B(t)z1(t)−C(t)z†0(t−∆)− f(t)
∣∣∣∣∣
∣∣∣∣∣
2
L2[2∆,3∆]
→ min
для фиксированной матрицы Ψ1(t). Необходимое условие минимиза-
ции функции F (δ1) приводит к уравнению
Γ
(
Ψ1(·)
)
δ1 =
∫ 3∆
2∆
Φ∗1(t)
[
B(t)y1(t)+C(t)z
†
0(t−∆)+f(t)−A(t)y′1(t)
]
dt,
разрешимому при условии
PΨ∗1
∫ 3∆
2∆
Φ∗1(t)
[
B(t)y1(t+C(t)z
†
0(t−∆))+f(t)−A(t)y′1(t)
]
dt = 0. (9)
Здесь
Φ1(t) := A(t)U
′
1(t)−B(t)U1(t), Γ
(
Ψ1(·)
)
:=
∫ 3∆
2∆
Φ∗1(t)Φ1(t) dt,
кроме того:
PΨ∗1 := P[
Γ
(
Ψ1(·)
)]
∗ : Rν → N
[
Γ
(
Ψ1(·)
)]∗
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– (ν × ν)-матрица-ортопроектор. Таким образом, при условии (9)
наилучшее по методу наименьших квадратов приближение к реше-
нию дифференциально-алгебраической системы (6) представимо в
виде z†1(t) = y1(t) + U1(t)δ
†
1, t ∈ [2∆, 3∆]; здесь
δ†1 =
[
Γ
(
Ψ1(·)
)]+
×
{∫ 3∆
2∆
Φ∗1(t)
[
B(t)y1(t) + C(t)z
†
0(t−∆) + f(t)−A(t)y′1(t)
]
dt
}
.
Продолжая рассуждения, приходим к следующему утверждению.
Теорема 2. Для фиксированной матрицы Ψ(t) при условии
PΨ∗j ((j+1)∆)ϕ((j + 1)∆) = 0, j = 0, 1, . . . , q − 1,
PΨ∗j+1
{∫ (j+2)∆
(j+1)∆
Φ∗j+1(t)
×
[
B(t)yj+1(t+ C(t)z
†
j(t−∆)) + f(t)−A(t)y′j+1(t)
]
dt
}
= 0 (10)
наилучшее по методу наименьших квадратов решение
z†(t) ∈ C[0, T ], z†(t) ∈ C1
{
[0, T ] \ {k∆}I
}
, k = 1, 2, . . . , q
дифференциально-алгебраической системы (6) представимо в виде
z†(t) =

ϕ(t), t ∈ [0;∆],
z†1(t), t ∈ [∆; 2∆],
...... , ................. ,
z†q−1(t), t ∈ [T −∆;T ],
где
z†q−1(t) = yq−1(t) + Uq−1(t)δ
†
q−1;
yq−1(t) := Ψq−1(t)Ψ+q−1(q∆)ϕ(q∆), Uq−1(t) := Ψq−1(t)PΨρq−1 ;
здесь
δ†q−1 =
[
Γ
(
Ψq−1(·)
)]+{∫ T
T−∆
Φ∗q−1(t)
[
B(t)yq−1(t)
+C(t)z†q−2(t−∆) + f(t)−A(t)y′q−1(t)
]
dt
}
.
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Пример 4. Требованиям теоремы 2 удовлетворяет задача Коши
для дифференциально-алгебраической системы
A(t) z′(t) = B(t)z(t) +C(t)z(t− 1) + f(t), t ∈ [1, 3] (11)
с начальной функцией z(t) = ϕ(t), t ∈ [0, 1], где
A(t) :=
 0 0 00 0 0
1 0 0
 , C(t) := B(t) :=
 0 0 00 0 0
0 0 1
 ,
кроме того
ϕ(t) :=
(
1 0 1
)∗
, f(t) :=
(
0 0 t
)∗
.
Положим
Ψ0(t) := diag
(
ψ(t) ψ(t) ψ(t)
)
, ψ(t) :=
(
1 t t2
)
,
при этом условие PΨ∗0(∆)ϕ(∆) = 0, выполнено, при этом
y0(t) =
1
3
 1 + t+ t20
1 + t+ t2
 .
Условие (8) также выполнено; здесь
Γ
(
Ψ0(·)
)
=
1
60

980 −1240 0 0 −480 570
−1240 1580 0 0 630 −750
0 0 0 0 0 0
0 0 0 0 0 0
−480 630 0 0 282 −339
570 −750 0 0 −339 408
 ,
кроме того
PΨ∗0 =
1
38

9 9 0 0 −12 −6
9 9 0 0 −12 −6
0 0 38 0 0 0
0 0 0 38 0 0
−12 −12 0 0 16 8
−6 −6 0 0 8 4
 .
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Таким образом, наилучшее по методу наименьших квадратов прибли-
жение к решению дифференциально-алгебраической системы (11),
представимо в виде
z†0(t) =
 t2 + t− 10
t
 , t ∈ [1, 2].
Положим Ψ0(t) := Ψ1(t), при этом условие PΨ∗1(2∆)ϕ(2∆) = 0, выпол-
нено, при этом
y1(t) =
1
3
 5 (1 + 2 t+ 4 t2)0
2 + 4 t+ 8 t2
 .
Условие (8) также выполнено; здесь
Γ
(
Ψ1(·)
)
=
1
21

20 −2 −4 0 0 0 0 0 0
−2 17 −8 0 0 0 0 0 0
−4 −8 5 0 0 0 0 0 0
0 0 0 20 −2 −4 0 0 0
0 0 0 −2 17 −8 0 0 0
0 0 0 −4 −8 5 0 0 0
0 0 0 0 0 0 20 −2 −4
0 0 0 0 0 0 −2 17 −8
0 0 0 0 0 0 −4 −8 5

,
кроме того
PΨ∗1 =
1
158

36 54 0 0 −30 −24
54 81 0 0 −45 −36
0 0 158 0 0 0
0 0 0 158 0 0
−30 −45 0 0 25 20
−24 −36 0 0 20 16
 .
Таким образом, наилучшее по методу наименьших квадратов прибли-
жение к решению дифференциально-алгебраической системы (11),
представимо в виде
z†1(t) =
 −23 + 23 t+ 93 t20
102 + 28 t
 , t ∈ [2, 3].
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Предложенная в статье схема исследования дифференциально-
алгебраических краевых задач аналогично [7,13,14] может быть пере-
несена на матричные дифференциально-алгебраические краевые за-
дачи. С другой стороны, предложенная в статье схема исследования
дифференциально-алгебраических систем аналогично [17, 18] может
быть перенесена на дифференциально-алгебраические краевые зада-
чи в частных производных.
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