Cone-beam computed tomography (CBCT) is an indispensable method that reconstructs three dimensional (3D) images. CBCT employs a mathematical technique of reconstruction, which reveals the anatomy of the patient's body through the measurements of projections. The mathematical techniques employed in the reconstruction process are classified as; analytical, and iterative. The iterative reconstruction methods have been proven to be superior over the analytical methods, but due to their prolonged reconstruction time those methods are excluded from routine use in clinical applications. The aim of this research is to accelerate the iterative methods by performing the reconstruction process using a graphical processing unit (GPU). This method is tested on two iterative-reconstruction algorithms (IR), the algebraic reconstruction technique (ART), and the multiplicative algebraic reconstruction technique (MART). The results are compared against the traditional ART, and MART. A 3D test head phantom image is used in this research to demonstrate results of the proposed method on the reconstruction algorithms. The simulation results are executed using MATLAB (version R2018b) programming language and computer system with the following specifications: CPU core i7 (2.40 GHz) for the processing, with a NIVDIA GEFORCE GPU. Experimental results indicate, that this method reduces the reconstruction time for the iterative algorithms.
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Introduction
Computed tomography (CT) was first introduced in the early 1970s. It was formerly known as computed axial tomography commonly known as (CAT) scanning; the word computed was incorporated in the description to signify the key role of the computer in the improvement of this technology [1] . Traditional X-ray radiography produces a two-dimensional (2D) figure from the three-dimensional (3D) body. CT has revolutionized radiology by acquiring thin slices of the scanned object in a non-invasive manner via an X-ray beam rotating around the object, thus constructing sliced images of every cross-section [2] .
CBCT is considered to be an efficient, prompt, and safer modified-version of the traditional CT scanner, since the scanner size, the dose of radiation and the scanning time are all minimized significantly. The first generation of CBCT scanners was first introduced in 1982. In CBCT a cone-shaped X-ray beam source is utilized, along with a detector unit that is formed as a screen as shown in Fig. 1 [3] . These CT systems are capable of reconstructing 3D images. The scanning process is completed in a single (360 0 ) degrees rotation, in which the radiation source and the opposite side detector are rotated about the scanned object [4] . The foremost challenge in CT imaging is the reconstruction of images from the acquired set of projections [5] . There are two major approaches to CT image reconstruction; analytical and iterative. The analytical approach is commonly defined by the filtered back projection algorithm (FBP). This approach filters the acquired set of projections then back projects the filtered projections onto the reconstruction grid, this algorithm produces 2D images. However, the iterative reconstruction (IR) approach produces 2D and 3D images, it branches into a wide variety of algorithms, for example; the algebraic reconstruction technique (ART), the multiplicative algebraic reconstruction technique (MART), the simultaneous algebraic reconstruction technique (SART), the simultaneous iterative reconstruction technique (SIRT), and many more. These algorithms start with an initial guess of the scanned object. This initial guess is then updated and corrected many times according to the acquired projection data, and depending on the number of iterations as well as on the type of the utilized algorithm, which makes the iterative approach more demanding in the computational power because of the large number of calculations it requires [6] . Marie-Louise Aurumskjöld [7] evaluated and optimized IR methods in CT regarding image quality and radiation dose. The author included a combination of studies on phantoms and patients, and showed that IR algorithms have different strengths and weaknesses, but the important conclusion in this work is that all vendors' IR algorithms improve image quality. Dejian Qiu, and Euclid Seeram [8] purposed a review to ascertain if there is a general agreement that IR algorithms reduce radiation dose and improve image quality in CT in comparison with the analytical reconstruction algorithms. The authors found that the use of IR algorithms reduces objective image noise, and sustains spatial resolution, even when the dose is reduced. Fang Xu, and Klaus Mueller [9] illustrated how graphical processing units (GPUs) could be utilized to perform 3D analytical and iterative image reconstruction algorithms. The techniques presented in this paper established that the recent revolution in PC graphics board technology has immense potential for CT. Tessa Van Hemelryck et al. [10] utilized three eminent iterative techniques ART, SART and SIRT. The algorithms implementations and calculations were carried out in MATLAB and on a GPU. Xing Zhao, Jing-jing Hu, and Peng Zhang [11] , explored and executed a GPU based 3D CBCT image reconstruction algorithm for a large volume of data. Claudia de Molina et al. [12] proposed a GPU-accelerated iterative reconstruction for limited-data in CBCT systems. Tomás Antonio Valencia Pérez et al. [13] employed a GPU to reconstruct the Shepp-Logan phantom image. The results showed that, an acceptable image reconstruction was completed faster than the traditional reconstruction methods. Ander Biguri [14] utilized the GPU in the reconstruction of 2D CT images. Yi Du et al. [15] proposed a GPU acceleration method for calculating voxel-driven forward projections in cone-beam CT.
The experimental results demonstrate its effectiveness and efficiency in handling the inter-thread interference problem.
In this research; the 3D reconstruction process of two iterative algorithms ART, and MART is optimized by utilizing a GPU unit, the obtained results are compared with the traditional algorithms before applying the acceleration approach.
Iterative CBCT image Reconstruction
The iterative reconstruction process is considered as a "closed loop" approach in which every loop is called an iteration, which compares the simulated projections with the calculated projections, and then back-projections the recorded data inconsistencies between them. The data inconsistencies are employed to correct the initial guess image [14] . Iterative methods improve the quality of the image when it is NJES 22(4)307-314, 2019 Khazal & Ali not feasible or when the number of acquired projections is diminutive. Also, this approach accomplishes an improved image when the projections are not distributed evenly around the scan trajectory [16] .
The iterative reconstruction algorithms are employed to provide a solution for a system of linear equations, or a minimization to an objective function. Elucidating a system of linear equations is achieved through the discretization of the image into a grid of 2D pixels or 3D voxels (volumetric pixels) for 3D images, as described in Fig. 2 [5] , [6] . Where = [ 1 , 2 , . . . , 9 ] , = [ 1 , 2 , . . . , 9 ] , and ( ) is the coefficient matrix of the system. If the inverse matrix ( −1 ) of ( ) exists, the reconstructed image is given by Eq.
The significant size of the matrix ( ) prevents its storage in a computer system, so this matrix is created in a row by row manner only. Any iterative method that modifies ( ) couldn't be utilized. Instead methods that employ matrix ( ) and its transposed matrix ( −1 ) are used [6] . Mathematically this means that all iterative reconstruction (IR) algorithms evaluate the reconstruction process starting with the first estimate of the image ( ), which is assumed to be zeros, this value is updated in a manner that relies on the IR algorithm employed.
The conjecture of IR algorithms is founded on six important stages that are shown in Fig. 3 . Those steps follow the CT projection measurements; the first step is to generate an initial guess image, then the simulated projections are generated. The next step compares the simulated projection data with the projections measured from the CT scanner. If any discrepancies occur, the estimated image is corrected based on update equation of the utilized IR algorithm. This process of correcting the image is replicated, until the satisfaction of a condition that was predefined by the algorithm. The final image is generated when that condition is gratified [17] .
Figure (3):
The basic steps of IR algorithms [18] .
A. ART Algorithm
The principle of the ART algorithm (also known as the Kaczmarz algorithm) is to correct the estimated image, and satisfy one equation at a time [6] . Historically, the ART algorithm was the first algorithm applied in CT. The execution of this algorithm is processed one projection ray at a time, the reconstructed image is modified after each ray is measured.
ART algorithm function by using the information of only one beam sum (i.e. projection ray) at a time as shown in Fig. 4 . This algorithm begins with an estimate of the scanned object. This estimate is modified by considering the sum of the voxels along a straight ray, this sum is then compared with the measured projections for that ray. The difference between the calculated projections obtained from the image estimate and the projections measured from the passing X-ray beam, is used to update the initial image. Therefore, ART is occasionally titled the rayby-ray reconstruction method [19] . Figure 4 shows a projection beam ( ) of width ( ), passing through the tissue. The pixel size is given by ( ). The weight ( ) is thus determined by Eq. (4) [19] .
Figure (4):
Demonstration of a single beam sum passing through an object [19] .
The method of image reconstruction using the ART algorithm is sum up in the following steps [19]:
1. An initial guess image ( ) is suggested.
The initial guess image is corrected by employing
Eq. (5) [6]:
In this equation ( ) is the relaxation parameter, which is usually chosen to be (1), ( ) are the measured projections, and ( ) is the contribution factor of the matrix along the th ray. ‖ ‖ 2 = ∑ 2 Is the squared sum of the "contribution factors" for the th ray. 3. The previous steps are repeated starting from the second step, depending on the number of iterations.
B. MART Algorithm
MART algorithm is an iterative reconstruction technique. This algorithm is capable of constructing a 3D image using a large number of linear equations. MART algorithm is similar to the ART algorithm, but it differs in the correction stage which is multiplicative. This means that it is implemented using an initial guess image with any value other than zero. The MART technique includes a multiplicative update to the voxel intensity generated from the previous iteration, based on the fraction of the measured projections, and the calculated projections.
The distinctive quality of the MART algorithm is its non-negativity. If the estimated image does not enclose pixels or voxels with a negative value, the reconstructed image will never be negative [6] . Many studies reveal that this reconstruction approach is faster, more flexible, and more accurate than the ART algorithm, especially when the number of projections is limited [20] . MART is considered to be a row-action algorithm, as expressed by Eq. (6) [21] .
= * ( ) … (6)
The parameters in this equation are similar to Eq. (5) of the ART algorithm. The initial guess image must start with any value other than (0), if the measured projection is equal to zero, then all of the voxels that were measured by the rays will be set to zero, indicating that none of them contribute to the ray sum.
The Graphical Processing Unit
GPUs are categorized as a vastly multi-thread, multi core parallel processor with a remarkable floating-point processing ability. GPUs are employed in iterative reconstruction processing because the step with the most time exhaustion in these algorithms, is the multiplication of the matrix-vector. In GPUs, the vast number of pixels and detector data could be processed in a parallel manner, which makes their processing much faster than in CPUs. The employment of GPUs in medical image processing has been significantly augmented in the recent years because, GPUs have become more dominant. Medical imaging, often utilize techniques that include repetitive computations performed on substantial multi-dimensional sets of data that are well suited for the parallel processing capabilities of GPUs. These imaging techniques use graphics cards that utilizes the processing characteristics of the CPU and the GPU. The CPU is used to execute the sequential portion of the algorithm, and the most "expensive" portion of the calculation is carried out on the GPU as shown in Fig. 5 [13] and [21] . This figure shows that GPUs are capable of processing large sets of pixels, and projection data in a parallel manner. This parallel process is an operational mode in which a procedure is divided into portions that are simultaneously executed on different processors connected to the same computer, thus processing them much faster than CPUs. The algorithm will execute prompter because it is employing the accelerated performance of the GPU to the process [13] .
Computer Simulation of the Accelerated Reconstruction Algorithms
In this research the reconstruction time of two types of iterative reconstruction algorithms: ART, and MART, is reduced by; executing these algorithms using a NIVIDIA GEFORCE GPU. This work is simulated using MATLAB. The following steps are employed to implement this work: 1. A 3D shepp logan head phantom which mimics all the possible interactions between brain tissues as close to the human body as possible. So, it is suitable for the simulation of the reconstruction process of a 3D CBCT scanner, is presented in Fig. 6 [22] . This phantom is generated to be used as an input test image to represent all the possible cases that could occur in the CBCT imaging of a human head.
2.
Projections of the 3D segmented image are measured. Using a GPU to reduce the projection measuring time.
3. An initial guess image is generated, to be used for the iterative reconstruction process. The size of the generated image is the same size as the input test image. 4. The relaxation parameter ( ) is specified, and the number of iterations for the iterative reconstruction process. 5. The calculated projections for the initial guess image are stimulated. 6. Iterative reconstruction processes of the ART, and MART algorithms are performed separately. Those algorithms start by comparing the calculated and the measured projections to obtain the correction, which is then used to update the initial guess image. 7. The process of iterative reconstruction will update the image of each algorithm depending on the number of iterations specified by step (5) . 
Simulation Results
The prolonged reconstruction time of the iterative algorithms is one of the major drawbacks that prohibits the application of this approach in medical image reconstruction despite its greater advantages over the analytical approach. The results of the simulation of the accelerated algorithms are executed using MATLAB (version R2018b) programming language and computer system with the following specifications: CPU core i7 (2.40 GHz) for the processing, with a NIVDIA GEFORCE graphical processing unit (GPU).
The results of the simulation, employed the proposed 3D shepp-logan head phantom, to test and carry out the simulated algorithms. This phantom is generated using a user defined matrix, the matrix rows signify ellipsoids in the image. The matrix is used to create a phantom that consists of (10) columns, each containing a special parameter for the ellipsoids. Fig. 7 shows three views of a (256 x 256) 3D shepp-logan head phantom, the middle slice (slice number 128) is shown. Illustration of the three views in Fig.7 , represents a slice taken from three different views, as shown in Fig.8 . This figure shows the slice planes of the phantom along each axis (x, y, and z). The simulation process of the ART algorithm is based on the iteration loop that begins with the first iteration, and ends when the chosen number of iterations which is (300) is completed. This number is chosen because it generates an image with a good quality while sustaining an acceptable reconstruction time. Choosing a value higher than (300) does not alter the image quality that much, but it will have an effect on the reconstruction time. Each iteration will update the initial guess image according to Eq. (5). The simulation of this equation is accelerated by utilizing the GPU. The reconstructed phantom image using ART is demonstrated in Fig. 9 . The reconstruction time yielded from accelerating this algorithm is demonstrated in table 1. This table shows that our approach of utilizing a GPU in the reconstruction process has noticeably accelerated the process time of the ART algorithm.
The reconstruction time of the MART algorithm is also accelerated using a GPU, each iteration updates the initial guess image in a multiplicative manner as shown by Eq.
. Simulating the accelerated MART algorithm yielded a reconstruction time that is shown in table 2. The reconstructed phantom image of the accelerated MART algorithm simulation is shown in Fig. 10 . 
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The results in table 2 shows that this acceleration approach reduced the reconstruction time of the MART algorithm as well.
Conclusions
The proposed method performed in this research could be employed in the reconstruction of 3D CBCT images. This method is utilized to aid the reconstruction process of iterative algorithms by reducing their reconstruction time. The main conclusions that could be drawn from the implementation of the suggested method that is founded on the use of a GPU, when employed to the iterative, ART, and MART algorithms are surmised as follows: 1. Simulating the proposed acceleration method on the iterative ART algorithm reduced the reconstruction time by (17.517%) in comparison to the traditional ART algorithm. 2. Accelerating the MART algorithm by using the suggested technique reduced the reconstruction time by (16.6702%). 3. The MART algorithm exhibited that it was faster than the, ART algorithm.
This approach could be further supported by testing it on another iterative reconstruction algorithm. The quest for faster reconstruction of iterative CBCT images could be further improved by suggesting alternative approaches such as reducing the number of the reconstructed pixels, or by employing an analytical and iterative reconstruction process which is known as a hybrid algorithm to further reduce the reconstruction time. 
