Abstract. Matrix pencils under the strict equivalence and matrix pairs under the state feedback equivalence are considered. It is known that a matrix pencil (or a matrix pair) smoothly dependent on parameters can be reduced locally to a special typically more simple form, called the versal deformation, by a smooth change of parameters and a strict equivalence (or feedback equivalence) transformation. We suggest an explicit recurrent procedure for finding the change of parameters and equivalence transformation in the reduction of a given family of matrix pencils (or matrix pairs) to the versal deformation. As an application, this procedure is applied to the analysis of the uncontrollability set in the space of parameters for a one-input linear dynamical system. Explicit formulae for a tangent plane to the uncontrollability set at its regular point and the perturbation of the uncontrollable mode are derived. A physical example is given and studied in detail.
1. Introduction. The Arnold technique of constructing a local canonical form, called versal deformation, of a differentiable family of square matrices under conjugation [1, 2] has been generalized by several authors to matrix pencils under the strict equivalence [4, 10] , pairs or triples of matrices under the action of the general linear group [18] , pairs of matrices under the feedback similarity [6] , and triples or quadruples of matrices representing linear dynamical systems under the equivalence derived from standard transformations (the change of basis in state, input, and output spaces, state feedback, and output injection) [8, 9] . Versal deformations provide a special parametrization of matrix spaces, which can be effectively applied to perturbation analysis and investigation of complicated objects like singularities and bifurcations in multiparameter dynamical systems [1, 2, 3, 4, 5, 12, 14, 15] .
The general notion of versality is the following. Let M be a differential manifold with the equivalence relation defined by the action of a Lie group G. The G-action is described by the mapping x −→ g • x, where x, g • x ∈ M and g ∈ G. The classical example is the space of square complex matrices M = M m×m (C) with the Lie group G = GL(m, C) determining the similarity transformation (the change of basis) A −→ C −1 AC, where A ∈ M m×m (C) and C ∈ GL(m, C). Let us consider a smooth mapping x : U 0 −→ M, where U 0 is a neighborhood of the origin of the space F ; F stands for the space of real or complex numbers. The mapping x(γ) is called a deformation of x 0 = x(0) with the parameter vector γ ∈ F . Introducing a change of parameters φ : U 0 −→ U 0 , where U 0 is a neighborhood of the origin in The theorem given by Arnold [1, 2] says that the deformation x(γ) of x 0 is versal if and only if it is transversal to the orbit of x 0 under the action of G. This theorem reduces the problem of finding a versal deformation to solving a specific linear equation determined by x 0 . This method allows finding versal deformations x(γ) having simple form, which can be treated as local canonical forms. For the reduction of a given deformation z(ξ) to this form, one needs to find the change of parameters γ = φ(ξ) and the equivalence transformation g(ξ) smoothly depending on ξ, which satisfy locally equality (1.1).
In this paper versal deformations of matrix pencils under the strict equivalence and pairs of matrices under the feedback equivalence are considered. The method of finding the change of basis γ = φ(ξ) and the equivalence transformation g(ξ), which reduce a given deformation z(ξ) to the versal deformation, is developed. The mappings φ(ξ) and g(ξ) are represented in the form of Taylor series, whose coefficients are found from the explicit recurrent procedure. This approach is the generalization to these particular cases of the one presented by Mailybaev [12, 13] for spaces of square matrices under conjugation; see also [5, 17] for related problems.
A pair of matrices (F, G) ∈ M m×m (R) × M m×n (R) determines the linear dynamical systemψ = F ψ + Gν with the state vector ψ ∈ R m and input vector ν ∈ R n . The controllability of this system (the possibility of reaching any state ψ by choosing an appropriate input vector ν(t)) is an invariant property under the feedback equivalence transformation. Using this fact, we apply the method presented in this paper to study the uncontrollability set of a multiparameter one-input linear dynamical system. As a result, explicit formulae for the tangent plane to the uncontrollability set at its regular point and the perturbation of the uncontrollable mode (the generalized eigenvalue) are derived. Note that this approach provides a simple and systematic way for the perturbation analysis of the uncontrollability set, while the classical controllability condition related to the rank of a certain matrix (called the controllability matrix) is difficult to use for multiparameter perturbation analysis.
The organization of the paper is as follows. In section 2 the case of matrix pencils under the strict equivalence is considered. The local structure of the orbit and stabilizer of a matrix pencil is described by a specific linear function (differential of the equivalence transformation mapping) and its adjoint. Using this information, a versal deformation x(γ) is determined. Then the change of basis γ = φ(ξ) and the equivalence transformation g(ξ) for the reduction of a given deformation z(ξ) to this versal deformation are found in the form of Taylor series. Section 3 studies the case of pairs of matrices under the feedback equivalence. In section 4 the obtained results are applied to the perturbation analysis of the uncontrollability set for a one-input linear dynamical system dependent on parameters. A physical example is given and studied in detail. The conclusion discusses applicability issues of the presented method and its importance for the versal deformation theory.
Matrix pencils and their deformations.
Let us consider a space of matrix pencils M = {A − λB | A, B ∈ M m×n (F)}, where M m×n (F) is a set of m × n matrices with real or complex elements, F ∈ {R, C}. In this space we consider the following equivalence relation [7] : two pencils A 1 − λB 1 and A 2 − λB 2 are (strict) equivalent if and only if
for some nonsingular square matrices P ∈ Gl(m; F), Q ∈ Gl(n; F).
Equivalence as a Lie group action.
Equivalence relation (2.1) may be seen as induced by the action of a Lie group G = {(P, Q) | P ∈ Gl(m; F), Q ∈ Gl(n; F)}. Using the short notation g = (P, Q) ∈ G and x = A − λB ∈ M, we define multiplication in G, action of the group G, and equivalence condition (2.1) as follows:
Multiplication in the group corresponds to successive equivalence transformations:
The unit element of G has the form e = (I m , I n ), where I m and I n are the identity matrices. Let us fix a pencil x 0 = A 0 − λB 0 ∈ M and define the mapping
The equivalence class of the pencil x 0 with respect to the action of G is the range of the function f x0 . It is called the orbit of x 0 and denoted by
The stabilizer of x 0 under the G-action is a null-space of the function f x0 − x 0 . We denote it by
The mapping f x0 is differentiable, and O(x 0 ) and S(x 0 ) are smooth submanifolds of M and G, respectively.
Let us use the notation T e G for a tangent space to the manifold G at the unit element e. Since G is an open subset of M m×m (F) × M n×n (F), we have
and, since M is a linear space,
The Euclidean scalar products in the spaces M and T e G considered in this paper are defined as follows: where A * denotes the conjugate transpose of a matrix A. Let df x0 : T e G −→ M be the differential of f x0 at the unit element e. Using expressions (2.2) and (2.3), we find [4] 
The adjoint linear mapping df *
Using expressions (2.6) and (2.7) in (2.8), it is straightforward to find 
Proof. Assertions 1 and 3 follow from (2.4), (2.5) , and the definition of df x0 as the differential of the function f x0 at e. Then assertions 2 and 4 follow from properties of the adjoint function df * x0 [7] . Corollary 2.2. The mappings df x0 and df * x0 define one-to-one correspondences between the subspaces T x0 O(x 0 ) and (T e S(x 0 )) ⊥ :
Example 2. According to Theorem 2.1, the elements z ∈ (T x0 O(x 0 )) ⊥ can be found by solving the linear system df * x0 (z) = 0 with df * x0 given by expression (2.9). As a result, we obtain a general element of (T x0 O(x 0 )) ⊥ in the form 
Finally, we obtain elements of the space T e S(x 0 ) from the equation df x0 (y) = 0 as follows:
where ν 1 , . . . , ν 5 ∈ F are arbitrary; dim T e S(x 0 ) = 5.
Versal deformation.
Let U 0 be a neighborhood of the origin of F . A deformation x(γ) of x 0 is a smooth mapping
is the parameter vector, can be represented in some neighborhood of the origin in the following form:
where φ : U 0 −→ F and g : U 0 −→ G are differentiable mappings such that φ(0) = 0 and g(0) = e. Expression (2.15) means that any deformation z(ξ) of x 0 can be obtained from the versal deformation x(γ) of x 0 by an appropriate smooth change of parameters γ = φ(ξ) and equivalence transformation g(ξ) smoothly dependent on parameters. The versal deformation with minimal possible number of parameters is called miniversal.
The following result, proved by Arnold [1, 2] for Gl(n; C) acting on M n×n (C), and generalized by Tannenbaum [18] for a Lie group acting on a complex manifold, provides the relation between the versal deformation of x 0 and the local structure of the orbit and stabilizer of x 0 . Theorem 2.3.
A deformation x(γ) of x 0 is versal if and only if it is transversal to the orbit
O(x 0 ) at x 0 .
The minimal number of parameters of a versal deformation is equal to the codimension of the orbit of
x 0 in M, = codim O(x 0 ).
If x(γ) is a miniversal deformation and values of the mapping g(ξ)
are restricted to belong to a smooth submanifold R ⊂ G, which is transversal to S(x 0 ) at e and has the minimal dimension dim R = codim S(x 0 ), then the mappings φ(ξ) and g(ξ) in representation (2.15) are uniquely determined by z(ξ). Note that the third assertion of Theorem 2.3 was not explicitly stated in [1, 2, 18] but proved in the proof of the corresponding theorem.
Let us denote by 
Corollary 2.4. The deformation
is a miniversal deformation. The functions φ(ξ) and g(ξ) in the versal deformation reduction (2.15) are uniquely determined if the mapping g(ξ) is taken in the form
If we take c i = n i , i = 1, . . . , , in (2.16), then the corresponding miniversal deformation is called orthogonal.
If the pencil x 0 = A 0 − λB 0 is reduced to the Kronecker canonical form (this is not a restriction because of the homogeneity of the orbit), it is possible to write down explicitly the bases {c 1 [4, 10] .
Example 2.2. Let us consider a matrix pencil (2.10). The matrix pencils n i , t j and matrix pairs r j can be obtained from (2.11), (2.12), and (2.13), respectively, by taking γ i = µ j = 1 and zeros for other variables. Using the explicit form of the tangent space T x0 O(x 0 ) given in (2.12), we can choose a basis {c 1 , . . . , c }, = 4, of a complementary subspace (T x0 O(x 0 )) c such that every c i has exactly one nonzero element. This will give us a simplest miniversal deformation, for example,
Reduction to miniversal deformation.
Let us assume that the pencil x 0 and its miniversal deformation x(γ) in the form (2.16) are given. To reduce an arbitrary deformation z(ξ) of x 0 to the miniversal deformation, we need to find smooth mappings φ(ξ) and g(ξ) satisfying relation (2.15) . Recall that these mappings are unique if g(ξ) is taken in the form (2.17). Since these mappings are determined in the neighborhood of the origin ξ = 0, they can be represented in Taylor series form.
Let h = (h 1 , . . . , h k ) be a vector with nonnegative integer components h i ∈ Z + . We will use the conventional notation
where derivatives are evaluated at ξ = 0; the derivative of zero order denotes the function value at zero, i.e., φ (0) = φ(0). Using expression (2.17), we can write the Taylor series for the mappings φ(ξ) and g(ξ) as
where φ (0) = 0 and µ (0) j = 0; ξ is the norm in the parameter space F k . Therefore, to find the transformation functions φ(ξ) and g(ξ), we need to determine the derivatives
The following theorem provides explicit recurrent formulae for calculation of these derivatives up to an arbitrary order |h|. . . .
where Z and W are nonsingular × and d × d matrices with the elements z ij = c j , n i 1 and
Proof. Using the notation x = A − λB, g = (P, Q), and z = X − λY , we can write expression (2.15) in the form
Multiplying (2.24) by P (ξ) from left and collecting all terms at the left-hand side, we obtain
Taking the derivative of order h of (2.25) and using the Leibniz formula for differentiation of a function product, we get 
where the linear mapping df x0 is defined in (2.7).
Equality (2.27) represents a system of linear equations with respect to +d = 2mn unknowns φ
d . The solution of (2.27) exists if and only if its right-hand side belongs to Im df x0 = T x0 O(x 0 ). Hence, the right-hand side has to be orthogonal to every pencil from the basis {n 1 , . . . , n } of (T x0 O(x 0 )) ⊥ . This condition, written in the matrix form, yields 
The solution of this system gives expression (2.20) of the theorem.
To determine values of the derivatives µ
d , we take the scalar product of (2.27) and t i . For the left-hand side this yields
, we obtain the following system of linear equations:
The solution of (2.30) gives expression (2.21) of the theorem.
Note that for evaluation of derivatives φ bases {c 1 , . . . , c }, {n 1 , . . . , n }, {t 1 , . . . , t d }, and  {r 1 , . . . , r d } such that c j , n i 1 = 0 and df x0 (r j ), t i 1 = 0 for i = j.
Note that the orthogonal miniversal deformation, represented by the orthonormal basis {n 1 , . . . , n } of (T x0 O(x 0 )) ⊥ , keeps the metric information in the normal direction to the orbit O(x 0 ). This deformation is useful for the numerical problem of computation of a Kronecker canonical form [4] . In many applications, a metric based on properties of the underlying system is defined in the parameter space rather than in the whole space of matrix pencils. Computation on the mapping γ = φ(ξ) connecting the parameter spaces allows us to keep the metric information of the original parameter space and transfer this metric into the parameter space of the miniversal deformation. Theorem 2.5 can be used with an arbitrary versal deformation satisfying the requirements of each particular problem.
As noted by Arnold [1, 2] , a miniversal deformation can be chosen in a simple form, which makes it convenient for applications. To avoid numerical instability in transformation to the miniversal deformation, the angle between the image of the miniversal deformation x(γ) and the tangent space to the orbit T x0 O(x 0 ) should not be small, i.e., the transversality condition of Theorem 2.3 should not be affected by numerical uncertainties and round-off. pencils c 1 , . . . , c 4 , n 1 , . . . , n 4 , t 1 , . . . , t 20 and pairs r 1 , . . . , r 20 , constructed in Examples 2.1, 2.2, and applying Theorem 2.5, we find
These expressions determine the change of parameters γ = φ(ξ) and equivalence transformation g(ξ) in the reduction of z(ξ) to the miniversal deformation (2.18).
Pairs of matrices under the feedback equivalence. In this section we consider the space of pairs of matrices
Each pair x = (F, G) ∈ M represents the time-invariant linear dynamical systeṁ ψ = F ψ + Gν, ψ ∈ F m , with the input vector ν ∈ F n . The change of basis in the state and input spaces and feedback operation in this system induce an equivalence relation in the space M as follows: two pairs of matrices x 1 = (F 1 , G 1 ) and x 2 = (F 2 , G 2 ) are called feedback equivalent if and only if there exist matrices P ∈ Gl(m; F), R ∈ Gl(n; F), and S ∈ M n×m (F) such that [16] 
The feedback equivalence transformation may be seen as the action of the Lie group
with the multiplication of elements g 1 , g 2 ∈ G determined by the expression
The unit element of the group G is e = (I m , I n , 0). We will use the short notation
Given a pair of matrices x = (F, G) ∈ M and a triple g = (P, R, S) ∈ G, we can associate a matrix pencil x ∈ M of dimension m × (m + n) and a pair g from the corresponding Lie group G in the following manner:
It is easy to see that x 2 = g • x 1 (the pairs x 1 and x 2 are feedback equivalent) if and only if x 2 = g • x 1 (the associated matrix pencils x 1 and x 2 are strict equivalent) [11] . Hence, M and G can be seen as the subspace of M and subgroup of G, respectively. Note that the subspace M ⊂ M is not invariant under the action of the Lie group G defined over the space of matrix pencils.
Orbit and stabilizer. Let us fix some pair of matrices
Then the orbit O(x 0 ) and stabilizer S(x 0 ) of the pair x 0 are defined as follows:
The sets O(x 0 ) and S(x 0 ) are differentiable submanifolds of M and G, respectively. Note that under relations (3.5) we have
, the tangent space T e G to the manifold G at the unit element e is
Since M is a linear space, T x0 M = M. We consider Euclidean scalar products in M and T e G having the form
where
Let d f x0 : T e G −→ M be the differential of f x0 at the unit element e. Using (3.2), it can be shown [6] that (3.11) where z = (X, Y ) ∈ M.
Analogously to Theorem 2.1, the mappings d f x0 and d f * x0 provide the following description for the tangent spaces T x0 O(x 0 ), T e S(x 0 ) and their normal complements.
Theorem 3.1. The tangent spaces to the orbit and stabilizer of the pair of matrices x 0 and corresponding normal complementary subspaces can be found in the following form: 
where µ 1 , . . . , µ 8 ∈ F are arbitrary and dim T x0 O(x 0 ) = 8. Then, by Theorem 3.1, dim(T e S(x 0 )) ⊥ = 8 and elements y = (U, V, W ) of (T e S(x 0 )) Note that under relation (3.5), the matrix pencil corresponding to pair (3.12) is equivalent to matrix pencil (2.10) considered in Example 2.1. Dimensions of the tangent space to the stabilizer and normal complement of the tangent space to the orbit are the same for the cases of matrix pairs and matrix pencils. But dimensions of the tangent space to the orbit and the normal complement of the tangent space to the stabilizer are smaller in the case of matrix pairs. 
Versal deformation. Let us consider a deformation
x(γ) of x 0 ∈ M in the form x(γ) = x 0 + i=1 c i γ i ,(U 0 ⊂ F k in the form z(ξ) = g(ξ) • x(φ(ξ)),
. The functions φ(ξ) and g(ξ) are uniquely determined by the deformation z(ξ) if g(ξ) is taken in the form
r j µ j (ξ), (3.19) where µ j (ξ) are smooth functions in F such that µ j (0) = 0, j = 1, . . . , d, and
} is a basis of (T e S(x 0 )) ⊥ , and, vice versa, if {r 1 , . . . , r d } is a basis of (T e S(x 0 ))
For pairs of matrices, reduced to the Brunovsky canonical form, explicit expressions for the bases {c 1 , . . . , c } and {n 1 , . . . , n } may be found in [6] .
Example 3.2. Let x 0 = (F 0 , G 0 ) be the pair of matrices considered in Example 3.1. Using explicit form of the tangent space T x0 O(x 0 ) given in (3.14), we can choose a basis {c 1 , . . . , c 4 } of the complementary space (T x0 O(x 0 )) c such that every c i has exactly one nonzero element. For example, we can choose the miniversal deformation in the form
3.3. Reduction to miniversal deformation. Let x 0 and x(γ) be a pair of matrices and its miniversal deformation. In order to reduce a given deformation z(ξ) of x 0 to the miniversal deformation, we need to find the smooth mappings φ(ξ) and g(ξ) satisfying (3.18). These mappings can be found in Taylor series form: . . . 
respectively. The pair of matrices s h ∈ M has the form
The mapping α : M × T e G × M −→ M is defined as follows:
Analogously to the case of matrix pencils, in order to simplify the calculations we can choose the bases {c 1 , . . . , c }, {n 1 , . . . , n }, {t 1 , . . . , t d }, and {r 1 , . . . , r d } in such a way that c j , n i 1 = 0 and d f x0 (r j ), t i 1 = 0 for i = j, which implies that Z and W are diagonal matrices. Example 3.3. Let us consider the following two-parameter deformation z(ξ), ξ = (ξ 1 , ξ 2 ), of the pair of matrices x 0 = (F 0 , G 0 ) considered in Example 3.1:
Using the bases {c 1 , . . . , c 4 }, {n 1 , . . . , n 4 }, {t 1 , . . . , t 8 }, and {r 1 , . . . , r 8 } constructed in Examples 3.1, 3.2 and applying Theorem 3.3, we find 4. Local analysis of the uncontrollability set for one-input systems. Let us consider a pair of real matrices z = (F, G) ∈ M with n = 1 and arbitrary m. This pair corresponds to the system of differential equationṡ
with m-dimensional state vector ψ ∈ R m and one input variable ν ∈ R. System (4.1) is called controllable if it is possible to construct a control signal ν(t) that will transfer an initial state to any final state in finite time [16] . The pair z = (F, G) corresponding to such a system is called controllable. The well-known criterion for controllability says that the pair z is controllable if and only if the controllability matrix
For one-input systems, i.e., when the matrix G has dimension m × 1, this criterion takes the form
Let us consider a family of matrix pairs z(ξ) = (F (ξ), G(ξ)) with the parameter vector ξ ∈ R k . The set of values of the parameter vector ξ such that the pair z(ξ) is uncontrollable is called the uncontrollability set and will be denoted by N = {ξ ∈ R k | rank C(ξ) < m}. Let us assume that the pair z(ξ) is uncontrollable at some point ξ 0 ∈ N. We are going to analyze the structure of the uncontrollability set in the neighborhood of this point. Due to the complicated entry of elements of the matrices F and G into the controllability matrix, it is difficult to use the controllability condition (4.3) for analytical analysis of the set N . Using reduction of the family z(ξ) to the miniversal deformation, this analysis can be carried out in a more simple and systematic way, as shown below.
The matrix pair z 0 = z(ξ 0 ) can be reduced to the Brunovsky canonical form z 0 = g 0 • z 0 by the state feedback transformation g 0 ∈ G [11, 16] . Let us consider the case when the Brunovsky form z 0 is as follows:
where σ 0 ∈ R is an arbitrary number called the uncontrollable mode or the generalized eigenvalue. In the generic (typical) case, the parameter vectors ξ, corresponding to the matrix pairs z(ξ) having Brunovsky form (4.4), represent typical elements of the uncontrollability set N and form a codimension 1 smooth submanifold of R k . Uncontrollable matrix pairs having different Brunovsky structures form submanifolds of higher codimensions [6] . The following proposition gives explicit formulae for the tangent plane to the uncontrollability set N at ξ 0 and the first approximation of the uncontrollable mode. 
Proof. Without loss of generality, we can take ξ 0 = 0. Let us consider the family z(ξ) = g 0 • z(ξ), which is a deformation of the matrix z 0 = g 0 • z 0 given by (4.4). The deformation z(ξ) can be reduced to the orthogonal miniversal deformation of z 0 having the form [6] 
where γ = (γ 1 , γ 2 ). Since the controllability property is invariant under the feedback group action [16] , the controllability of the pair z(ξ) is equivalent to the controllability of the pair x(φ(ξ)), where γ = φ(ξ) represents the change of parameters in the reduction of z(ξ) to the miniversal deformation x(γ). Applying the criterion of controllability (4.2) to matrix pair (4.8), we conclude that for small γ the pair x(γ) is controllable if and only if γ 1 = 0. Hence, the uncontrollability set in the vicinity of ξ 0 is determined by the equation γ 1 = φ 1 (ξ) = 0. If γ 1 = 0, then we find the uncontrollable mode σ = σ 0 + γ 2 = σ 0 + φ 2 (ξ).
Using formula (3.22) of Theorem 3.3 and taking into account that the matrix Z is diagonal, we find 9) where derivatives are taken at ξ 0 , the pair n 1 was found from the orthogonal miniversal deformation (4.8) as a coefficient corresponding to γ 1 , and F mj , G m1 denote the (m, j)th and (m, 1)th elements of the matrices (
Substitution of (4.10) into (4.9) yields
Hence, using the notation of (4.5), we find the gradient vector of the function φ 1 (ξ) at ξ 0 in the form
If η = 0, then ∇φ 1 = 0 and, by the implicit function theorem applied to the equation φ 1 (ξ) = 0, we conclude that the uncontrollability set is a smooth hypersurface in the vicinity of ξ 0 with the tangent plane (4.6). The vector η is normal to this surface at ξ 0 .
Analogously, we find
(4.13)
Hence, using the notation of (4.5), we find the gradient ∇φ 2 = η σ at ξ 0 , which gives approximation (4.7) for the uncontrollable mode σ(ξ) = σ 0 + φ 2 (ξ). Note that Proposition 4.1 provides quantitative local information on the uncontrollability set using only information on the matrix pair z 0 = z(ξ 0 ) and derivatives of the system matrices F (ξ) and G(ξ) evaluated at the point ξ 0 . Using this information we can choose an optimal change of parameters in order to obtain a good-controllable system. Formula for the tangent plane is useful for numerical computation of the uncontrollability set.
A multi-input system is characterized by a vector of real input variables ν(t) in (4.1). In this case uncontrollable pairs have different Brunovsky forms, and corresponding miniversal deformations are more complicated. The suggested approach can be extended to analysis of the uncontrollability set for a multi-input dynamical system depending on parameters. For this purpose, we need to find the uncontrollability set for that particular versal deformation, and then transfer the result to the original parameter space by means of the mapping γ = φ(ξ) found by Theorem 2.5.
Example 4.1. Let us consider the mechanical system shown in Figure 2 . The system consists of a light platform of length L carrying a point mass m in the middle; both ends of the platform are supported on the ground by means of springs with elastic coefficients k 1 , k 2 and damping coefficients c 1 , c 2 . The system is controlled by a force F applied to the platform at the distance ξ 1 L from the left end. We assume that the equilibrium of this system for F = 0 corresponds to the horizontal position of the platform. Equations of motion of the system have the form m(ẍ 1 +ẍ 2 )/4 + c 1ẋ1 + k 1 x 1 = (1 − ξ 1 )F, m(ẍ 1 +ẍ 2 )/4 + c 2ẋ2 + k 2 x 2 = ξ 1 F, (4.14) where x 1 and x 2 are vertical displacements of the left and right ends of the platform, respectively. Taking m = 1, c 1 = c 2 = 1, k 1 = ξ 2 , k 2 = ξ 3 , F = ν and introducing new state variables ψ 1 = x 1 + x 2 , ψ 2 =ψ 1 , ψ 3 = x 2 , after simple manipulations we obtain system (4.1), depending on the vector of parameters ξ ∈ R 3 with one control variable ν, the state vector ψ ∈ R 3 , and the matrices The plane (4.19) is plotted in Figure 3 (bold rectangular). For comparison, the uncontrollability set found numerically using (4.3) (determinant of the controllability matrix changes the sign when we cross the uncontrollability set) is shown in Figure 3 . Numerical computations confirm the analytical results.
Conclusion.
The general idea of any normal form theory is to transform an object under consideration to a form whose properties are easy to analyze. In this process both the normal form and transformation to it are important. For example, the Jordan normal form of a square matrix determines its spectrum, while knowledge of the transformation to the Jordan form (change of basis) allows us to find explicitly a general solution to the corresponding dynamical system.
In this paper we have solved the second part of the normal form problem (finding the transformation) in the reduction of families of matrix pencils and matrix pairs to the local normal form (miniversal deformation). Information on the transformation (the change of parameters and equivalence transformation) allows the development of the multi-parameter perturbation theory for multi-input linear dynamical systems. In a similar problem for square matrices, advantages of this approach for the perturbation analysis of the spectrum and stability of linear dynamical systems depending on parameters have been illustrated in [3, 12, 14, 15] . In section 4 of this paper it has been shown that the suggested method is useful for the controllability analysis of single-input dynamical systems dependent on parameters.
