In this papel; the structure from motion (SfM) problem is addressed using sequential Monte Carlo methods. A new Sfn algorithm based on random sampling is derived to estimate the posterior distributions of camera motion and scene structure f o r the perspective projection camera model. Experimental results show that challenging issues in solving the structure from motion problem including errors in feature tracking, feature occlusion, motiodstructure ambiguity, processing mixed-domain sequences and handling mismatched features can be well modeled and effectively addressed using the proposed method.
Introduction
In general, structure from motion (SfM) refers to the set of problems for recovering the 3D (stationary/dynamic) scene structure and sensor motion trajectory given a group of 2D (monocular/stereo) image frames obtained from an (calibrated/uncalibrated) optical camera. In this paper, we will focus on SfM using image frames captured by a monocular calibrated camera (i.e. the principal point and the field of view (FOV) of the camera are assumed to be known.)
The SfM problem has been a very active research area in computer vision since early eighties when Longuet-Higgins published the famous "eight point" algorithm [ 11. The past two decades have witnessed a multitude of methods for solving the SfM problem using various camera models, observation sources, token types. Reviews and comparison of different SfM methods can be found in [2, 31 . Although many algorithms have been developed, few of them give satisfactory performance in real applications. Researchers are still searching for robust SfM algorithms. To develop an SfM method that performs well in practice, one must consider the following issues: (1) observation noise (noise present in token correspondences or in computing optical flow), ( 2 ) feature occlusion, (3) motion/structure recovery ambiguities, (4) mixture of image sequences with both small and large baselines and ( 5 ) mismatched token and/or independent moving objects in the observed image frames. Being able to handle these issues is critical for producing practical SfM algorithms. Although recently, elegant methods have been reported in [4, 51, more progress needs to be made in addressing the issues raised above.
In this paper, we focus our efforts on developing robust statistical SfM method using noisy sparse feature correspondences from calibrated video sequences under perspective projection. Since a moving camera can be viewed as a dynamic system with its motion characterized by state parameters, a state space model can be used to describe the camera motion. However, due to perspective projection, the observation equation of the dynamic system is nonlinear. Although nonlinear filtering techniques such as the extended Kalman filter and its variants [6, 71 have been applied to solve the SfM problem, the results are not satisfactory. Recently, Sequential Monte Carlo (SMC) methods have received more attention for estimation, prediction, filtering and smoothing of nonlinear/non-Gaussian state space models. Several SMC methods have been proposed in various scenarios. Isard and Blake developed the Condensation algorithm [8] for shape and contour tracking. The Monte Carlo filter proposed by Kitagawa [9] can be viewed as a generalized algorithm dealing with the state estimation problem for nonlinearhon-Gaussian dynamic system. The particle filter (or bootstrap filter) [ 101 is also a similar variant of the SMC method. What is worthy of note is that a general framework for using the SMC methods in dynamic systems has been provided by Liu and Chen [ 111 and some of the above methods could be interpreted as special cases of the general sequential importance sampling framework.
In the SfM problem, both sensor motion and scene structure are estimated. In our approach, the sensor motion itself is estimated first using an SMC method based on the epipolar constraint and then the scene structure is recovered using the motion estimates. Recently, Markov chain Monte Carlo (MCMC) was used in the SfM problem [5] by Forsyth, Ioffe and Haddon. In [ 5 ] , the approach followed the spirit of the work proposed by Tomasi and Kanade [ 121. Instead of using the factorization method in [ 121, the hybrid MCMC method is used to locate the mode of the posterior distribution of the parameters of interest (rotation, shape and validity matrices). It was shown in [5] that the MCMC method is capable of selecting valid feature points for object shape reconstruction and moving object segmentation. However, since the method is a batch algorithm and a large dimensional parameter estimation problem is being solved, the procedure is time consuming. Although it is possible to develop a similar algorithm using the perspective projection model that is more suitable for practical applications, convergence problems and efficiency of the resulting algorithm may limit its usefulness.
In this paper, we develop a recursive algorithm for finding the posterior distribution of the sensor motion parameters using the perspective projection camera model and the sequential importance sampling (SIS) technique [ 1 I] . The structure of the scene can be subsequently reconstructed. When the scene is dynamic, the algorithm can also detect points on the background. By finding the posterior distribution of motion and scene structure parameters, a much clearer picture of the structure of solution space can be obtained. Through this, not only good estimates can be found, but the uncertainty of the estimates can also be characterized. We show that the SfM algorithm using SIS is capable of handling the challenges mentioned above.
Bayesian motion estimation
To solve the SfM problem is to find the optimal estimates for sensor motion, scene geometry and segmentation which can provide the best interpretation of the observations using criterion such as the maximum posterior (MAP). In this paper, the posterior distribution of the parameters, Prob(parametersJobserwation), is approximated using random sampling methods. In this section, we first introduce the SIS technique. We then formulate the SfM problem using a state space model and then develop an SIS algorithm for finding an approximation to the posterior distribution of the state parameters.
Sequential importance sampling
The SIS method is a recently proposed technique for approximating the posterior distribution of the state parameters for a dynamic system [ 1 11. Usually, the state space model of a dynamic system is described by observation and state equations. If the measurement is denoted by y t and the state parameter by xt, essentially, the observation equation provides the conditional distribution of the observation given the state, fi(yt[xt). Similarly, the state equation gives the Once the properly weighted samples of the joint distributionare obtained, the marginal distributions are approximated by the "marginal" samples weighted by the same set of weights.
The choice of the trial distributiongt+l is very crucial in the SIS procedure since it directly affects the efficiency of the proposed SIS method. In our approach, we used gt+l as Yt+l(Xt+l I&) = Qt+l(Xt+lIXt) due to the convenience it provides during computations and the satisfactory performance the associated SIS method gives for SfM estimation. It can be shown that in this case ut+1 0: f(y,+, [xt+l), which is the conditional probability density function of the observations at t + 1 given the state sample xt+l and is also known as the likelihood function of xt+l since the observations are fixed. In the SfM problem, both sensor motion and scene structure are estimated. Multiple strategies exist and mainly there are two of them [3] . In one strategy, the sensor motion itself is first estimated using geometric constraints for rigid body motion such as the epipolar constraint and then the scene structure is recovered using the motion estimates. While in the other, structure and motion are estimated simuitaneously. Since using the second strategy will result in a highdimensional state space (the dimension increases linearly with the number of feature points.) which is not favorable to the SIS procedure, we adopt the first strategy. Parameterization of sensor motion Before discussing the parameterization of sensor motion, we introduce two 3D
Euclidean coordinate systems used in our work. One coordinate system is attached to the camera and uses the center of projection of the camera as its origin. It is denoted by C.
The 2 axis of C is along the optical axis of the camera, with the positive half axis pointing to the scene being observed.
The X -Y plane of C is perpendicular to 2 axis with X and Y axes parallel to the borders of the image plane. Also, X -Y -2 axes of C agree with the right-hand rule. The other coordinate system is a world inertial frame, denoted by I . 1 is fixed on the ground. The coordinate axes of 1 are configured in such a way that initially, 1 and C are coincident. When the camera moves, C travels with the camera and I stays at the initial position.
Five parameters are employed to describe the motion of the sensor at time t relative to the world inertial frame 1. State space model Given the above motion parameterization, a state space model can be used to describe the behavior of a moving camera. denotes the perspective projection, a function of camera motion xt and scene structure St. nz denotes the dynamic noise in the system, describing the time varyingproperty of the state vector. If no prior knowledge about motion is available, a random walk will be a suitable alternative for modeling the camera position.
State space model for camera motion
X t = (4z,&,&,a,@) $ = (&, i&X t + l = (1) y t = P r o j ( x t , S t ) + ny(2)
SIS for Bayesian motion estimation
Based on the above state space model, we designed an SIS method for finding an approximation to the posterior distribution of the motion parameters. As mentioned above, the trial distribution in the SIS procedure used in our approach is chosen as g t + l ( x t + l I&) = q t + l ( x t + l l x t ) . Therefore, during SIS step (A), we will draw samples from the distribution
Likelihood function computation To derive the likelihood function, let us at first consider the case when there is only one single point p that is observed. Assume that at time t , p is projected to ( u l U) in the image plane. We assume that the noise in tracking a feature is normal with distribution ny -N(0, ( uu )). In the case of pure rotation, 0 n u the likelihood function can be computed directly.
where ( U ' , U') gives the coordinates of the feature in image plane after camera rotation and it can be derived directly using (2). It is not difficult to see that in this pure rotation case, the scene structure St is not involved in the computation of ( U ' , U') given the pure rotation x t . However, the computation of f(y, I x t ) becomes difficult when the translation vector T ( a , @) is nonzero. In this case, (3) can not be used directly since St is needed to compute ( U ' , U') when T ( a , @) # 0 while S t is not represented in the state vector.
In our approach, we used the conditional expectation over the structure to derive a formula for the likelihood function. (4) where [ S I , s,] denotes the ranges of the feature depth such that all the features can be observed at both camera positions with positive feature depth values. However, the computation of the integral in (4) requires the knowledge of the prior distribution of the scene structure St, which is unknown.
To overcome this difficulty, the epipolar constraint is used. Recall that the epipolar constraint tells us that the perspective projections of a 3D point on the two image planes taken from different view points lie on their corresponding epipolar lines which are at the intersections of the two image planes and the epipolar plane. The epipolar plane is determined by that 3D point and two centers of projection (COP) of the camera at two positions. Also, given the image position of the point in the first view and camera motion, the epipolar line of the point in the second view can be easily determined. Note that
with P, being the image position the feature points at time t. Although the prior distribution of P, is not available either, a good guess of it is that P, uniformly distributed on the pixel sites on their corresponding epipolar line segments. The epipolar line segments for each feature point can be easily determined using the eipoloar constraint and the positive 
For a set of feature points, multiple likelihood functions and er.!(.) is the standard normal error function.
can be applied under different situations. If all the points are "good" features in the sense that they are not on moving objects nor mismatched, then f(y, I x t ) is obtained by multiplying the individual likelihood function of each feature point.
(7)
where M is total number of observed feature points. In some cases, some of the points are known to be not "good" before hand. If the number of the "bad'; points is less than half 
where U,,&, and 6p can be chosen as some positive numbers. At time d = 1, some of the samples will be assigned to the group of pure rotation and the rest to general motion according to probability Ppr which can be set based on the prior knowledge for the motion of camera. If it is not available, 0.5 can be a good guess.
When t > 1, some samples in the two groups are exchanged to accommodate the shift between pure rotation and general motion. q
By using the above properly weighted sample-weight sets for each time instant, the mean of motion parameters can be computed directly. Also since the sample-weight sequences after re-sampling approximates Xt in distribution, the MAP estimates of Xt can also be obtained by locating the modes of rt ( X t ).
Estimation of depth distribution
In this section, we show that the posterior distribution of the depth values of the feature points can also be approximated by using a set of samples drawn directly from the the target distribution. General sequences with both static and dynamic scenes are handled. Although some bad feature points (mismatched features or points on moving objects) can be segmented out using a similar SIS procedure which has been developed to detect moving targets, it can not detect points moving along epipolar lines. Hence, we do not use the scene rigidity constraint. The depth value of a feature point can be viewed as a random process with distribution p t ( z ) . What we are interested in is the posterior dis-
is the observation up to time T . If time index t is also viewed as a random variable, p(zly,) is actually the marginal distribution of the joint distribution of (z, t ) . We want to find the approximate depth distribution p(zly,) using the sequence of perspective projections of 3D feature points (their world coordinates might be timevarying) given the estimated posterior distributionof motion parameters at each frame time. We have the following theorems. 
Proposition 1 The distributionp(zt Ixt, yt) is proportional
Theorem 1 and Proposition 1 are not difficult to prove and the proofs are omitted here due to lack of space. Based on them, Theorem 2 can be easily justified using the above sketch of the proof. If the prior distribution of the depth is assumed to be uniform, the MLD z* of the feature points can be computed as follows. Let 2 be the depth value of p , which has image positions yo = ( U O , V O ) and y = ( U , U ) in the first frame and the current frame at time t , respectively. Assume xt be a motion estimate between the two image frames found using the previously described SIS method. The least square
to P(Yt IXt, Zt).iT(Zt).
criterion is applied to find the depth estimates at each time instant.
After some straightforward algebra, i t is obtained as follows. From Theorem 2, a set of properly weighted samples Zt and associated weight Wt can be obtained with respect to r,(zt), the posterior distribution of the depth at time t using the sampling method described. Furthermore, from Theorem 1 we know that {Zt}z=l, the collection of the set of samples at each time instant is actually properly weighted by the collection of the associated weights { Wt}i=l with respect to the posterior distribution of depth up to the current time T , namely p ( z l y , ) . Therefore, based on Theorem 2, a recursive algorithm has been developed to find an approximation to the posterior depth distribution. Once the posterior distribution of the depth is approximated, the mean of the resulting distribution can be used as an estimate for depth values. This recursive algorithm requires the computation of T , ( z t ) at each time instant when new observations are available. Actually, this is not necessary. If rt(xt), the posterior distribution of the motion parameters given the observations up to time t starts to converge after t o , namely r t ( x t ) becomes very close to r , ( x t ) , the smoothed posterior distribution of xt given the entire observations Y,, the samples and weights computed in the above SIS procedure at time instant t > t o can be preserved for use at future time instants. Therefore, when new observations yT+I become available, only 2,+1 and WT+l Theorem 3 can be proved easily and a recursive algorithm similar to the above algorithm has been developed.
Recursive algorithm for depth distribution

Hence,
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Experiments
By using the above SIS methods, challenging issues in SfM problem such as occlusion, SfM ambiguity, mixed-domain sequence processing, and mismatched feature points can be elegantly handled.
A nominal case study
Before we present real image results, we will first show some results using a synthetic sequence with feature trajectories corrupted by additive white Gaussian noise with standard deviation 0.5 pixel. The motion distributions are shown in Figure 3 the ground-truth. In Figure 3 (e), two modes can be seen near 0 and 2~. They actually form one mode near 0 due to the periodic property of p, the azimuth angle of the camera translation direction. Figure 3(f) shows the ground truth and the estimates of the feature depth. Since they are very close, it is difficult to distinguish one from another.
During tracking feature points through the video sequence, some of the feature points might be occluded by some objects over a certain number of frames. This makes the occluded feature points unobservable during that period of time. They might become visible in subsequent frames. In Tomasi and Kanade's factorization method [ 121, the image positions of the occluded feature points are interpolated using both past and future positions of the respective feature point. In our approach, feature occlusion does not affect the basic theory of our algorithm. At each time instant, the occluded feature points are just ignored when the weights are computed and only visible feature points are used as observations. The reduction in the number of observed feature points might make the motion estimation less accurate in the sense that the resulting posterior distribution has a larger variance than when more observations are used.
Motion and structure ambiguity
Feature occlusion
The ambiguity present in the motion and structure recovery has been noted and found to be inherent [ 131. Although the ambiguity in SfM can be reduced by using inertial rate data obtained from an inertial sensor [ 
141, inertial sensors are not
widely used yet and not many sequences are captured using cameras with inertial sensors. Given a set of feature correspondence tracked through such a sequence, two questions can be asked. The first one is whether the SfM ambiguity exists for this sequence and the second one is if it exists, what are those admissible solutions? When using the SIS method, answers to bothquestions can be found by looking at it(xt), the approximate posterior distribution of the motion parameters. Recall that the re-sampled properly weighted samples approach irt(xt) asymptotically. For observations with Sfh4 ambiguity, multiple modes can be found in it(xt). This an- 
Mixed-domain sequence processing
Processing of mixed-domain sequences has been discussed by Oliensis [3] as a challenge for the Sfh4 algorithms. Due to the assumption about sensor translation (small or large) made by the researchers when the SfM algorithms are designed, many existing S f M algorithms do not work well for mixed-domain sequences. In our approach, since no assumptions about translation are made, mixed-domain sequences can also be correctly processed. The results of processing a mixed-domain sequence are shown in Figure 5. The first experiment results are obtained by using the well known Yosemire sequence. The reconstructed 3D model is shown in Figure 6 (b). The depth variation in the valley can be clearly observed in the reconstructed model. In the second example, an outdoor sequence is used. In the scene, there is a moving vehicle and some of the feature points are located on the moving vehicle. Figure 7 (a) shows one of the frame from the original sequence and Figures 7(b,c) give the reconstructed 3D model. We can clearly see the 3D structure of the tower and the plane formed by the grass land. In the third example, a 3D face model is reconstructed from a face sequence. Since the proposed method is feature-based, the depth values of a set of feature points are first computed using the proposed approach and then the depth field of the entire object is obtained simply by using the interpolation functiongriddata in MATLAB 5.3.1. Figures 8(a) and (b,c,d) show the intensity map of the face and the reconstructed face model from different view points, respectively.
Experiments using real images
Conclusion
An SIS based SfM algorithmis presented. The posteriordistribution of the camera motion and scene structure are approximated by sample and weight set. Experimental results using both synthetic and real images show that the proposed method is capable of dealing with the difficulties met in the SfM problem due to errors in feature tracking, mismatched features, feature occlusion, motion/structure ambiguity and processing mixed-domain sequences.
