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COMPOSITIONS OF PPT MAPS
MATTHEW KENNEDY, NICHOLAS A. MANOR, AND VERN I. PAULSEN
Abstract. M. Christandl conjectured that the composition of any trace
preserving PPT map with itself is entanglement breaking. We prove
that Christandl’s conjecture holds asymptotically by showing that the
distance between the iterates of any unital or trace preserving PPT map
and the set of entanglement breaking maps tends to zero. Finally, for
every graph we define a one-parameter family of maps on matrices and
determine the least value of the parameter such that the map is vari-
ously, positive, completely positive, PPT and entanglement breaking in
terms of properties of the graph. Our estimates are sharp enough to
conclude that Christandl’s conjecture holds for these families.
1. General Introduction
The usual mathematical model for a quantum channel is a completely
positive trace-preserving (CPTP) map between two matrix spaces. A com-
pletely positive map is called a positive partial transpose (PPT ) map if the
composition of the map with the transpose map on the range space is still
completely positive. PPT maps play an important role in the study of en-
tanglement.
A completely positive map can also be identified with a state on the
tensor product of the two matrix algebras, and the states corresponding to
PPT maps are called PPT states. PPT states could play a role in quantum
key distribution(QKD), which is the study of the use of various quantum
mechanical systems to construct shared states that would be used to insure
secure communication.
These considerations lead Christandl to consider questions about how
PPT maps behaved under composition and lead to the following conjecture
[10]:
Conjecture 1.1 (PPT-Squared Conjecture). The composition of a pair of
PPT maps is always entanglement breaking.
We will define and discuss entanglement breaking maps in the following
section. From the point of view of shared states, this conjecture is equivalent
to the following statement [1]:
“Assume that Alice and Charlie share a PPT state and that Bob and
Charlie share a PPT state; then the state of Alice and Bob, conditioned on
any measurement by Charlie, is always separable.”
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The PPT-squared conjecture is known to be true for maps on the 2 ×
2 matrices. We prove that Christandl’s intuition about the behaviour of
PPT maps under composition is at least asymptotically true by showing
that the distance between the iterates of a PPT channel and the set of
entanglement breaking maps tends to zero. From the point of view of a
quantum communication network this implies that if each pair of channels
shares the same PPT state then, eventually, the network will behave as if
they are sharing a state corresponding to an entanglement breaking map.
In Section 2, we give precise definitions of the concepts introduced. In Sec-
tion 3, we show using basic techniques from the theory of topological semi-
groups that the conjecture holds asymptotically. In Section 4, we consider
a new type of spectral graph theory problem; we associate a one-parameter
family of maps to each graph and determine in terms of the graph the
smallest values of the parameter for which the map is, variously, positive,
completely positive, PPT, and entanglement breaking. Our estimates are
sharp enough that we are able to show that whenever two maps in this
family are PPT, then their composition is entanglement breaking, i.e., the
conjecture holds for this family.
2. Basics
We recall that by Chois theorem [2, Theorem 2], a map φ : Mp → Mq is
CP if and only if its Choi matrix Cφ :=
(
φ(Ei,j)
)
is a positive semidefinite
matrix in Mp(Mq) =Mpq.
We present here a very basic but useful result about PPT maps.
Lemma 2.1. Let φ :Mp →Mq be a CP map. Then φ is PPT if and only if
φ ◦ T is CP, where T denotes the transpose map on Mp. In other words, to
check whether a CP map is PPT we may compose or precompose with the
transpose map.
Proof. The Choi matrix of T ◦ φ is
CT◦φ =


φ(E11)
T · · · φ(E1n)
T
...
. . .
...
φ(En1)
T · · · φ(Enn)
T

 =


φ(E11) · · · φ(En1)
...
. . .
...
φ(E1n) · · · φ(Enn)


T
= Cφ◦T T .
Since the transpose is a positive map, Cφ◦T is positive if and only if its
transpose CT◦φ is. 
Corollary 2.2. The set of PPT maps is closed under composition by CP
maps on the right and on the left.
By results of [5], φ is entanglement breaking if and only if it can be written
as
φ(X) =
∑
k
vkw
∗
kXwkv
∗
k =
∑
k
sk(X)Pk,
for some set of vectors wk ∈ C
p and vk ∈ C
q, where sk(X) = 〈wk,Xwk〉
and Pk = vkv
∗
k. By normalizing the wk’s and vk’s we extract weights dk =
3‖wk|| · ‖vk‖, and we may assume the sk are states and the Pk’s are rank one
projections.
Thus, φ is entanglement breaking if and only if Cφ can be written as
Cφ =
∑
k
dk
(
sk(Ei,j)Pk
)
=
∑
dkQk ⊗ Pk,
with the Qk ∈Mp density matrices and the Pk ∈Mq rank one projections.
Moreover since every density matrix can be written as a sum of rank one
projections, we have that φ is entanglement breaking if and only if
Cφ =
∑
l
tlRl ⊗ Sl,
where Rℓ ∈ Mp and Sℓ ∈ Mq are rank one projections, and tℓ are positive
weights.
Another more recent characterization, given in [6], is that φ is entan-
glement breaking exactly when it factors through ℓ∞k via positive maps,
for some k. More precisely: there are positive maps ψ : Mp → ℓ
∞
k and
γ : ℓ∞k →Mq so that φ = γ ◦ ψ.
Remark 2.3. This characterization may be modified slightly so that instead
of factoring through a finite-dimensional abelian C∗-algebra, any abelian C∗-
algebra may be used. Simply note that, if φ = γ ◦ ψ for ψ : Mp → C(X)
and γ : C(X) →Mq, then φ ◦Θ is still completely positive for any positive
map Θ on Mp. This simply follows from the fact that positive maps into or
from an abelian C∗-algebra are necessarily completely positive.
3. The Asymptotic Result
It turns out that Christandl’s intuition holds asymptotically in the follow-
ing sense: the sequence of iterates of a PPT channel φ on Mn approaches
the set of entanglement breaking maps. To prove this we use some very
basic results from the theory of abelian semigroups. Since these objects live
in a finite dimensional space, convergence is independent of any particular
metric.
We first examine the case of an idempotent unital PPT map.
Lemma 3.1. Let φ :Mn →Mn be an idempotent unital PPT map. Then the
range of φ is an abelian C*-algebra with respect to the product a ∗ b = φ(ab),
for a, b in φ(Mn).
Proof. A result of Choi and Effros [3] implies that the range of φ is a C*-
algebra with respect to the product given above. We must show that this
C*-algebra is abelian.
Supposing it is non-abelian: it has a direct summand isomorphic to Mk
for some k ≥ 2. So by composing with the associated projection we get,
by Corollary 2.2, an induced PPT map ψ which is surjective onto Mk. In
this case, ψ ⊗ idk : Mn ⊗Mk → Mk ⊗Mk is also surjective. So there is
a positive matrix (Aij) ∈ Mn ⊗Mk with ψ ⊗ idk((Aij)) = (Eij), however
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(T (Eij)) is not positive, so the composition T ◦ψ is not completely positive,
contradicting ψ being PPT. Therefore, we conclude that the range of φ is
abelian.

Proposition 3.2. Let φ be an idempotent unital PPT map on Mn. Then
φ is entanglement breaking.
Proof. By the previous lemma, φ factors through a finite dimensional
abelian C*-algebra; so by Remark 2.3 we have the result. 
Lemma 3.3. If φ is a contractive map on Mn endowed with any norm, then
there is an idempotent map ψ in the limit points of (φk)k≥1.
Proof. Let S denote the closure of {φk : k ∈ N}. This is compact since
φ is contractive, and it is an abelian semigroup under composition. Let
K = ∩a∈S aS be the intersection of all singly generated ideals. Then we
claim K is a minimal ideal in S.
First of all, this set is non-empty by the finite intersection property and
by the fact that the product of finitely many ideals is contained in their in-
tersection. It is also clearly an ideal, as an intersection of ideals. Minimality
follows from the fact that every ideal contains a singly generated ideal, and
of course every singly generated ideal contains K.
We will now show that K has a multiplicative identity, thus giving us an
idempotent in S. Take k ∈ K. Since K is minimal we have k2S = K, so
there is s ∈ K such that (sk)k = sk2 = k. We claim that sk is the identity
in K.
Taking any k′ ∈ K, again by minimality there is s′ ∈ S such that s′k = k′.
From this we get that (sk)k′ = (sk)s′k = s′(sk)k = s′k = k′. So we may
take ψ = sk. 
Note that if φ is trace preserving then so is the idempotent ψ. The next
lemma tells us exactly how φk approaches the set of EB maps.
Lemma 3.4. If φ and ψ are as above then
‖φk − φk ◦ ψ‖ → 0.
Proof. Since ψ is a limit of powers of φ, φ and ψ commute. Hence ran(ψ)
and ker(ψ) = ran(id−ψ) are invariant for φ. It follows from the spectral
mapping theorem that σ(φ|ran(ψ)) ⊆ T and σ(φ|ran(id−ψ)) ⊆ D. Since φ and
ψ commute, this implies σ(φn|ran(id−ψ)) ⊆ D. Hence lim ‖φn − φn ◦ ψ‖ =
0. 
Theorem 3.5. Every unital or trace preserving PPT map φ is asymptot-
ically entanglement breaking, in the sense that d(φk, EB) → 0, where EB
denotes the set of entanglement breaking maps on Mn.
Proof. In the unital case, we know that the idempotent map ψ from the
lemma above is PPT and hence entanglement breaking by Proposition 3.2.
5So for every n the map φk ◦ψ is entanglement breaking, and by the previous
lemma this implies d(φk, EB)→ 0.
To retrieve the trace preserving case, recall that trace preserving maps are
precisely the adjoints of unital ones, and the set of entanglement breaking
maps is also *-symmetric. So, since the adjoint operation is an isometry we
get the result. 
Remark 3.6. The above theorem can also be deduced from the work of
Lami and Giovanetti[7] on asymptotically entanglement-saving channels. A
channel is called asymptotically entanglement-saving if no limit point of its
iterates is entanglement breaking, which is easily seen to be equivalent to
the negation of our condition that limk d(φ
k, EB) = 0. Combining [7, Theo-
rem 32.2] and [7, Theorem 12] shows that no PPTmap can be asymptotically
entanglement-saving.
4. Schur Product Maps
In this section, we examine a class of maps for which it is possible to prove
Christandl’s conjecture; these form a one parameter family of maps defined
from graphs. Determining for which values of the parameter these maps
belong to the various classes of positive maps, completely positive maps,
PPT maps, and entanglement breaking maps, leads to interesting spectral
questions in combinatorics. For some of these families of maps we are able
to answer these questions exactly, for others we can only give estimates on
the parameter. However, our estimates are good enough to show that, for
all graphs, the PPT-squared conjecture is true for maps in this family.
Recall that given matrices A = (ai,j), B = (bi,j) of the same size, their
Schur product is the matrix
A ◦B := (ai,jbi,j).
Given A ∈Mp then we set SA :Mp →Mp to be the map SA(B) = A ◦B.
It is well known that SA is CP if and only if A ≥ 0.
Proposition 4.1. Let P be an n× n matrix. Then SP is PPT if and only
if P ≥ 0 and P is diagonal.
Proof. It is readily checked that if P ≥ 0 and P is diagonal then Sp is PPT.
Assume that SP is PPT. Then since SP is CP, P ≥ 0. Let T denote the
transpose map, and assume that T ◦ SP is CP. If P = (pi,j), then by Choi’s
theorem, ∑
i,j
Ei,j ⊗ pi,jEj,i ≥ 0.
If i 6= j, then the 2× 2 block submatrix(
pi,iEi,i pi,jEj,i
pi,jEi,j pj,jEj,j
)
≥ 0.
But this is possible, only if pi,j = 0. Hence P is diagonal. 
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Thus, there are no “interesting” Schur product maps that are PPT.
Let Tr :Mp → C be the usual trace, and let tr(B) =
1
p
Tr(B) denote the
normalized trace.
We set δ : Mp → Mp to be δ(X) = tr(X)Ip. Note that δ ◦ δ = δ. Note
that this CP map is entanglement breaking.
Now let A = A∗ be a p × p matrix of 0’s and 1’s with the diagonal equal
to 0. The set of (i, j) such that ai,j 6= 0 can be thought of as the edge set of
a graph G = (V,E) on p vertices, in which case A is the adjacency matrix
of the graph. The Schur product map SA is idempotent.
We are interested in the one parameter family of maps,
γt = γt,A = tδ + SA,
and in determining the following parameters of the graph G:
• tpos = min{t : γt is a positive map },
• tcp = min{t : γt is CP },
• tppt = min{t : γt is PPT },
• teb = min{t : γt is EB }.
Clearly, we have that
tpos ≤ tcp ≤ tppt ≤ teb.
In general, we expect tpos < tcp. In fact for the the case of the complete
graph on 2 vertices, i.e., an edge we have that
γt
((p11 p12
p21 p22
))
=
(
t(p11+p22)
2 p12
p21
t(p11+p22)
2
)
.
Using the determinant test and the root mean inequality, one sees that this
map is positive for t = 1, since for any positive matrix,
p11 + p22
2
2
≥ p11p22 ≥ p12p21.
However, one readily sees that for t = 1, the Choi matrix of this map is not
positive. Thus, γ1 is positive but not CP.
Note that
γt ◦ γt = γt2 ,
so that the PPT-squared conjecture will hold for this family of maps if and
only if teb ≤ t
2
ppt, which we shall prove below.
Given an adjacency matrix A we let λmin to denote the least (real) eigen-
value of A. Since Tr(A) = 0 this number will always be strictly negative,
as long as A 6= 0.
Proposition 4.2. If A is a non-zero p × p adjacency matrix, then tcp =
tppt = −pλmin.
Proof. To compute tcp, we must determine restrictions imposed by requir-
ing the Choi matrix of the map is positive. This matrix is t
p
I⊗ I+CSA
where CSA is the Choi matrix of the map SA. For tppt we also need that
7t
p
I⊗ I+CSA◦T is positive, where T is the transpose map on Mp and CSA◦T
is the Choi matrix of SA ◦ T .
As for requiring t
p
I⊗ I+CSA to be positive, we find the minimal eigen-
value of CSA =
∑
(i,j)∈E(G)Eij ⊗Eij, where G is the associated graph of A.
Notice that CSA is identically zero on the space spanned by ek ⊗ el, with
k 6= l, and on the span of ek ⊗ ek it behaves exactly as A acting on C
p.
We have that −λmin I⊗ I+CSA◦T is positive, and it is non-positive for any
strictly smaller multiple of I⊗ I. Thus, tcp = −pλmin.
For the second case, observe that CSA◦T =
∑
(i,j)∈E Eji ⊗ Eij, so that
(CSA◦T )
2 =
∑
(i,j)∈E Eii ⊗ Ejj is a diagonal matrix of only 1’s and 0’s. In
particular, the spectrum of (CSA◦T )
2 must be a subset of {0, 1}, but then
CSA◦T may only have eigenvalues of -1, 0 and 1. So for t = p we will certainly
have that γt,A ◦ T is completely positive, and it is minimal exactly when -1
is an eigenvalue of CSA◦T . In fact, this will always be the case; choose (k, l)
such that ak,l = 1 and notice that CSA◦T (ek⊗el−el⊗ek) = el⊗ek−ek⊗el.
Thus, tppt = p ·min{1,−λmin}. It is easily checked that for any non-zero
adjacency matrix, λmin ≤ −1 so that tppt = −pλmin, also.
To verify this last claim, note that if Ai,j = 1 and we set v =
ei−ej√
2
then v is a unit vector and with 〈Av, v〉 = −1, from which it follows that
λmin ≤ −1. 
We would now like to fully understand teb, although this will pose a greater
issue as it is rarely clear when a matrix is separable in a tensor product. We
present here a natural upper bound for teb via a simple computation. Recall
that we view A as being the adjacency matrix of a graph G = (V,E).
Lemma 4.3. Let A be the adjacency matrix of a graph G = (V,E) on p
vertices. Then γpd = pd · δ + SA is entanglement breaking, where d denotes
the maximum edge degree in G. In particular, teb ≤ pd.
Proof. We proceed by considering the Choi matrix Cφ of φ = pd ·δ+SA and
showing it is separable. It is easy to see that
Cφ = d Ip⊗ Ip+
∑
(i,j)∈E
Eij ⊗ Eij
= D +
∑
(i,j)∈E and i<j
Eii ⊗ Ejj + Ejj ⊗ Eii + Eij ⊗ Eij + Eji ⊗ Eji,
where D is a diagonal matrix consisting of 1’s and 0’s (hence it is separable).
So it suffices to show that matrices of the same form as the summand on
the right hand side (where i and j may vary from 1 to p) are separable.
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We use only the four following positive matrices in Mp to prove this fact:
Q1,i,j = Ei,i + Ej,j + Eij + Eji
Q2,i,j = Ei,i + Ej,j + Eij − Eji
Q3,i,j = Ei,i + Ej,j + iEij − iEji
Q4,i,j = Ei,i + Ej,j − iEij + iEji,
where i < j vary from 1 to p. A routine computation shows that
4
(
(Ei,i + Ej,j)⊗ (Ei,i + Ej,j) + Eij ⊗ Eij + Eji ⊗ Eji
)
=
Q1,i,j ⊗Q1,i,j +Q2,i,j ⊗Q2,i,j +Q3,i,j ⊗Q4,i,j +Q4,i,j ⊗Q3,i,j.
Summing over all edges we get that
R = 4
∑
(i,j)∈E
(Ei,i + Ej,j)⊗ (Ei,i + Ej,j) + 8
∑
(i,j)∈E
Ei,j ⊗Ej,i,
is separable. Now in the sum
∑
(i,j)∈E(Ei,i + Ej,j)⊗ (Ei,i + Ej,j), for k 6= l
each term Ek,k ⊗El,l appears at most once, while Ei,i ⊗ Ei,i occurs exactly
2di ≤ 2d times. Since each term Ek,k ⊗El,l is separable, we see that we can
add a separable term Q to R so that
R+Q = 8d
(∑
i,j
Ei,i ⊗ Ej,j
)
+ 8
∑
(i,j)∈E
Ei,j ⊗ Ej,i = 8Cφ,
and it follows that Cφ is separable so that φ = γpd,A is entanglement break-
ing.

Before stating the next result note that the Schur product A ◦ B of two
adjacency matrices is again an adjacency matrix.
Corollary 4.4. If A and B are adjacency matrices and the maps γt1,A and
γt2,B are PPT, then their composition is entanglement breaking.
Proof. The composition evaluates to γt1t2,A◦B, so if either A or B is zero
then the composition is the map
X 7→ t1t2 tr(X).
This map is clearly entanglement breaking.
If both are non-zero matrices then t1t2 ≥ p
2, and this is necessarily greater
than teb for any adjacency matrix of size p since the degree of any vertex
cannot exceed p− 1. The corollary follows. 
Numerically, it is possible to compute tpos. Indeed, to check if γt is positive
it is enough to check that it is positive for all rank one positive matrices
arising from unit vectors. For such a matrix we have that γt((αiαj)) =
t
p
I+SA((αiαj)). This leads to
tpos = −pmin{λmin(SA(αiαj)) : |α1|
2 + · · · + |αp|
2 = 1}.
9On the other hand, if we consider SA as a map from Mp to Mp endowed
with its trace norm, i.e., the Schatten one-norm, then the norm ‖SA‖1 is
attained on such rank one matrices, and so tpos ≤ p‖SA‖1. However, the
adjoint of SA is again the map SA, so that one has ‖SA‖1 = ‖SA‖, where
the latter norm is the norm of the linear map SA : Mp → Mp and Mp is
endowed with its usual operator norm, i.e., ‖X‖2 = λmax(X
∗X). There is
a well-known formula for computing the norm of such Schur product maps.
See for example [9, Theorem 8.7]. Thus, tpos ≤ p‖SA‖ gives an upper bound
on this quantity.
Next we turn to some lower bounds on tpos in terms of more familiar
graph parameters.
Proposition 4.5. Let A be the adjacency matrix of a graph G = (V,E) on
p vertices and let ϑ = ϑ(G) denote the Lova´sz theta number of the graph
and let ϑ = ϑ(G), denote the Lova´sz theta number of the graph complement
of G. Then
tpos ≥ max{1,−λmin(A),
−pλmin(A)
|E|
,
−pλmin(A)
teb
,
λmax(A)
ϑ− 1
}.
Proof. Let r ≥ tpos, so that γr is a positive map.
The first two inequalities come from applying γr to the positive matrices
−λmin(A) I +A and the p × p matrix of all 1’s. The third inequality comes
from applying γr to the Laplacian matrix of the graph, L = A+
∑
i diEi,i,
which is positive since it is diagonally dominant.
To see the fourth inequality, note that if s ≥ teb, then γr ◦ γs = γrs is the
composition of a positive map and an entanglement breaking map and so is
CP. Hence, tebtpos ≥ tcp = −pλmin(A), and the inequality follows.
For the final inequality, we use the fact that [8, Theorem 3],
ϑ = min{λmax(H) : H = H
∗, SI+A(H) = I I+H}.
Let K = K∗ be the matrix such that SI+A(K) = I+A and λmax(K) = ϑ.
Then we have that K ≤ ϑ I and so, r I+A = γr(K) ≤ rϑ I. Hence, A ≤
r(ϑ− 1) I and the last inequality follows. 
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