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Abstract—This paper proposes a novel time synchronization
protocol inspired by the adaptive Newton search algorithm. The
clock model of nodes are modeled as an adaptive filter and a
pairwise steady state and convergence analyses are presented. A
protocol is derived from the derived algorithm and compared
experimentally to Gradient Descent Synchronization(GraDeS)
protocol and the Average Proportional Integral Synchronization
(AvgPISync) protocol. Experimental results showed similar error
performance as AvgPISync but far outperformed both protocols
in terms of convergence time. The protocol is lightweight, robust
and simple to implement.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) as distributed systems
used for several precision and sensitive sensing and instru-
mentation applications require network nodes to be as closely
synchronized in time as possible. Several factors [1], like
the tight link between sensors and the physical world, the
scarcity of energy for deployed nodes, the need for large scale
deployment, decentralized topologies and unpredictable and
intermittent connectivity between network nodes necessitate
an accurate, flexible and robust time synchronization for
wireless sensor networks. Although most traditional networks
depend on physical time for time synchronization, WSN
applications such as object tracking, consistent state updates,
and distributed beamforming make it impractical to depend
on logical physical time for WSN time synchronization. A
myriad of studies has gone into developing different methods
of time synchronization of WSNs with the goal of optimizing
networks parameters like energy utilization, precision, lifetime,
scope, scalability, size and cost.
Several distributed algorithms [2] have been suggested to
solve the synchronization problem. Several of the methods
adopted for time synchronization in wireless sensor networks
normally assume specific stationary network connectivity [3],
synchronous update [2], a multi-hop communication [4] and/or
a node labeling scheme [5], etc. Hence time synchroniza-
tion protocols operating under such assumptions will not
effectively synchronize nodes under these stated conditions
and would have to constantly resynchronize to ensure global
network synchronization which sharply depletes node power.
In the Proportional Integral Synchronization (PISync) [6]
and Gradient Descent Synchronization (GraDes) protocols [4],
a more adaptive approach to the synchronization problem is
employed. Whereas in PISync the problem is modeled in a
control framework, where PI controller is used to update the
relevant clock parameters so as to achieve synchronization,
in [4], the synchronization process is formulated as an opti-
mization problem and the gradient descent algorithm is used
to adapt the clock speed in each synchronization round. This
method show a more nuance approach, in term of computation
overhead, convergence time and protocol robustness as com-
pared to the traditional distributed and centralized protocols.
The methodology used to device this protocol inspires our
proposed protocol where we sort to further improve the
synchronization convergence time and accuracy by adopting
the Newton Adaptive Search algorithm. The Newton algorithm
differs from the gradient descent in that, the gradient descent
algorithm , it is based on a second-order approximation of
error surface as compared to the first order approach used in
the gradient descent algorithm. Although the gradient descent
algorithm is simple in design and implementation, the Newton
algorithm far outperforms it in terms of convergence time.
The key contributions of this paper are outlined below.
1) Proposal of a novel method for time synchronization
inspired by the Newton Adaptive Algorithm.
2) Pairwise steady-state and convergence analysis of the
proposed algorithm
3) Present a practical working protocol based on the pro-
posed algorithm
4) Experimental comparative evaluation on the perfor-
mance of our suggested synchronizer against the Gra-
dient Descent Time Synchronization Protocol in terms
local and global synchronization errors and convergence
time.
The rest of the paper is organized as follows. Section III
discusses the system model Section IV presents a mathemat-
ical analysis of of the proposed method of synchronization
and section V presents the suggested method for it practical
realization. Practical experimental comparative evaluation of
the synchronization protocols are then presented in Section
VI. The paper concludes in Section VII.
II. SYSTEM MODEL
In a sparsely distributed Wireless Sensor Network (WSN),
ordinary nodes spread across a relatively localized area or
sensor field periodically report their measurements’ or data
to an anchor or gateway node. Unlike the ordinary nodes with
limited energy, bandwidth and memory, most gateway nodes
have a bulk of these resources. Additionally in many wireless
sensor network architectures, the gateway node has access
to a stable and precise clock reference, for example a GPS
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2receiver [7], [8]. In the absence of an external clock source,
the hardware clock of a this node serve as a source, whose
clocks’ is tracked by all other sensor nodes for synchronization
as shown in Figure 1.
Figure 1: Model Network for Clock Synchronization: where
through neighborhood clock information exchange between
nodes is used to synchronize each nodes clock to the clock
of a gateway node, τg.
A. Network Model
Assume a WSN has symmetric links and hence can be
represented by an undirected graph G = (V, E). In this model,
we represent the sensor nodes of the network as the vertex set,
V = {vi |i = 1, 2, . . . , N}, where N = |V| is the cardinality
of V and the working network connectivity between these
nodes as an edge set, E such that(vi, vj) ∈ E if nodes i and j
can send information to each other. Such nodes that directly
communicate with node i are referred to as the neighborhood
nodes of i and represented by the set, Ni = {vj |Ei, j ∈ E}.
B. Clock Model
In a WSN, each node is equipped with a hardware clock, τ
which is fashioned using a crystal oscillator. Since the nominal
operating oscillators of these oscillators are subject to changes
due to changes in temperature, and aging, the hardware clocks
exhibit drifts. We adopt the definition of a hardware clock
given in [9], [10], where the hardware clock, τi of an arbitrary
WSN node i at time t > t0 is modeled in terms of an initial
clock value, τi(t0) and the oscillator frequency, f (ζ) ∈ [ fˆ −
fmax, fˆ + fmax] as
τi(t) = τi(t0) +
∫ t
t0
f (ζ)dζ (1)
where, fmin and fmax are respectively, the lower and upper
bounds of the nominal frequency of the oscillator, fˆ and the
drift dynamics of the clock is modeled as
f (t) = fˆ + r(t) (2)
where r(t) is uniformly distributed between − fmax and
+ fmax .
Since the clock parameters of a hardware clock cannot be
adjusted manually, each node also maintains a logical clock
whose value is a function of the current hardware clock value,
τi(t) and a logical clock rate, ∆(t). This logical clock c(t) of
is represented as
c(t) = c(t0) + ∆(t)[τ(t) − τ(t0)] (3)
To specify this update rule based on the network model in
Figure 1, at a communication instant,k and latest update time,
tk a node, i ∈ V updates its next logical clock as
ci(t+k ) = ci(tk) + ∆i(t+k )[τi(t+k ) − τi(tk)] (4)
Figure 2: Suggested Clock Setup for Node Synchronization
The logical clock rate, ∆i(tk) = ddtk [ci(tk)] is an estimation
of the relative frequency fˆ
fi (t) and its current value indicates
whether the the logical clock is slowed or quickened. Using
this evolving model, the clocks of nodes in a WSN can be
synchronized by using the current updates of the offset value,
ci(tk) and the clock rate ∆i(tk) to iteratively maintain the
logical clock of node i. To obtain a robust synchronization
model, an adaptive algorithm is adopted for the update of ∆i
as shown in Figure 2. We can rewrite (4) as:
c¯i(tk) = ∆i(t+k )τ¯i(tk) (5)
where c¯i(tk) = ci(t+k ) − ci(tk) and τ¯i(tk) = τi(t+k ) − τi(tk).
Assuming M < N = |V| nodes update their clocks at tk ,
with a little abuse of notation, say k = tk , a generalized form
of (5) can be written as,
C(k) = ∆¯(k)T(k) (6)
where T(k) = [τ¯1(k), . . . , τ¯M (k)], C(k) = [c¯1(k), . . . , c¯M (k)]
and ∆¯(k) = [∆1(k), . . . ,∆M (k)]
3III. PROPOSED METHOD OF SYNCHRONIZATION
In our suggested synchronization framework, the synchro-
nization problem is thought of as an estimation problem, where
at each instant, k, all nodes try to track and estimate the clock
of the gateway clock, τg(k) which is assumed to be perfectly
ticking, i.e.
τg(k) = k × B (7)
where B is the communication rate of the nodes
Figure 3: Model Framework for Clock Synchronization
This system can be abstracted into a linear adaptive update
model where the a training set {x(k), d(k)} ≡ {T(k), τˆg(k)} is
used for the update and global synchronization of the WSN.
This abstraction is illustrated by Figure 3. In this model, we
utilize the error, e(k) between each node’s logical clock with
respect to the gateway clock for the adaptive update of clock
parameters as given in (8).
e(k) = c¯i(k) − τg(k) (8)
A clear equivalence is therefore observed between the
adaptive filter in Figure 3 and the synchronization problem.
This equivalence is illustrated by 9;
d(k) ≡ τg(k)1; w(k) ≡ ∆¯(k); x(k) ≡ T(k); y(k) ≡ C(k) (9)
where 1 = [1, 1, . . . , 1]T
This abstraction is important because, it allows for the use
of any stochastic gradient algorithm for clock rate adaptation.
A. Pairwise Synchronization to Gateway Node
Applying Newton’s for the update of the logical clock rate
of node i, we have
∆i(t+k ) = ∆i(tk) − µ[H(tk)]−1g(tk) (10)
where g(tk) = ∂J(∆i )∂∆i and H(tk) =
∂g(∆i )
∂∆i
The cost function J that is to minimized is taken as the
square error, defined as:
J(tk) = e2(tk) (11)
Assuming node i is a is in communication range of the
gateway node, g, i.e. {g |Ei,g ∈ E} and there is a transmission
delay of β between i and g, then at time tk , node i receives
τg = kB + βk and hence (8) becomes
e(tk) = ci(tk) − kB − βk = ∆i(t+k )τ¯i(t+k ) − kB − βk (12)
In [11], using the central limit theorem, βk is modeled as a
zero-mean Gaussian distributed random variable with variance,
σ2β .
Using (4), we derive g(tk) and H(tk) respectively as:
g(tk) = 2e(tk) × ∂e(∆i)
∂∆i
= 2e(tk)τ¯i(tk) and;
H(tk) = 2τi(tk) × ∂e(∆i)
∂∆i
= 2τ¯2i (tk)
Since
∂e(∆i)
∂∆i
=
∂
∂∆i
[∆i(t+k )τ¯i(tk) − kB − βk] = τ¯i(tk)
Since H(tk) is in the scalar form we write [H(tk)]−1 = 12τ¯2i (tk )
Hence the update equation in 10 can be rewritten as:
∆i(t+k ) = ∆i(tk) − µ
ei(tk)
τ¯i(tk) (13)
Since a constant accessing of τ¯i(tk) = τi(t+k ) − τi(tk) might
over-complicate the synchronization algorithm, we approxi-
mate τ¯i(tk) with its mean value, i.e.,
τ¯i(tk) ' E[τ¯i(tk)]
And from the definition of the hardware clock model given
by (1), τ¯i(tk) =
∫ tk+1
t+
k
f (ζ)dζ and hence we can write
τ¯i(tk) ' E[
∫ tk+1
t+
k
fi(ζ)dζ] =
∫ tk+1
t+
k
E[ fi(ζ)]dζ (14)
But,
E[ fi(t)] = fˆ − fmax + fˆ + fmax2 = fˆ
τ¯i(tk) ' E[
∫ tk+1
t+
k
f (ζ)dζ] = fˆ
∫ tk+1
t+
k
dζ = B fˆ (15)
Therefore the synchronization clock update rule can be
simplified as follows:
ci(t+k ) = ci(tk) + ei(tk) = tk + βk, and (16)
and the logical clock rate update as follows:
∆i(t+k ) = ∆i(tk) − µ
ei(tk)
B fˆ
(17)
B. Steady State and Convergence Analysis
Say e(tk) = e(k) and ∆i(tk) = ∆i(k), based on the update
equations, (16) and (17), we can define e(k + 1) and ∆i(k + 1)
as:
e(k + 1) = ∆i(k)τ¯i(k) − (B + βk+1 − βk) (18)
∆i(k + 1) = ∆i(k) − µ
B fˆ
[∆i(k)τ¯i(k) − (B + βk+1 − βk)]
4∆i(k + 1) = ∆i(k)[1 − µ
B fˆ
τ¯i(k)] − µ
B fˆ
(B + βk+1 − βk)] (19)
We can combine (18) and (19) into a state representation
given by (20).[
e(k + 1)
∆i(k + 1)
]
=
[0 τ¯i(k)
0 1 − µ
B fˆ
τ¯i(k)
] [
e(k)
∆i(k)
]
+
(B + βk+1 − βk)
[ −1
µ
B fˆ
] (20)
To assess the pairwise convergence of the proposed system
in the mean-sense, we evaluate the expectation of 20.[
E[e(k + 1)]
E[∆i(k + 1)]
]
=
[
0 B fˆ
0 1 − µ
] [
E[e(k)]
E[∆i(k)]
]
+
[ −B
µ
fˆ
]
(21)
For the algorithm to converge asymptotically in the mean-
sense, the modes λ1, λ2 of E[Φ(k)] = Φ¯(k) must lie in a unit
circle [12]. Based on the definition |λI − Φ¯(k)| = 0, we obtain
the eigenvalues as [λ1, λ2] = [0, (1 − µ)].
Therefore, a necessary and sufficient condition for asymp-
totic convergence in the mean-sense is if 0 < µ < 2. Since
this condition on convergence is independent on the modes
of Φ(k), a clear advantage over the Gradient Descent Time
Synchronization Algorithm [4] and the Proportional Integral
Synchronization Algorithm [10] where the conditions for
convergence are respectively, 0 < µ < 1
B2 fˆ 2
and 0 < µ < 2
B fˆ
as shown in Table I.
Table I: Synchronization Convergence Conditions
Algorithm Step Size
GraDeS [4] 0 < µ < 1
B2 fˆ 2
PISync [10] 0 < µ < 2
B fˆ
Proposed 0 < µ < 2
The steady state error and clock rate variables can be written
as:
lim
k→∞
E[e(k)] = e(∞) and lim
k→∞
E[∆i(k)] = ∆i(k)(∞)
From equation 21, we can write the respective steady state
equations of e(k) and ∆i(k) as:
∆i(∞) = (1 − µ)∆i(∞) + µ
fˆ
=⇒ ∆i(∞) = 1
fˆ
and
e(∞) = B fˆ∆i(∞) − B =⇒ e(∞) = 0
We therefore conclude from the above analysis that, the
synchronization error,ei of a node i synchronizing to the
gateway node g, converges to zero and its logical clock rate,∆i
converges to the nominal oscillation period, 1
fˆ
.
Let Dk+1 = βk+1 − βk , zk = ∆i(k) fˆ − 1 and wk+1 =∫ tk+1
tk
f (ζ)dζ
τ¯(k) = B fˆ + wk+1 (22)
where wk+1 has statistics E[wk+1] = 0 and E[w2(k + 1)] =
B fˆ .
Based on these definitions we can rewrite the error and clock
rate recusion equations respectively as:
ei(k + 1) = zk
(
B +
wk+1
fˆ
)
+
wk+1
fˆ
− Dk+1
and
∆i(k + 1) = zk + 1
fˆ
− µ
B fˆ
(
zk
[
B +
wk+1
fˆ
]
+
wk+1
fˆ
− Dk+1
)
Let gk+1 = B fˆ +wk+1 with mean, E[gk+1] = B fˆ and second
moment, E[g2
k+1] = B2 fˆ 2 +
Bf 2max
3
z(k + 1) = zk
(
1 − µ
B fˆ
gk+1
)
− µ
B fˆ
gk+1 + µ +
µ
B
Dk+1
E[z(k + 1)] = E[zk](1 − µ) =⇒ E[z∞] = 0 (23)
z2k+1 = z
2
k
(
1 − µ
B fˆ
gk+1
)2
+
(
− µ
B fˆ
gk+1 + µ +
µ
B
Dk+1
)2
+
zk
(
1 − µ
B fˆ
gk+1
) (
− µ
B fˆ
gk+1 + µ +
µ
B
Dk+1
)
Taking expectation of both sides, we get
E[z2k+1] = E[z2k]
(
µ2
[
1 +
f 2max
3B fˆ 2
]
− 2µ
)
+
µ fmax
3B fˆ 2
+
µσ2D
B2
(24)
Since E[e∞] = BE[z∞] = 0, it follows that, Var[e(∞)] =
E[e2(∞)] and E[e2(∞)] can be expressed in terms of E[z2(∞)]
as:
E[e2(∞)] = E[z2k]
(
B2 +
E[w2
k+1]
fˆ
)
+
E[w2
k+1]
f 2
+ +E[D2k+1]
Using straight-forward steps, the asymptotic variance of the
error can be given as:
Var[e(∞)] =
(
B2 +
B f 2max
2 fˆ
) (
µ2 fmax + 2µ fˆ 2σ2D
2 − 4µ − 2µ2B fˆ 2 + 2µ
2 f 2max
)
+
B f 2max
f 2
+ σ2D
(25)
IV. TIME SYNCHRONIZATION PROTOCOL
In this section, the pairwise synchronization analyses is
extended into a fully working implementation protocol for
time synchronization in WSNs.
5A. Optimal Update Step Size
We observe that when µ = 1, equation 21 becomes
[
E[e(k + 1)]
E[∆i(k + 1)]
]
=
[
0 B fˆ
0 0
] [
E[e(k)]
E[∆i(k)]
]
+
[
−B
1
fˆ
]
where the mean logical clock rate, E[∆i(k + 1)] = 1fˆ =
∆i(∞). Hence with a unity step size, the steady state clock
rate is reached in a single iteration1. This removes the need
for a step size adaptation algorithm like in the Gradient
Descent Synchronization and PISync algorithms and therefore
a reduced processing and memory requirements.
B. Time Synchronization Protocol Based on Newton Adaptive
Algorithm
To achieve network-wide or global network synchroniza-
tion, the pairwise synchronization analysis is extended into
a generalized protocol which each network node uses to
achieve global network synchronization. Firstly, since fastest
convergence is achieved at unity step size, we adopt this value
for the protocol design. Next, since only a few nodes might
have access to the gateway node, g and by extension, tg, a
distributed averaging process is used to synchronize all nodes
to g. Finally, the Newton’s adaptive search algorithm is used
to update the clock rate, ∆, which is used to adjust the speed of
the logical clock in each synchronization round. The pseudo-
code adopted in the protocol implementation for node i is
presented in Algorithm 1.
An activated node i, with Ni nearest neighbors, initiates
the clock estimate variable, ci , an estimate variable of the
oscillator frequency, ∆i and two dummy variables ClockError
and Recieved used for the distributed averaging which are
initialized to zero (Line 3). First, node i clears it’s initially
stored data and broadcast a request for neighborhood time
values (Line 4). Now, say node j lies within the neighborhood
of i and receives this request, node j replies to i with an
acknowledgment packet containing its clock value, cj (Lines
5-7). For each received acknowledgment with clock value,
say cj , node i computes the difference between the received
time value, cj and its current time value, ci . This value is
accumulated in the ClockError variable for all neighborhood
time value. The Received variable is also incremented by one
upon each reception (Lines 8-11). It is assumed that clock
values from 1-hop neighbors are received in a short time,
therefore, node i waits a for a certain time, Ts ≪ B 2 and
computes the mean neighborhood error, enew (Line 13). If
|enew | is less than a certain pre-calculated maximum error,
say emax 3, the node updates, ∆i using the derived update
rule given by 13 (Line 15). Node i then updates is clock
value, ci , initializes the dummy parameters set a timer to
fire after B seconds (Lines 16-18). When this timer fires,
1This is a known characteristic of the Newton’s Algorithm for adaptive
filters [13]
2where, Ts is the upper bound on the variance in the convergence time of
all network nodes. Within this time, node i is expected to receive values from
all nearest neighbors
3In [10], this value is given by, emax = 2B fˆ −1 fmax
Algorithm 1 Synchronization Pseudo-code for Node i
1: Initialization
2: Clear Repository
3: ci ← 0;ClockError ← 0; Received ← 0;
4: Node i broadcasts clock request packets to 1-hop neigh-
bors, Ni
5: Say node j, is such that { j ∈ Ni |Ni ∈ V and Ei, j ∈ E}
6: if «cj» request is received at node j then
7: j sends an acknowledgment with payload «cj»
. «cj» denotes packet with payload cj
8: for Each received «cj» at node i do
9: ei j ← (cj − ci) . Nodes i, j neighborhood error
10: ClockError ← ClockError + ei j
11: Received ← Received + 1
12: After Ts seconds
13: enew ← ClockError/Received
14: if |enew − ci | < emax then
15: ∆i = ∆i − µ(enew/τ¯i)
16: ci ← ci + enew
17: ClockError ← 0; Received ← 0;
18: Set timer to fire after B seconds
19: Upon receiving «ci» clock request from node l
20: . Given that i ∈ Nl
21: Node i transmits acknowledgment «ci» to node l
22: Upon timer, time-out
23: Broadcast request for clock packets from Ni neighbors
node i broadcasts request packets for neighborhood clock
values. Finally, whenever it received a clock request for say
node l localized with its neighborhood, node i transmits an
acknowledgment to l with its updated clock.
V. PRACTICAL EXPERIMENTATION
In this section, practical experimental evaluation is carried-
out for our proposed protocol as against the Gradient Descent
Synchronization Protocol [14]. For each experiment, we eval-
uate the synchronization accuracy and the convergence time.
The experimental setup, methodology and materials are also
discussed.
A. Test Network
In our experiments, we utilize a line topology of 16 nodes
shown in Figure 4. Experiments on line topologies allows
for the scalability of protocols to be observed since the
performance of time synchronization protocols degrade with
increase in network diameter [15]. It should be noted here
that, in order to realize these network configurations for our
experiments, network nodes are forced to accept packets from
only some nodes.
B. Hardware Platform
In our experiments, the platform based on a network
comprising MicaZ nodes from Memsic, instrumented with
a 7.37MHz 8-bit Atmel Atmega128L microcontroller are
employed. The MicaZ nodes are equipped with 4kB RAM,
6Figure 4: Distribution of Sensor Nodes for Experiments
128kB program flash and Chipcon CC2420 radio chip which
provides a 250 kbps data rate at 2.4 GHz frequency. The
7.37MHz quartz oscillator on the MicaZ board is employed as
the clock source for the timer used for timing measurements.
This timer operates at 1/8 of that frequency and thus each
timer tick occurs at approximately every 921 kHz (approx. 1
µs). TinyOS-2.1.2 installed on Ubuntu Linux Distribution 14
is used a the base operating system for all experimental work.
The CC2420 transceiver on the MicaZ board employed has
the capability to timestamp synchronization packets at MAC
layer with the timer used for timing measurements. Packet
level time synchronization interfaces provided by TinyOS are
utilized to timestamp synchronization messages at MAC layer
[16].
C. Experiment Parameters
In our experiments, a beacon period, B of 30 seconds and
emax of 6000 ticks were used for both protocols. The nominal
oscillator frequency of fˆ = 1MHz is used. Node ’1’ is used
as the reference node for both protocols. The TMicro timer
is adopted for all timing operations. When each experiment
commences, network nodes are switched on randomly within
5 minutes of operation with each experiment taking about 3.4
hours.
D. Results
In this section, we look at the behavior of the suggested
protocol in terms of global synchronization accuracy and
convergence time in comparison to the Gradient Descent Syn-
chronization Protocol (GradSync) and Average Proportional
Integral Synchronization Protocol (AvgPISync). These metrics
of evaluation are thoroughly defined by Yildirim et al [10].
Table II: Convergence Time
Protocols GraDeS AvgPISync Proposed
Conv. Time(s) 545 660 215
Figure 5: Maximum Global Error Comparison
The maximum global error is presented for FTSP, Flood-
PISync and BAF in Figure 5. Table II summarizes these the
convergence time results.
First, we observe that the proposed protocol outperform both
GraDeS and AvgPISync protocols in terms of convergence
time. This tallies with the theoretical analyses presented in
section II where the clock rate multiplier at unity step size
converges at a faster rate as compared to GraDeS. GraDeS
and AvgPISync however have a similar performance in terms
of the convergence time. Next we observe that, the suggested
method performs similarly to AvgPISync but is outperformed
by GraDeS in terms of synchronization error. However after
achieving convergence, GraDeS experiences an error peak of
about eGmax = 1157µs at about 3180 seconds. GraDeS protocol
outperforms the proposed protocol in terms of synchronization
error since its narrow step size bound allows for more tighter
synchronization. PISync also with narrow step size than New-
tonSync protocol experiences a better synchronization error.
VI. CONCLUSION
In this work, we present a method of time synchronization
for wireless sensor networks inspired by the Newton adaptive
algorithm. The convergence of the proposed algorithms in
the mean sense was derived and the asymptotic mean and
variance of pairwise synchronization were derived. A practical
protocol is designed by extending the pairwise synchronization
analysis. The protocol is compared experimentally against
AvgPISync and GraDeS. The proposed scheme outperformed
the other protocols in terms of convergence time but performed
closely to AvgPISync. Future work could include further
testing the protocol on mobile nodes and on larger networks.
REFERENCES
[1] K. R. Jeremy Elson, “Wireless Sensor Networks: A New Regime
for Time Synchronization,” Computer Communication Review, vol. 33,
no. 1, pp. 149–154, 2003.
[2] L. Schenato and F. Fiorentin, “Average TimeSynch: A consensus-
based protocol for clock synchronization in wireless sensor networks,”
Automatica, vol. 47, no. 9, pp. 1878–1886, 2011.
[3] M. MarÃs¸ti, B. Kusy, G. Simon, and k. LÃl’deczi, “The Flooding
Time Synchronization Protocol,” in Proceedings of the 2Nd International
Conference on Embedded Networked Sensor Systems, SenSys ’04, (New
York, NY, USA), pp. 39–49, ACM, 2004.
[4] K. S. Yıldırım, “Gradient descent algorithm inspired adaptive time
synchronization in wireless sensor networks,” IEEE Sensors Journal,
vol. 16, no. 13, pp. 5463–5470.
[5] J. He, P. Cheng, L. Shi, J. Chen, and Y. Sun, “Time Synchronization in
WSNs: A Maximum-Value-Based Consensus Approach,” IEEE Trans-
actions on Automatic Control, vol. 59, pp. 660–675, Mar. 2014.
[6] S. L. YÄs´ldÄs´rÄs´m K.S., Carli R., “Proportional-integral clock synchro-
nization in wireless sensor networks,” IEEE/ACM TRANSACTIONS ON
NETWORKING.
[7] P. Sommer and R. Wattenhofer, “Gradient clock synchronization in
wireless sensor networks,” in International Conference on Information
Processing in Sensor Networks, 2009. IPSN 2009, pp. 37–48, Apr. 2009.
[8] A. Akl, T. Gayraud, and P. Berthou, “An investigation of self-
organization in ad-hoc networks,” in 2011 IEEE International Confer-
ence on Networking, Sensing and Control (ICNSC), pp. 1–6, Apr. 2011.
[9] K. Yildirim and A. Kantarci, “External Gradient Time Synchronization
in Wireless Sensor Networks,” IEEE Transactions on Parallel and
Distributed Systems, vol. 25, pp. 633–641, Mar. 2014.
[10] S. L. YÄs´ldÄs´rÄs´m K.S., Carli R., “Adaptive control-based clock
synchronization in wireless sensor networks,” (Linz, Austria,), IEEE,
European Control Conference ECC15, jul 2015.
7[11] J. He, “Time synchronization in wsns: A maximum-value-based consen-
sus approach,” . ISA Transactions, vol. 53, no. 2, pp. 347–357, 2014.
[12] S. Kar and J. Moura, “Distributed Consensus Algorithms in Sensor
Networks With Imperfect Communication: Link Failures and Channel
Noise,” IEEE Transactions on Signal Processing, vol. 57, pp. 355–369,
Jan. 2009.
[13] A. H. Sayed, Adaptive Filters. Wiley-IEEE Press, 2008.
[14] K. S. Yildirim, “Gradient Descent Algorithm Inspired Adaptive Time
Synchronization in Wireless Sensor Networks,” arXiv:1512.02977 [cs],
Dec. 2015. arXiv: 1512.02977.
[15] M. G. C. Torres, “Energy consumption in wireless sensor networks using
gsp,” Master’s thesis, University of Pittsburgh, 2006.
[16] M. M. and S. J., M. Maroti and J. Sallai, âA˘IJPacket-level time synchro-
nization,âA˘I˙ TinyOS Core Working Group, Technical Report, May 2008.
[Online]. Available: http://www.tinyos.net/tinyos-2.x/doc/pdf/tep133.pdf,
may 2008.
