This paper provides a deep evaluation of the energy consumption of routing protocols. The evaluation is done along with other metrics such as throughput and packet delivery ratio (PDR). We introduce two more metrics to capture the efficiency of the energy consumption: e-throughput and e-PDR. Both are ratios in relation to the energy. We consider the three low layers of the stack. Three types of routing protocols are used: proactive, reactive, and hybrid. At the MAC and PHY layer, three radio types are considered: 802.11a/b/g. Finally, the number of nodes is varying in random topologies, with nodes being static or mobile. Simulations are conducted using NS3. The parameters of a real network interface card are used. From the results in mobile position scenarios, no protocol is outperforming the others; even if OLSR has the lowest energy consumption, most of the time. However, in constant position scenarios, AODV consumed a lower energy, apart from the scenarios using the 802.11a standard where HWMP energy consumption is the lowest. Regarding the energy efficiency, AODV protocols provided the best e-throughput and OLSR the best e-PDR in overall configurations. A framework for selecting energy-efficient routing protocol depending on network characteristics is proposed at the end.
Introduction
Wireless networks are attracting a lot of interest from researchers since more
AODV
Reactive routing protocols are waiting for the demand before finding the route to the destination of a packet. AODV remains the most used among all reactive routing protocols. Several reactive routing protocols are based on this protocol.
The AODV protocol is defined in RFC 3561 [10] . Since nodes are mobile, the topology is consequently subject to change; AODV allows nodes to obtain routes rapidly for new destinations. It is based on other distance vector protocols such as DSDV and DSR.
The discovery process used to determine unicast route to the destination precedes data transmission. A route request packet RREQ is flooded from the sending node during this process. Each node, which receives this packet, forwards it to other nodes until the destination is found. All intermediates nodes consider the route to the source contained in the RREQ packet during this first step. Once the destination is reached, this node sends a route reply RREP packet.
This packet follows the reverse path taken by the RREQ. On the way back to the source, RREP provides a route to the destination to all intermediate nodes. The discovery process ends when RREP reaches the source. The transmission of packets can really start. At this point, each intermediate node knows the neighbor to which it should forward packets in order to reach the source or the destination. By this way, it is no longer necessary to keep the addresses of all intermediate nodes between the source and the destination. The routing overhead is therefore considerably reduced. The operation of AODV is loop-free due to the use of destination sequence numbers as described in [10] . 
OLSR
Proactive routing protocols do not wait for a demand before finding the route to a destination; they maintain a table used for this purpose. This is why they are also called table-driving routing protocols. The Optimized Link State Routing (OLSR) protocol, in its first version, has been defined in RFC 3626 [11] in 2003.
A second version has been proposed in RFC 7181 in 2014. The route is build beforehand for data transmission by maintaining a routing table at each node.
OLSR makes therefore use of the following mechanisms as described in [11] :
• Link Sensing: it aims to check the connectivity between nodes. It is accomplished through periodic emission of HELLO messages over the interfaces through which connectivity is checked. A separate HELLO message is generated for each interface.
• Neighbor detection: it depends on the number of interfaces per node. The neighbor set of a node may be deducted from the information exchanged as part of link sensing in a network with single interface nodes. The address of a node is that one of its single interface.
• MPR Selection and MPR Signaling: each node selects a set of its neighbor nodes as special nodes called multipoint relays (MPRs). Only those MPRs will retransmit broadcast messages, in such a way that this message will be received by all nodes two hops away.
• Topology Control Message Diffusion: The routing table at each node is constructed using topology control by means of Topology Control (TC) packets, which are forwarded only by MPR.
• Route Calculation: The routing table at each node, containing sufficient link-state information, will be used for route calculation.
HWMP
The Hybrid Wireless Mesh Protocol (HWMP) is a routing protocol defined in IEEE 802.11s and dedicated to Wireless Mesh Networks [12] . It combines the flexibility of on-demand routing with proactive topology tree extensions.
HWMP supports two modes of operation depending on the configuration: reactive mode and proactive mode. The latter makes use of additional primitives to proactively set up a distance-vector tree rooted at a single root mesh point (MP).
The two modes of HWMP are not exclusive and may be used concurrently. They make use of four types of control messages: Route Request (RREQ), Route Reply (RREP), Root Announcement (RANN), and Route Error (RERR). The first three types of control messages contain a metric field in order to propagate the metric information between MPs.
We consider the reactive mode in this paper, since HWMP is basically a reactive protocol. HWMP has just been augmented by a proactive mechanism designed to permit that a node announces itself as the root of a tree based topology. In reactive mode, when a source MP needs to find a route, it broadcasts a RREQ specifying a destination MP and the metric field is initialized to 0. When 
Related Work
The original work using simulation models dates back to Broch et al. [13] , members of the CMU monarch group. They evaluated four routing protocols, namely: The Dynamic Source Routing (DSR) [14] , AODV, The Temporally-Ordered Routing Algorithm (TORA) [15] , and the Dynamic Destination-Sequenced Distance-Vector
Routing (DSDV) [16] . They focused their study on three metrics: packet loss, routing overhead, and route length. The same routing protocols have been compared later by Cano/Manzoni [8] on the perspective of energy consumption.
The evaluation of these four protocols was carried out using Network Simulator-2 (NS2). Their main finding was that DSR and AODV perform better than DSDV, and clearly better than TORA. The mobility impact on energy conservation of the four previous routing protocols has been studied by Chen/Chang [17] . The result of this study was that reactive protocols are more speed-sensitive and proactive protocols not. However, in situations where nodes move in groups, on-demand protocols perform better than proactive ones in terms of energy conservation. Several works attempted to improve the energy consumption of distance vector-based routing protocols. The energy-aware AODV (EA-AODV) routing protocol has been proposed and compared to pure AODV in the perspective of the remaining energy by Gupta [18] . EA-AODV showed some improvement in energy consumption over the pure AODV. Another extension of AODV based on distributed minimum transmission (DMT) multicast has been proposed in [19] . The DMT-based EAODV routing protocol improves the energy consumption of pure AODV. Kim and Jang proposed New-AODV, an Enhanced AODV Routing Protocol, which attempts to extend the entire network lifetime by adjusting RREQ delay time [20] . Simulation on NS2 showed the superiority of New-AODV over the pure AODV routing protocol. A novel DSR-based energy-efficient routing algorithm has been proposed in [21] : Energy Dependent DSR (EDDSR). It has been compared with pure DSR, MDR and LEAR in a dense and sparse network scenario using the NS2 simulator. Their study showed first that MDR and EDDSR clearly outperform DSR in terms of node lifetime, especially in dynamic scenarios. In addition, this study revealed that the LEAR mechanism generates high-energy expenditure due to its route discovery process especially in dense networks. In [22] Maan and Mazhar evaluated the performance of five routing protocols, namely AODV, DSR, DSDV, OLSR, and DYMO (Dynamic MANET on demand) with regard on mobility models [29] . They considered important metrics such as delay, PDR, and normalized routing load; but they did not consider energy. One of the main results is the proposed matrix for selection of routing protocols in terms of mobility models and performance parameters.
Two energy performance metrics have been used in [30] 
Simulation Set-Up
We made use of Network Simulator (NS) version 3.25 to compare the three routing protocols. Network Simulator is reportedly [34] one of the better performing simulation tools available.
Energy Consumption Model in NS3
The NS- 
Particularisation of Routing Protocols
We modified some values of the routing protocols' attributes in order to guarantee a fair evaluation. Table 1 provides the different modifications on routing protocols.
No root node has been set for HWMP since it is working in reactive mode. 
Network Topology and Node Connexions
Nodes are distributed on a disc surface area with different radius in our scenarios. The radius chosen for the different scenarios resulted from the tests we carried out to guarantee fairness in the performance evaluation of the different routing protocols. Three numbers of nodes are defined: 16, 49, and 100. A basic overview of the random nodes placement within the disc area with 49 nodes is given in Figure 1 . The communication between the nodes is established randomly. The source and destination nodes are chosen randomly thanks to the uniform random variable implemented in NS3 as well as the duration of the connections between nodes. The connections present a uniform arrival distribution with duration generated by an exponential variable with a mean of 30 seconds. Using these parameters we can be sure that with a 180 seconds simulation, several connections will overlap.
Mobility and Propagation Loss Models

Mobility Model
We used two mobility models to be more realistic. We evaluated firstly the routing protocols with fixed-location nodes. The mobility model used in NS3 for making the node to remain static is the Constant Position Mobility Model. We used secondly Random Waypoint Mobility Model for our mobile scenarios. In this model, each node starts by pausing at time zero. After pausing, the object will pick a new waypoint and a new random speed, and will begin moving towards the waypoint at a constant speed. When it reaches the destination, the process starts over.
Propagation Loss Model
A propagation loss model enables to simulate the loss of power or the attenuation of a signal passing through a transmission channel. It helps to calculate the reception power of a destination node. This enables to determine whether the node can receive a signal. The value of the reception power depends on the emission power of the source node and the position of the source and the destination node. The position of nodes depends on the implemented mobility modes. We adopt the Log-distance Propagation Loss Model. This model calculates the reception power as given in Equation (1): Table 2 contains a summary of the parameters used to carry out the simulations.
Summary of Simulation Parameters
Results and Discussion
This section aims to provide and discuss the results of the simulations. It is divided into two parts. The first part focuses on the energy consumed by each routing protocol in different network sizes and transmission rates, and using different radio types. The second part tries to determine the efficiency of the energy consumption with regard on throughput and PDR. 
Energy Consumption
802.11a
The simulation results of the energy consumption for 802.11a in a static position are plotted in Figure 2 . From this figure, it is easy to notice that OLSR is the highest energy consumer. According to Table 3 , the second routing protocol with the highest energy consumption is AODV, and HWMP being the last. This table also reveals that the difference in energy consumption between HWMP and OLSR is far higher than the one between AODV and HWMP. This is because OLSR is a proactive routing protocol while HWMP is a hybrid one but working in the reactive mode. While OLSR tries to keep its routing table up to date during the entire simulation time, HWMP keeps the information only about the active route and this goes the same for AODV. Since HWMP and AODV apply the same routing approach, the slight difference in their energy consumption results from the fact that AODV is a layer three routing protocol while HWMP is a layer two routing protocol. 
802.11b
Figure 3 depicts the energy consumption when nodes are equipped with an 802.11b network card. In all scenarios, it is obvious that HWMP is the highest energy consumer. The energy consumption of OLSR is similar to the one of AODV in small network sizes. But the energy consumption of OLSR is slightly greater when the size of the network increases. From Table 3 , based on an average estimation, OLSR consumes more energy than AODV. This observation confirms the result about the remaining energy of a node in [9] . The noticeable difference in energy consumption between AODV and HWMP is mainly caused by the peer link management mechanism. This mechanism enables each meshed point to discover and track neighboring nodes. Thus beyond the fact that HWMP is a layer two routing protocol, when there is a high number of collision between the management frames, there is an amount of energy consumed for the retransmission of those frames.
802.11g Table 3 , HWMP is the protocol, which consumes the most energy. The reason is the same as the one mentioned in the case of 802.11b. In the particular case of 49 nodes and with the same condition as in 802.11b, to examine how the change in standard can influence the energy consumption, the average energy consumed at 100kbps for 802.11b and 802.11g is provided in Table 4. Table 4 reveals that under the same conditions, the change of the 802.11 standard induces an increase in the energy consumption. This means it is not always the standard with the longer transmission range that will consume the higher amount of energy. In other words, the modulation of each standard also influences the energy consumption.
Mobile Position
The below scenarios have enabled us to bring out the influence of mobility on energy consumption.
802.11a Figure 5 shows: the mobility of nodes causes an important fluctuation in energy consumption. AODV seems to consume less energy than others. This confirms the results in [17] . Contrariwise, it is not easy to observe between HWMP and OLSR, which is consuming less. However, it is clear that OLSR is the highest energy consumer in this mobile scenario (Table 3) . This is because the movement of nodes leads to more route updates. When considering the av- longer counted. In the case of HWMP, the increase in energy consumption is caused mainly by its nature (Layer 2 routing protocol) and the peer management system. In fact, the movement of nodes heavily affects the peer management system applied in HWMP. Peers are formed dynamically based on their position.
The airtime link metric (ALM) used as metric with HWMP is very affected by the error rate introduced by the movement of nodes. HWMP broadcasts more messages in such scenarios than AODV and OLSR.
802.11b
In almost all cases according to Figure 6 , the energy consumption of HWMP is far above that of AODV and OLSR. Figure 6 also shows that AODV is highly affected in the 49 nodes scenario. Its energy consumption has increased from 2183 J at 100 kbps to 5551 J at 400 kbps. Since it is the same mobility pattern, which is applied at a different transmission rate, it becomes obvious that in a scenario where the nodes are mobile the transmission rate can highly influence the energy consumption of AODV. Table 3 reveals the fact that in this mobile scenario, HWMP has globally the highest energy consumption and OLSR the lowest. We also observe that between static and mobile scenarios, AODV and HWMP have experienced a slight increase in their energy consumption; while the energy consumed with OLSR has reduced. For both AODV and HWMP, the broadcast of RREQ messages for broken roads or paths is the reason of the slight increase in energy consumption.
Moreover, the peer management system is another reason, which justifies the increase in energy consumption with HWMP.
802.11g
HWMP consumes more energy than AODV and OLSR for all mobile scenarios with 802.11g according to Figure 7 . AODV and OSLR have very close energy consumption in almost all scenarios except in case of 100 nodes at 100 kbps. A general evaluation in their energy consumption can be done thanks to Table 3 . From this table, it is clear that globally OLSR has the lowest energy consumption. The reasons for increase or decrease in energy consumption are the same as explained in case of 802.11a and 802.11b. However, the average energy consumed by HWMP in both mobile and static scenarios is almost the same. So in this case, the mobility of nodes has not a strong impact on the energy consumption as far as HWMP is concerned. As in the case of a constant position, a focus can be done on the scenario of 49 nodes for 802.11b and 802.11g
under the same conditions. In addition, changing from 802.11g to 802.11b can double the energy consumption with a protocol like AODV under the same conditions. Finally, the proactive routing protocol is less affected by the change of the 802.11 standard.
Energy Consumption
Considering only the energy consumption of a routing protocol without paying attention to other characteristics can bias the conclusion. The aim here is to evaluate how efficient is the use of energy. Two metrics are therefore introduced: 
e-PDR
We define the e-PDR as the ratio between the energy consumed and the packets delivery ratio. It is given in Equation (2).
e PDR EC PDR − =
EC: Energy consumed; PDR: Packet Delivery Ratio.
This performance metric enables to know, which protocol has the best ratio Energy consumed/ delivered Packets. The protocol with the smallest value in e-PDR is therefore the best energy-efficient protocol in the point of view of PDR.
We define the e-Throughput as the ratio between the energy consumed and the throughput in Equation (3). This metric is similar to the energy expenditure defined in [38] .
EC: Energy consumed.
This performance metric enables us to evaluate, which protocol has the best ratio Energy consumed/Throughput. The protocol with the smallest value in e-Throughput is therefore the best energy-efficient protocol in point of view of throughput.
Constant Position
802.11a Figure 8 and Figure 9 depict respectively the e-PDR and e-Throughput for the different scenarios when using the 802.11a standard in constant position.
OLSR is the protocol that provides the smallest e-PDR and e-Throughput for the 16 nodes network. It means that OLSR is the protocol that consumes energy most efficiently for the delivery with the best data rate. It is followed by AODV.
OLSR and AODV have almost the same energy-efficiency in terms of e-PDR in a network with 49 nodes at a low transmission rate (100 kbps). Figure 9 shows that AODV and OLSR have the same energy-efficiency as far as the transmission data rate is concerned. Figure 8 shows: the three protocols offer almost the same energy-efficiency in terms of e-PDR between transmission rates of 200 kbps and 300 kbps. However, AODV offers the best energy-efficiency in terms of e-Throughput when we consider Figure 9 . OLSR offers the best energy-efficiency in terms of e-PDR followed by AODV at a higher transmission rate (400 kbps). For scenarios with 100 nodes it is very obvious for the e-PDR that OLSR is the best energy-efficient routing protocol followed by AODV. However, Figure 9 shows that except at 100 kpbs where OLSR outperforms AODV, the rest of the scenarios is dominated by AODV. It comes globally that HWMP has the worst energy-efficiency, despite the fact that it has the lower energy consumption in average. 802.11b 802.11g Figure 12 and Figure 13 depict respectively the e-PDR and e-Throughput for scenarios in which nodes are equipped with 802.11g radios. Figure 12 shows AODV has the best performance at 300 kbps and 400 kbps. For the 100 nodes network except in case of 100 kbps where OLSR outperforms all other protocols, AODV is globally the best choice for a transmission rate above 200 kbps.
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As a general observation, OLSR offers the best performances in terms of e-PDR when the nodes have static positions, irrespectively of the 802.11 standard used. Concerning the e-Throughput, AODV is in most cases the best choice. Lastly, HWMP has generally the worst performance in terms of e-PDR or e-Throughput except for some particular scenarios where it has an average performance.
Mobile Position
This subsection examines, which routing protocols manage the best energy when the nodes are mobile.
802.11a scenarios though HWMP does not provide the best performance, it can be considered as a good compromise.
802.11b Figure 16 and Figure 17 present the results obtained in different scenarios with all nodes using the 802.11b standard. Figure 16 shows: OLSR is inarguably the best routing protocol in terms of e-PDR, followed by AODV in all scenarios. It is important to notice that HWMP offers a very bad e-PDR in scenarios with 100 nodes. That means, HWMP consumes a lot of energy but delivers very few packets. According to Figure 16 , it is obvious that AODV has the best e-Throughput.
OLSR performs very badly in relation to the e-Throughput at 100kbps; however, it manages its energy better at high transmission rates. So globally, OLSR offers the best e-PDR and AODV the best e-Throughput.
802.11g Figure 18 shows: OLSR has the best e-PDR in all scenarios irrespectively and 100 nodes gives an average performance in a good number of scenarios.
OLSR is therefore doubtlessly the best option in similar scenarios to obtain the best e-PDR. AODV is inarguably the best choice to obtain the best e-Throughput.
If an average solution is required in small network sizes, HWMP could be acceptable under some particular circumstances.
Framework for Routing Protocol Selection
At the light of the foregoing simulations and results, Table 6 provides a framework for choosing the best routing protocols respectively in constant and mobile position scenarios. It is constructed in two steps. The first step creates intermediate tables as follows: for each 802.11 standard, network size, and data rate, the protocol providing the best value of the considered metric is kept. The second step consists into selecting the protocols(s) with the larger occurrence(s) for each scenario (constant or mobile) from intermediate tables. 
Conclusions
We evaluated the performance of three routing protocols namely AODV, OLSR and HWMP with regard to energy consumption under NS3 in this work. We used random network topologies over different surface areas. We evaluated the impact of mobility over the energy consumption. In addition, we examined the impact of different WIFI standards over the energy consumption. Based on our observations, the energy consumed by each routing protocol varied according to the configuration used in our different scenarios. In fact, it emerged from this work that basically AODV could offer the minimum energy consumption followed by OLSR. HWMP could be also an adequate choice but in a particular configuration using the 802.11a standard. To refine this work, we introduced two performance metrics, the e-PDR and the e-throughput. At the end of our observations, OLSR is the protocol, which manages its energy consumption, the best way to deliver the highest fraction of packets. The AODV protocol provided the best e-throughput in overall configurations. Despite its worst performances in most cases, HWMP has been seen for some particular situations as the middle solution especially when using the 802.11a standard. Our results indicate that further refinement of the 802.11s based HWMP standard is required to reach the energy-efficiency of layer three's routing protocols. The framework for selecting an energy-efficient routing protocol can be useful during the design of wireless networks.
We considered the reactive mode of HWMP in this work. It would be inter- 
