Abstract. We develop a dimension-independent theory of alignment in Lorentzian geometry, and apply it to the tensor classification problem for the Weyl and Ricci tensors. In the first instance, we show that the alignment condition is equivalent to the 4-dimensional PND equation, and thereby recover the usual Petrov types. For the higher dimensional case, we prove that, in general, a Weyl tensor does not possess aligned directions. We then go on to describe a number of additional algebraic types for the various alignment configurations. For the case of second-order symmetric (Ricci) tensors, we perform the classification by considering the geometric properties of the corresponding alignment variety.
Introduction
In this paper we study the notion of alignment in Lorentzian geometry, and apply our results to the problem of tensor classification. Our ideas are inspired by, and generalize covariant classification methods that are utilized in general relativity. In 4 dimensions, tensor classification is important for physical applications, and in particular for the study of exact solutions of the Einstein equations [1] . Beyond the classical theory, there has been great interest in higher dimensional Lorentz manifolds as models for generalized field theories that incorporate gravity [2] . The problem of tensor classification in higher dimensions [3, 4, 5] is therefore of interest.
The most important algebraic classification results in 4-dimensional relativity are the classification of the energy-momentum tensor according to Segre type, and the classification of the Weyl tensor according to Petrov type. At present, there is no general scheme for the classification of the Weyl tensor in arbitrarily high dimensions, nor is there a unified methodology for the classification of arbitrary tensor types, RM and AC were partially supported by a research grant from NSERC. VP was supported by GACR-202/03/P017.
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such as the Riemann tensor. Thus, after developing a general theory of alignment, we apply our results to the classification problem for higher-dimensional Weyl tensors. We also use alignment to rederive and extend classification results for second-order symmetric tensors.
Classification of algebraic tensor types in Lorentzian geometry has a purely mathematical importance. The indefinite signature makes Lorentzian geometry profoundly different from Riemannian geometry. For example, a second-order symmetric tensor need not be diagonalizable when the signature is indefinite. Another striking difference was recently brought to light in a classification of Lorentzian 4D manifolds characterized by the property that all scalar curvature invariants vanish (VSI spacetimes) [6] . In Riemannian geometry, such a manifold must necessarily be flat, but this is not so in Lorentzian geometry, where there is a wealth of non-flat examples. Thus, understanding of algebraic tensor types in Lorentzian geometry is needed for the continued investigation of Lorentzian geometric phenomena, without analogues in Riemannian geometry.
Mathematically, the classification problem for tensors can be framed as follows. Let V be a finite-dimensional representation of the Lorentz group. Ideally, one would like to classify all the orbits in V up to isomorphism, by using the values of invariants and other covariant criteria, and if possible to give a canonical form for each orbit [7] . In practice, a complete classification of orbit types is possible only for simple representations and for small dimensions n. However, partial classification into broader categories of non-isomorphic orbits, and normal rather than canonical forms is still desirable. One wants a classification framework that is, as general as possible, but at the same time sufficiently detailed so as to reproduce prior classifications of specific symmetry types and dimensions.
Penrose and Rindler [8, Ch. 8 ] take a step in this direction by describing a framework for the classification of maximally symmetric tensors and spinors in 4 dimensions. Their classification works by associating an algebraic curve on 2-dimensional extended space (the 2-sphere) to a given symmetric spinor, and then utilizing covariant, algebro-geometric properties of the curve, such as factor multiplicities and singular points, to classify the spinor.
The point of departure for the present article is the observation that the Penrose-Rindler approach can be reinterpreted and generalized in terms of frame fixing. The components of a Lorentzian tensor can be naturally ordered according to boost weight. In essence, one counts the n of the NP tetrad with weight 1, the ℓ with weight −1, and the space-like components with weight 0. We will call a null direction ℓ aligned with the tensor, if the components with the largest weight vanish along that direction. The Penrose-Rindler curve is just the locus of aligned null directions. Singular points of the curve correspond to null directions of higher alignment, ones for which multiple leading orders vanish.
Thus, the key concept in our theory is the notion of an aligned null direction and of alignment order. We therefore begin by showing that the set of null directions aligned with a fixed n-dimensional tensor is a variety (we call it the top alignment variety), meaning that it can be described by a certain set of polynomial equations in n − 2 variables. Covariance now becomes a key issue, because these alignment equations are given with respect to a particular null-frame. A change of null-frame transforms the equations in a covariant fashion. The necessary mathematical framework needed to describe such covariant compatibility is a scheme, a very general notion from algebraic geometry that we adapt to the present circumstances.
The null directions of higher alignment order are subvarieties of the top alignment variety. The higher-order directions have an important geometric characterization related to singularities. Indeed, we prove that for irreducible representations of the Lorentz group, the equations for higher order alignment are equivalent to the equations for the singular points of the top alignment variety. Thus, for tensors, such as trace-free, symmetric R ab , bivectors, and Weyl tensors -these all belong to irreducible representations -the algebraically special tensors can be characterized as the instances whose alignment variety is singular.
Having dispensed with the necessary mathematical preliminaries, we describe a covariant classification methodology based on alignment order. In essence, we fix a null-frame ℓ, n, m i so that the order of alignment of ℓ and n along the given tensor is as large as possible. We then define the alignment type of a tensor to be the alignment order of such ℓ and n.
We illustrate the alignment classification with examples of vectors, 4-dimensional bivectors, second-order symmetric tensors (i.e., quadratic forms), and Weyl-type curvature tensors. We rederive the known, 4-dimensional classification results for these tensors -the Segre and Petrov types. We also consider the classification of these tensor types in higher-dimensions.
For symmetric R ab , the higher dimensional classification is a straightforward generalization of the situation in 4 dimensions. The situation for higher-dimensional Weyl tensors is more complicated. We prove that the well-known homogeneous PND equations [1] , generalized to arbitrary dimensions, are equivalent to the equations of alignment. However, we prove that for n > 4, these equations do not, generically, possess a solution. Thus, in contrast to 4D where an aligned ℓ and an aligned n can always be found, in higher dimensions it is necessary to introduce new Petrov types to account for the possibility that there does not exist an aligned ℓ, n. The end result of this analysis is a coarse classification, in the sense that it is fully equivalent to the Petrov classification in 4 dimension, but does not always lead to canonical forms for higher-dimensional Weyl tensors.
Contents and summary of results. 2. Lorentz and Möbius geometry.
Notation and preliminaries.
Our setting is n-dimensional Minkowski space. We define this to be a vector space isomorphic to R n , together with a Lorentz-signature inner product g ab . Generalizing the relativity notion of a null tetrad, we define a null frame to be a basis
ℓ a n a = 1, m i a m j a = δ ij , all other products vanish.
The above is equivalent to the condition that the dual basis is
In accordance with the above signature convention, a vector u will be called space-like, time-like, or null depending on whether the norm u a u a is respectively, positive, negative, or zero.
Throughout, roman indices a, b, c, A, B, C range from 0 to n − 1. Lower case indices indicate an arbitrary basis, while the upper-case ones indicate a null frame. Space-like indices i, j, k also indicate a nullframe, but vary from 2 to n − 1 only. Thus, (1) can be expressed as g 01 = g 10 = 1, g ij = δ ij . We raise and lower the space-like indices using δ ij , as in m i = δ ij m j . The Einstein summation convention is observed throughout.
Transformations.
A Lorentz transformation is a linear isometry of Minkowski space. Equivalently, such a transformation can be characterized as a change of basis
, from a null frame ℓ, n, m i to another null framel,n,m i . The matrix Φ A B is null-frame orthogonal; it satisfies
The null cone separates the set of time-like vectors into two unconnected components -these can be labeled as future and past. A Lorentz transformation is called orthochronous [9] if it preserves future and past, rather than switching them. Thus, for an orthochronous transformation, (ℓ a − n a )(l a −n a ) < 0.
Equivalently, the transformation matrix Φ Orthochronous transformations can be broadly distinguished as belonging to one of two possible classes, according to whether the transformation possesses one or two null eigenvectors (see Proposition B.5 in the appendix.) A null rotation is a transformation of the first type, with the unique null eigenvalue equal to 1. With n as eigenvector, the null rotation has the form:
A boost is a transformation of the second type having the form
The transformation matrix is
A spin is a transformation of the second type, having the form 
We will call the integer b A 1 ...Ap the boost weight of the scalar T A 1 ...Ap .
2.4. Extended space. Möbius transformations. We let
denote the null cone, and
the projective variety of null lines. Every null frame ℓ, n, m i defines affine coordinates z i on this variety according to
or equivalently by
where
It is natural to regard [n ] as a point at infinity, and so we identify PK n−2 with real extended spacê
the one point compactification of R m , homeomorphic to the sphere S m . Next, we describe the effect of a change of null frame on the affine coordinates. Rewriting (2), we havê
Forming a linear combination of the left-hand sides, we obtain
From (12) it follows that the two sets of affine coordinates are related by the following birational transformation
A transformation of this form is known as a Möbius transformation. It can be shown that Möbius transformations are conformal transformations of the sphere, and that conversely, every conformal transformation of S m is a Möbius transformation [10, 11] . In terms of the affine coordinates, null rotations about n correspond to translations; null rotations about ℓ to inversions; boosts correspond to dilations; spins correspond to rotations. The infinitesimal generators for these transformations are listed in Table 1 .
We will also need to speak of the complexified null cone 
A complex null line is a set of the form
We let PCK n−2 denote the set of all complex null lines. Complexified, affine coordinates are defined as before (12) . Taking account of the points at infinity, we identify PCK n−2 with extended complex space[10]
The elements of the second term and third terms are points at infinity having, respectively, the forms
The resulting space has the topology ofĜ(2, n), the Grassmannian of oriented, 2-dimensional subspaces of R n -see Proposition B.4 of the appendix. In lower dimensions, we have
The complexified Lorentz group is just the complex orthogonal group On (C), while the group of complexified Möbius transformation is the quotient of O n (C) by the subgroup of diagonal matrices. Null rotations, boosts, and spins can be complexified by allowing the transformation parameters z i , λ, X i j in (3) (5) (7) to assume complex values. However there do exist genuinely complex transformation types, without real analogues. These fix higher-dimensional Lagrangian subspaces rather than just a single null line. 
denote the ideal generated by these polynomials. An affine variety V is a locus defined by a set of polynomial equations p α (z i ) = 0. We note that every point z i ∈ V of the variety satisfies every equation in the ideal p α (z i ) . Indeed, it is useful to adopt the point of view that a variety is generated by an ideal, rather than by any particular set of equations.
Next, we consider varieties in extended space. The latter is not an open subset of affine space, and thus polynomial equations can only be defined with respect to a system of affine coordinates. However, there is no one preferred system of coordinates, and indeed, multiple systems of coordinates are required to cover all of extended space. Thus, it is necessary to affect changes of coordinates, and this requires a notion of covariance for polynomial equations with respect to birational transformations.
Consider a complexified Möbius transformation (18) corresponding to a complex-valued, Lorentz transformation Φ
wherep(ẑ i ) is some polynomial of degree d or less. However, on the domain φ 0 (ẑ i ) = 0, the polynomial equation p(z j ) = 0 is transformed into the polynomial equationp(ẑ i ) = 0 by the clearing of denominators. Thus, we must use (19) to define the notion of covariance for affine ideals (which we use to represent sets of polynomial equations).
Let q(z i ) ∈ C[z i ] be a polynomial. We will call the fraction ring
] be an affine ideal. We define the localization of I by q, denoted as
, to be the following ideal of the fraction ring:
Localization represents restriction of a polynomial equations to the domain q(
B be a pair of inverse Lorentz transformations (2), and let
be the corresponding inverse Möbius transformations. We will say that affine ideals
] are covariantly compatible with respect to the affine change of coordinates (20) if they satisfy
Equivalently, a set of polynomial equations p α (z i ) = 0 is judged to be covariantly compatible with polynomial equationsp β (ẑ i ) = 0 if every polynomial
, and vice versa for the inverse transformation.
A tensor in Minkowski space can be regarded as a covariant assignment of an array of scalars to every null frame m A . Tensor covariance is defined by the transformation law (9) . Having defined an analogous notion of covariance for affine ideals (21), we now define a Möbius scheme A to be a covariantly compatible assignment of an affine ideal A ⊂ C[z i ] to every null frame m A . We should note that our notion of a scheme is a simplified adaptation of the usual definition of such objects from algebraic geometry [12] .
We now define V(A) ⊂Ĉ m , the Möbius variety defined by A, to be the union of affine varieties
where the union index runs over all possible null frames m A . We will say that a point of the variety ζ i ∈ V(A) is singular if all first order partial derivatives vanish at ζ i as well:
We will say that ζ i is a singular point of order q if all partial derivatives
vanish at that point. Geometrically, a singular point represents a selfintersection such as a a node or a cusp, or a point of higher multiplicity.
For example, consider the equation for a line in the extended plane:
The Lorentz transformation
which transforms (22) into
the equation of a circle. This demonstrates the well-known fact that lines and circles, and more generally hyperplanes and hyperspheres, are equivalent geometric objects in Möbius geometry.
3. Alignment and Classification.
3.1. Boost order. In section 2.2 we defined the boost weight of a scalar T A 1 ...Ap to be the difference between the number of subscripts equal to 0 and the number of subscripts equal to 1. We define the boost order of the tensor T, as a whole, to be the boost weight of its leading term, that is to say the maximum boost weight of the corresponding, non-vanishing null-frame scalars. A priori, the assignment of a boost order to a tensor seems to depend on the choice of a null-frame. A null rotation about ℓ fixes the leading terms of a tensor, while boosts and spins (10) (8) subject the leading terms to an invertible transformation. It follows that the boost order of a tensor, as a whole, does not depend on a choice of a particular null-frame, but rather on the choice of a null direction. Therefore, the assignment of a boost order depends on two items of data: a tensor and a null direction. Let T be a tensor, and [k ], k a k a = 0 a null direction. We choose a null frame ℓ, n, m i , such that ℓ is a scalar multiple of k , and define b T (k ), the boost order along k , to be the boost order of T relative to this frame. This definition is sound, because, by the preceding Proposition, the boost order is the same for all such frames. Usually, the choice of tensor T is clear from context, and so we suppress the subscript and simply write b(k ).
For example, here are the boost weights for a generic, second-order tensor:
Thus, b(ℓ) = 1 if T 00 = 0 but some T 0i , T i0 = 0; while b(ℓ) = 0 if T 00 = T 0i = T i0 = 0, and one of T 10 , T 01 , T ij = 0; etc.
3.2. Alignment. Let T be a fixed tensor, and let b max denote the maximum value of b(k ) taken over all null vectors k . We will say that a null vector k is aligned with the tensor T whenever b(k ) < b max . We will call the integer
The value of b max depends on the rank and on the symmetry properties of the tensor T. For a generic rank p tensor, we have b max = p. However if the tensor has some skew-symmetry, then b max will be smaller than p.
For example, for a bivector K ab = −K ba , we have b max = 1. The components and the corresponding boost weights are
3.3. Alignment equations. We now show that the set of aligned directions is, in fact, a Möbius variety by exhibiting a set of defining equations for this set. Let T be a rank p tensor and m A a null-frame. For every list of frame indices A 1 , . . . , A p we define the polynomial We define
..Ap ≥ b max − q the alignment ideal of order q, to be the ideal generated by the above polynomials .
Theorem 3.2. Let m A andm B be two complex null frames related by (2) . Then, the corresponding alignment ideals A q ,Â q are covariantly compatible in the sense defined by (21) .
Proof. LetT B 1 ...Bp be the transformed scalars, as per (9), and let
, with the latter defined by (17) , and effecting substitutions (18) as necessary, we have that
, where
To prove that Υ . To verify the form of the second column, we note thatn =n and use (14) , together with the fact that
By (13) (14) (15) and by (17) we have that
Using this, as well as the fact that
gives the form of the third column.
Returning to the proof of the Proposition, from (9) (24) (27) we have
By inspection of (29) (26), it follows that the localization of A q is equal to the localization ofÂ q . Thanks to the above proposition, we can now speak of A q = A q (T), the alignment scheme of order q associated to the tensor T. The top alignment scheme A 0 , corresponding to the top alignment equations
has a distinguished role, and will be denoted simply as A. The corresponding varieties V(A q ) consist of aligned null directions of alignment order q or more. It may well happen that the alignment equations are over-determined and do not admit a solution, in which case the variety is the empty set. In those cases where V(A q ) consists of only a finite number of null directions, we will call these directions principal and speak of the principal null directions (PNDs) of the tensor.
3.4. Singular points. Let T be a rank p tensor and m A a null frame. 
Proof. From (4) we have 
If [k ] is aligned, with alignment order q, then z i = ζ i is a solution of (25) . Hence, by the preceding remark, z i = ζ i is a solution of (32) as well.
A partial converse of the preceding is the following. 
The polynomials whose constant terms have maximal boost weight, i.e., In the proof of the preceding Proposition, we showed that an r th partial derivative of (35) is a polynomial whose constant terms have boost weight b max − r. The above argument proves the converse, i.e., every such polynomial must be a linear combination of r th partial derivatives of (35). 3.5. Alignment type. Algebraically special tensors can be characterized in terms of the existence of aligned vectors, with increasing specialization indicated by a higher order of alignment. In a nutshell, one tries to normalize the form of the tensor by choosing ℓ and n so as to induce the vanishing of the largest possible number of leading and trailing null-frame scalars. The tensor can then be categorized by the extent to which such a normalization is possible.
Let T be a rank p tensor, and let ℓ be an aligned vector whose order of alignment is as large as possible. We define the primary alignment type of the tensor to be b max − b(ℓ). If there are no aligned directions, i.e., the alignment equations are over-determined, we will say the alignment type is G (general type).
Supposing that an aligned ℓ does exist, we let n be a null-vector of maximal alignment, but subject to the constraint n a l a = 1. We define the secondary alignment type of the tensor to be b max − b(n ). We now define the alignment type of the tensor to be the pair consisting of the primary and the secondary alignment type. If ℓ is the unique aligned direction, i.e. if no aligned n exists, then we define the alignment type to be the singleton consisting of the the primary alignment type. We will also speak of complex and real types, according to whether or not we permit ℓ, n to be complex. (4) (24) (25), the zeroth and first order alignment equations are, respectively,
The covariance of the above equations is easily verified using (30). Also note that, as predicted by Theorem 3.5, equations (37) are obtained from the partial derivatives of equation (36).
Rewriting (36) as Thus, space-like vectors have alignment type (1, 1) . This means that every space-like vector can be put into the form ζ i m i . Time-like vectors are of real type G, but have complex alignment type (1,1). They can also be normalized to the form ζ i m i , but the required null frame and coefficients ζ i need to be complex. Finally, a null vector k , k a k a = 0 has alignment type (2). This is because a null vector can be normalized to the form ℓ by taking a null frame for which ℓ = k . There is no secondary type, because a null vector can only be aligned with a multiple of itself.
3.7.
Example: bivectors in 4-dimensions. It will be useful, at this point, to consider the covariant classification of bivectors in 4-dimensional Minkowski space. The bivector boost weights are shown in (23) . Applying (4) (24) we obtain the following form for the alignment equations:
According to Theorem 3.5, the equations for first order alignment can be obtained by taking partial derivatives of (38)(39):
Without loss of generality K 13 , K 12 are not both zero. By performing a spin and then a boost we can change to a null-frame where
The top alignment equations (38)(39) may now be written as
Generically, these equations have 4 discrete solutions: two real and two complex. These correspond to 2 real and 2 complex principal null directions. Taking the real PNDs as ℓ and n gives the following canonical form:
. Thus, for the generic case, the alignment type is (1,1) . The exceptional case corresponds to
Here, the complex PNDs merge with the real ones to create a singular, real PND. In this case, the canonical form is
. Such a bivector has alignment type (2).
4. Second-order symmetric tensors.
4.1.
Preliminaries. Let R ab be a traceless, second-order symmetric tensor, R ab = R (ab) , R a a = 0. The maximum boost weight is 2, with R 00 the scalar of maximum boost weight. Thus, there is one top alignment equation, namely (44)R 00 (z i ) = 0 where by (4) (24)
and where we have defined r 2 = 1 2 z i z i . The above equation can also be given in homogeneous form, namely
Alignment type, by itself, is insufficient to fully classify symmetric R ab . To obtain a classification, it is necessary to make use of the algebro-geometric properties of the alignment variety defined by equation (44).
This approach is a natural generalization of the Penrose-Rindler method for covariant classification of 4-dimensional, symmetric tensors and spinors [8] . In 4 dimensions, equations (44) and (46) describe a certain class of algebraic curves on the 2-sphere. A comprehensive classification of these curves is due to Penrose [13] , who applied his findings to the study of the energy-momentum tensor of 4-dimensional relativity.
For our part, we will first consider a generalization to arbitrary dimensions, and then rederive the 4-dimensional classification of Penrose. The key technique here is the expression of the alignment equation (46) using the affine form (44) (45). Generically, (45) describes a fourth degree polynomial. However, as soon one considers singular cases, one can perform a Möbius transformation and reduce (45) to a quadratic, greatly facilitating the classification. Indeed, bulk of the classification -the singular cases -is reduced to the problem of classifying quadratic equations in m variables up to Euclidean transformations. For this reason the higher dimensional classification, while admitting more particular cases, does not materially differ from the 4-dimensional setting.
As was noted above, at the most basic level of the classification one must distinguish the degenerate instances. Hence, ℓ is a null eigenvector, and hence, by Lemma B.6 of the appendix, R a b has multiple eigenvalues.
Conversely, suppose that R a b has multiple eigenvalues. By the lemma, we can choose a null eigenvector ℓ. Completing, to a null frame, we obtain (47), which proves that ℓ spans a singular direction.
General classification.
Turning first to the non-singular case, by the above Proposition all eigenvalues are distinct, and hence we can choose an orthonormal set of m = n − 2 spacelike eigenvectors m i with eigenvalues λ i . We complete these to a null-frame, and perform a boost so that R 00 = ±R 11 . In this way the alignment equation simplifies to the following canonical form
We now distinguish two subcases, depending on the sign in the above equation. If the sign is negative, the alignment variety is homeomorphic to the sphere S m−1 . One can show that this case is distinguished by the presence of a pair of conjugate complex eigenvalues of R In the degenerate cases, Lemma B.6 shows that there exists at least one (possibly complex) null eigenvector. The degenerate cases are, therefore, divided according to whether the null eigenvector of R a b is real or complex. If the null eigenvector is complex, then the canonical form of the alignment equation is (48), with a i = a j for some i = j.
If there exists a real, null eigenvector, we use a null frame ℓ, n, m i with n spanning the singular direction. In this way R 11 = R 1i = 0, and (44) reduces to a quadratic equation. The subgroup of Möbius transformation preserving [n] is precisely the group of Euclidean similarity transformations: rotations, translations, and scalings. Thus, in the real, singular case the classification reduces to the familiar problem of classifying conics up to Euclidean transformations.
The classification in 4-dimensions.
To illustrate the classification we display the complete classification, up to scalar multiple, of 4-dimensional symmetric R ab . A review of the Penrose classification, as well as connections to other classification approaches can be found in [14] . 
The first column of Table 4 .3 gives canonical forms for the left hand side of the alignment equation (44), where for convenience, we take x = z 2 , y = z 3 and r = 1 2 (x 2 + y 2 ). Note that for singular curves, the singular null direction is moved to the point at infinity, thereby lowering the degree of the equation for that particular choice of affine coordinates. In particular, the last case corresponds to the equation "1 = 0" whose locus consists entirely of the point at infinity.
The middle column indicates the algebro-geometric type of the curve in question. The nomenclature is borrowed from Penrose [13] . The meaning of the capital symbols is as follows:
Q -irreducible real quartic, C -irreducible real conic, B -pair of complex conjugate irreducible conics, X -pair of complex conjugate lines.
The subscript indicates the number of real components. A lack of a subscript indicates that the locus is entirely imaginary. The lower case symbols describe the singular points as follows:
n -real node with two real branches, i -isolated real node with conjugate imaginary branches, c -a cusp (double point with one branch and coincident tangents) τ -tacnode (double point with two branches and coincident tangents) t -triple point (with one real and two conjugate imaginary tangents) τ ∞ -each point is a "tacnode", i.e. a repeated real curve q -quadruple point (with two repeated conjugate imaginary tangents)
The third column indicates a variant of the Segre type [1] of R ab . The listed numbers correspond the eigenvalues of R a b , listed in order from lowest to highest, and indicate the degree of the corresponding elementary divisor. Round brackets are used to group repeated eigenvalues. A tilde is used to indicate that a particular eigenvalue corresponds to a time-like eigenvector. Pairs of conjugate complex eigenvalues are separated by a comma and are indicated by ZZ.
The last column is the alignment type of the class. Where the complex alignment type differs from the real one, the complex type is given first.
5. Weyl curvature tensors.
Preliminaries.
A Riemann curvature-type tensor is a rank 4 tensor with the following symmetry properties:
It is well known that such a tensor has 1 12 n 2 (n 2 − 1) independent components.
A Weyl-type tensor C abcd is a trace-free Riemann curvature-type tensor, meaning that it satisfies (49) (50) and also
This extra condition is equivalent to the following constraints on the null-frame scalars:
C ij ij . Table 3 . boost weight of the Weyl scalars.
Using (52) and Table 3 to count the independent scalars of various boost weight, we see that an n = m + 2 dimensional Weyl tensor has (53)C 0i0j (z k ) = 0, whereC 0i0j is defined as per (24) .
In four dimensions, the principal null directions of the Weyl tensor are defined in terms of the so-called PND equation [1] :
Let us show that, in all dimensions, the above system of equations is equivalent to the Weyl alignment equations (53).
Proposition 5.1. In every dimension n, a null k is a solution of (54) if and only if k is aligned with the Weyl tensor.
Proof. Let a null vector k be given. Completing it to a null-frame ℓ = k , n , m i , we have
Hence, (54) holds if and only if
i.e., all scalars of boost weight 2 vanish. This is precisely the definition of k being aligned with C abcd . For n ≥ 4 we have
with equality if and only if n = 4. Thus, a 4-dimensional Weyl tensor always possesses at least one aligned equation (see the following section). The situation in higher dimensions is described by the following
, then the set of Weyl tensors with complex alignment type G is a dense, open subset of the vector space of all Weyl tensors. In other words, the generic Weyl tensor in higher dimensions does not possess any aligned null directions (not even complex ones).
Proof. Let C abcd be a Weyl tensor with scalars C ABCD relative to some fixed null frame. Let C ′ abcd be a Weyl tensor of boost order 1 defined by
In other words,C 0i0j (z k ) = C 0i0j +C ′ 0i0j (z k ). Next, let us define the mapping
By (53), C abcd possesses a non-infinite aligned direction if and only if C 0i0j is in the range of γ ij . However, generically, the image of the mapping γ ij is an affine subvariety of dimension m, whereas the set of all C 0i0j satisfying C 0i0 i = 0 is a subspace of dimension 1 2 (m+2)(m−1). Therefore, the set of all C abcd with an aligned null direction is an mdimensional subvariety of the affine space of all Weyl tensors. The desired conclusion follows immediately.
5.3.
Weyl tensors in 4D.. Let us now re-derive the well-known Petrov classification of 4-dimensional Weyl tensors in terms of alignment type. The calculations are facilitated by the use of the NP tetrad [8] , and so we introduce the following notation:
where,C ABCD is given by (24) , and where, as per (4), we have
Rewriting (33) we have that 
is a fourth degree polynomial of one complex variable. Rewriting the top alignment equations
in the form Ψ(z + ) = 0, Ψ(z − ) = 0, we deduce that generically there are 16 solutions
with the 4 real solutions corresponding to the case M = N. By Theorem 3.5 (this can also be verified directly) the equations for higher order alignment are given by the derivatives
It follows that the equations for alignment order q have a solution if and only if Ψ(z + ) possesses a root of multiplicity q + 1 or more. In this way, we recover the usual Petrov classification, which counts the root multiplicities of the polynomial Ψ(z + ). Table 4 . The 4D Petrov classification using alignment type.
Petrov type alignment type root multiplicities of Ψ I (1,1)
Higher dimensions. Table 5 lists the possible alignment types of a higher dimensional Weyl tensor, grouped into categories which are compatible with the usual Petrov classification. 
By Theorem 5.2, in 5 dimensions and higher, the generic Weyl tensor does not have any aligned directions. Thus, unlike the case in 4 dimensions, type I tensors are an algebraically special category.
Another key difference in the higher-dimensional classification is the significance of the secondary alignment type. The proof of Theorem 5.2 is easily adapted to show that, for types I, II, and III, even though an aligned ℓ exists, there does not, generically, exist an aligned n. This is in contrast to 4 dimensions, where an aligned n can always be chosen. Hence, in higher dimensions we must distinguish types I i , II i , III i , as algebraically special subclasses of types I, II, and III, which possess an aligned n. Type II ii is a further specialization of type II i , one where n has alignment order 1. It is denoted by type D in analogy with the 4-dimensional classification. As expected, type O is the maximally degenerate type corresponding to the vanishing of the Weyl tensor.
Also, unlike the 4-dimensional classification, the above categories are coarse in the sense that they collect together a number of inequivalent tensor types. Thus, in the 4D classification each alignment type admits a canonical form, but this is not always true for n > 4. Section 6 contains some additional remarks on the classification of curvature tensors in higher-dimensional Lorentz spaces.
Discussion
The present paper develops the theory of alignment in Lorentzian geometry. We have defined and studied the general notions of aligned null direction, order of alignment, and alignment type, and applied these ideas to the problem of tensor classification. In particular, we have argued that it is possible to categorize algebraically special tensors in terms of their alignment type, with increasing specialization indicated by a higher order of alignment.
Alignment type suffices for the classification of 4-dimensional bivectors and Weyl-type tensors, but is not sufficiently refined for the classification of second-order symmetric tensors and the classification of tensors in higher dimensions. Thus, the present paper should be considered as a necessary first step in the investigation of covariant tensor properties based on the notion of alignment.
We are proposing a methodology according to which one replaces the tensors from a given representation of the Lorentz group by a sequence of corresponding alignment equations (the alignment schemes) and nested varieties. The algebraically special tensors are those for which the higher order alignment equations have solutions.
Of particular interest are classes of tensors corresponding to irreducible representations of the Lorentz group, because by Theorem 3.5 the higher alignment equations describe the singularities of the top alignment variety. Thus, for irreducible representations the classification problem is reduced to the study of the corresponding moduli space -the variety of all top alignment schemes quotiented by the group of Möbius transformations. The algebraically special classes correspond to lower dimensional strata in the moduli space, and serve as boundaries of the more generic classes. The various singular strata are to be classified in terms of the algebro-geometric properties of the corresponding alignment scheme -properties such as primality and multiplicity, as well as the cardinality of the singular locus.
In principle, a full classification should map out the various components of the moduli space, as well as the boundary strata. Such a classification is possible for small index valences, e.g., symmetric R ab , and for low dimensions, e.g., the 4-dimensional Weyl tensor, but is much more challenging in the general case.
The representation consisting of higher-dimensional curvature tensors, and in particular the representation consisting of Weyl tensors, is of particular interest, both from the theoretical standpoint and because of physical applications. Classification of higher dimensional Weyl tensors needs to go beyond alignment type. One needs to consider other covariant features of the alignment equations and of the Weyl aligned null directions (WANDs). The key concepts and theoretical issues underlying such a classification are sketched out in [15] , and are also summarized below.
1. Orthogonal reducibility. Let m A be a null-frame. Let us fix a k = 2, . . . , n − 1, and partition the null frame into a null subframe ℓ, n, m 2 , . . . , m k−1 and a positive-definite subframe m k , . . . , m n−1 . Having done this, it will be convenient to call indices A = 0, 1, . . . , k − 1 Lorentzian, and call indices A = k, . . . , n−1 Riemannian. Let C abcd be a Weyl tensor. Scalars C ABCD can now be categorized as being Lorentzian, Riemannian, or mixed, according to whether the indices are all of one type or the other, or whether there are some indices of both types. We will say that the frame m A defines an orthogonal decomposition and that C abcd is orthogonally reducible if for some k = 2, . . . , n−1 all mixed scalars vanish.
Orthogonal reducibility is a covariant criterion, and refines the alignment type categories. Indeed, suppose that C abcd is reducible, and let C ABCD denote the k-dimensional reduction obtained by restricting to Lorentz indices. We can then define the reduced alignment type of C abcd to be the alignment type of the reduced tensor. Uniqueness of the orthogonal decomposition now becomes a key theoretical question. A closely related question is the extent to which the alignment equations of a reducible tensor decouple into separate equations for the Lorentzian and the Riemannian variables.
Let us also note that Weyl tensors do not exist if n < 4. Thus, reducibility becomes an issue only in dimensions n ≥ 5, and even then, one of the complementary summands must necessarily vanish for n ≤ 7. True decomposability can only occur for n ≥ 8. For type III and III i tensors, the generic situation is C 011i = 0, and thus the tensor defines a preferred null plane spanned by C 011i m i and ℓ. One can therefore put the tensor into canonical form by performing a spin and a boost so that C 0112 = 1 and C 011i = 0 for all i = 3, 4, . . ..
In the trace-free case C 011i = 0, we must consider the trace-free rank 3 tensor
with symmetries
The above class of tensors defines an irreducible representation of the m-variable orthogonal group. The canonical form problem for the traceless type III Weyl tensor thus reduces to the search for a canonical form for the Ψ ijk . 4. Riemann curvature tensors. Much of the analysis for higher dimensional tensors can be applied directly to the classification of higher dimensional Riemann curvature tensors. In particular the higherdimensional alignment types shown in Table 5 give well defined categories for the Riemann tensor. However, in the case of the Riemann tensor there are additional constraints coming from the extra nonvanishing components. For example, a type I Riemann curvature tensor must satisfy the 1 2 m(m+1) constraints R 0i0j = 0, whereas a type I Weyl tensor has one less constraint owing to the fact that C 0i0 i = 0. To put it another way, the Riemann tensor representation is a sum of two irreducibles: the Weyl tensor C abcd and the trace-free Ricci tensor R ab (we ignore the Ricci scalar). In order for ℓ to be aligned with R abcd it is necessary for ℓ to be aligned with both C abcd and R ab . In 4 dimensions, the mutual alignment of the Ricci and the Weyl part has been studied in terms of mixed Ricci-Weyl curvature invariants [16, 17] . It would be interesting to consider this question in higher dimensions as well.
5. Differential-geometric considerations. The focus of the present paper has been purely algebraic. We have been studying tensors rather than tensor fields, or to put it another way we have been considering tensors at single point of a Lorentzian manifold. There is however, a rich interplay between algebraic type and the differential Bianchi identities.
In 4 dimensions, there are a number of consequences, such as the Goldberg-Sachs theorem and its non-vacuum generalizations [19, 1, 8] . In higher dimensions, differential consequences of the Bianchi identities in type III and N spacetimes have been considered in [18] .
In 4D it is possible to use the Bianchi and Ricci equations to construct many algebraically special solutions of Einstein's field equations. The hope is that it is possible to do a similar thing in higher dimensions, at least for the simplest algebraically special spacetimes. The vast majority of today's known higher-dimensional exact solutions are simple generalizations of 4D solutions. This approach may lead to new, genuinely higher dimensional exact solutions. Type N and D solutions may be of particular physical interest. The Goldberg-Sachs type theorems are very useful for constructing algebraically special exact solutions. At present it is unclear to what extent such theorems may be generalized for higher dimensions.
One further application is the classification of VSI manifolds in higher dimensions. The primary alignment type of such manifolds would have to be III, N, or O, while the local coordinate expression for the metric would be a higher-dimensional generalization of the Kundt form [3, 20, 1] .
Appendix A. Historical Remarks.
A reasonable starting point in the history of these ideas is Sylvester's inertia theorem. This result classifies real quadratic forms according to signature, and indeed makes possible the very notion of Lorentzian signature. Weierstrass considered a more general problem: the simultaneous diagonalization of a pair of quadratic forms over the complex field. Weierstrass solved this problem by developing his theory of elementary divisors. Subsequently, Dickson generalized the theory to quadratic forms over an arbitrary field, including the reals, and exhibited normal forms for his classification. See [21, 22] for additional references and historical background.
In the 20th century, the theory of elementary divisors was somewhat overshadowed by another 19th century invention: the Jordan canonical form. The Segre type arises as the application of the Jordan form to the paired quadratic forms, but the resulting classification has a drawback: it does not give information about signature. In general relativity, the Segre type is typically applied to the classification of the Ricci/energy-momentum tensor. The classification of the Weyl tensor is more complicated and required new ideas.
The starting point of Petrov's famous classification [23] is the conception of the Weyl tensor as a quadratic form on the space of bivectors, a space equipped with a signature (3, 3) inner product. Thus, Petrov was forced to go back to the theory of elementary divisors. The theory and the normal forms he developed [24] are readily applied to the classification of quadratic forms in inner-product spaces of arbitrary signature, and arbitrarily high dimension. The bivector approach was also used and further developed by Géhéniau and Debever [25, 26, 27] . The spinor approach to the classification is due to Penrose [28, 29] .
Appendix B. Miscellaneous results from Lorentzian geometry.
In this appendix we collect some useful proposition about Lorentzsignature inner products. We begin with three frame-independent characterizations of Lorentz signature. Topologically, real extended space is homeomorphic to the m-sphere. The topology of complex extended space is more complicated. It is described by the following. Proof. Every complex null vector can be described as a sum w a = u a + iv a , where u a , v a are real vectors satisfying u a u a = v a v a , u a v a = 0.
Let P (w a ) denote the oriented plane spanned by u a , v a , i.e. the bivector u and hence P (zw a ) = P (w a ).
Thus every complex null line determines an element of the GrassmanianĜ(2, n). Conversely, given a P ∈Ĝ(2, n) we can always choose orthonormal u a , v a that span P . It then clear that w a = u a + iv a is a complex null vector such that P = P (w a ). The qualitative description of Lorentz transformations is given by the following. The most general transformation of the second type is a loxodromic transformation: a composition of a non-trivial boost(5) with a commuting spin (7) . The most general Lorentz transformation can be described as a null rotation, followed by a loxodromic transformation that preserves the eigenvector of the null rotation.
The following lemma characterizes degenerate second-order symmetric tensors in terms of null eigenvectors. Proof. Suppose that n is a null eigenvector with eigenvalue λ. We complete to a null frame ℓ, n, m i , and note that R 11 = R 1i = 0, R 01 = λ.
Let us consider two cases, according to whether λ is an eigenvalue of the matrix R which proves that λ is a multiple eigenvalue. In the opposite case, the matrix R i j − R 01 δ i j is non-singular, and hence by performing a nullrotation about n (equivalently, a translation in the z i ) we can switch to a null frame where R 0i = 0. Now, we have Consider the case κ = 0. We have
= λv a u a + κu a u a , and hence u a u a = 0, as desired. Finally, suppose that κ = 0. If either u or v are null eigenvectors, we are done. If neither is a null-vector, we construct a null eigenvector (possibly complex) of the form u + αv, where α is a solution of u a u a + 2αu a v a + α 2 v a v a = 0.
