









Einige Anwendungen von erweiterten 














Institut für Volkswirtschaftslehre (520) 
Universität Hohenheim, 70593 Stuttgart 
 
ISSN 0930-8334 Einige Anwendungen von erweiterten
Gini-Indices Pk und Mk




2 Darstellung von relativierten Mittelwerten von Ordnungsstatistiken durch
Pk und Mk 1
3 Schätzung von Spannweiten über Sk 8
4 Schiefemessung über Dk 11
5 Kreuzprodukte und Kovarianzen und P- und M-Indices 18
5.1 Zusammenhänge zwischen F, ¯ F, L, ¯ L und G∗ . . . . . . . . . . . . . . . . 18
5.2 Zusammenhänge zwischen F, ¯ F und L, ¯ L . . . . . . . . . . . . . . . . . . . 19
5.3 Zusammenhänge zwischen F 2, ¯ F 2 und L, ¯ L . . . . . . . . . . . . . . . . . . 19
5.4 Zusammenhänge zwischen F k, ¯ F k und G∗, L, ¯ L, B, ¯ B, d . . . . . . . . . . 20
6 Kumulierte Lorenzkurven und P- und M-Indices 22
7 Erweiterte durchschnittliche Abweichungen und P- und M-Indices 25
8 Aus G∗ abgeleitete Kurven und lineare Ungleichheitsmaße 30
∗Für die hervorragende Darstellung des Beitrags danke ich Frau Katja Ostertag und Herrn Wolfgang
Heß recht herzlich.1 Einleitung
In den beiden bisher vorgelegten Diskussionsbeiträgen (Nr. 220 und Nr. 224) wurde ein
Überblick über einige erweiterte Gini-Indices gegeben. Die formalen Eigenschaften dieser
P- und M-Indices, ihre Zusammenhänge und Interpretationsmöglichkeiten wurden dar-
gestellt.
Insbesondere können diese Indices als zugehörige Momente von Verteilungsfunktionen der
Disparitätsmessung gedeutet werden (Nr. 220|2003).
Weiter können P- und M-Indices auf verschiedene Weise kombiniert werden. Man er-
hält neuartige Maße, die auf einer andersartigen Bewertung von Transfers basieren und
in diesem Sinne mit dem Gini-Koeﬃzienten, dem Bonferroni-Index sowie Mehran-Maßen
konkurrieren (Nr. 224|2003).
In diesem Beitrag werden einige Anwendungen von P- und M-Indices in den verschieden-
sten Gebieten der Statistik diskutiert. Es sind dies beispielsweise
- Mittelwerte von Ordnungsstatistiken
- Spannweitenschätzung über Sk = Pk + Mk
- Schiefemessung über Dk = Pk − Mk
- Deutung von Kreuzprodukten und Kovarianzen von Funktionen der Disparitätsmessung
- Kummulierte Lorenzkurven
- Erweiterte durchschnittliche Abweichungen
- Aus G∗ abgeleitete Kurven, wie die Lückenkurve, die Adaptierte Lorenzkurve und die
Deprivationskurve
Nach dem Studium der drei Beiträge ist man überrascht von der formalen Einheit, der
Interpretationsbreite sowie den verschiedenartigsten Anwendungen der erweiterten Gini-
Indices.
2 Darstellung von relativierten Mittelwerten von Ord-
nungsstatistiken durch Pk und Mk
Jeder relativierte Mittelwert einer Ordnungsstatistik lässt sich durch P-Indices oder M-
Indices darstellen. Für kleine j (untere Hälfte) lässt sich
µjk
µ durch wenige M-Indices, für
grosse j (obere Hälfte) durch wenige P-Indices ausdrücken. Umgekehrt lässt sich jeder
P-Index sowie jeder M-Index durch verschieden viele
µjk
µ deuten.
Die bekannte Darstellung – vgl. z.B. Wolf (1996, S. 37) – für den Mittelwert der j-ten










1Diese Form ist eher für Berechnungen mit kleinen j geeignet.










(1) entspricht der Vorstellung des Aufsummierens, (2) der des Entsummierens. Relativierte













Entwickelt man in (3) ¯ F k−j nach Potenzen von F, erhält man mit
¯ F














































µ ist eine alternierende Linearkombination von Pj, Pj+1,...,Pk.
Für große j hängt
µjk
µ von wenigen P-Indices ab.
Insbesondere erhält man für j = k
µkk
µ
= 1 + Pk (8)








Für j = k − 1 ergibt sich
µk−1,k
µ
= 1 + kPk−1 − (k − 1)Pk (10)

















In analoger Weise folgt aus
F












































k + i + 1 − j
(15)
µjk
µ wird daher durch die j M-Indices Mk+1−j,...,Mk dargestellt.
Insbesondere erhält man für j = 1
3µ1k
µ
= 1 − Mk, (16)








sowie für j = 2
µ2k
µ
= 1 − kMk−1 + (k − 1)Mk, (18)
und aus (17) und (18)


















Bei den Entwicklungen (7), (15) sowie (8), (16) und (10), (18) fallen gewisse Ähnlichkeiten
auf.
Ersetzt man in der Entwicklung (6) für P-Indices j − 1 durch k − j, so erhält man die
Entwicklung (15) für M-Indices, allerdings mit P| − M. Analoges gilt für (8), (16) sowie
(10), (18).
Grundgedanke dieses Ersatzprinzips ist: Bei Ersatz des ersten Gliedes durch das letzte,
des zweitgrößten durch das vorletzte – d.h. j − 1 durch k − j ersetzt – geht der P-Index










∗(F)dF = −Mk. (20)














4Der Nachweis ergibt sich in einfacher Weise aus (1):
Pk
















0 G(F)dF = kµ.





= 1 − M2 = 1 − R
µ22
µ
= 1 + P2 = 1 + R (22)





Für weitere Interpretationen führt man Summen und Diﬀerenzen von P- und M-Indices
ein
Sk = Pk + Mk Dk = Pk − Mk. (24)
k = 3 Darstellungen durch P3 = 2P und M3 = M
µ13
µ
= 1 − M3
µ33
µ
= 1 + P3 (25)
sowie aus (11) und (18)
µ23
µ
= 1 + 3P2 − 2P3 = 1 − 3M2 + 2M3 = 1 − D3. (26)









µ13 − 2µ23 + µ33
µ33 − µ13
=
µ(2 + D3 − 2 + 2D3)
3µR
(28)
eine große Rolle. Eine Analogie zum Schiefemaß von Bowley (Quartilsdarstellung)




Zuletzt ergibt sich für k = 4
µ14
µ
= 1 − M4
µ44
µ
= 1 + P4 (30)
µ24
µ
= 1 − 4M3 + 3M4
µ34
µ
= 1 + 4P3 − 3P4 (31)




= 1 − D3
µ14 + µ44
2µ








4 ≤ R ist.










µ können in einem
Gumbel-Diagramm gedeutet werden (vgl. Abbildung 1).
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¯ F, ¯ Fk
µ1k
µ = 1 − Mk 1
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− 1 = 1 −
µjk
µ
(j = 1,2,...,k). (35)
µjk ist daher punktsymmetrisch zu (k+1
2 ,1). Umgekehrt folgt aus (35) für j = 1 über (9)
und (17) wieder Pk = Mk.
Zum allgemeinen Nachweis von (35) verwende man G(F) = 2µ−G( ¯ F) als Symmetriebe-
dingung und erhält aus (1) mit Hilfe von (2) das erwünschte Ergebnis. Die Punktsymme-
trie von G(F) bzw. G∗(F) überträgt sich daher auf µjk bzw.
µjk
µ .


















µ = k, sowie Pk =
µkk
µ − 1 = k−1






µ ist aus Abbildung 2 zu ersehen.
Zusammenfassung: Man kann jeden relativierten Mittelwert einer Ordnungsstatistik für
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Abbildung 2: Punktsymmetrie von
µjk
µ bei symmetrischen Verteilungen (Beispiel Recht-
eckverteilung)
ausdrücken. Für kleine j, d.h. große k−j +1 (untere Hälfte) erhält man eine Darstellung
durch wenige M-Indices (oder viele P-Indices). Umgekehrt lässt sich jeder P-Index aber
auch jeder M-Index durch verschieden viele
µjk
µ darstellen.
3 Schätzung von Spannweiten über Sk
Mittelwerte von Ordnungsstatistiken – insbesondere der Maximummittelwert µkk und der
Minimummittelwert µ1k – werden zur Schätzung der Spannweite w verwendet.
Sk = Pk + Mk spielt dabei eine zentrale Rolle.













k)dx = µ(1 + Pk). (38)
(38) ergibt sich aus (37) auch nach dem Ersatzprinzip: Ersatz von j = 1 durch j = k
entspricht dem Ersatz von Mk durch −Pk.
Damit ist der Erwartungswert der Zufallsvariable Spannweite Wk
EWk = µkk − µ1k = µ(Pk + Mk) = µSk. (39)






k−1 − ¯ F
k−1)G(F)dF. (40)
EWk
µ ist ein allgemeines lineares Ungleichheitsmaß.





k − ¯ F




k + ¯ F
k)dx = w − b(Wk)
k→∞ −→ w. (41)
Da die Verzerrung b(Wk) > 0 ist, unterschätzt der Schätzer EWk die tatsächliche Spann-
weite immer, ist aber asymptotisch erwartungstreu.
Für verschiedene Werte von k erhält man aus (23) und (27)




sowie aufgrund der Konkavität von Sk
￿
EW4 = µS4 ≤ 4µR = 2∆
EWk = µSk ≤ kµR = k
2∆
(43)
Für spezielle Verteilungen lassen sich die Grenzen von EWk noch verkleinern.
Beispiel: Rechteckverteilung in [0,b] mit µ = b
2, R = 1
3, ∆ = b









9Im Vergleich zum allgemeinen Fall (42) und (43) erhält man jetzt EW2 = ∆, EW3 = 3
2∆
(was für jede Verteilung gilt), sowie EW4 = 9
5∆, EW5 = 2∆ und EWk
k→∞ −→ 3∆.
Die Spannweitenschätzung lässt sich geometrisch an Gumbel-Diagrammen von Pk und
Mk illustrieren (Abbildung 3).
Fk
. . . . . . . . . . . . . . . . . . . . . . . .
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Abbildung 3: Deutung von µPk und µMk am Gumbel-Diagramm








( ¯ F − ¯ F
k)dx (45)
auf.
Durch Übereinanderlegen der beiden Diagramme in Abbildung 3 erhält man eine Deutung
von µSk, wobei eine Teilﬂäche doppelt belegt ist (linker Teil von Abbildung 4).
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σZ
¯ F
Abbildung 4: Deutung von µSk (rechts für k 7→ ∞) am Gumbel-Diagramm
10Für k → ∞ gilt F k und ¯ F k → 0. Man erhält eine Darstellung mit 4 „Schmetterlingsﬂü-
geln“. Bekanntlich sind die der Nordﬂügel und der Südﬂügel jeweils gleich δz, so dass sich
bei Berücksichtigung des doppelt belegten Südﬂügels für µSk die gesamte Rechtecksﬂäche
w = b − a ergibt.




































(47) lässt sich nur für ungerade k anwenden. Jede Schätzung EWk lässt sich dann rekursiv



















4 Schiefemessung über Dk
Diﬀerenzen von P- und M-Indices spielen in der Schiefemessung über D3 = P3 −M3 eine
große Rolle.
Wir gehen von der Darstellung von Dk über Potenzfunktionen











11aus. Für die Gewichtsfunktion gilt
W(Dk|F) = W(Dk| ¯ F)
Z 1
0
W(Dk|F)dF = 0 (50)
W(Dk|F) ist achsensymmetrisch zu F = 1


















Abbildung 5: Gewichtsfunktion W(D3|F)




W(0) = W(1) = k − 2, W(1
2) = k
2k−2
W 0(0) = k(k − 1) = −W 0(1),
W 0(1
2) = 0 (Minimum) W 0 ≶ 0 für F ≶ 1
2.
(51)
Für D3 ist W(D3|F) = 6F 2 − 6F + 1 = 1 − 6F ¯ F in Abbildung 5 dargestellt.
Analog zu den verschiedenen Darstellungsarten von P- und M-Indices kann auch Dk dar-
gestellt werden. Neben der Darstellung (49) über Potenzfunktionen
12über
Lorenzkurven L





















[2F − 1 + ¯ F
k − F
k]dx. (54)
Für symmetrische Verteilungen ist G∗(F) = 2 − G∗( ¯ F) sowie d(F) = d( ¯ F) - vgl. Piesch
(1975, S. 87). Da G∗(F) eine punktsymmetrische Funktion und W(D3|F) eine achsensym-
metrische Funktion und das Produkt punktsymmetrisch und nach (49) Dk = 0. Ebenso
folgt aus d(F) = d( ¯ F) über (53) Dk = −Dk = 0 oder das bekannte Ergebnis Pk = Mk.











wobei bereits D2 = P2 − M2 = R − R = 0 berücksichtigt wurde.





D6 = −5D3 + 3D5 = −5
2D4 + 3D5
D8 = 28D3 − 14D5 + 4D7
(56)
Bemerkenswert ist der direkte Zusammenhang zwischen D3 und D4 (= 2D3), der geome-
trisch als Spreizung der Dk-Kurve an den Stellen k = 3 und k = 4 gedeutet werden kann.
13Aus P3 + M3 = 3R ergibt sich D3 = P3 − M3 als
D3 = 2P3 − 3R = 3R − 2M3. (57)
Aus der Konkavität von Pk ergibt sich R ≤ P3 ≤ 2R und somit
−R ≤ D3 ≤ +R . (58)
















−1 ≤ η ≤ +1. (60)
Die Abhängigkeit von η von P3 wurde von Aaberge nicht erkannt. Die Grenzen η = 1
werden nur für P3 = 2R, M3 = R und η = −1 für P3 = R, M3 = 2R angenommen.
Nachfolgend wird gezeigt: Für linkssteile (rechtssteile) Verteilungen ist η positiv (negativ)
und damit ein Schiefemaß.
Für symmetrische Verteilungen ist D3 = 0 und es gilt









D3 kann einfach durch Mittelwerte von Ordnungsstatistiken µj3 ausgedrückt werden. Nach
(26) gilt












µ13 − 2µ23 + µ33
µ33 − µ13
(62)
14bei der die Analogie zum Schiefemaß von Bowley in Abhängigkeit von Quartilen Q1, Q2





Da nach (32) auch D4 von µj4 abhängt, gilt auch die Darstellung
η =
µ14 − µ24 − µ34 + µ44
R(µ14 + µ24 + µ34 + µ44)
. (63)
Eine weitere Interpretation von η ist mit Hilfe des „Konkavitätsüberschusses“ δ = 2R−P3



















Abbildung 6: Konkavitätsüberschuss von P3: δ = 2R − P3










(1 − η). (64)
Da 0 ≤ δ ≤ R gilt, ergibt sich wieder −1 ≤ η ≤ +1.
Wir untersuchen jetzt das Vorzeichen von D3 für Potenzfunktions-Lorenzkurven
15L(F) = F
α+1 G
∗(F) = (α + 1)F
α, α > 0. (65)
Für α = 0 erhält man die extreme Gleichverteilung , für α = 1
2 eine rechtssteile Dreieck-
verteilung in [0;b] sowie für α → ∞ die Ungleichverteilung. Die wichtigsten Verteilungen
der Disparitätsmessung werden durch diesen Ansatz erfasst.














Für α = 0 und α = 1 ist D3 = 0, da Gleichverteilung und Rechteckverteilung symme-
trisch sind. Für α → ∞ gilt D3 → 1, was auch D∞ = P∞ − M∞ = 2 − 1 = 1 entspricht.
Für 0 < α < 1 ist D3 < 0 – für α > 1 D3 > 0. Die folgende Tabelle zeigt, dass η zur
Schiefemessung verwendet werden kann.




rechtssteil 0 < α < 1 konkav konvex steigend
γ, D3 < 0
konstant α = 1 linear linear
(symmetrisch)
D3 = γ = 0
linkssteil α > 1 konvex konkav fallend
γ, D3 > 0
Wir erweitern die Betrachtung auf Dk und untersuchen das Vorzeichen von Dk für Potenz-
funktions-Lorenzkurven in Abhängigkeit von α.





Γ(α + 2)Γ(k + 1)
Γ(α + k + 1)
− 2. (67)
Auch hier ergibt sich für α = 0 sowie α = 1 jeweils Dk = 0. Für α > 1 ist Dk > 0, sowie
für α < 1, Dk < 0. Für k = 3 geht (67) in (66) über. Außerdem ist D2 = 0, sowie für
α → ∞, Dk → k − 2.





Für k = 3 ist η = ˜ η.





(k+1)(k+2) = 1 − 6k
(k+1)(k+2) > 0.
Dk wächst (D0
k > 0) und ist konkav (D00
k < 0).
Abschließend untersuchen wir das Vorzeichen von Dk für konvexe G∗ = G∗
a, lineare
G∗ = G∗
b sowie konkave G∗ = G∗
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Abbildung 7: Verlauf von W(Dk|F) und G* als Bausteine von Dk












Endergebnis: Für konvexe G∗ (fallende Dichten) ist Dk > 0, für konkave G∗ (steigende
Dichten) ist Dk < 0.
Damit ist die Eignung von Dk, insbesondere von D3 = 1
2D4 für die Schiefemessung der
17Ausgangsverteilung gezeigt.
Grenzverhalten von Dk (k → ∞)




a[(F − ¯ F) + ( ¯ F k − F k)]dx.
Für Dk














Für symmetrische Verteilungen ist Pk = Mk, d.h. Dk = 0 für alle k. Dann ist auch Dg = 0
(v = u). Dg = 0 gilt aber auch für alle Verteilungen mit Mitte gleich Mittelwert.
Für Verteilungen mit a = 0 ist b = w. Hier gilt
Dg = v
u − 1 mit −1 < Dg < k − 2.
5 Kreuzprodukte und Kovarianzen und P- und M-Indices
P-Indices und M-Indices treten in vielerlei Form als Kreuzprodukte und Kovarianzen auf.
Die wichtigsten Ergebnisse sind tabellarisch zusammengestellt.
5.1 Zusammenhänge zwischen F, ¯ F, L, ¯ L und G∗
Kreuzprodukte
R 1
0 FG∗ dF = 1+R
2
R 1
0 ¯ FG∗ dF = 1−R
2
R 1
0 LG∗ dF = 1
2
R 1
0 ¯ LG∗ dF = 1
2
R 1




2 Cov( ¯ F,G∗) = −R
2
Cov(L,G∗) = R
2 Cov(¯ L,G∗) = −R
2
Cov(d(F),G∗) = 0
d(F) und G∗ ist unkorreliert.




































12 > 0 Cov( ¯ F,L) =
D3−1
12 < 0
Cov(F, ¯ L) =
D3−1
12 < 0 Cov( ¯ F, ¯ L) =
1−D3
12 > 0
Für symmetrische Verteilungen – D3 = 0 – sind alle Kovarianzen ± 1
12.
D3 lässt sich als Kovarianz darstellen:
D3 = 1 − 12Cov(F,L) = 12Cov( ¯ F,L) − 1 (70)
Alle in 5.2 dargestellten Kreuzprodukte und Kovarianzen hängen von P3, M3 und D3 ab.
5.3 Zusammenhänge zwischen F2, ¯ F2 und L, ¯ L
Kreuzprodukte
R 1























0 F 2LdF −
R 1
0 ¯ F 2LdF ergibt sich
Z 1
0





0 (2F − 1)G∗ dF = R] (71)
wobei D4 = 2D3 verwendet wurde.
Die Ergebnisse 5.2 und 5.3 sind Spezialfälle des allgemeinen Ergebnisses 5.4.
5.4 Zusammenhänge zwischen Fk, ¯ Fk und G∗, L, ¯ L, B, ¯ B, d
Variable Kreuzprodukt Kovarianz Summe
x(F) y(F)
R 1
0 xy dF Cov(x,y) (Kontrolle)




































2(k+1)(k+2) ≶ 0 –
¯ F k G∗ 1−Mk+1
k+1 −
Mk+1
k+1 < 0 –
















2(k+1)(k+2) ≶ 0 –
Bei Beteiligung von F k treten in den Kreuzprodukten und Kovarianzen immer P-Indices
auf, bei ¯ F k immer M-Indices.










Eine interessante Anwendung der Ergebnisse von 5.2 ist die Ermittlung der Regressions-




= 1 − D3 = 1 − P3 + M3, (73)
oder in Verbindung mit dem Schiefemaß (59) η
b1 = 1 − ηR mit 1 − R ≤ b1 ≤ 1 + R. (74)
Da D3 = 2P3 − 3R = 3R − 2M3 ist, hängt der Regressionskoeﬃzient b1 nur von R,P3


































Der Regressionskoeﬃzient b2 hängt von R,P3 bzw. R,M3 sowie von L2(F) ab. Für eine
einfache Rechteckverteilung ist L = F 2, G∗ = 2F und R = 1
3. Für die zwei Regressions-
geraden ergibt sich



























15 ˆ F − 1
5
ˆ L = F − 1
6
S t
Abbildung 8: Regressionsgeraden der Lorenzkurve L = F 2
6 Kumulierte Lorenzkurven und P- und M-Indices
Kumuliert man eine Lorenzkurve (von unten), wie bei Arnold (1987), erhält man wieder
eine steigende konvexe Funktion, die bei einem Ordinatenwert kleiner als Eins endet. Bei
Normierung erhält man wieder eine Lorenzkurve. Die Normierungskonstanten dieser ku-
mulierten Lorenzkurve sind M-Indices. Bei Kumulation von oben treten P-Indices auf.
Kumulation von unten












































Mk lässt sich daher über (76) Lk(1) deuten als
Mk = 1 − k!Lk(1) . (84)
Der Gini-Koeﬃzient der kumulierten Lorenzkurve ist wegen (77)







Ausgangspunkt ist die um 180◦ gedrehte Lorenzkurve ¯ L( ¯ F) – die konkave Konzentrati-
onskurve. Die kumulierte Lorenzkurve von ¯ L( ¯ F) = ¯ L1( ¯ F) ist
¯ L2( ¯ F) =
Z ¯ F
0
L1( ¯ F)d ¯ F (86)
23und die neue normierte Lorenzkurve
¯ L
∗
2( ¯ F) =





¯ L2( ¯ F). (87)
Nach k-maliger Kumulation erhält man
¯ Lk( ¯ F) =
Z F
0









und der neuen normierten Lorenzkurve
¯ Lk( ¯ F) =
k!
1 + Pk
¯ Lk( ¯ F). (90)
Pk lässt sich über (89) auch durch ¯ Lk( ¯ F = 1) darstellen als
Pk = k!¯ Lk(1) − 1 . (91)
Schließlich ergibt sich der Gini-Koeﬃzient der kumulierten Lorenzkurve ¯ L∗






¯ Lk( ¯ F)d ¯ F − 1. (92)
Man beachte die Gültigkeit der Ersatzregel. Bei Vertauschung der Kumulationsrichtungen
(von oben und von unten) ist Mk durch −Pk zu ersetzen – vgl. (82) und (89) sowie (84)
und (91).
Beispiel: Kumulation von unten.










L1 = F 2 L2(F) = F3
3 L∗
2(F) = F 3
Lk(F) =
(k+1)!




Die kumulierten Lorenzkurven einer Rechteckverteilung sind daher die Potenzfunktions-
Lorenzkurven.
7 Erweiterte durchschnittliche Abweichungen und P-
und M-Indices
Normierte durchschnittliche Abweichungen werden traditionell in der Konzentrationsmes-
sung als S =
δµ
2µ – meist als Schutz-Koeﬃzient bekannt – verwendet.
Erweiterte durchschnittliche Abweichungen wurden von Piesch, Wirth (1995 und 1997)
vorgestellt.
Jede einfache durchschnittliche Abweichung lässt sich als Summe einer Unter- und Ober-
summe darstellen:
δ(F) = S1 + S2, (93)
dabei ist
S1 = FG − µL S2 = µ¯ L − ¯ FG (94)
S1
µ ist auch als Lückenkurve,
S2
µ als Deprivationskurve bekannt – vgl. die Ausführungen







∗ − L − ¯ L + ¯ FG
∗ = G
∗ − 1 (95)

















25Eine andere Darstellung von δ(F) über Längen von Lorenzkurvensehnen d(F) ermöglicht
einfache geometrische Interpretationen an der Lorenzkurve.
Nach Umformung der Teile (94) von (93) erhält man








∗ − 1). (98)
Die einzigen beiden Variationskoeﬃzienten
δ(F)















Bei Einführung von gewogenen Abweichungssummen mit optimalen linearen Gewichten
2 ¯ F und 2F, wie bei Piesch, Wirth (1995) vorgeschlagen, erhält man
δ
∗(F) = 2 ¯ FS1 + 2FS2 = 2µd(F). (100)
Diese Erweiterung hat den Vorteil, dass jetzt jede Länge einer Lorenzkurvensehne als
normierte erweiterte durchschnittliche Abweichung gedeutet werden kann. Es gilt
δ∗(F)
2µ
= d(F) . (101)
In diesem Ergebnis ist auch (99) enthalten, da δ∗(Fµ) = δ(Fµ) und δ∗(1
2) = δ(1
2) gilt.
Interpretation von d(F) ﬁndet man in Abbildung 9, wobei Fξ einen beliebig wählbaren
Punkt bezeichnet.
Bei Einführung einer verallgemeinerten Gewichtung mit θ und 1−θ mit Potenzfunktionen
F k und ¯ F k, können über Mittelungseigenschaften Verbindungen zu P- und M-Indices
gefunden werden. Ausgangspunkt ist
δ(θ)(F) = 2θS1 + 2(1 − θ)S2. (102)
26L
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Abbildung 9: Deutung von δ
2µ als Länge von Lorenzkurvensehnen
Insbesondere wird θ = F k, 1 − F k, ¯ F k, 1 − ¯ F k als Potenzfunktion gewählt.







































δ(1−θ)(F)dF = 4µR (107)
ist, folgt (104) aus (103) und (106) aus (105). Ersetzt man in der Gewichtung F| ¯ F, so ist
nach der Ersatzregel Pk+1 durch Mk+1 zu ersetzen. (105) folgt aus (103) und (106) aus















2 , d.h. (103) ergibt.








δ(F)dF = ∆ (109)
d.h. das Mittel aller durchschnittlichen Abweichungen ist die mittlere Diﬀerenz.























wobei wegen der optimalen Gewichtung δ( ¯ F) < δ(F) ist.
Die Mittelungsformeln für die einfachsten und ältesten Erweiterungen des Gini-Koeﬃzienten,
nämlich für M = M3 und P =
P3





























dF = 2R. (113)
Die Ergebnisse der Mittelung für verschiedene θ sind in folgender Übersicht zusammen-
gefasst.
Übersicht 1: Mittelung von relativen durchschnittlichen Abweichungen für verschiedene θ












F 2 R +
P3
3 = R + 2P
3
¯ F 2 R −
M3
3 = R − M
3
F k R +
Pk+1
k+1
1 − F k R −
Pk+1
k+1
¯ F k R −
Mk+1
k+1
1 − ¯ F k R +
Mk+1
k+1





























8 Aus G∗ abgeleitete Kurven und lineare Ungleichheits-
maße
Lückenkurve Λ(F), Adaptierte Lorenzkurve Ψ(F) und die Deprivationskurve Φ(F) spielen
in der Armustmessung sowie in der Zuverlässigkeitstheorie und der Analyse von Lebens-
dauern eine große Rolle. Eine ausführliche Darstellung dieses Gebiets mit verschiedenen
Anwendungen ﬁndet man bei Wolf (1997, S. 81-101). Deshalb beschränken wir uns auf
eine kompakte Zusammenfassung der wichtigsten Ergebnisse.
Lückenkurve – Atkinson(1987)
Λ(F) = FG









0 [G(F) − G(y)
| {z }
L¨ ucke
]dy = FG∗ − L
Sie entspricht einer relativierten Untersumme der durchschnittlichen Abweichung (93).
Λ steigt von Λ(0) = 0 über Λ(Fµ) = S – dem Schutzkoeﬃzienten – auf Λ(1) = b
µ −1 = v
µ.
Dabei ist v die Oberklassenbreite von [a,b].
Λ besitzt die Flächeneigenschaft
R 1
0 Λ(F)dF = 1+R
2 − 1−R
2 = R, d.h. die Fläche innerhalb











30ist eine Verteilungsfunktion. Deren Momente werden später ermittelt – Momentenerzeu-








über Teilﬂächen unter der Verteilungsfunktion zu deuten, wobei wieder Λ(a) = 0 und
Λ(b) = v
µ gilt. Λ steigt und ist konvex wie die Lorenzkurve.
Adaptierte Lorenzkurve
Diese wurden von Bergman, Klefsjö (1984) als Total Time of Test Transform Curve (TT)
sowie von Riese (1987) u.a. verwendet.2
Ψ(F) = L + ¯ FG
∗ = FB + ¯ FG
∗ ≥ L (119)
ist eine Mischung von Lorenzkurvensekantenanstiegen B = L
F und Lorenzkurvenanstiegen
G∗ = L0
Ψ kann auch als relative Merkmalssumme der F Armen zuzüglich adjustiert mit der re-
lativen Merkmalssumme der ¯ F Reichen bewertet werden, mit der Armutsgrenze G∗. Ψ
steigt von Ψ(0) = a
µ über Ψ(Fµ) = 1 − S auf Ψ(1) = 1
Die Fläche oberhalb von Ψ entspricht R, denn
R 1
0 Ψ(F)dF = 1−R
2 + 1−R
2 = 1 − R.
Für Verteilungen in [0,b] ist Ψ eine Verteilungsfunktion.
















dabei ist h(x) =
f
¯ F die Hazard-Rate. Ψ steigt und ist konkav mit Ψ(a) = a
µ und Ψ(b) = 1.
2Eine einführende Darstellung von ALC(=Ψ) ﬁndet man bei Moothatu (1991), eine sehr ausführliche
Darstellung im Rahmen der Zuverlässigkeitstheorie bei Giorgi, Creszensi(2001).
31Deprivationskurve – Kakwani(1984)




≤ ¯ L (121)
Φ fällt von Φ(0) = 1 − a
µ = u
µ (mit u gleich Unterklassenbreite) über Φ(Fµ) = S auf
Φ(1) = 0.
Die Fläche unter der Deprivationskurve entspricht dem Gini-Koeﬃzienten, denn
R 1
0 Φ(F)dF = 1+R
2 − 1−R
2 = R =
R 1
0 [1 − Ψ(F)]dF.
Für Verteilungen in [0,b] ist Φ eine komplementäre Verteilungsfunktion. Eine Umschrei-







Φ fällt und ist konvex. dΦ
dF = − 1
µf(x).
Λ, Ψ und Φ können auf einfache Weise aus einem Lorenzkurvendiagramm ermittelt wer-
den (Abb. 10).
Zwischen den drei Kurven bestehen folgende Beziehungen
Λ + Ψ = G
∗ (123)
Λ − Φ = G
∗ − 1 (124)










FΦ(F) + ¯ FΛ(F) = d(F) (126)
32Φ + Ψ = 1
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Λ = FG∗ − L
Ψ = ¯ FG∗ + L
Φ = ¯ L − ¯ FG∗
Λ + Ψ = G∗
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Abbildung 10: Ermittlung von Λ, Ψ und Φ aus dem Lorenzkurvendiagramm

























∗ + 1) mit Ψ(Fµ) = 1 − S (129)
Auf weitere Zusammenhänge zwischen den betrachteten Kurven stößt man bei Einführung
von Elastizitäten ε








Dabei ist B(F) = L
F die Bonferroni-Kurve und ˜ V (F) die hiermit eingeführte
De Vergottini-Kurve




˜ V (F) ist eine von ˜ V (0) = 1 über ˜ V (Fµ) = 1 + S








Für die Mischung von B und V mit F und ¯ F gilt
FB(F) + ¯ F ˜ V (F) = 1, (133)
d.h. B(F) ≤ 1 ≤ ˜ V (F).








˜ V (F)dF = 1 + ¯ V (134)
3Um Verwechslungen der De Vergottini-Kurve ˜ V (F) mit dem De Vergottini-Index - oft V genannt –
zu vermeiden, bezeichnen wir ihn mit ¯ V . V ist nach unserer Terminologie der Variationskoeﬃzient.
34Da die Elastizitäten in (130) ε(L|F) > 1 und ε(¯ L| ¯ F) < 1 sind, folgt aus (130) die bekannte
– triviale – Lagebeziehung
B(F) ≤ G
∗(F) ≤ ˜ V (F). (135)
Für das Beispiel L = F 3 sind die Lagen von B und ˜ V in Abbildung 11 dargestellt.
¯ V = 5
6
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L = F 3
R = 1
2
G∗ = 3F 2
B(F) = F 2
B∗ = 1
2
˜ V = 1 + F + F 2
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Abbildung 11: Verlauf von B und ˜ V
Weitere Ergebnisse beziehen sich auf die Ergebnisse der Bonferroni-Kurve und der De
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Somit gilt mit (124) auch
Lε(B|F) + ¯ Lε(˜ V | ¯ F) = G
∗ − 1. (139)
Somit sind über Elastizitäten weitere Beziehungen zwischen G∗, B − G∗, ˜ V − Λ, L sowie
Φ, L nachgewiesen.
Das folgende Schema zeigt die Verbindung verschiedener Kurven durch Elastizitäten.
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−ε(˜ V | ¯ F)
ε(L|F)
ε(B|F)
ε(¯ L| ¯ F)
Schema: Zusammenhänge von Kurven der Disparitätsmessung über Elastizitäten
Lineare Ungleichheitsmaße und Λ, Ψ und Φ





W(F)[Λ + Ψ]dF =
Z 1
0
W(F)[Λ − Φ]dF (140)







W(F)(S1 − S2)dF. (141)










(1 − k ¯ F
k−1)(Λ + Ψ)dF. (143)
Der Verlauf von Λ + Φ ist in der folgenden Abbildung dargestellt.
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µ = Λ(F) + Φ(F)
s
Abbildung 12: Verlauf von
δ(F)
µ = Λ(F) + Φ(F)
37Wie bei Piesch (2003, S. 16) beschrieben, kann man Verteilungsfunktionen zur Ermittlung
der zugehörigen Momente benützen. Das einfachste und etwas überraschende Ergebnis




Bonferroni-Kurven-Momente sind normierte P-Indices.
Ausgehend von der normierten Lückenkurve (117) erhält man als zugehörige Momente
mk(Λ









Dabei ist ε∗(k + 1) ein relatives Gleichheitsmaß und kann als rechte Teilﬂäche in einem
erweiterten Gumbel-Diagramm gedeutet werden – vgl. Piesch (2003, S. 6).
Auch die Adaptierte Lurenzkurve Ψ ist für Variablen in [0,b] eine Verteilungsfunktion.
Die zugehörigen Momente sind
mk(Ψ) = Pk+1 − Pk = ∆Pk+1. (146)
Da die P-Kurve steigt und konkav ist, nimmt ∆Pk ab mit ∆Pk
k→∞ −→ 0. Außerdem ist
m1(Ψ) = P2 − P1 = R und M2(Ψ) = P3 − R.
Es gilt daher die Varianzungleichung
P3 − R − R2 ≥ 0
oder
P3 ≥ R(1 + R) = R + R
2 . (147)
Da P3 = 3R − M3 ist, erhält man auch
M3 ≤ R(2 − R) = 2R − R
2 . (148)
38Für eine Verteilung in [0,b] gilt daher immer für R = 1
3: P3 ≥ 4
9 und M3 ≤ 5
9. Für spezi-
elle Verteilungen kann man die Ungleichungen noch verschärfen. Für eine symmetrische
Verteilung wie z.B. die Rechteckverteilung in [0,b] ergibt sich
4
9 ≤ P3 = M3 = 1
2 ≤ 5
9.
Eine abschließende Übersicht fasst die wichtigsten Ergebnisse noch einmal zusammen.
Zusammenfassend kann festgestellt werden, dass es vielfältige Zusammenhänge zwischen
den vorgestellten Kurven Λ, Ψ, Φ, B, ˜ V und P- und M-Indices insbesondere mit R gibt.
39Übersicht 2: Aus G∗ abgeleitete Kurven und ihre Eigenschaften
Bezeichnung Formel Flächeneigenschaft1) Schutzkoeﬃzient Einfachster Fall
Lorenzkurve L(F) = 1
µ
R F
0 G∗(y)dy S = d(Fµ) L = F 2





2 längste Lorenzkurvensehne RV 2)
Bonferronikurve B(F) =
L(F)
F B = F
Bonferroni (1930) Lorenzkurvensektantenanstieg
1 − R∗ S = Fµ[1 − B(Fµ]
RV
Lückenkurve Λ = FG∗ − L =
S1
µ Λ = F 2




R S = Λ(Fµ)
RV





1 − R S = 1 − Ψ(Fµ)
Exp.Vert.4)
Deprivationskurve Φ = ¯ L − ¯ FG∗ Φ = 1 − F




R S = Φ(Fµ)
Exp.Vert.
1) Fläche unter der jeweiligen Kurve
2) RV: Rechteckverteilung in [0,b]
3) Adaptive Lorenzkurve = Total Time of Test Transform
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