Abstract -The scope of this project addresses the problem of tracking a dim moving point target from a sequence of hyperspectral cubes. The resulting tracking algorithm is useful for many staring technologies such as the ones used in space surveillance and missile tracking applications. In these applications, the images consist of targets moving at sub-pixel velocity and noisy background consisting of evolving clutter and noise. The demand for a low false alarm rate (FAR) on one hand and a high probability of detection (PD) on the other makes the tracking a challenging task. The use of hyperspectral images should be superior to current technologies using broadband IR images due to the ability of exploiting simultaneously two target specific properties: the spectral target characteristics and the time dependent target behavior.
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The proposed solution consists of three stages: the first stage transforms the hyperspectral cubes into a two dimensional sequence, using known point target detection acquisition methods 111, 121, 131, 141; the second stage involves a temporal separation of the 2D sequence into sub-sequences and the usage of a variance filter (VF) to detect the presence of targets from the temporal profile of each pixel in each group, while suppressing clutter specific influences 161, 171, 181, 191 . This stage creates a new sequence containing a target with a seemingly faster velocity; the third stage applies the Dynamic Programming Algorithm (DPA) that proves to be a very effective algorithm for the tracking of moving targets with low SNR at around pixel velocity 1141, 1151, 1161.
The system is tested on both synthetic and real data. Fig. 1 . Schematic illustration of the hyperspectral tracking system, left to right -first step, transformation of the three dimensional hypercube into a two dimensional image; second step -temporal separation of the images sequence into sub-images sequence and detection of the presence oftargets from the temporal profile of each pixel groups, while suppressing clutter; third step -target detection and tracking based on the TBD approach and implemented using DPA.
where x is the pixel being examined, t is the known target signature, and m and D are the background and covariance matrix estimations, respectively. The background estimation is performed on the closest neighbors, which definitely do not contain target.
Each of the tests mentioned above were run with a different target factor (intensity). The higher the target factor value, the stronger the intensity of the implanted target, applying less difficulty to the detection and tracking algorithm. B. Temporalprocessing algorithm Overall, the input to the first stage is a hyperspectral cube; the output of the first stage is a two-dimensional image obtained from the hypercube. A buffering of several such images is needed in order to obtain a sequence long enough to perform temporal processing. The input for the temporal processing algorithm is a temporal profile of a pixel.
The temporal processing algorithm start with a temporal separation of each temporal profile to sub-temporal profiles to achieve target moving at a pixel velocity from images containing targets moving at a sub-pixel velocity. The number of sub profiles is defined by:
where N is the number of frames at profile, Go is the overlap between each of sub-profiles and G is the sub-profile length. Afterwards, the temporal processing algorithm is applied. The temporal processing algorithm is based on a comparison of an estimation of the overall DC estimation of the sub-profile (DC estimation calculated for the overall profile in order to achieve best or more accurate DC estimation, the DC estimation of the sub-profile chosen by the relation location at the overall profile) and the single highest fluctuation which occurs within the sub-profile. In order to estimate the overall temporal DC estimation (baseline background estimation) was performed using a long term window of samples. The background estimation is performed by calculating a linear fit by means of least squares estimation (LSE) [15] . The fluctuation or short-term variance estimation is performed on a shorter term window of samples, after removing the estimated baseline background. The algorithm is presented in the following two steps, although in practice the processing can be performed in real time using a finite size buffer: 
The estimated DC of a single window becomes: (8) The estimated DC of the complete signal is obtained after performing the above calculations for each window separately.
2) Short term variance estimation
Step 2 calculates the short-term variance after subtracting the estimated long term DC at each sub-profile. The complete DC signal obtained in the previous step is denoted by DCj, where j denotes the index of sub-profile, the number of subprofiles is defined at (4) . The DCj is subtracted from the temporal sub-profile Pj:
The variance estimation is calculated by using a sliding short term window and performing estimation on each set of samples separately. L denotes the number of samples of each short term window. The short term variance of each window is estimated as follows:
For window size of L samples, overlap of Lo samples and sub-temporal profile of G samples, the number of windows W is given by:
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Finally, the maximum variance value of a given temporal profile is given by: U2 =max1<i<W{2i } (12) where i2 is the estimated variance of the ith window.
Finally, a likelihood ratio based metric is used to evaluate the final score of each sub-temporal profile. The likelihood ratio in this case is given by:
Ho: P=n [16] , long-term window is calculated to the overall profile to achieve best estimation of a DC level, the long-term window of the sub-profile chosen by the relation location at the overall profile). The short-term window is used for variance estimation. It should be matched (or reduced) to the target width (which depends on the target velocity). If the short-term window is significantly longer than the target width, the variance change caused by the target will be diminished. Sub-profile length services to achieve a pixel target velocity. It should be matched (higher) to the target width. The importance of these three window sizes and the overall window set parameters will be further discussed. It is important to emphasis that the temporal algorithm presented here doesn't assume a particular target shape and width. It does assume a maximum spatial size of the target (affecting the target temporal profile) and a positive adding of the target to the background.
3) Dynamic ProgrammingAlgorithm
The algorithm is implemented using the following assumptions:
* 18 [ppfl in the horizontal and vertical directions, hence a valid area from which a pixel might origin from in the previous frame is a 7x7 matrix. Such a search area can be resized according to a different velocity range and jitter, in the fashion described above. This search area will define the probability matrices which contain the probabilities of pixels in the previous frames being the origin of the pixel in the current frame. To take into account the unreasonable change of direction, penalty matrices have been introduced which are used to build the probability matrices for the different possible directions of movement. These matrices give high probabilities to pixels in the estimated direction and decreasing probabilities (punishment) as the direction vary from the estimated direction [14] [15], [16] . The algorithm is discussed thoroughly in [18] .
III. THE SCORING METRIC
In order to evaluate the algorithm, the metric below has been defined. Each frame in the sequence is divided into blocks, the size of MxN (30x30 were used). The algorithm is run over nine blocks -Target block and eight adjacent blocks. The SNR of the Target Block (TB) and its eight adjacent Non-Target Blocks (NTB) are calculated. Afterwards, an algorithm score is calculated based on the resulting SNR's. The block SNR is given as:
QVj where vij is the set of pixels belonging to the (ij),th block, M is a set containing the five pixels with the highest scores in that block, and a is the standard deviation of the block pixels. The formula performs a subtraction between the expectation value of the highest pixels (target) and the expectation value of the rest of the pixels (background), divided by the standard deviation of block pixels. Since the probability matrices introduce influence of target pixels on adjacent pixels, these influenced pixels might accumulate higher values than unaffected pixels (background), and can be regarded as target pixels. This might lower the expectation value of the target, but will also lower the standard deviation of the background, since these high pixels are higher than the statistics of the background, to a more accurate one. The algorithm score is given as:
U{Block SNR(i, j)}I NTB
The MF and the temporal processing create images with pixel scores according to their likelihood of being a target, whereas the DPA accumulates the scores of pixels according to the probability of the path going thru them to be the target's path.
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