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A B S T R A C T
The peer-to-peer paradigm has had large success in content distribution and multimedia communication
applications on the Internet. In a peer-to-peer network, the participating nodes create an infrastructure
to provide a desired functionality and offer their resources to host an application in a distributed
manner. Besides the functional requirements of an application, the non-functional requirements to
achieve a high service quality are also an important part of successful peer-to-peer networks and a major
challenge is to meet these requirements in networks with unreliable nodes. In contrast to traditional
centralized approaches where the quality can be measured and controlled, in a distributed environment
it is challenging both to capture the status and performance of the whole distributed system in one
point of time and to control its general behavior. In this dissertation, we focus on the monitoring and
management of peer-to-peer systems.
We systematically engineer SkyEye.KOM, a fully decentralized monitoring mechanism that provides
both a precise status snapshot of the peer-to-peer system and enables queries for peer capacities, such
as bandwidth or storage capacities, in a large-scale peer-to-peer system. It considers individual load
limits of the peers and ensures that no peer is overloaded. The core tree topology of SkyEye.KOM is
established and maintained solely with protocol-relevant messages. It is based on local peer identifier
calculations and using the underlying peer-to-peer overlay.
As a second step, we focus on the management of peer-to-peer systems and introduce P3R3O.KOM
and SkyNet.KOM, two solutions to manage both the reservation of available capacities in the peer-to-
peer system and the system behavior in a fully decentralized and efficient manner. P3R3O.KOM is
a peer-to-peer protocol for reliable long-term resource reservation that overcomes the limitations of
traditional peer-to-peer services, which typically are host only by single peers and cease once the service
providing peer fails. Resource reservations are fulfilled with adjustable guarantees (even 100%) in the
presence of strong churn through the automated and fully decentralized management of the resource
provision redundancy.
With SkyNet.KOM, we present a fully decentralized approach for automated management of peer-to-
peer systems following the principles of autonomic computing. It allows the user or system provider to
set service quality goals for the peer-to-peer system, which are automatically verified by the monitoring
solution SkyEye.KOM and analyzed, aligned and enforced by the other components of SkyNet.KOM.
Preset quality goals for the peer-to-peer system are reached and held through automated systematic
re-configuration of the individual components of the peer-to-peer system.
At the end, we present LifeSocial.KOM, a peer-to-peer-based platform for online social networks that
incorporates the proposed monitoring mechanism to show the feasibility and application scope of the
monitoring and management solutions.
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Z U S A M M E N FA S S U N G
Das Peer-to-Peer-Paradigma findet breite Verwendung in der Verteilung von Daten und Dokumenten
sowie direkter Multimedia-Kommunikation im Internet. In einem Peer-to-Peer-Netzwerk erschaffen
die beteiligten Netzwerkknoten unter Einsatz ihrer Ressourcen eine Infrastruktur, die eine gewünschte
Funktionalität oder Anwendung völlig dezentral anbietet und betreibt. Neben der Erfüllung der
funktionalen Anforderungen an eine Internet-Anwendung ist die Erfüllung der nicht-funktionalen
Anforderungen, wie die erbrachte Dienstgüte, eine große Herausforderung in hochskalierenden Peer-
to-Peer Netzwerken, die aus unzuverlässigen Einzelknoten bestehen. Im Gegensatz zu zentralisierten
Ansätzen mit einem überwach- und anpassbaren zentralen Anbieter ist es in einer verteilten Umgebung
schwierig eine globalen Sicht auf den Zustand eines Peer-to-Peer-Systems, sowie die Anpassung der
Dienstgüte eines Peer-to-Peer-Systems zu bieten, da es keinen direkten Ansatzpunkt gibt. Die Disser-
tation widmet sich dieser Fragestellung und fokussiert auf die Qualitäts- und Kapazitätenüberwachung
sowie die Dienstgüte-Verwaltung von Peer-to-Peer-Systemen.
In der Dissertation wird SkyEye.KOM systematisch entwickelt und erforscht, ein völlig dezentraler
Monitoringmechanismus, der auf bestehende Peer-to-Peer-Overlays aufsetzt und sowohl eine globale
Sicht auf den Status des Peer-to-Peer-Systems, als auch die Funktion bietet, gezielt nach freien Kapazi-
täten im hoch-skalierenden Peer-to-Peer-Netzwerk zu suchen. Der Ansatz ist robust bei dynamischer
Knotenanzahl im Netzwerk als auch präzise und leichtgewichtig im Betrieb.
Mit P3R3O.KOM und mit SkyNet.KOM werden zwei Mechanismen zur Dienstgüte-Verwaltung von
Peer-to-Peer-Systemen vorgeschlagen, die es unter der Nutzung von SkyEye.KOM erlauben, sowohl die
Kapazitäten im Peer-to-Peer-System vollständig und für langfristige Dienste zu nutzen, als auch die
erbrachte Gesamt-Dienstgüte des Peer-to-Peer-Systems zu überwachen und zu steuern. P3R3O.KOM
ist ein Peer-to-Peer-Mechanismus für verlässliche Ressourcen-Reservierung, der die Einschränkung
in der Ressourcennutzung, die durch die begrenzte Lebenszeit der Peers gegeben ist, aufhebt. Mit
P3R3O.KOM werden Ressourcenreservierungen durch eine kontrollierte und völlig dezentrale Anpas-
sung der Redundanz der Ressourcenallokation mit einer einstellbaren Garantie bis zu 100% verlässlich
erfüllt.
Die Verwaltung oder das Management von Peer-to-Peer-Systemen zielt auf die Steuerung des
Verhaltens des Peer-to-Peer-Systems ab, das durch verschiedene Performanz- und Kostenmetriken
bestimmt wird. In der Dissertation wird der Bedarf in Peer-to-Peer-Systemen nach automatisierter
Qualitätssteuerung unter Anwendung der Prinzipien des Autonomic-Computing-Ansatzes untersucht
und motiviert. Für die völlig dezentrale Steuerung der Dienstgüte von Peer-to-Peer-Systemen wird mit
SkyNet.KOM ein Rahmenwerk vorgestellt, der es Nutzern und System-Anbietern ermöglicht verbindliche
Qualitätsziele für das System zu definieren. Diese werden dann im Peer-to-Peer-System kontinuierlich
durch SkyEye.KOM überwacht und anschließend analysiert. Bei einem Verfehlen der Dienstgüteziele
wird automatisiert eine optimierte Rekonfiguration des gesamten Systems initiiert. Vorgegebene Dienst-
güteziele in Form von validen Metrikintervallen werden von dem Peer-to-Peer-System automatisch
erreicht und gehalten.
Um die Umsetzbarkeit und das Anwendungsfeld der Monitoring- und Management-Mechanismen zu
demonstrieren, wird in dieser Dissertation das Fallbeispiel der digitalen sozialen Netzwerke untersucht
und mit LifeSocial.KOM eine Plattform für Peer-to-Peer-Anwendungen im Allgemeinen und digitale
soziale Netzwerke im Speziellen entwickelt, die sowohl auf die vielfältigen Anforderungen an die
Peer-to-Peer-Plattform eingeht als auch eine breite Basis an Grundfunktionalität für digitale soziale
Netzwerke in Form von Plugins bietet. Die Monitoring-Lösung SkyEye.KOM ist integriert und ermöglicht
eine detaillierte Sicht auf die Funktionsweise und Qualität der dezentralen LifeSocial.KOM-Plattform im
laufenden Betrieb.
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Part I
I N T R O D U C T I O N A N D B A C K G R O U N D
In this part, we discuss current issues of peer-to-peer (p2p) systems in terms
of their ability to provide reliable quality of service. We contend that next gen-
eration p2p systems benefit from a monitoring approach for the coordinated
gathering and dissemination of system-specific and peer-specific monitoring
information. This helps both users and system providers to validate the quality
of service provided by the p2p system. In addition to monitoring, we also
contend that the quality of p2p systems should be managed through a system
provider in a distributed and autonomic manner, as this helps to tune and
control the quality provided by a p2p system. Chapter 1 delineates these con-
cepts and describes the contribution of the dissertation in this field. Further,
in Chapter 2 an overview of related research fields is provided; specifically
we introduce p2p systems, further information technology architectures in
this context and discuss quality of service in the context of p2p systems. We
introduce the terminology used in the dissertation and motivate the problem
statement of monitoring and managing the quality of service of p2p systems.

1I N T R O D U C T I O N
Ignorance more frequently begets confidence than does knowledge: it is those who know little, and not those who
know much, who so positively assert that this or that problem will never be solved by science.
- Charles Darwin
Be the change that you want to see in the world.
- Mahatma Gandhi
In today’s globalized, interconnected society, the Internet is a communications and information
providing platform that can be accessed at any time of the day. The Internet provides a plethora of
services and applications which outperform traditional stand-alone applications in three ways: Internet-
based applications are typically free, they are accessible from any device with Internet connectivity, and
they also allow interconnections among users and the sharing of information. The Internet has become
the main platform for computer applications.
Traditionally, the client-server paradigm is dominant for commercial and non-commercial Internet
applications. This paradigm assumes that a single server or a set of interconnected servers provides all
the resources required for hosting the application. All users, termed clients, connect to this server and
interact with it. They store and retrieve data, operate on the stored data and may also interact with each
other indirectly via the server. A typical application is a wiki or a web page, which consists of a Web
server and several clients accessing it.
The centralized paradigm provides controlled quality of service (e.g. using [Ber07]) and is easy
to deploy, which explains its wide usage for commercial applications. However, its main limitation
lies in its operational cost, which grows with the number of users. A single server may not provide
enough resources to manage client requests, thus requiring application providers to provide services
through server-farms, such as Google or Yahoo, through a distributed set of servers, such as Akamai, or
through servers-on-demand, such as Cloud, which eventually is an intelligent server-farm as well. The
client-server paradigm scales only with scaling operational costs.
The costs for the centralized platform may outdo the profits made by a business. This was the case
for YouTube [You] until they were bought by Google in 2006 and for Facebook until they announced
in December 2009 that, with 350 Million users, their services had turned profitable. Providers of high
quality applications, which are available for free, must drastically minimize costs. Application providers,
looking for an IT architecture to base their application on, may explore alternative approaches.
One communication paradigm that became very popular in recent years promises to cut the oper-
ational costs for the application provider to a minimum and to be naturally scalable: the peer-to-peer
(p2p) paradigm. The p2p paradigm assumes that clients volunteer the resources necessary to create and
maintain the infrastructure which provides the desired functionality they use. Peers are autonomous in
their online behavior and heterogeneous in their capacities, connectivity and interests. This autonomy
and heterogeneity creates several challenges in the creation of reliable and high quality systems.
Napster [CG01] was the first success for the p2p paradigm. This application emerged in May 1999
and allowed users to exchange music files directly between each other from one personal computer
(PC) to another, instead of uploading and downloading them to and from a server. Since the advent of
Napster, several p2p applications for file sharing (e.g. KaZaA, BitTorrent), Voice-over-IP (e.g. Skype),
video streaming (e.g. Zattoo, P2Plive) and Web (e.g. Freenet) have emerged, leading to an overall traffic
consumption of 60-80% of total Internet usage for p2p-based traffic, according to [GDS+03].
The p2p paradigm utilizes the resources of user devices to create an infrastructure that enables the
application to operate. The paradigm is scalable, as additional users add more resources to the network
and help in resolving the demands and queries of other users.
Despite all the advantageous characteristics of p2p systems in comparison to client-server-based
approaches, commercial applications based on completely distributed p2p platforms are rare. Due to the
distributed character of such p2p-based approaches, with the wide range of resource providing peers,
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it is very challenging to provide a controlled level of quality of service in the absence of a centralized
monitoring and coordinating entity. Additionally, it is very challenging to identify the capacity resources
of p2p networks and to provide a reliable reservation of these resources in order to create a reliable
platform for services and applications.
In conclusion, application providers using a p2p-based platform for their applications may benefit
from the low operational costs and intrinsic scalability of the p2p paradigm. However, the need for
controlled quality of service in a p2p application and for the reliable utilization of the resources in
the p2p network becomes crucial for the paradigm to also be successful in a wide set of commercial
applications.
1.1 motivation
Until now, many p2p applications have been created from scratch by designated p2p application
providers, such as KaZaA [Sha], Skype [Sky04] and Zattoo [Zat]. Designing an application from scratch
for a specified scenario results in an optimized stand-alone application for this given scenario. As the
mechanisms involved are tightly cross-optimized, the resulting quality also aims towards the same
quality goal defined by the scenario. We sketch an example of these kinds of monolithic applications
in Figure 1a. This approach for the creation of p2p applications is very time consuming as individual
components are not reused.
An alternative for the creation of p2p applications can be found in a modular, component-based
approach. The components encapsulate dedicated functionality and allow for reusable, plug-able services.
Such components could be p2p overlays like FreePastry [Ric] or JXTA [TAA+04], replication modules
like PAST [DR01], multicast modules like Scribe [RKCD01] and so on. We sketch a component-based
p2p platform in Figure 1b. Through the reuse and combination of existing components, applications can
be created rapidly and their behavior can be predicted more easily. However, only few such modules
based on p2p research exist in the field, and standardized interfaces are missing. This is in contrast to
other IT architectures, where reusability is a main software engineering goal.
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Figure 1: Monolithic and Component-based System Development
In the field of client-server architectures, several individual components can be identified. Components
like databases (e.g. Oracle [Ora], mySQL [Sun]), Web servers (e.g. Apache [Apa96]), content management
systems (e.g. Typo3 [Ska02]), Wikis (e.g. Mediawiki [Wik02]) and many more are common and simple
to combine. The components in the field of client-server architectures can be easily used to build new
applications, such as personalized web pages with wikis and forums. In the field of p2p systems such
an approach would be desirable as well.
Assuming that further research in the field on p2p systems will lead to a component-based toolkit
for the creation of p2p applications, we must face the question of the quality of service of such p2p
applications. An application provider may state requirements on the quantitative parameters, and thus
the behavior of the system. It may define boundaries for the response time of the application and the
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application’s maintenance protocol. A system may also state quantitative requirements on the resources
provided by the peers, such as the need to provide storage space within a certain period of time. In
order to provide a controllable quality of service for these well-defined requirements, considering the
autonomy of peers, several challenges must be resolved in the p2p system.
Quality of service (QoS) is defined by Schmitt [SW97] as
“the well-defined and controllable behavior of a system with respect to quantitative parameters.”
The behavior of the system can be described in two ways:
• System view: The main task of the p2p system is to provide a platform for an application in a
quality that fits the expectations of the users and the system providers. Quantitative parameters
describe the system status, such as response time, number of participating peers, total protocol
overhead and load distribution.
• Peer view: The main task of participating peers is to provide resources for the system in a
reliable manner, so that mechanisms and applications can operate on these resources. Quantitative
parameters describe the status of the resources, such as available storage space, bandwidth
capacities and CPU power.
Currently, in p2p systems, these views are not generally available. Typically they are, if at all, only
acquired and used in a very specific context of a single mechanism. One main challenge in the context of
a general view is that the system behavior and resources in the p2p system have to be monitored in order
to decide whether the well-defined requirements regarding the system behavior are met. Second, in the
case of a QoS violation, the system must react accordingly in order to restore the desired behavior of the
system or the resource provision. In the following, we motivate the monitoring and the management of
the quality of service as well as the reliable reservation of resources in p2p systems in more detail.
Monitoring System- and Peer-specific Information in P2P Systems
In Figure 2a we depict a p2p network with dedicated information on the topology, system state and
peer resources. A single peer has only a limited view of this knowledge, which is depicted in Figure 2b.
Our goal with regard to monitoring in structured p2p systems is:
• To obtain a global statistical view on the quality of service provided by the p2p system itself. This
global view, as depicted in Figure 2c, should be gathered over all peers in the p2p network and
disseminated to all peers as well.
• To gather peer-specific information in the network to create an overview of the available resources
in the p2p network and to provide the function of capacity-based peer search for this information,
as depicted in Figure 2d.
There are several benefits of monitoring the status and resources of the p2p system. First, quality
violations are detected and misleading trends can be identified. Second, based on the monitoring
information, new decisions can be made which counteract quality of service violations.
A monitoring solution for p2p systems should be as general as possible in order to be applicable to as
many p2p overlays as possible. The main challenges for the establishment of a monitoring architecture
are that it needs to be as overlay agnostic as possible, robust against churn, simple and lightweight.
Simplicity combined with effectivity is the key to rapid deployment and acceptance in the community.
The system view should cover all peers and contain a large set of metrics about the p2p system, such
as the number of nodes and upload bandwidth utilization, in a statistical representation, including the
average, minimum and standard deviation.
Peers should report their capacities to the system, these information are gathered and used to provide
the function of capacity-based peer search. This function handles queries for a given number of peers
with given capacity requirements and provides a set of peers matching these requirements for every
query.
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Figure 2: Monitoring in Peer-to-Peer Systems
Managing the Quality of Service of P2P Systems
Assuming that a p2p application consists of one to several individual components, with each containing
several parameters to configure, it is very difficult or impossible to find a single, static configuration
that results in a desired quality of service for all environmental factors. We sketch in Figure 3a the goal
on managing the quality of service of p2p systems.
A p2p system, consisting of one to several p2p components, needs to be adequately configured to
provide the desired quality of service in the context of the following environments:
• P2P application (e.g. video on demand streaming, distributed data backup). For example, a p2p
application for data backup may use the same components like a p2p application for multime-
dia streaming. However, the first application would require high availability and tolerate high
transaction delay while the second application would require low transaction delay and jitter. An
adequate configuration needs to be found for both applications.
• Scenario (e.g. mobile peers, strong peer heterogeneity). It describes the given resources for the
application, including the number of peers, their capacities and connectivity. A p2p system
operating in a working environment with well connected desktop PCs would require a different
configuration than when operating on low capacity devices interconnected over the Internet.
• Peer behavior (e.g. access patterns, churn behavior). It defines the characteristics of the workload,
such as the distribution and access of the working documents, as well as the frequency of peer
arrivals and departures. A network with frequent churn would require, for instance, more frequent
checks for the activity level of peers. In particular, the dynamics of peer behavior require changes
to the configuration of the p2p system during its runtime in order to meet quality goals.
1.2 goal 7
P2P Overlay
Component A
Component B
Component C
Component D
M
on
ito
rin
g 
an
d 
M
an
ag
em
en
tApplication
Time
Time
Valid metric intervals
Monitored metrics
(a) Managing the Quality of Service in P2P Systems
Components Components
Components
P1 P2 P3 P4
P2P Overlay
Unreliable Resource Provision
Capacity-based Peer Search
Reliable Resource Reservation
Resources and Capacities at the Peers
Management of Resource Reservations
Components
 M
on
ito
rin
g 
of
 P
ee
r C
ap
ac
itie
s
Publish Capacities
(b) Managing Resource Reservations in P2P Systems
Figure 3: Management of Peer-to-Peer Systems
Although each component may have been individually tested in various scenarios and optimized
settings have been deduced, when combined, the dynamics of the scenario and the resulting quality
may differ. The main challenge arises from the fact that p2p components are used and operated in a
dynamic environment.
Managing Resources Reservations in P2P Systems
Our goal with regard to the reliability of resources provided in a p2p system is to enable p2p systems to
explicitly search for certain peer capacities in the p2p network and to reserve these resources reliably.
With this functionality it is possible to operate mechanisms and services on top of these resources and
to thus provide a reliable platform for mechanisms and services in the p2p platform.
In order to do so, we identify two mechanisms that are needed to provide this task. We sketch them
in Figure 3b. First, we need a mechanism that provides the functionality of capacity-based peer search,
or in other words finding peers with specific capacities in the p2p network. Peers provide resources
to the p2p system in the form of data (e.g. documents and objects) and capacities (e.g. CPU power,
bandwidth, connectivity, storage space). Current p2p overlays are data-centric, providing functionality
to store, retrieve and search for objects in the p2p overlay. They lack the ability to search and reserve the
capacities of the peers in the p2p network. A mechanism providing the functionality of capacity-based
peer search shifts the focus in p2p systems from the data-centric view to the resources-centric view,
allowing peers to look up certain data in the p2p overlay and look up peers with certain capacities as
well. Thus, the whole potential of p2p systems is usable.
The functionality of capacity-based peer search allows to find peers with given capacities, but cannot
guarantee the provision of these capacities, as providing peers may go offline. A second mechanism is
needed to provide a reservation service on the capacities of peers and to overcome the issue of churn.
A resource reservation mechanism allocates a specific amount of resources in the p2p network for
a specific amount of time. The quality of this reservation is maintained by the resource reservation
mechanism, leading to reliable resources that may be used by further mechanisms and services to
provide high-quality functionality. The main purpose of this functionality is to overcome the limitations
of the p2p systems, while preserving its advantageous characteristics.
1.2 goal
The dissertation aims to overcome the limitations of current p2p overlays and to provide a reliable
basis for p2p-based mechanisms and applications. The main goal is to demonstrate the feasibility of a
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completely distributed monitoring and management of the quality of service of p2p-based systems and
the efficient search and reliable reservation of resources in a p2p network consisting of unreliable peers.
In order to reach this goal we set the following objectives:
• A mechanism for monitoring the system status needs to be devised to observe the quality perceived
by all peers and to generate a global statistical view on this. This is challenging as the monitoring
component should cover all peers, as well as be lightweight and precise.
• In order to reach preset quality goals of an application provider, a mechanism for automated quality
of service adaptation in the p2p system needs to be developed. Based on the monitored quality
metrics, the system autonomously decides on actions to impact the adaptation of the quality of
the system towards the desired system quality goals.
• For the purposes of controlling the resource provisioning of peers, a mechanism for monitoring
peer-specific information is needed to get an overview on the available resources and to provide the
function of capacity-based peer search on these resources.
• In addition to this, a mechanism for reliable resource reservation is required, allowing mechanisms
and applications to reliably request and use a specified amount of resources for a given time.
• As proof of concept, an application scenario needs to be elaborated and created for the proposed
mechanisms as a component-based next generation p2p application.
All of the above mentioned mechanisms need to be thoroughly evaluated, giving deep insights into the
parameter study and interdependencies.
1.3 contributions
This dissertation provides the following contributions that address the aforementioned goals in three
categories: (1) methodologies, (2) mechanisms and protocols and (3) evaluation and feasibility studies.
In the category of methodologies, we conduct the following contributions:
• Problem statement and related work:
We motivate and describe the problem statement for reliable quality of service in p2p systems in
detail. We further present and discuss the state-of-the-art of the research in the field of monitoring
and management of p2p systems.
• Methodology for benchmarking of p2p-based monitoring mechanisms:
We design and present a systematic methodology for evaluating distributed monitoring mecha-
nisms for p2p systems. We describe the scenario, metrics and workload that enable the bench-
marking of monitoring solutions and the comparability of the evaluation results.
• Investigation of the quality of service adaptation strategies in p2p systems:
We investigate the possible approaches and design decisions that could impact the quality of
service of p2p systems. Specifically, we analyze the effects of the configuration of mechanisms in a
p2p system, as well as the scope of the monitoring view on the quality of a system as input for
deriving and deciding on behavioral strategies. We motivate that a systematic adaptation of the
configuration of the p2p system based on the monitored quality of service of the system allows for
an autonomic management of the system’s quality of service.
In the category of mechanisms and protocols, we first define the functional and non-functional require-
ments, the assumptions and the design decisions for a mechanism and subsequently present and discuss
a mechanism.
The contribution in this category consists of:
• Monitoring topology on top of structured p2p overlays:
This allows for systematic gathering and dissemination of monitoring information between peers.
The main focus of the mechanism lies in its fault tolerance and quick adaptation to churn, providing
a reliable infrastructure for various monitoring solutions.
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• A protocol for monitoring system-specific information:
In combination with the monitoring architecture, the protocol gathers and disseminates system-
specific information. The fully distributed monitoring mechanism for structured p2p overlays
provides a global view on the quality of service of the p2p system. It is very precise, lightweight,
and due to the fault tolerance of the monitoring architecture also very reliable.
• A mechanism enabling capacity-based peer search:
The mechanism gathers peer-specific information in the monitoring architecture (i.e. information on
their capacities) and provides the functionality of capacity-based peer search on this information.
It provides the functionality of finding peers in a structured p2p network for a given set of
requirements on capacities of the peers, such as their storage space or processing power.
• A mechanism for reliable resource reservation:
It is designed for use on top of structured p2p overlays and relies on the previously discussed
monitoring mechanisms. It manages reservations for a set of resource requirements within a given
time and provides information on the set of peers providing the desired resources during the
reservation time. The mechanism guarantees within a parametrizable probability that this set of
peers providing the resources, and thus the reservation, will not fail.
• A self-configuration framework for p2p systems:
A mechanism is needed implementing the management of the quality of service based on the
observations of the monitoring mechanism according to the quality of service requirements stated
by the p2p system provider. Through a self-configuration approach, the system observes its
current quality status, checks the validity of the current quality in comparison to the preset quality
goals and initiates in the presence of quality violation a configuration change in the system. The
mechanism is totally distributed and enables a p2p system to automatically reach and hold preset
quality goals using the self-configuration cycle.
In the category of evaluation and feasibility studies, we performed systematic, thorough evaluations
of the proposed mechanisms and conducted a feasibility study that shows the potential use of the
proposed mechanisms. The following contributions are made in this category:
• Evaluation of the proposed mechanisms:
We thoroughly evaluate the proposed monitoring architecture and the monitoring protocols
for peer- and system-specific information through simulations, analytical modeling and testbed
evaluation. Thus, we present a deep understanding of the behavior of the proposed mechanisms
in various conditions and parameter studies. We show that the monitoring architecture results in a
low node degree and traffic overhead, as well as a monitoring freshness which is logarithmic to
the number of nodes in network. We further demonstrate that the monitoring architecture is very
fault-tolerant and robust against churn. Regarding the monitoring of system-specific information,
we substantiate that our mechanism is lightweight and very precise. For the mechanism enabling
capacity-based peer search, we show that the monitoring architecture adapts to the heterogeneity
of the peers and provides quick, valid results.
We evaluate the mechanism for reliable resource reservation through simulations and show that
the reservations can be provided with the envisioned 100% success ratio in a system with churn
while having low reservation maintenance costs.
We evaluate the mechanism for the quality-oriented self-configuration of p2p systems through
simulations at the example of Chord [SMK+01]. We show that preset quality goals (e.g. in terms
of metric ranges for the hop count in the overlay) are quickly and reliably reached and held. For
this, the framework automatically adapts the configuration of Chord nodes (i.e. their routing table
sizes). The adaptation reacts instantly and validates the goal of the design of the mechanism.
• Prototypical design and implementation of an application scenario:
In order to show the feasibility of the application range of the proposed mechanisms for monitoring
and management of the quality of service in p2p systems, we designed and prototypically
implemented a p2p-based application and included the proposed monitoring mechanism. Our
application, LifeSocial.KOM, is a p2p-based platform for social online networks.
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1.4 outline
In this chapter, we introduced the issue of unmonitored and unreliable quality of service in p2p systems,
presented motivations for solving the corresponding challenges and summarized our contributions in
this field. The remainder of the dissertation is structured as follows:
Chapter 2 gives the background to the dissertation. It presents the current trends in p2p research
and points out the current approach for the engineering of p2p applications. P2P overlays as main
functional modules are introduced and current p2p applications are discussed. Further, a wide set of
functional p2p components is presented. We discuss quality in p2p systems, both on the functional and
non-functional level. The chapter closes with the discussion of approaches to evaluate p2p research and
to provide a comparability of the evaluation of various mechanisms.
Chapter 3 motivates and presents SkyEye.KOM, a mechanism for monitoring system- and peer-
specific information in structured p2p systems. First, the functional and non-functional requirements,
assumptions and design decisions are discussed. The mechanism provides both a global view on the
system behavior to all of the peers and a capacity-based peer search functionality, which allows users
and other peers to find suitable peers for given resource requirements. The monitoring component is a
main building block to satisfy the goal of the dissertation.
Chapter 4 presents a detailed evaluation of the monitoring mechanism, SkyEye.KOM, as discussed in
Chapter 3. First, we introduce the methodology of the evaluation, present the metrics and the evaluation
setup and subsequently present the evaluation results based on analytical modeling, simulations
and testbed-based evaluation. The evaluation shows that the monitoring solution is both precise and
lightweight for the monitoring of system-specific information and that it is precise and fair for the
monitoring of peer-specific information.
Chapter 5 focuses on the issue of unreliable resource provisioning in structured p2p systems. It
presents P3R3O.KOM, a mechanism for reliable long-term resource reservation in p2p system with
unreliable peers. For that, we first discuss the requirements, assumptions and the design goal. The
mechanism we propose operates on structured p2p overlays and assumes SkyEye.KOM as a monitoring
component. Based on these assumptions, it provides the service of reserving resources in the p2p
network reliably for a requested time. The solution overcomes the limitations of the peer lifetimes and
provides the resources even for much longer periods through an automated redundancy control. The
chapter concludes with a simulation-based evaluation and shows that the goals for reliable resource
reservation are met.
Chapter 6 focuses on the issue of unreliable quality of service in structured p2p systems. We first
discuss approaches for providing quality of service in a p2p system and then present SkyNet.KOM, a
self-configuration framework for the quality management of p2p systems. This framework is totally
distributed and is able to operate on top of any structured p2p overlay. It uses the current monitoring
status retrieved from the monitoring mechanism SkyEye.KOM, and the quality goals given by an
application provider to align the quality of service of the p2p system towards the provider set quality
goal. The chapter concludes with an evaluation for the use case of Chord. Evaluation shows that the
quality management approach enables p2p systems to automatically reach and keep predefined quality
goals quickly and reliably, turning the p2p system in a reliable platform with well-defined quality of
service behavior.
Chapter 7 presents an application scenario for the proposed mechanisms. The monitoring and
management of the quality of service of p2p systems will take a great role in next generation high-
quality p2p-based applications, such as online social networks. We present LifeSocial.KOM, a p2p-based
platform for social online networks with integrated quality monitoring. We advocate for this application
field, present the architecture and interdependencies and show within the evaluation that the component-
based p2p application benefits strongly from the proposed mechanisms.
Chapter 8 concludes the dissertation with a summary of the main contributions and gives an outlook
on the application scenarios and implications of the dissertation.
2B A C K G R O U N D A N D R E L AT E D W O R K
For how many things, which for our own sake we should never do, do we perform for the sake of our friends.
- Marcus Tullius Cicero
It has been my experience that folks who have no vices have very few virtues.
- Abraham Lincoln
In the previous chapter we motivated the problem of monitoring, providing and managing reliable
quality of service in p2p systems, both in terms of reliable resource reservation and reliable system
behavior. In order to comprehend the challenges arising for solving this problem in a large-scale p2p
network, consisting of autonomous unreliable peers, we discuss the background to this topic in this
chapter. This chapter introduces the history and classification of p2p systems, specifically p2p overlays.
The next section defines the terminology used throughout the dissertation. In addition to p2p systems,
we present further IT architecture paradigms and discuss the comparative strengths and limitations of
the p2p paradigm for both users and system providers. We discuss the current and possible application
scenarios of the p2p paradigm and point out the need for considering the quality of service as well as
quality properties throughout the design and operation of p2p systems.
2.1 background on peer-to-peer systems
Before introducing a more formal definition of p2p systems, we first describe the broader scope in
which they fit. The term system is derived from Greek “sýstema“ and describes a set of interacting or
interdependent entities forming an integrated whole. Systems exist in every research field, describing a
union of elements, and thus their context is relevant for the meaning of the terminology. In the field
of computer science, various fields with individual system definitions exist. Distributed systems are a
dedicated superset of p2p systems, and are defined by Coulouris in [CD88] as follows:
A distributed system is one which components located at networked computers communicate and
coordinate their actions by passing messages.
Thus, a distributed system is the set of networked computers which interact through messages.
Typically, they coordinate their actions to follow a common goal and have clear role assignments
providing various functionality in the system. A p2p system has additional requirements for participating
networked computers, Steinmetz and Wehrle listed the requirements in [SW05b]:
• P2P overlay: Peers organize themselves in an overlay on top of the Internet and thus create a
self-organizing p2p network. This network typically provides lookup or search functionality.
• Heterogeneity of the peers: The peers are assumed to vary in the capabilities, connectivity and the
online behavior. They join and leave the p2p network autonomously, a behavior termed churn.
• Twofold roles of a peer: Peers offer resources autonomously to the other peers and use the
resources of other peers in the p2p network in a coordinated fashion. Thus, peers are both servers
and clients at the same time.
The main aspects of self-organizing p2p networks, churn and heterogeneity, and the ambivalent role
of consumer and provider characterize p2p systems as a subclass of distributed systems. We depict in
Figure 4 the twofold role of a peer in comparison to other popular IT infrastructures. The figure views
the location of resources (square objects) and of consuming nodes (round shape). In the p2p system,
these roles are combined. We term the topology and the overlay network created by the peers as a p2p
network. An overlay network is a network (e.g. p2p overlay) on top of another network (e.g. Internet),
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Figure 4: Overview on the Client-Server and Peer-to-Peer Paradigm
termed underlay network. The overlay abstracts from details in the underlay and creates a topology with
virtual links that may be resolved through operations in the underlay. Often, overlays also use an ID
space and routing scheme independent of the underlay. We summarize as p2p system the mechanisms,
application and protocol stack on each peer as well as the p2p network and set of available resources.
A mechanism is hereby a dedicated functional component with clear interfaces and functionality. For
example the specific solution Chord [SMK+01] is a mechanism implementing the functionality of a
structured p2p overlay. In order to do so in a distributed system, the overlay mechanism implemented
in the protocol stack of a peer comprises ne or several protocols which define rules for messaging with
other peers in the network. For example a routing protocol describes how to forward a given message
to a dedicated destination peer and is part, for example, of the Chord mechanism. However, further
protocols for overlay maintenance are also part of Chord. The set of mechanisms in a p2p system form a
p2p platform which encapsulates all mechanisms below and defines a basis functional interface that can
be used for various applications. The p2p system also comprises the p2p application, which is built on
top of a p2p platform and provides the main functionality interface to the user such as a file sharing
application or an online social network.
In the following sections, we describe the various types of mechanisms that have evolved in the
history of p2p research, and point out their diversity and functional range. We point out the fields in
which p2p mechanisms are elaborated and the usefulness of modular components for the creation of
p2p systems. We also motivate that the quality of a p2p system is relevant for monitoring, managing
and challenging in the presence of several mechanisms in a p2p system.
2.1.1 Peer-to-Peer Overlays
Certain aspects of the p2p paradigm, especially the twofold role of a peer, have been popular concepts
since the advent of the Internet as ARPANET [DAR69] in the late 1960s. At that time, only a few
relatively powerful machines were interconnected, sharing resources and consuming services from
each other. The dominant applications until the late 1980s were mainly Email [Cro82], Telnet [PR83]
and FTP-based file transfers [PR85]. When the Internet became accessible to general society members,
less powerful machines were interconnected and as a result a partitioning of the roles in the network
was initiated. Some powerful machines acted as hubs and servers of different services, whereas the
majority of the nodes in the network was just consuming as clients. The client-server paradigm with the
two dedicated roles and assumptions of the capacities of the server eventually became the dominant
paradigm of the Internet, leading to the invention of the World Wide Web (WWW) [BL91] by Sir Tim
Berners-Lee in 1989. The WWW replaced Email as the main application of the Internet, and with the
opening of the Internet for commercial purposes, it initiated a large growth of Internet users. In the case
of the WWW, the client-server paradigm was used in order to provide a reliable service quality through
a Web server to handle the numerous client requests.
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In 1999, Shawn Fanning developed Napster [CG01], an application for sharing music files over the
Internet. Although a server is used in Napster to maintain the index of offered music files and allow
users to search for these, the files themselves are transferred directly from one client to another client.
This application is cited as the first p2p application, as the bandwidth resources of the clients are used to
serve the content to other users. The clients act as servers and clients at the same time, are heterogeneous
and are interconnected through the Napster server; therefore, they almost fulfill the characteristics of
peers in a p2p system. From 2000 onwards, the research in the field of p2p started to provide several
kinds of p2p overlays aiming at eliminating the centrally host index and distributing the functionality to
search for specific content and ID-based routing among the peers.
Gnutella [Cli02] was the first decentralized file sharing network. The direct node-to-node or peer-
to-peer file transfer is similar to that in Napster, but the index information of the available files is
not centrally managed. Instead, the peers form a mesh network, an overlay on top of the Internet,
that is aimed at creating a random graph. In this network, the peers may state queries for specific
files or keywords and initiate broadcasts to their neighboring peers which forward these, resulting in
flooding the network up to a specific hop count range. Peers that have matching files for the query
propagate their contact information back along the route of the flooding message. Gnutella provided the
functionality of keyword-based search for objects that are located at the peers which actually induced
the objects. It is classified as an unstructured p2p overlay, as no specific rule or structure is applied to
assign objects to specific peers. Gnutella became very popular, but eventually collapsed due to the
large traffic overhead on each peer generated through the flooding protocol. In order to overcome
this limitation, the design decision of a hierarchical topology was picked up, introducing super-peers, a
second layer of peers providing the functionality of a distributed index. Normal peers are connected to
super-peers with strong capacities, which maintains an overlay for the super-peers. Queries are stated to
super-peers, which flood the queries in the small overlay of capable super-peers. P2P overlays following
this approach are Gnutella 0.6 [KM02] and FastTrack [LKR06].
Chord [SMK+01] is one of the first and the most cited structured p2p overlay, it implements a
structured storage of objects on peers. Although the objects may be stored at the inducing peers, a
referencing link is stored at another peer in the p2p overlay, which is identified based on the identifier
(ID) of the object to be stored. This structure enables the storage and lookup of objects based on their IDs.
Thus, structured p2p overlays aim at storage and fully retrievable lookup of objects or their references.
The two functions of distributed setting and resolving of a key/value pair define a Distributed Hash
Table (DHT). Here the key is an object ID and the value is either the reference to the object or the object
itself. However, a generalization of these two functions is the function of ID-based routing to a peer
responsible for a given object ID. Messages containing objects, object references and lookup queries may
be then sent to this peer. We depict the difference between structured and unstructured p2p overlay in
Figure 5. It is characterized by the management of the ID space by the peers. Chord implements the
functionality of a structured p2p overlay by building a ring topology of peers that follows the order of
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the peer IDs. Objects are assigned to peers that have the next largest ID in the ring. In order to speed
up the routing in the ring, Chord also uses ”fingers“, which form short cuts in the ring. Each peer
maintains a set of fingers; the set is of logarithmic size (with the basis 2) in relation to the number of
IDs in the overlay and the fingers point to IDs in exponentially increasing distance to the power of 2.
Thus, in the routing protocol the distance to the destination ID is halved in every hop, leading to a hop
count of O(log N) for a lookup with N being the number of peers in the overlay.
Since the time Chord was introduced, several other structured p2p overlays were proposed. Pas-
try [RD01], Tapestry [ZKJ02], P-Grid [ACMD+03] and Kademlia [MM02], in contrast to Chord, relax the
rules for adding contacts to the routing table, and build a routing table for each distance range, which
grows exponentially. Thus, a closer ID distance range is small (e.g. [23, 24[) and has the same number of
contacts as a distance range that is further away (e.g. [2100, 2101[). Such a routing table is calculated
for each peer and used to route messages based on their ID to peers closest to the specific ID. The
proposed overlays vary in their maintenance protocols, distance metrics, load balancing approaches and
the roles of the peers as described in [Dar05]. In Figure 6, we sketch a distance-based routing protocol
similar to that in Kademlia, which routes with logarithmic message and delay overhead. Karl Aberer
gives in [AAG+05] a mathematical analysis and classification of the design steps needed to build a p2p
overlay. The steps comprise the choice of the ID space, mapping resources and peers to the ID space,
and the management of the ID space by the peers. Also relevant is the structure of the overlay, as well
as routing and maintenance strategies.
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Figure 6: Distance-based Routing in Structured P2P Overlays
The main function of p2p overlays is thus for unstructured p2p overlays, the keyword-based search
for objects (i.e. files), and for structured p2p overlays, the DHT function of ID-based storing and lookup
of objects in a p2p network. The main application for p2p overlays since their emergence has been file
sharing, which allows users to search and retrieve files free of charge. Several applications with this
function became popular, including Morpheus, KaZaA, LimeWire, eMule and many more, and resulted
in p2p-related traffic becoming the dominant traffic on the Internet. It accounted for between 60% to
80%, as stated in [SGG02] and [GDS+03].
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2.1.2 Content Distribution and Streaming
In 2003, Bram Cohen proposed in [Coh] BitTorrent as a novel approach for content distribution networks.
Previously, files were distributed in total and shared only after successful download. In BitTorrent a file
is split in smaller chunks, allowing for exchanging previously downloaded chunks during the download
of other chunks. One main contribution of BitTorrent is the tit-for-tat policy that determines the contacts
of a peer with which it exchanges chunks and aims at accelerated downloads. In BitTorrent, a tracker is
typically used to maintain the list of peers which are uploading and downloading chunks of a specific
file. However, the corresponding tracker is implemented in a Kademlia DHT [MM02]. This shows how
well two components, one for the optimized distribution of content and the other for the retrieval of
relevant tracker information, may be combined.
BitTorrent provides a mesh-based architecture for content distribution. It is also used as a basis for
video streaming applications, while adapting the chunk selection strategy to meet the playback deadlines.
While BitTorrent applies the rarest-first strategy for chunk selection to keep files available in the swarm,
the mesh-based approach is effective in video on demand applications where chunk selection strategies
are applied that prefetch chunks related to the playback position. For live streaming applications,
multicast trees are typically deployed in order to systematically distribute the content. Here, a server
injects the original live content in the multicast tree, while the peers adapt their positions in the tree to
optimally propagate the content to all nodes. Measurements on BitTorrent widely appreciated in the
community and presented, for example, in [KRT+09]. Content distribution infrastructures gained large
attention lately, discussion arose whether the Internet itself should be content-centric (see [PGM+06]).
Skype [Sky04] has gained large popularity in recent years as a chat application supporting text
messaging, as well as audio and video streaming. However, in contrast to the previously mentioned
video streaming applications, streaming in Skype only takes place between the peers involved in the
conversation and scalability goals regarding the number of viewers are not addressed. Skype-like
architectures [MYGRM09] aim at resolving this limitation while using the successful hierarchical overlay
idea of Skype (e.g. [MYRGM08]).
2.1.3 Further Functional Components
Besides the traditional components for distributing large amounts of data, further functionality on p2p
basis has been proposed in literature. Next, we present a wide set of functionality to emphasize the
trend and potential of having various dedicated functionality components in p2p systems.
storage and replication
With regard to the data-centric characteristics of most p2p applications, research on reliable and available
distributed storage based on the p2p paradigm has been conducted since the birth of p2p systems. While
in unstructured p2p overlays data objects are not deployed proactively in the network, in structured
p2p overlays they are. In order to maintain the availability of this data in the presence of churn, the
data is replicated on several peers. PAST [DR01], for example, extends the p2p overlay Pastry [RD01].
It provides the functionality to store and retrieve data from the p2p network, while maintaining the
replication rate of the data. OceanStore [KBC+00] is a prominent distributed storage solution, which
inherits the overlay functionality. For regarding the quality of availability (see [On05]), a more dedicated
layer for replication (e.g. [DKK+01]) that solely focuses on maintaining the availability of the objects
stored in the p2p network, facilitates usage on a wide set of overlays, which may be optimized for
specific environments.
publish / subscribe
A publish/subscribe mechanism enables network nodes to asynchronously exchange messages through
a notification service that is in charge to maintain subscriptions for a channel or topic and forwards
messages to subscribed nodes once a notification is published. Channel- or topic-based publish/sub-
scribe mechanisms as in [PB03, RKCD01] aim at providing an asynchronous communication channel.
Content-based publish/subscribe mechanisms (e.g. [AX02, LC08, TBF+03]) aim to deliver content and
notifications to subscribers based on their interests without the need to subscribe to dedicated channels.
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Here, the challenge arises from matching the published notifications to the interests of the subscribers
in a distributed manner.
The presented approaches marked the beginning of p2p-based publish/subscribe mechanisms. They
also use an underlying structured overlay to maintain the subscriptions. As an additional component in
p2p systems they enable further mechanisms to communicate asynchronously, i.e. to retrieve messages
that were sent while the addressed user was offline.
application layer multicast
Application layer multicast has been discussed for long time [BBK02] as a function in p2p systems,
supporting the routing of messages or objects to a dedicated set of peers. The involved peers maintain
a group membership protocol themselves, and a protocol is used to construct the multicast delivery
topology, replicate the messages of the multicast and send them systematically, typically in a tree
structure, to further peers in the multicast set. The tree may be created first, like in Narada [CRZ00]
or Scattercast [Cha03], or a more dense mesh network may be established initially, whereby spanning
trees are created on demand, like in ALMI [PSVW01] or Host-Multicast [ZJZ02]. An overview on the
extensive field of application layer multicast protocols is given in [HASG07].
The functionality of multicast is a useful tool that could be used by further components in p2p
systems. For example, in a p2p-based chat conference application, one could use a DHT to look up
desired contact partners and set up a multicast communication channel for a conference call. Through
the combination of existing components, in this case the p2p overlay and a mechanism for application
layer multicast, rapid development of p2p applications becomes feasible.
distributed computation
Besides their bandwidth and storage space for data-centric applications, peers in a p2p network also
provide their computational power. Since SETI@Home [ACK+02], edge computing has also gained large
popularity in general society. In Seti@Home, extra-terrestrial signals are dispatched in small chunks
to home computers and analyzed on them for traces of alien intelligence. Boinc [And04] extends this
concept to further distributed computing fields. The concept of distributed computing in GRIDs was
presented in [MH05].
Architectures for harnessing idle cycles in a p2p network have been initially presented in [LZZ+04,
FCC+03]. While in these early works, the authors propose an architecture that combines the overlay
and the distributed computation, the authors of [BFHM04, GSS06, MK05] rely on existing p2p overlays
and provide a component for distributed cycle and job allocation. The latter approach, enables the use
of the computational component in a multi-component platform with richer functionality than a solely
computational application.
accounting
In order to enable the commercial use of the p2p paradigm, accounting and logging of user contributions
have been researched and presented in [HAL+02, LDHM05, HS05]. These approaches operate on a
structured p2p overlay and monitor the individual contribution of the peers. Through an integrated
reputation scheme (e.g. in [Lie08]), the p2p system is able to take the user contributions into account and
refund for these actions. Community-based content distribution networks (e.g. [CGM09]) are positive
examples on the potential to create community-centric mechanisms. Micro payment models have been
proposed for p2p applications in [YGM03, DG05]. However, although a dedicated accounting mechanism
is very useful and well investigated, it only unfolds its potential in use with further components that
create an attractive p2p application.
summary
We introduced the field of p2p overlays and content distribution, as well as additional functional
components of a p2p system. The components pointed out a subset of functionality using the p2p
paradigm, showing the wide range of possible functionality. The depicted components show small
overlap in their functionality and are suitable for being combined. Through a combination of these
components, applications can be quickly built that consist of evaluated parts whose behavior is well
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understood. For instance, relying on Kademlia as an overlay substrate relieves the burden of other
components to maintain a routing infrastructure.
Although each individual component and mechanism may be well understood and evaluated, the
effects occurring through the combination of various components cannot be estimated in the design
phase of a mechanism. In order to support the monitoring and management of the components in a p2p
system and the p2p system itself, a dedicated component for monitoring and management is needed.
With this, the potential of well elaborated components can be used in combination with the potential to
control the quality provided by the combination of these components
2.2 quality of peer-to-peer systems
Having discussed the functionality provided by various components in a p2p system, next, we focus on
the quality of specific implementations of a functionality as well as the quality of the overall p2p system.
We first define and describe the term quality of service and broaden its scope to include the concept of
quality properties in the sections below.
2.2.1 Quality of Service
The term quality of service has been introduced in Chapter 1, where we noted that Schmitt [SW97]
defines the term as the well-defined and controllable behavior of a system with respect to quantitative
parameters. In the field of telecommunications it is defined in the ITU standard X.902 [Int98] as a set
of quality requirements on the collective behavior of one or more objects. The term was shaped in the
context of network quality of service, whereby it describes the behavior of routing and communication
protocols on the network layer. In a more general scope, quality of service reflects the quantifiable
properties of a component or system (i.e. the service quality).
The quality of service of a component or system is described in form of metrics. A metric describes a
measure of the behavior of the component under test. For example, in a p2p overlay, the hop count,
lookup delay, bandwidth consumption and number of peers are metrics that are measurable and describe
a property of the p2p overlay. In terms of the functionality of reliable data storage and replication,
metrics refer to such as the number of objects per peer, the data retrieval success rate and the average
storage load per peer. Each component provides a dedicated functionality, whose performance and
costs can be measured. Any measure on the quality is related to a metric, describing the behavior of a
component or system in specific. In the dissertation, we aim at monitoring and managing these metrics
globally in the system.
Metrics are defined by measures and can only be observed and not directly influenced by the system
or the application. They are influenced by the scenario, the workload, as well as the components’
configuration. The scenario defines the given resources a component can operate on, typically identified
by the capacity distribution of the peers. The availability of the capacities of the peers is closely related to
the workload, which defines both the characteristics of peer presence as well as the access and application
behavior of the peers. The configuration of the individual components and their interaction in the system
affects the quality of the resulting p2p system greatly; typically a trade-off between the induced costs and
the resulting system performance is observable. We use the term parameter to describe the configurable
variables of a component.
In a p2p system, we cannot influence the workload, online behavior of the peers or the scenario.
However, the configuration of the components is modifiable, a fact that provides a handy tool to
indirectly influence the quality of service of the p2p system.
2.2.2 Quality Properties
Besides this general view on components in p2p systems, the design of the components has a great
effect on the scope of quality a component can provide. For example, a p2p overlay which is designed
and implemented with ineffective stabilization protocols and routing strategies does not provide the
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same range of quality of service as a p2p overlay with enhanced protocols and strategies. For the design
of p2p mechanisms and components, several quality properties can be aimed at.
Quality properties provide a generalized view on the properties of a p2p mechanism or p2p system.
In contrast to quality metrics (e.g. hop count = 10), which describe only a single characteristic of
a mechanism within a given scenario, workload and configuration, quality properties describe the
characteristics of the mechanism or system over various individual measurements of quality metrics.
They consider a subset of all metrics and interpret their changes over a wide set of scenario, workload
and configuration setups to deduce statements on the general abilities and characteristics of the
mechanism or system being tested. For example, scalability is a quality property that describes the ability
of a mechanism to provide a desired standard regarding performance metrics and induced costs with
increasing number of peers and workload in the system. In Figure 7, we present the considered quality
properties that we aimed at in this dissertation, based on previous work [HSL+06] at the department of
the author.
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Figure 7: Quality Properties of P2P Systems
Adaptability aims at adjusting the functionality and operation mode of a p2p system to the dynamic
modification of the scenario and workload. Scalability as a subordinated quality property focuses on
the characteristics of a mechanism with increasing numbers of peers in the p2p system. A system is
scalable, when it maintains its performance and costs with the increase of the number of peers. The
quality property flexibility focuses on the adaptation of the p2p system to the context of its use, such as
the workload induced by users. In addition, stability describes the ability of a system to hold or quickly
recover a quality level despite changes to the scenario and workload.
The quality property of efficiency focuses on the ratio of the performance of a mechanism, on the level
of peer, system and network, in relation to the induced costs. An efficient p2p mechanism or system
aims at identifying the optimum performance-to-cost ratio and maintaining this ratio. At this point, it is
already possible to observe the interdependencies and possible conflicts between the quality properties.
For example, a flexible mechanism may adapt to the environmental conditions and maintain a certain
performance level, but, the induced costs for the adaptation process may drastically increase the costs in
the system, leading to a worse performance-to-cost ratio than without flexibility-enabling protocols.
The validity of a p2p system considers the properties of the distributed data or information in p2p
systems. The property retrievability focuses on the availability of the data in the network as well as the
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ability to find it. Coherence refers to the freshness of information or data being used by individual peers in
the p2p network, such as whether it can be updated quickly on all corresponding peers upon a change of
the data or information. The quality property of consistency focuses on individual copies of a document
or information at various peers in the p2p system. Consistency aims at providing all peers in the network
the same view of the data stored in the p2p network. Finally, correctness extends the scope from a single
data object to an interconnected mesh of objects or information. A correct mechanism ensures that the
links and dependencies between the documents in the mesh are maintained and considered, even under
strong dynamism in the p2p system. Here, some trade-offs and interdependencies are also noticeable.
For example, a mechanism aiming at coherency might lead to an inefficient state while not necessarily
improving the service quality.
The trust in a system arises from its ability to provide dependable and secure services under
various conditions. Dependability aims at the continuous provision of the functionality under normal
conditions all the time (availability) and at maintaining of the functionality under rapid fluctuations of
the scenario and workload (reliability and robustness). The security issues in a p2p system are related
to the misbehavior of the peers and need to be resolved in order to protect confidentiality, integrity,
authenticity, non-repudiation and privacy.
2.2.3 Benchmarking Methodology
Having discussed the quality metrics and properties in p2p systems, next, we discuss how the quality of
various components implementing the same functionality in a p2p system can be compared. Typically
in p2p research, evaluation results of specific mechanisms are compared to well-known representative
implementations of the same functionality. In the field of structured p2p overlays, for example, the
behavior of a new overlay might be evaluated in comparison to the behavior of Chord or Kademlia.
However, the evaluation setups and observed metrics are rarely the same, so that two new overlays (i.e.
not Chord or Kademlia) cannot be compared to each other. No statements can be deduced regarding the
comparison of two new overlays (i.e. which one is better), when one overlay is, for example, evaluated
in a large scale p2p network with decent workload and the other overlay in a mid scale p2p network
with heavy workload.
The comparability of evaluation results is a general issue in research and has been discussed in other
fields as well. As a result, benchmarking methodologies have been deduced allowing for comparable
evaluation. A benchmark is a standard by which the quality or characteristic of something (e.g. a
component or mechanism) can be measured and judged. The evaluation results of all components
that are evaluated according to this standard are comparable. The Standard Performance Evaluation
Corporation (SPEC) [Kel90] lists benchmarks for several research fields and allows researches and
industries to estimate the quality of their components. The SPEC provides and motivates benchmark
standards for CPUs [JNJH09], graphics/workstations [BCCW88], Java Enterprise Servers [SKAB09], mail
servers [PVM+01], network file systems [Rob99], power systems [SBN06], SIP [Hri06], SOA [SSM+00],
virtualization solutions [GPW05] and Web servers [CT02].
In order to enable the comparability of p2p mechanisms, we presented in [KGK+08] an approach
for benchmarking p2p overlays specifically and p2p mechanisms in general. By applying a systematic
benchmarking methodology in the evaluation of new p2p mechanisms, these mechanisms do not have to
be compared to one or several specific similar mechanisms, but within well-defined evaluation setup and
metrics. Such approaches were also presented for event-based systems [KSBB08] or ECA rule engines
[GSBB08].
A benchmark consists of a tuple of functionality requirements, scenario, workload, metrics and quality
properties. A functionality requirement is a functional description of the interfaces a component being
tested has to provide. For structured p2p overlays, for example, it is the ID-based routing function.
The scenario and the workload define, as mentioned before, the environment in which the component
operates, such as peer capacity distribution, the behavior of the peers, churn frequency and access
patterns. A solution for the functionality requirements operates in this environment and its behavior
is measured in quality metrics that relate to its main functionality (e.g. lookup delay for a structured
p2p overlay). These numerical measures of individual metrics are interpreted with regard to the quality
properties and enable statements on the overall quality of the component being tested. For example,
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two solutions for the same functionality may be compared according to several quality properties, such
as their efficiency being the relation of lookup delay to the traffic overhead, or their scalability, the
slope of the overhead increase in the traffic load with increasing number of peers in the p2p network.
Following this systematic methodology enables researches to create comparable evaluation results while
evaluating individual p2p mechanisms.
As a main result, we state the requirement that for the evaluation of a p2p mechanism, its main
functionality interfaces must be specified, the evaluation setup and metrics well described, and the
evaluation outcomes summarized in common characteristic results.
2.3 conclusions
In this chapter, we introduced the history of the p2p paradigm and sketched various fields of p2p
mechanisms providing different kinds of functionality. We motivated that each individual mechanism
provides a specific function that it is optimized for.
The quality of p2p systems is important for their applicability and usefulness in real applications. The
quality is made up of the intrinsic ability of each component to provide quality of service in a specific
range. The quality properties of a mechanism are basically defined by the design decisions made in the
creation of the mechanism. However, the design decisions influence the measurable quality, (i.e. the
metrics related to the performance and costs) that the mechanism is able to achieve in various scenarios,
workloads and configuration settings. The overall quality of a mechanism is described according to a
benchmarking standard that unifies the evaluation methods for a category of mechanisms and thus
enables comparative evaluations.
We focus on metrics as the main indicator of the service quality of a component or system. Metrics are
influenced by the scenario, workload and configuration of the system. While we cannot influence the first
two, the third aspect is able to be influenced. In this dissertation, we aim to provide a global view of the
metrics of a p2p system and enable the management of them through an automated self-configuration
approach for the p2p system. We further aim to observe the resources available at the level of peers, in
order to provide a reliable service for resource reservation that allows mechanisms and components
to fully harness the potential of the p2p system. In the following chapters, we introduce problem
statements regarding the monitoring and managing of p2p systems, present solutions, evaluations and
discuss related work.
Part II
M O N I T O R I N G P E E R - T O - P E E R S Y S T E M S
In this part, we motivate, present and evaluate SkyEye.KOM, a mechanism
for distributed monitoring in structured p2p systems. SkyEye.KOM provides
a global view on the p2p system’s behavior in terms of a statistical repre-
sentation. Through a distributed and lightweight approach, the status of all
peers is systematically gathered, aggregated and combined to a global view,
which is then disseminated to all peers again. Regarding the peer-specific
information, SkyEye.KOM gathers and prepares information on the capacities
of the peers in the p2p system and provides the function of capacity-based
peer search on them. The monitoring solution SkyEye.KOM is evaluated in
Chapter 4 thoroughly through simulations, analytical modeling and prototyp-
ical evaluation in a testbed. The evaluation shows that the proposed solution
is both lightweight and precise in the monitoring of the global system status,
as well as load balanced and efficient in terms of monitoring peer-specific
information.
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In circles of dominance, emotional deeps unite, fiction and transcendence woven together
in the essence of purity lies wisdom, join the forces, the spiritual black dimensions.
- Dimmu Borgir
All our knowledge has its origins in our perceptions.
- Leonardo da Vinci
In the previous chapters we motivated monitoring and management mechanisms in p2p systems and
gave an overview on the background of p2p quality and evaluation methodologies. In the following
sections, we describe the problem statement of monitoring p2p systems in more detail, present our
systematic approach to achieve solutions and conclude with an evaluation in the next chapter.
3.1 motivation
The goal of a monitoring mechanism for p2p systems is to monitor system- and peer-specific information
in structured p2p systems and to provide a global view on the system status as well as the functionality
of capacity-based peer search. We describe the functional and non-functional requirements in this
section. Our solution, SkyEye.KOM, is a mechanism that addresses and fulfills these requirements. The
design decisions, requirements and architecture are given in Section 3.2. The main idea of SkyEye.KOM
is to establish a tree topology including all peers in the p2p overlay in a deterministic, fault-tolerant way
with very low maintenance overhead. The establishment of the tree topology is described in detail in
Section 3.3. Each peer locally measures its status and sends periodic update messages to its own parent
peer in the tree. The parent peer aggregates or filters the information of its child peers as well as its own
information and passes it on to its parent peer. Eventually, the updates of all peers reach the root node,
which then has a global view on the p2p system. This global view is pushed to all peers down the tree in
the case of system-specific information (e.g. average hop counts). In the case of peer-specific information,
such as bandwidth capacities of a specific peer, the information remains in the tree and is used for
capacity-based peer search. The protocols for monitoring system-specific information and peer-specific
information are described in Section 3.4 and Section 3.5. This chapter closes with the discussion of
related work in Section 3.6, conclusions in Section 3.7 and an outlook on the evaluation of the proposed
mechanisms in Chapter 4.
3.1.1 Functional Requirements
Structured p2p systems are networks of autonomous peers up to a large-scale. The peers are intercon-
nected by participating in a p2p overlay which provides dedicated functionality by the cooperation
of the peers. The peers in this network typically not only run the overlay implementation but also a
storage and application layer, which in combination we call a p2p system. The problem we address in
this section is the monitoring of the peer capacities in a p2p system and the quality of service provided
by a p2p system. Next, we delineate the problem statements for these two functions.
monitoring peer-specific information
The goal of monitoring peer-specific information is to create an overview on the capacities offered by
each peer in the network in order to make it available for capacity-based peer search. The overview
of capacities contains information on peer-specific resources, like available bandwidth, CPU power
and storage space, and also additional peer-specific information like the node degree of the peer.
Capacity-based peer search is a function provided to the peers in the network to find a desired number
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of peers with a set of desired capacities. A query can be stated by any peer and results in a list with the
desired number of peers offering the desired capacities and the corresponding peer identifiers.
In order to formalize the desired functionality, we describe suitable interfaces and depict them in
Figure 8. Let Atti be an attribute that describes the capacity of a peer, such as CPU power, upload
bandwidth capacity or its online time. Let Att(p) be the set of all attributes a peer p offers. Let Consi
be a constraint on Atti in terms of an upper or lower bound, such as Cons1 : Att1 < 50, describing that
the CPU power should not exceed 50%. Constraints may also be empty and are typically not addressing
every single attribute. Then following functions are provided by the mechanism for monitoring of
peer-specific information, which we visualize in Figure 8:
• (Monitorpeerfunction 1): void publishCapacity(Att(p)) - publishes the offered set of capacities of a
peer p
• (Monitorpeerfunction 2): PeerID-list ← capacity-based-peer-search(n, Cons1, Cons2,...,Consi) -
query for n peers fulfilling a set of constraints
In order to provide these services, the mechanism states following dependencies:
• (Monitorpeerrequirement 1): Atti ← getLocalSensor(i) - local measurement of a capacity
• (Monitorpeerrequirement 2): Structured p2p overlay with KBR-functionality as described in [DZD
+03]
Peers communicate local sensor information on their capacities over the KBR-compliant structured p2p
overlay. The gathered information is prepared and can be used for capacity-based peer search. The
stated dependencies are necessary in order to obtain local information and to communicate it to other
peers. The KBR interface provides an access to a wide set of compatible overlays.
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Figure 8: Overview on the Functionality of Monitoring Peer-specific Information
monitoring of system-specific information
The goal of the monitoring of system-specific information is to retrieve an exhaustive statistical view
on a wide set of metrics on all peers in the network and to disseminate it to all peers in the network.
The set of metrics includes the upload and download bandwidth consumption, the hop count, message
count, and so on in the network. It is an extendible list, which is common to all peers in the network
and contains metrics which are based on local measurements of all peers. A statistical view is created
for each individual metric by calculating the average value over all peers, as well as the minimum and
maximum, the sum and standard deviation, and the count of considered peers. The statistical view on
the metrics is taken over the measurements of all peers in the network, thus leading to a global view on
the system statistics. The goal of the gathering of this global view is to disseminate the global view to
all peers in the network and thus let them know about the status of the system. It is very useful to see
metrics or key performance indicators of a running p2p system (e.g. in order to identify weaknesses,
bugs and misleading trends).
In order to formalize the desired functionality, we describe suitable interfaces and present a corre-
sponding overview in Figure 9. Let mi(p) be a locally measured metric (i) in a peer p, such as the hop
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count of all lookups the peer performed. And let further mi(P) be the corresponding global metric (i)
for the set of all peers P, such as the hop count of all lookups of all peers. Let M(p) be the list of all
metrics of peer p in a local view and M(P) the list of all metrics of all peers in a global view. Then
following services are provided by the mechanism for monitoring of system-specific information:
• (Monitorsystemfunction 1): addLocalStatistics(M(p)) - adds the local observations to the global view
• (Monitorsystemfunction 2): M(P) ← getStatistics() - retrieves the global view on all metrics in the
system
In order to provide these services, the mechanism states following dependencies:
• (Monitorsystemrequirement 1): Mi(p)← getLocalMetric(i) - local measurement of metrics
• (Monitorsystemrequirement 2): Structured p2p overlay with KBR-functionality as described in [DZD
+03]
The main goal of the monitoring of system-specific information is to obtain a global view on the status
of the system (Monitorsystemfunction 2), based on local measurements of all peers (Monitor
system
requirement 1).
For that, the peers are able to communicate their status (Monitorsystemfunction 1) while using a KBR-
compliant structured p2p overlay (Monitorsystemfunction 2). Please note that the required dependencies
(Monitorsystemrequirement 2) and (Monitor
peer
requirement 2) are identical.
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3.1.2 Non-functional Requirements
In the following, we address the non-functional requirements on the monitoring solution concerning
its quality properties. While functional requirements refer to the task and interfaces of a solution,
non-functional requirements refer to the quality of the solution, such as precision or costs, assuming
that the functional requirements are fulfilled.
Scalability
We require that the proposed monitoring solution is scalable with the number of peers. Scalability
is achieved in the case that the average and maximum load on the peers is limited and not linear or
otherwise related to the number of peers in the network. This requirement is tightly related to the
requirement that no peer must be overloaded. Each peer is assumed to have a maximum contribution
and load level, which can be individually set and must be respected by the monitoring mechanism. The
load generated by the monitoring solution must be controllable, as the monitoring is considered just as
an extension of the p2p system and not as its main application.
Stability
The effects of churn cause expected and unexpected failures in the protocol. A stable system quickly
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adapts to the new situation and provides a steady performance after a short stabilization phase. Thus,
the monitoring solution should be able to cope with churn and show uneven results only for a short
time in the presence of churn.
Efficiency
The efficiency of a system is described as the ratio of its performance to its costs. The main performance
characteristic for monitoring solutions is the accuracy by which the information is monitored. The
precision is represented as a relative monitoring error, which should be small.
The costs of the monitoring solution are measured in terms of the bandwidth consumption of the
peers. Other costs, like the computational time used for processing the monitoring information, are
not crucial. The solution should provide a low relative monitoring error while consuming only a small
fraction of bandwidth.
Freshness
The monitoring view should be as fresh as possible when disseminating the global system view to the
peers or using the peer-specific information for capacity-based peer search. Typically, a high freshness
(i.e. low information age) of the monitoring data also leads to high accuracy and to higher costs. The
ratio of performance gain to cost increase needs to be reasonable, while considering the freshness of the
monitoring information.
Consistency
The monitoring information presented to the individual peers may vary strongly in terms of accuracy
and freshness. Consistency demands that the relative difference in the monitored information among
the peers is small.
Reliability
The monitoring information may cover various scopes of the p2p system, thus leading to an incomplete
view. However, a reliable monitoring mechanism for system-specific information requires that all peers
in the network are covered. Regarding the monitoring of peer-specific information and the provision of
capacity-based peer search, we require that a desired set of peers must be found if there are a sufficient
number of peers fulfilling a queried capacity.
3.2 design and components of skyeye .kom
Having discussed the functional and non-functional requirements of a monitoring solution, in this
section, we introduce our solution: SkyEye.KOM. We first discuss the design decisions and assumptions
for SkyEye.KOM and then present the functional components of SkyEye.KOM. The solution is introduced
stepwise, first the monitoring topology and then the protocols for monitoring system-specific and peer-
specific information in the p2p system.
3.2.1 Design Decisions
In the following section, we discuss the various design decisions for creating a monitoring topology.
Hereby, we follow the engineering guideline for p2p overlays as described in [Kov09]. We motivate a
new layer for monitoring that creates a tree topology on top of a p2p overlay. Using the tree topology,
monitoring information is gathered and disseminated in a structured and coordinated manner. To
conclude, we discuss the assumptions made on the p2p overlay and the behavior of peers.
centralized vs. distributed
A simple monitoring approach assumes a centralized approach in which all peers register at a server
and send their monitoring information periodically. Although this approach is efficient and precise,
the costs are unbalanced and this may lead to scalability issues. The server has an intrinsic limit on
how many peers it can handle and thus reaches this limit sooner or later. A model for this effect is
presented in the evaluation section in Subsection 4.3.4. A distributed approach on the other side does
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not have capacity limitations, as the capacities increase in the p2p system with every joining peer. Thus,
we follow a distributed approach.
integrated vs . new layer
A monitoring solution for p2p overlays can be integrated both in a p2p overlay or a dedicated component,
which is overlay independent, using general overlay interfaces. While the first approach could reuse the
overlay infrastructure in more detail and thus result in lower maintenance costs, it is still limited to only
one overlay. Additionally, extensions for the same overlay from different authors may be incompatible.
Introducing a new layer on top of the p2p overlay for SkyEye.KOM requires general p2p overlay
interfaces, such as KBR [DZD+03], which provides a new interface that is independent of the overlay
functionality. Thus, functionality is separated, easier to maintain and the monitoring solution is more
generally applicable on all p2p overlays which comply to the assumed p2p overlay interface.
monitoring topology
Various topologies can be used to build a monitoring infrastructure. The purpose of the monitoring
topology is to connect all peers and allow for a coordinated information flow so that the information of
all peers can be gathered in one spot to create a global view. The following homogeneous topologies
have been considered as candidates for the monitoring infrastructure:
• Bus: The bus topology connects all peers over a shared medium. This kind of medium does not
exist in p2p systems, where only direct communication from peer to peer is possible.
• Ring: A ring topology connects all peers in a circular row. While the system-specific information
can be passed and aggregated in the ring, one loop involving all peers takes O(N) hops, which
results in bad performance in terms of monitoring freshness.
• Star: A star topology connects all peers to a dedicated node. This single node may act as a
monitoring server and receive and aggregate the information of all peers. This is a client-server-
based approach with high load unbalance when comparing the server and the clients. Our goal is
to provide a distributed solution for p2p overlays sharing all of the load.
• Mesh: A mesh topology is an uncoordinated network of peers which follows no specific form. It is
very robust against churn and easy to maintain. However, a mesh topology does not support the
purpose of a monitoring infrastructure, which requires the monitoring information to flow in a
structured way in order to have a fresh monitoring view and a minimal traffic overhead. However,
several solutions exist which follow a gossip-based approach in a mesh topology.
• Tree: A tree topology locates the peers in a structure with fixed node degree and inherent support
for the monitoring infrastructure. For all peers involved in the topology, there is a path to the root
of O(log(N)) hops. Furthermore, as the node degree is fixed, with each peer having a single father
node and a fixed size of children nodes, information from the children nodes can be aggregated
and sent to the father node. Finally, all peer information arrives at the root, which can then form a
global view on the network. The tree topology offers a controllable overhead due to the limited
node degree.
We have chosen to use a tree-based topology as it provides fresh monitoring results while keeping
the load on the peers bounded through the limited node degree.
position assignment in the tree
For any tree structure operating on a set of available nodes, one has to choose which peers to assign
to which positions in the tree. The position assignment depends on the load a node in the tree has to
handle; more loaded positions should be covered by more capable peers. On the other hand, it is costly
to find capable peers and to disseminate their position in the tree.
We face a trade-off between picking capable peers and having low topology maintenance overhead.
A low maintenance overhead can be reached by picking peers in a deterministic fashion independent
of their capabilities. Picking peers by their capabilities requires maintaining and announcing of the
peer positions by various protocols, in order to identify and be able to address messages to peers in a
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specific tree position. We chose to combine the benefits of both ideas. To do so, we first create a core tree
based on a deterministic position assignment. This core tree is used to find capable peers which are
assigned on demand for a period of time as Support Peers for the deterministically chosen inner tree
nodes. Support Peers fulfill the role of assisting the regular, but weak nodes in the tree.
We gather on the one hand aggregatable system statistics that do not vary in their size. Thus, the load
generated by statistics related to a set of peers is independent of the size of the peer set. The root as well
as an inner node have the same load. These observations lead us to the conclusion that for monitoring
system statistics, the capacities of the peers in the tree are not relevant. We pick the peers for the core
tree deterministically based on peer identifiers.
In the case of monitoring unaggregatable peer-specific information the size of the information grows
with the size of the monitored peer set. Deterministically chosen peers being responsible for this
information may be overloaded. In that case, they may pick a more capable Support Peer using the
gathered peer-specific information. These Support Peers take over one part of the load and support the
deterministically picked peer in its duties for a specified period of time. Thus, the core tree is enhanced
in the weaker positions by capable Support Peers, resulting in a strong support tree.
requirements on the underlying p2p overlay
The assumptions stated on a solution define its dependencies, such as the scenarios in which the solution
can be applied. General and few requirements lead to less dependencies for the monitoring mechanism
and thus to a broader application range (e.g. structured and unstructured p2p overlays). However, more
specific requirements lead to limited application scopes, but typically also to more efficient solutions, as
the assumptions are used beneficially
Furthermore, we assume that the peers in the overlay are autonomous, going online and offline
according to an uncoordinated, individual pattern (e.g. arrive and leave in a Poisson process). This
results in a great challenge for the creation of a monitoring mechanism, as no peer is expected to be
reliable. We also assume that peers are not misbehaving by modifying, deleting or forging messages
and monitoring information.
In order to deploy SkyEye.KOM on top of a p2p overlay, we define a set of interfaces and functions
that the underlying overlay must provide. We assume the existence of a structured p2p overlay with
DHT functionality. This assumption is made to have a common interface, on which the proposed
mechanism can operate. For SkyEye.KOM, two dedicated functions must be provided by the structured
p2p overlay:
• Function 1: Boolean isMyKey(key K)
• Function 2: void route(key K, message M, nodehandle hint)
The second function can also be replaced by two individual functions:
• Function 3: nodehandle getNodehandle(key K)
• Function 4: void send(message M, nodehandle P)
We depict these assumed functions in Figure 10. Function 1 allows to check whether the local peer
is responsible for a given key. We further assume, but do not require, that the used overlay resolves
this function based on local information without sending messages. The scope of every peer should be
maintained and kept up to date by the overlay, allowing quick and cheap checks for the responsibility
for object IDs.
Function 2 makes it possible to send messages to peers responsible for a given key. Here typically
the routing functionality in the structured overlay is used. Optionally, a next hop in routing can be
defined by setting a hint. This function was initially described as part of the common API for Key-based
Routing in [DZD+03]. The function enables a node in SkyEye.KOM to send a message to a node which
is responsible for a specific key in the structured p2p overlay. This key may represent a role in the p2p
network, for example, a deterministically chosen peer responsible for monitoring the peers in a given
ID range. Dependable routing is a main criteria in many communication systems, wired networks are
considered as dependable (e.g. the Internet), for wireless networks several approaches for dependable
routing exist as well, such as [Hol05].
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Function 3 can be used to look up the contact information of the peer responsible for a given key.
The term nodehandle describes the Internet address and connection point of a peer. And Function 4
makes it possible to send a message to a dedicated peer, of which the nodehandle is already known. The
Function 2 is a summarized function created with the Function 3 and 4, which are easier to optimize in
the specific structured p2p overlay. Please note that having the Function 2 provided by the structured
p2p overlay is sufficient for SkyEye.KOM. Current structured p2p overlays either already fulfill these
requirements or can be easily extended to do so.
p.isMyKey(Key K)
Key K true Key K false
Peer p
(a) Checking Key Responsibility
p.route(Key K, Message M, Nodehandle hint)
Key K
Nodehandle hint
Message M MMessage M
Peer p
(b) ID-based Routing
Key K
Nodehandle hint
getNodehandle (Key K)
Peer p Peer qNodehandle 
of Peer q
p.getNodehandle(Key K, Nodehandle hint)
(c) Nodehandle Lookup
Key KMessage M
Peer p Peer q
p.send(Message M, Nodehandle q)
(d) Direct Message Transfer
Figure 10: Assumed Functions provided by the Structured P2P Overlay
assumptions
While a solution may be designed to be very efficient and provide both the functional and non-functional
goals, some assumptions are still made that describe the context of the solution. All peers have sensors
implemented which provide them with current information on their hardware status, such as their
CPU and memory utilization, as well as p2p system-specific information. This information is at the p2p
overlay level describing such as the hop count needed for lookups, the lookup load, routing table sizes
and so on. On the p2p application level, further information may be obtained, such as the number of
files retrieved and stored, as well as the popularity of the files.
We assume that all peers in the overlay have an application installed running both the structured p2p
overlay and our monitoring solution, SkyEye.KOM. Every peer receiving a SkyEye.KOM related message
must be able to process it. Every peer is able to define a personal maximum load willing to contribute to
the monitoring layer. This load limitation is related to the monitoring of peer-specific information. The
maintenance and monitoring load for system-specific information is very similar for all peers, so the
peer-specific load limit is not considered here. We assume that the offered bandwidth is at least large
enough to cover the maintenance information. We further assume that the peers act compatible to the
protocol and are not malicious. The peers do not try to forge, modify or delete monitoring information.
3.2.2 Components of the Architecture
In this subsection, we present the architecture of SkyEye.KOM. Design decisions addressing the
monitoring protocols are discussed in the corresponding Sections 3.4 and 3.5. In order to keep the
architecture extensible and easy to customize, it follows a modular approach, separating the functionality
in components. The architecture is depicted in Figure 11 and described in the following.
Topology Module
The Topology Module establishes and maintains the topology of SkyEye.KOM and decides which peer
to send the monitoring information to. Having a dedicated topology module allows for the adoption of
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Figure 11: Overview of the Components of SkyEye.KOM
SkyEye.KOM to various kinds of overlays. Furthermore, the Topology Module provides access to the
communication interfaces, allowing messages to be sent to peers.
Sensor Module
The Sensor Module measures the local metrics in a peer, considering both system-specific metrics and
peer-specific capacities. The measured information is stored in the Storage Module.
Storage Module
The Storage Module offers an interface for storing and retrieving both local and system-wide information.
It acts as an information container that can store sensor information and incoming information from
other nodes. All outgoing information is based on the information set in the Storage Module as well.
Statistics Input Module
Both the system statistics and peer capacity information are separately managed. Both of them have
a module for incoming information, which pre-process or refuse the incoming data. For the system
statistics the Statistics Input Module aggregates the incoming information about the system to a new
global view on the system.
Statistics Output Module
This module is tightly related to the receiving module for system statistics. The Statistics Output Module
retrieves the local statistics and received statistics from the Storage Module, aggregates them and
prepares an information update to be sent to another peer.
Capacity Input Module
The Capacity Input Module handles the received capacity data and stores it on the local node using the
storage service. It implements a congestion control mechanism, deciding on overload through incoming
messages and communicates the load limits to the message senders.
Capacity Output Module
The Capacity Output Module is responsible for processing the peer’s capacity output. As the capacity
information is not able to be aggregated, it grows in size with the number of monitored peers. The
Capacity Output Module prepares the capacity information considering the maximum list size of the
receiving peer.
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Update Scheduler Module
While the output modules just prepare the monitoring data, the actual transmission is scheduled by the
Update Scheduler Module. It takes care that the update messages are sent in a configurable frequency
at the right time.
Having described the individual modules, in the following sections, we describe the creation and
maintenance of the monitoring topology, as well as the protocols for monitoring system- and peer-specific
information.
3.3 establishing the core monitoring topology
In this section, we describe the idea and creation of the core topology of SkyEye.KOM. In the next
sections, we present the protocols that describe how the topology is used to gather and disseminate
monitoring information. In order to introduce the core topology of the proposed monitoring solution,
SkyEye.KOM, we give a model of the p2p system and the monitoring solution in it. The model describes
how SkyEye.KOM creates a new tree-based overlay on top of the p2p overlay below. Here, we use
and elaborate the assumed dependency (Monitorsystemrequirement 2) and (Monitor
peer
requirement 2) for
providing a structured p2p overlay.
Let P be the set of all peers and SOID be the identifier space of the overlay. The overlay ID space
contains both peer identifiers (ID) and object identifiers (ID,keys). All peers have a peer ID (p ∈ P), so
that P ⊆ SOID, the set of all object identifiers is equal to SOID. In a DHT, object identifiers are linked to
peer identifiers. We denote the function owner assigning object IDs to peer IDs. For every object ID i, a
corresponding peer is assigned.
∀i ∈ SOID : !∃p ∈ P with owner(i) = p (3.1)
A peer is always responsible for a convex set of object identifiers, called the responsibility range or scope
of the peer.
scope(p) : P → ℘(SOID)
scope(p) := owner−1(p); p ∈ P ; scope(p) ⊆ SOID
∀p,q ∈ P : p 6= q⇒ scope(p)∩ scope(q) = {}
(3.2)
The structured overlay provides the function Boolean isMyKey(key K) that tells whether the local peer
p is responsible for a given key K or not. For p ∈ P and K ∈ SOID, following counts:
Boolean p.isMyKey(key K) =
{
true if K ∈ scope(p)
false if K /∈ scope(p)
(3.3)
For the consistency of the formulae, we also add:
p.isMyKey(key K)⇔ K ∈ scope(p)⇔ owner(K) = p (3.4)
The second assumed function is void route(key K, message M, nodehandle hint). It is used to route a
message M to a peer p with scope(p) = K. As a next hop in routing, the peer hint should be used if set.
The third function is nodehandle getNodehandle(key K) which returns the contact information of a peer p.
getNodehandle : SOID → P : getNodehandle(key K) = owner(K) (3.5)
The forth assumed function, send(message M, nodehandle P), sends a message M directly to the
nodehandle P. Having introduced the nomenclature used in the description of the p2p overlay, next, we
introduce the monitoring layer on top of the p2p overlay.
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Figure 12: Definitions used in SkyEye.KOM
a unified id space
SkyEye.KOM should be usable on all structured p2p overlays fulfilling the assumptions specified in this
chapter. SkyEye.KOM reuses the routing and ID-mapping functionality of the underlying structured p2p
overlay. Each structured p2p overlay comes with its own overlay ID space SOID ⊆N (e.g. 0 to 2160 − 1
in Chord [SMK+01], 0 to 2128 − 1 in Pastry [RD01]). In order to have an ID space in SkyEye.KOM
independent of the overlay, we propose a unified ID space SID ⊆ R that ranges from 0 to 1. It can be
parametrized in its granularity by defining minimal steps from 2−128 to 2−160 or even less. Any ID
used in current structured overlays can be mapped to this interval, for example by dividing the overlay
ID by the size of the overlay ID space. The benefit of floating-point numbers is that the granularity
may be varied while keeping the distribution of the identifiers in the ID space. In contrast to that, an
extension of an integer ID space would lead to an unpopulated new range.
Let SOID be the overlay ID space and IDmap the function mapping from SOID to SID. The mapping
function should retain convexity of identifier subsets and be linear in relation to the responsibility
function:
∀i ∈ SOID : IDmap(owner(i)) = owner(IDmap(i))
∀p ∈ P : IDmap(scope(p)) = scope(IDmap(p)) (3.6)
This requirement on the mapping function allows easy mapping of the responsibility areas of a peer
in both ID spaces. To give an example for Chord:
IDmapChord : [0, 2160 − 1]→ [0, 1], i→ i/2160 (3.7)
In the unified ID space SID of SkyEye.KOM we reuse, by remapping of the IDs, the routing function-
ality of the underlying structured p2p overlay and the responsibility function isMyKey. Please note
that with the introduction of the unifying ID space we operate in an “over-overlay”, which is applicable
on any unifiable DHT.
definition of domains
In order to aggregate the information of individual peers, we establish a tree structure on top of the
p2p overlay, in form of an “over-overlay”. The tree is built by recursively segmenting the ID space SID
in intervals (which we call Domains) and assigning a responsible peer to each Domain, which we call
Coordinator of the Domain. The depth of the tree is O(logN). Each level of the tree stores in union the
information of all peers in the ID space, but with increasing tree depth the information is shared with
more peers. A Coordinator is in charge to maintain the information of all the peers, whose IDs are in its
Domain. An overview on the used terminology, is given in Figure 12. In the following introduction of
the terms, we refer to this figure.
We define a Domain as a continuous interval in the ID space SID. Domains at the same level l in
the tree do not overlap, they form a partition. Let p ∈ SID be a peer, then the sequence of Domains
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containing peer p are labeled Dlp with l as level counter. The root of the tree is at level 0, thus the
following counts:
The Domain of the root covers the whole ID space, thus all information retrieved from this Domain
results in a global view.
∀p ∈ SID : D0p = SID (3.8)
A peer ID p, for which a Domain is calculated, is always part of the Domain.
∀l ∈N, ∀p ∈ SID : p ∈ Dlp (3.9)
The same counts also for the peer for all levels in the tree.
∀l ∈N, ∀p ∈ SID : Dl+1p ⊆ Dlp (3.10)
Thus, the term Dlp identifies for a peer p Domains in which the peer is part of at every level l. The
recursion ends in two cases. First, with a Domain being identical to the predecessor Domain, typically
by having only the ID p in the ID range:
∃k ∈N, ∀l ∈N with l > k ∀p ∈ SID : Dl+1p = Dlp (3.11)
In practice this case does not occur, as the second termination criteria is mostly active. The calculation
of the Domains of a peer stops at the point when the scope of the peer covers the whole Domain:
∀p ∈ SID, ∃k ∈N, ∀l ∈N with l > k : Dlp ⊆ scope(p) (3.12)
Each Domain is maintained by a Coordinator, the Coordinators of the various Domains, eventually,
establish the tree by sending each other information updates. Next, we conceptualize how the Coordina-
tors identify the peers to which they establish connections to in the tree topology. In the core tree, each
peer p identifies, using the deterministic function, the Coordinators for the Domains Dlp that contain
the peer’s ID p. A Domain of level l (e.g. [ia, ib]) is partitioned in β (Sub-)Domains of level l+ 1 (e.g.
[ia, i1], [i1 + 1, i2], [i2 + 1, i3], ..., [iβ−1 + 1, ib]). Please note that by this process, the Domains and not the
peers build a b-tree structure. The parameter β is the branching factor of the tree.
We map Domains to peers, that become then Coordinators of the Domain, using the responsibility
function owner. A specific ID in the Domain, called Domain Key, determines the corresponding Coordi-
nator by the responsibility function. We use a mapping function K to map Domains to their Keys, K has
to fulfill Eq. 3.13.
Let K be the function mapping a Domain (subset of SID) to an ID (Domain Key) in SID, let ℘(SID) be
the power set (set of all subsets) of SID, and let Klp be the key of the Domain Dlp, then following holds:
K : ℘(SID)→ SID
∀p ∈ SID, ∀l ∈N : Klp := K(Dlp) ∈ Dlp
(3.13)
In order to compute the Domain Key Klp at level l a peer p first calculates the ID range of the Domain
Dlp by using the following two formulae. Here, the variable β denotes the branching factor of the
SkyEye.KOM tree and IDp the ID of the peer p:
min(Dlp) =
⌊
IDp ·βl
⌋
βl
(3.14)
max(Dlp) =
⌊
IDp ·βl
⌋
+ 1
βl
(3.15)
Afterwards, the Domain Key Klp can be calculated. For the ease of representation, we present a simple
function for K, taking Klp as the middle value of a Domain Dlp. We calculate the IDs Klp, for which a
peer p tests its responsibility, for every level l:
Klp := min(D
l
p) +
max(Dlp) −min(D
l
p)
2
:=
⌊
IDp ·βl
⌋
βl
+
bIDp·βlc+1
βl
−
bIDp·βlc
βl
2
=
bIDp·βlc+1
βl
+
bIDp·βlc
βl
2
(3.16)
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Now, we can define for every level l in the tree the Coordinator Clp of a specific Domain Dlp. Let Dlp
be a Domain, then its Coordinator Clp is a peer p ∈ P and defined as
Clp := owner(K
l
p) (3.17)
This means, the Coordinator of the Domain Dlp, which is in the lth level and contains the ID p, is
defined as the peer which is responsible for the key Klp in the unified ID space and the mapped ID
space of the underlying DHT. Please note that we use the index p in Clp only to identify the Domain Dlp
for which the Coordinator Clp is responsible.
definition of coordinators and parent coordinators
Every peer p in the network identifies a single (Parent-)Coordinator Cp to which it periodically send its
monitoring information called update. Each peer p in the network may be a Coordinator of a Domain Dlp
and receive updates. These updates are then periodically sent in the network to the Parent-Coordinator
Cl−1p one level higher.
Now, we discuss how a peer identifies its position in the tree and its parent node in the tree, which is
its Parent-Coordinator. We refer to the Figures 13a and 13b. In order to identify its Parent-Coordinator
Cp to which p has to send its individual peer information, peer p calculates the Keys K∗p of the Domains
D∗p it is in. For instance peer 0.88 ∈ SOID calculates the Domain Keys including 0.5, 0.75 and 0.875. It
checks whether it is responsible for one of these Domain keys. In Figure 13a, this is the case for peer 0.88
and Domain Key 0.875. A peer p may be Coordinator for several Domains on different levels in the tree.
We observe this effect at peer 0.74, which is responsible for the Domain Keys 0.75 and 0.8125. This comes
from the fact that DHT responsibility area obtained with scope(p) is an interval, which may contain
some of the Keys K∗p of the Domains D∗p the peer p is in. Here, we use the postulated DHT-function
isMyKey(keyK), so that a peer can determine, whether it is responsible for an ID in SID or not. The
first (and thus largest) Domain it is responsible for defines the position of the peer in the tree. Thus, the
peer with the ID 0.74 is Coordinator of the Domains corresponding to the Domain Key 0.75 and 0.8125,
but finds it position in the tree in the upper Domain (i.e. corresponding to the Domain Key 0.75).
The peer p identifies the level of its largest Domain and with that the Parent-Coordinator Cp one
level higher, which is its parent node in the tree. The largest Domain a peer is responsible for is at level
levelminp , which is calculated as follows:
levelminp := min(i ∈N with Kip ∈ scope(p)) (3.18)
The Parent-Coordinator Cp of peer p is then
Cp := C
levelminp −1
p = owner(K
levelminp −1
p ) (3.19)
This Parent-Coordinator Cp is responsible for a Domain, which is one step larger and has a Domain Key
that lies not in the scope of peer p. To this Parent-Coordinator, peer p sends periodical update messages
containing monitoring information. In Figure 13b, we depict an example topology in SkyEye.KOM. We
also give the actual information flow that considers the multiple roles a peer takes in the tree. Thus, peer
0.74 sends update messages to the peer responsible for the Domain Key 0.5 and acts as a Coordinator
for the Domains corresponding to the Domain Keys 0.74 and 0.8125, thus as Parent-Coordinator of the
corresponding child nodes.
joining and leaving the tree topology
To join the SkyEye.KOM tree topology, peers calculate their positions in the tree using Formulae 3.16
and 3.17 as well as their Parent-Coordinator. In the next step, they send an update message to this
Parent-Coordinator which is replied with an acknowledgment message. These update messages are
used to inform the Parent-Coordinators about their Sub-Coordinators, i.e the child nodes in the tree. As
the Parent-Coordinator and Sub-Coordinators are known to a peer through this simple step, the whole
topology is connected. Please note, here, we rely on the assumption that the underlying DHT works
properly. The maintenance of the tree topology is done with periodically sending update messages. No
further steps are needed, even in the case of failing Parent-Coordinators or Sub-Coordinators.
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Figure 13: Distance-based Routing in Structured P2P Overlays
The failing of a Parent-Coordinator Cl∗ is detected by its Sub-Coordinators, which are Coordinators
Cl+1∗ of lower levels. They detect a missing acknowledgment message. As soon as a peer p identifies
that the Parent-Coordinator Clp failed, no further actions need to be done. The peer uses the second
postulated function void route(key K, message M, nodehandle hint) with the parameters K = Klp,
M being the update message and optionally the previously retrieved ID of the new Coordinator as
a hint. Alternatively, it starts a lookup for the peer now being responsible for the Domain Key (Klp).
For this, it uses the third postulated function Nodehandle getNodehandle(key K), with the parameter
K = Klp. The identified peer is then the new Parent-Coordinator, which can be addressed by the forth
postulated function send(message M, nodehandle P). Eventually, the link to the Parent-Coordinator is
updated. However, the information carried by the failed Coordinator is lost. Although the information
is lost, the new Coordinator is updated when the Sub-Coordinators send their updates to their new
Parent-Coordinator.
In the case of the failure of a Sub-Coordinator, nothing else needs to be done, as the new Sub-
Coordinator determines its new Parent-Coordinator during the calculation of its position in the tree.
No further maintenance is needed. Please note, we assume that peers fail and do not leave gracefully
and that (strong) churn exist. Having only 2 message types at the over-overlay for establishing and
36 a monitoring solution for peer-to-peer systems
maintaining the tree topology, we avoid a very stateful protocol which might lead to failures, deadlocks
and instability.
model of the monitoring tree topology
The characteristics of the monitoring tree topology have a great influence on the performance of the
monitoring solution and the occurring costs. Thus a detailed model of the tree topology helps in better
understanding the performance and costs of our monitoring approach. If there are N participating peers
in the network, we are interested in:
• Where does the (N+ 1)th peer join the tree?
• How is the distribution of nodes in the tree?
• How many nodes are placed on level i on average?
• How many children does a node on level i have on average?
• How many messages does a peer have to send for monitoring purposes?
While tree structures, especially b-trees, have been discussed in literature for a long time, they do not
address the characteristics of the monitoring tree in SkyEye.KOM and the dynamism of churn in detail.
The main motivation for creating an analytical model for SkyEye.KOM is that b-trees do not consider
the join-behavior of peers in the monitoring tree. B-trees have typically optimal height and the node
positions are predetermined. In the creation of the monitoring tree topology, the tree is created based on
the ID distribution of the peers and thus the node degrees are varying.
Our first focus in the analytical model is to determine the number of peers on a level in the tree. The
approach to solve this problem is to consider the probability of a node existing on level i. The variables
in Table 1 have been used in the equations describing the topology of the monitoring tree.
N ∈N Number of nodes
β ∈N Branching factor
i ∈N Tree level
Fi(N) ∈ R Expected free places on level i, if there are N nodes in the tree
Pi(N) ∈ R Probability that a node appears on level i, if there are N nodes in the tree
Ei(N) ∈ R Expected number of nodes on level i, if there are N nodes in the tree
Mi(N) ∈ R Maximum places on level i
F(N) ∈ R Entire free places in the tree, if there are N nodes in the tree
Table 1: Variables used in the Model to Describe the Monitoring Topology
The expected number of peers per level, Ei(N), is calculated using following variables:
• Fi(N) - the number of free places on level i
• F(N) - the number of free places in a tree with N peers
• Pi(N− 1) - the probability of a new peer added to level i when joining a tree with N− 1 peers
• Ei−1(N) - the number of peers on level i− 1
The term place describes an “open position“ in the tree, i.e. an inner node with less than β child nodes,
with β being the branching factor of the tree. The entire free places of a tree can be calculated as follows.
When a peer joins the tree, it consumes one free place, but also brings β new free places to the tree. This
aspect is visualized in Figure 14.
F(N) = F(N− 1) +β− 1 (3.20)
For the calculation of the peer population per level, we consider a scenario of a peer joining a tree with
N− 1 peers. Regarding to the free places on level i after the joining, three cases can be distinguished:
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Figure 14: Effect on Free Places after the Join of a new Peer
Case 1: A new peer joins the tree at level i− 1 providing β free places on level i. The probability for
this case is termed Pi−1(N− 1). The expected number of peers at level i after the joining of the Nth
peer resulting from this case is:
Pi−1(N− 1) · (β+ Fi(N− 1)) (3.21)
Case 2: A new peer joins the tree on level i and consumes one free place. The probability for this case
is termed Pi(N− 1). The expected number of peers at level i after the joining of the Nth peer resulting
from this case is:
Pi(N− 1) · (Fi(N− 1) − 1) (3.22)
Case 3: A new node is neither added on level i− 1 nor on level i. This has no influence on the free
places on level i. The probability for this case is:
F(N− 1) − Fi(N− 1) − Fi−1(N− 1)
F(N− 1)
(3.23)
The expected number of peers at level i after the joining of the Nth peer resulting from this case is:
(1− Pi(N− 1) − Pi−1(N− 1)) · Fi(N− 1) (3.24)
The number of free places on level i is the sum of Eq. 3.21, Eq. 3.22 and Eq. 3.24.
Fi(N) = Pi−1(N− 1) · (Fi(N− 1) +β)
+ Pi(N− 1) · (Fi(N− 1) − 1)
+ (1− Pi(N− 1) − Pi−1(N− 1)) · (Fi(N− 1))
(3.25)
Next, we calculate Pi(N− 1), the probability of a new peer coming to level i when joining a tree with
N− 1 peers. In order to do so, the ID ranges corresponding to the capacities on various levels have to be
calculated. Knowing the ratio of the total ID space corresponding to an level i, results in the desired
probability function Pi(N− 1).
The Domain size corresponding to a Coordinator in the tree is directly related to its level, as depicted
in Figure 15 with β = 2. Each node in the tree represents an ID range of the monitoring tree. Beginning
from the root, the Domains, being ID ranges, are successively divided in β Sub-Domains. A Sub-Domains
at level i has an ID range of (1/β)i. Following equation counts:
Pi(N− 1) =
1
βi
· Fi(N− 1) (3.26)
Knowing the available capacities and filling probabilities in the tree, next the expected number of
peers per level Ei(N) is modeled. Ei(N) is a recursive function, as the probability of a node being
appended on level i depends on where the N− 1 previous nodes are situated. As the probability of the
Nth node being appended on level i is already given by Eq. 3.26, Ei(N) can be written as:
Ei(N) = Ei(N− 1) + Pi(N− 1) (3.27)
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Figure 15: Probability that a Node is appended on Level i
After calculating the number of peers on level i, the amount of free places on this level must be derived.
This is done by subtracting the actual number of nodes from the maximum possible places on level i.
Next, we calculate the expected maximum number of places in a level, depending on the number of
peers in the tree. Obviously the maximum number of places on level 0 is 1, that of the root node. In
general, the maximum capacity Mi(N) on level i depends on expected number of nodes on level i− 1:
Mi(N) = β · Ei−1(N) = β · Ei−1(N− 1) + Pi(N− 1) (3.28)
Thus, the remaining free places on level i can be calculated as:
Fi(N) =Mi(N) − Ei(N) = β · Ei−1(N) − Ei(N) (3.29)
For the completeness of the model, we also add the formula for the expected number of peers on level i
which can now be derived:
Ei(N) = Ei(N− 1) + Pi(N− 1) = Ei(N− 1) +
1
βi
· Fi(N− 1)
= Ei(N− 1) +
1
βi
·β · (Ei−1(N− 1) − Ei(N− 1))
= Ei(N− 1) +
β · Ei−1(N− 1) − Ei(N− 1)
βi
(3.30)
Thus, we modeled the number of peers per level (Ei(N)), the free places in the tree (Fi(N)), the maximum
theoretical number of places per level (Mi(N)) and the tree depth, which is related to Ei(N). With this,
the tree characteristics are described and a deeper understanding in the creation of the tree is gained.
3.4 monitoring system-specific information
After introducing the topology of the SkyEye.KOM tree, we describe the protocols and mechanisms used
to gather, aggregate and disseminate system-specific monitoring information. The protocol considering
peer-specific information is discussed in the next section.
The tree topology we created, interconnects all peers and allows for dependable ID-based sending of
messages to the Parent-Coordinator. This function is used to coordinate the information flow from the
leaves of the tree towards the root. A global view is created at the root and from there propagated level-
wise down the tree to all peers. In this section, we discuss the nature and aggregation of system-specific
monitoring information and how this information is gathered and disseminated.
3.4.1 Metrics used for System-Statistics
System-specific monitoring information gives insights into the quality characteristics of a running p2p
system. They contain a snapshot view of the whole system in a statistical representation. System-specific
characteristics are described in a set of metrics, which are monitored and measured permanently on
each peer. Please note that we use the term metric both for the classification and type of a measured
value (e.g. hop count) and also for the actual value (e.g. 5).
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In order to assemble the local observations of all peers to a common global view, we use the tree
topology of SkyEye.KOM. This subsection introduces the metrics, which are measured at each node,
collected within the SkyEye.KOM tree and used later on to create the system statistics. Table 2 displays
the metrics which are used in the prototype and the simulations. Please note that this set is extendible
for a wide range of other metrics also from other functional layers in a p2p system. The listed elements
in the table refer to the measurements of a single SkyEye.KOM node. The categories on the metrics
help to see the range of applicability of the solution, and they do not impose a strict limitation. Further
categories may be related to such as characteristics, contribution and reputation levels of peers, storage
statistics of replication layers and many more.
A S P Statistic - (A: Analytic Model, S: Simulation View, P: Prototype) Unit
General Statistics - 5 values for all statistics: Count, Min, Max, Sum, Sum of Squares
X X Time #
X X X Number of peers #
X X X Online time of the peers s
X X Information age at root, freshness s
X X X Peer level #
Lookup Duration and Hops - 5 values each
X X Delay in the overlay s
X X X Number of hops in the overlay #
X X Number of forwarded messages 1/s
Overhead per Message Type - 20 values each: sent and received messages and traffic
X X X Complete overhead 1/s,KB/s
X X X Complete overhead per level 1/s,KB/s
X X X SkyEye.KOM overhead 1/s,KB/s
X Overlay overhead 1/s,KB/s
X Join and leave overhead 1/s,KB/s
X Lookup overhead 1/s,KB/s
General Overhead - 10 values each (global) and for each level: up- and download
X X Ratio of bandwidth used for unzipped data %
X Ratio of bandwidth used for zipped data %
Model-specific - 1 value each
X Number of Sub-Coordinators, free places, leafs, non-leafs #
X Probability to join a level %
Simulation-specific - 15 values
X Lookup operations: completed, succeeded, failed 1/s
Prototype-specific - 5 values each, 15 values for the memory-related metrics
X CPU utilization %
X Disk space %
X Heap memory: maximum, initial, used %
X Non heap memory: maximum, initial, used %
Table 2: List of Monitored General Statistics
For the metrics mentioned in Table 2, we give a brief summary of their potential usage. Statistics on
the number and online time of the peers in a p2p system in combination the traffic patterns of join-and
leave-messages reveal the churn behavior and distribution of the peers.
The metrics related to the behavior of SkyEye.KOM are covered in the topology-related and traffic-
related category. This helps the p2p system provider to both monitor its functional layers (e.g. p2p
overlay) as well as the monitoring layer itself. Knowing the characteristics of the tree and the age of
the monitored information is a relevant criterion for monitoring solutions. Another important aspect of
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A S P Statistic - (A: Analytic Model, S: Simulation View, P: Prototype) Unit
Reference Signal - 20 values each: T=1m,3m,10m,30m
X Monitored ZigZag Signal #
X Monitored Sine Signal #
Overhead per Message Type - 20 values each: sent and received messages and traffic
X X X Metric Update overhead 1/s,KB/s
X X X Metric Update ACK overhead 1/s,KB/s
Table 3: List of Statistics on System Monitoring
monitoring are the costs, these are observed as well. The complete traffic of a p2p system is divided into
in and out traffic generated by the overlay and in and out traffic generated by SkyEye.KOM. Additionally,
there exist metrics concerning different types of overlay or SkyEye.KOM messages.
Some of the metrics, especially the metrics related to the resources at the peers, are interesting to
see the potential of the p2p system. This potential is harnessed by the function of capacity-based peer
search, which we introduce in the upcoming chapter.
These metrics are not gathered as just single snapshots of the current status of the p2p system. They
are gathered in a statistical representation considering the average over all peers, minimum and maximum
values, the sum of the values and the standard deviation which help the user to completely analyze the
behavior of the p2p system. As these statistics are calculated over a set of measurement results of
individual peers, SkyEye.KOM has to compile the corresponding individual statistics to a global statistic.
Here, aggregation is used as an operator to create statistics over a larger Domain out of statistics over
many smaller Domains. Please note that not all aspects of the statistics for all metrics result in reasonable
information. For example, the number of peers is reported individually by each peer as one. The sum of
this values result in the total number of peers in the network. The statistical information regarding the
minimum, maximum and standard deviation on these individual “one” values are useless. Nevertheless,
the same aggregation strategy is performed on all metrics regardless the content and semantics of the
metric. As a result, signaling overhead and complexity for marking special metrics are omitted. The
process of aggregation is discussed in the next subsection.
3.4.2 Aggregation of the Metrics
This subsection describes the statistical presentation of the monitoring information and the diverse
aggregation functions, which are used to aggregate metrics in SkyEye.KOM. First, we introduce the
definition of aggregation functions and then the functions considered to operate on the set of measured
data are discussed and presented.
An aggregation function in the context of computer science is a function that returns a single value
from a set of input values. Let Values be a continuous set of values (e.g the set of double), then an
aggregation function f is a specific function (e.g. sum) that matches a non-empty set of values to a single
value:
f : ℘(Values)/{}→ Values (3.31)
A typical aggregation function is the sum, minimum and cardinality of a set. In order to have usable
aggregation functions for the monitoring purpose, the aggregation functions must also fulfill the
hierarchical computation property as defined in [YD04a]. Let v∗ be a set of values of the same metric with
|v∗| = n, then the following counts for any index i, j with 1 < i < j < n:
f(v1, . . . , vn) = f( f(v1, v2, v3, . . . , vi), f(vi+1, vi+2, . . . , vj), . . . , f(vn−1, . . . , vn) ) (3.32)
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Thus, the hierarchical computation property requires that the aggregation function is commutative
and associative. With this property, the order of the parameters in the aggregation function as well as
the aggregation of aggregated results do not have influence on the final aggregation result.
f(v1, v2) = f(v2, v1)
f(v1, v2, v3) = f(f(v1, v2), v3) = f(v1, f(v2, v3))
(3.33)
Function Description
count Counts the number of metric values
min Calculates the minimal value of a metric
max Calculates the maximal value of a metric
sum Sums the values of a metric
sum_squares Sums the squares of the values of a metric
mean Calculates the average of a metric
variance Calculates the variance of a metric
standard_deviation Calculates the sample standard deviation of a metric
Table 4: Description of the Aggregation Functions in SkyEye.KOM
Table 4 depicts the list of statistical information which are retrieved from the measurements of the
individual peers. The first four aggregation functions (min, max, sum, count) compute directly a single
numeric value based on several numeric input values. The mean, variance and standard deviation
cannot be calculated directly, they are combined from other aggregation functions, one of them being
the sum of squares. An overview of the used aggregation functions is given in Table 5.
These aggregation functions fulfill the hierarchical computation property, i.e. they are commutative
and associative. This is easy to show for min, max, sum and count. The average or mean value we
calculate by
mean(a1, . . . ,an) = sum(a1, . . . ,an)/count(a1, . . . ,an) (3.34)
For the standard deviation, however, in order to comply with the hierarchical computation property,
we do not choose the well-known function
standard_deviation(a1, . . . ,an) =
√√√√ 1
n
·
n∑
i=1
(ai − a)2 (3.35)
with a = mean(a1, . . . ,an) as the arithmetic mean of all values and n = count(a1, . . . ,an) as the
quality of values. Instead, as we do not know a in advance, we use another formula which eliminates
the term
∑n
i=1(ai − a)
2. It uses the sum as well as the sum of squares aggregation functions, which both
Aggregation Functions
count(a1, . . . ,an) = n
min(a1, . . . ,an) = min(a1, min(a2, . . .min(an−1,an) . . .))
max(a1, . . . ,an) = max(a1, max(a2, . . .max(an−1,an) . . .))
sum(a1, . . . ,an) =
∑n
i=1 ai
sum_squares(a1, . . . ,an) =
∑n
i=1 a
2
i
mean(a1, . . . ,an) =
sum(a1 ,...,an)
count(a1 ,...,an)
variance(a1 . . .an) =
sum_squares(a1 ,...,an)
count(a1 ,...,an)
−
(
sum(a1 ,...,an)
count(a1 ,...,an)
)2
standard_deviation(a1, . . . ,an) =
√
variance(a1, . . . ,an)
Table 5: Formulae of the Aggregation Functions
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fulfill the hierarchical computation property. As a result for the sample standard deviation, we get the
following formula
standard_deviation(a1, . . . ,an) =
√√√√ 1
n
(
n∑
i=1
a2i
)
−
(
1
n
n∑
i=1
ai
)2
=
√
sum_squares(a1, . . . ,an)
count(a1, . . . ,an)
−
(
sum(a1, . . . ,an)
count(a1, . . . ,an)
)2 (3.36)
Each of the statistical aspects discussed in Table 5 has a corresponding aggregation function ftype.
The type depicts the specific statistical aspect (e.g. the average). All of the values in the monitoring tree
are numerical (double), thus we do not introduce variable data types.
In order to collect the information of all peers in one statistical representation, information from lower
levels in the tree have to be aggregated and sent upwards in the tree. The design of the corresponding
protocol for gathering a global view on system-specific information is described in the following.
3.4.3 Protocol Design Decisions
After having observed the set of metrics and the aggregation functions operating on them, now we
present the information flow for gathering the aggregated metrics into one spot and disseminating the
global view to all peers. As a basis for the information flow, the SkyEye.KOM tree topology is used.
However, there are various design decisions on the usage of this topology. We first discuss the design
decisions made and describe then the protocol for gathering and disseminating system statistics.
Monitoring Scope
For the monitoring of the system status, one could either monitor the whole p2p system or focus on
a (small) representative subset of the peers and interpret their status. Although some solutions exist
focusing on the sampling of a p2p system, a global view on the system status should contain the status
of all peers. With this, load imbalances can be identified and valid minimum and maximum values can
be deducted from the p2p system.
Reactive vs. Proactive
Gathering information on the p2p system can be done proactively and reactively. A proactive solution
gathers the information continuously over time and responds quickly to queries, while needing constant
effort for the preparation of the information. Reactive solutions, on the other hand, gather the required
information each time a query is started, which is beneficial in scenarios with rare queries by only a
few peers. Obtaining a result to a reactive query takes significantly more time than a proactive query,
as the required information first has to be generated through a process which involves all peers in the
network. SkyEye.KOM uses a proactive approach as the monitoring information on the system state is
interesting for all peers all the time. Thus, the overhead for preparing the information proactively for all
peer is less than the overhead for alternative reactive query resolutions.
Push vs. Pull
Building an infrastructure for monitoring a large-scale p2p overlay requires the exchange of messages in
a coordinated manner. Information can be pulled and pushed. While pulling allows for better control on
when to gather the information, it also requires one to maintain the information on the set of peers from
which the information is pulled. In a push-based approach, contact with only one peer (to whom the
information is pushed) has to be maintained. This approach automatically integrates new peers in the
information architecture and releases failing peers. In order to reduce complexity and to save overhead
costs, SkyEye.KOM uses a push-based approach.
Heterogeneous vs. Equal Roles
An information-gathering protocol can have homogeneous and heterogeneous roles and tasks for the
peers involved. Homogeneous roles facilitate the protocol for gathering information, as no further
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complexity is introduced through side-protocols for various roles. Heterogeneous roles, on the other
hand, are useful in order to cope with heterogeneous load levels in the information-gathering architecture.
However, the load on all peers for gathering system statistics is very similar due to the aggregation, thus
heterogeneous roles are not needed. Using a push-based approach in a tree topology, each peer receives
monitoring information from its child nodes, aggregates them and pushes the aggregated monitoring
information to its father node. The incoming traffic load on all peers is limited by the number of child
nodes, which is limited by the branching factor of the tree. The outgoing traffic for all peers, except
the root, is the same, as the monitoring information is aggregated and sent only to one node (the
corresponding Parent-Coordinator). This results in very similar load for all peers, which does not state
the requirement for heterogeneous roles.
Combined Approaches for Information Gathering and Dissemination
For the gathering and provision of the global view on the system statistics, either a set of protocols
or a combined approach may be used. While a differentiated set of protocols allows for task-specific
optimization, it also introduces complexity and is only needed if the distinguished tasks are hetero-
geneous. In our case, for the gathering and dissemination of a system-specific global view, both task
are very similar as they both require to submit a aggregated view of the system. In addition, both the
gathering and dissemination messages in the protocol are exchanged by the same pair of peers, but in
an opposite direction. We use this effect to save overhead, by applying the messages for dissemination of
the monitoring as acknowledgment messages for the information gathering messages. Thus, we follow
in the protocol a combined approach for information gathering and dissemination.
3.4.4 Protocol for Monitoring the System-specific Information
In this subsection we describe the protocol of SkyEye.KOM for gathering and disseminating the systems
statistics in structured p2p systems.
gathering system statistics for a global view
In order to gather the system statistic on all peers in the network coordinately, all individual peer observa-
tions have to aggregated. As a first step, each peer p uses its sensor component to derive its individual lo-
cal measurement regarding all metrics. Here, we use the assumed dependency (Monitorsystemrequirement 1)
for the provision of these metrics. Each metric has its own name, e.g. “relative upload bandwidth
consumption”, and the statistical aspects of it correspond to a specific type, e.g. average. The value
V
p
i,type,name describes the individual measurement value of the peer p, located at level i in the tree,
regarding the metric name and the statistic aspect type.
All peers are Coordinators for a Domain with possibly further peers in it. If no Sub-Coordinators exist
in that Domain (i.e. the corresponding peer is the only peer in the Domain), it periodically sends its
update information to its Parent-Coordinator. This update information consists only of the single mea-
surement of the single peer in the Domain. With this, it implements the function (Monitorsystemfunction 1)
for injecting the local measurements of single peers. The update intervals, tmetricPeriod or UI, of the
peers do not have to be synchronized. However, a similar value is recommended. The leaf nodes in the
monitoring tree topology have no further tasks in the process of gathering monitoring information.
If a Coordinator has Sub-Coordinators in its Domain, it receives periodical update messages from
them, termed metric updates. These metric information from the Sub-Domains are aggregated at the
Coordinator and also aggregated with the local measurements of the Coordinator, implementing function
(Monitorsystemfunction 1). Thus, the Coordinator of a Domain aggregates all information of lower Domains
and creates a metric update, that describes the system status corresponding to its own Domain.
The Coordinator at level i receives metric updates from its β Sub-Coordinators at level i− 1, it uses
the aggregate functions ftype to compute the aggregate value of the β received values, including its
own measured value, as follows:
V
′
i,type,name = ftype(V
1
i−1,type,name, . . . ,V
β
i−1,type,name,V
own
i,type,name) (3.37)
Now, V
′
i,type,name contains the aggregate value of the Domain at level i, for which the calculating
Coordinator is responsible.
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The aggregation of all metrics according to all aggregation functions (types) results in a statistical
representation of the system status in the corresponding Domain. It is sent as metric update in the next
update interval to the Coordinator one level higher, and there, the same procedure is applied. The flow
of the information is depicted in Figure 16. To conclude, during the information flow towards the root,
every Coordinator in the tree aggregates the received data with its own measurements and propagates
it to the Parent-Coordinator. This is done until the root is reached. At the root of the tree, the monitoring
information regarding the system status is complete and can be used. On lower levels, statistics on
subsets of the tree are available.
dissemination of the global view to all peers
For the dissemination of information from the top to the bottom of the tree, a pushed-based and
proactive approach is used in SkyEye.KOM. The dissemination of the information implements the
function (Monitorsystemfunction 2) as stated in the section on functional requirements for the monitoring
mechanism. The goal of a proactive dissemination is to keep all peers in the network always informed
about the status of the p2p system regardless of their individual actual interest. Although this may seem
inefficient, it saves signaling overhead for the indication of peers who are interested in the global view.
To reach all the peers, the established monitoring tree topology is used. Whenever a Coordinator
or the root receives and processes a metric update from lower levels of the tree, it acknowledges this
update. The acknowledgment message has a twofold purpose: informing the Sub-Coordinator about the
validity of its Parent-Coordinator and providing the Sub-Coordinator with a fresh view on the system
status. The acknowledgment message contains the global system statistics received from one level higher
in the tree. Thus, starting from the root, all lower Coordinators in the tree receive the acknowledgment
message with the global system statistics and propagate it further down. Eventually, every peer receives
the global statistics on the p2p system, with the degree of freshness depending on their position in the
tree. By this, even new peers in the tree are directly informed about the p2p system’s status within their
first update interval
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Figure 16: Gathering and Disseminating System Statistics
To understand the whole process of creating the system statistics, we depict the protocol of the
periodically repeated metric updates in Figure 17:
1. Receiving statistics of lower Domains, sending ACKs with global view: Periodically, Parent-
Coordinators receive metric update messages containing the system statistic regarding the Domains
they manage. The Sub-Coordinator-specific metric sets are stored with the contact information
of the Sub-Coordinators and a timestamp in a table. Every metric update received from a Sub-
Coordinator is answered with an acknowledgment message, containing the global system statistics
received from one level above (see step 5).
When an update message is going to be created, every peer regularly inspects the timestamp
of every Sub-Coordinator entry. If the period between the update and the actual time exceeds a
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given threshold called toldMetrics, the entry is removed. This updating of the entries prevents
the aggregation of old metrics from Sub-Coordinators, which may already have a new Coordinator
or just went offline.
The value for the threshold toldMetrics is related to the metric update interval tmetricPeriod
(alias UI) and expressed as a multiple of the metric update interval. Several simulations with
different multiplication factors have shown that a good value for the multiplication factor of
tmetricPeriod ranges between 1.5 and 2.
2. Measuring of own statistics: Every node measures its own metrics as depicted in Table 2
3. Aggregation of statistics for own Domain: The own metrics of a peer (calculated in step 2) are
aggregated with the received metrics of valid Sub-Coordinators (calculated in step 3). Due to
the update of the table in step 1, a node only aggregates metrics of updates received in the
last update period. The aggregation results in a metric update message, ready to be sent to the
Parent-Coordinator in the tree.
4. Push of statistics to Parent-Coordinator: As next step (i.e. step 4), every peer calculates its position
in the SkyEye.KOM tree as well as its Parent-Coordinator. After this position-fixing in the tree, the
metric update message is sent to the Parent-Coordinator of the corresponding peer.
5. Acknowledging received statistics with global statistics: The parent node in the tree (the Parent-
Coordinator of the peer) acknowledges the metric update with its view on the global system
statistics. This global view on the p2p system is the result of the monitoring protocol. It is stored
locally and used as input for the acknowledgments sent to Sub-Coordinators (in step 5).
discussion of the features
Having discussed the metric set, the aggregation functions and the metric update protocol, we briefly
discuss the effect of churn and failures on the presented approach.
We summarize the effects of churn on the SkyEye.KOM topology, which have already been discussed
in Subsection 3.3. In the case of a failure of a Coordinator, a new Coordinator is picked based on the ID
of the orphaned Domain Key. Within the next update period, the new Coordinator receives a new set
of metric updates from its Sub-Coordinators and is able to create the complete view on the Domain
within this single update period. Please note that this is done automatically as the second postulated
function, void route(key K, message M, nodehandle hint), always routes the update message M to
the correct Parent-Coordinator based on the Domain Key K.
In the case of a failing Sub-Coordinator the corresponding Parent-Coordinator does not receive
updates from this Sub-Coordinator anymore. Its entry in the table of Sub-Coordinators is deleted
after a timeout of toldMetrics. This threshold is related to the metric update period tmetricPeriod,
the multiplication factor is between 1.5 and 2. A small factor results in quick deletions of monitoring
information of left Sub-Coordinator.
A Coordinator may receive two metric update messages from the same Sub-Coordinator during one
update period, due to unsynchronized update intervals. In that case, it always overwrites the previously
stored with the fresher monitoring information.
The periodic sending of metric update messages maintains the tree topology. Every peer periodically
calculates its position in the tree, as well as the position of its Parent-Coordinator, before it sends its
metric updates. Subsequently, the structure of the tree is always kept up-to-date and references to
dead or old Parent-Coordinators are updated. This step also helps to identify new Parent-Coordinators.
New peers on the other hand can quickly identify their Parent-Coordinator and receive with the first
acknowledgment message the global view on the system statistics.
Due to the joining and leaving of peers, the responsibility ranges of the peers in the ID space may
shift as well. In the case that a peer is relocated on the tree between two updates, the previously received
information typically does not fit the new position in the tree. This case leads to a biased monitoring
view as the monitoring information of a relocated peer may be present in the old Parent-Peer (for one
update interval) and in the new Parent-Coordinator as well. Additionally, the statistics on the Domain
view of the relocated Coordinator have to be considered as well. These statistics were valid for the
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Figure 17: Protocol for Gathering System-specific Information in the SkyEye.KOM Tree
previous Domain the Coordinator was responsible for. These statistics could be reset, kept or adapted to
the new level of the Coordinator. However, the monitoring results are biased by the relocation of the
peers to new positions in the tree due to the joining and leaving of the peers. We address this issue in
the following section by presenting smoothing approaches for the biased monitoring view.
In summation, we create a monitoring tree topology that adapts its structure in a fast and efficient way
to the underlying overlay. It copes easily with churn and implements an efficient yet very fault-tolerant
topology maintenance approach. We only use messages for gathering and disseminating monitoring
information for the maintenance of the tree topology. In general, the update period tmetricPeriod (alias
UI) has great impact both on the costs as well as the performance of the monitoring solution, as it is
responsible for triggering the metric updates and thus the tree-maintenance.
smoothing of the monitored metrics
In order to eliminate monitoring outliers and obviously biased results indicated by occasional jumps in
the metric values, we apply various monitoring smoothing mechanisms. A smoothing function defines
an upper bound on the changes of the monitored metrics (i.e. it keeps the derivation function in a
decent interval). Smoothing functions require a history of the observations, in order to analyze the trend
and slope.
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We applied two smoothing functions: the median over an observation history and exponential
smoothing. Let H be the history of observations with mH the current measure, then we calculate
following smoothed views. The median Mi(H) is a parametrized function with an odd value i denoting
the number of considered previous measurements, thus i = |H|. The median over a sample set gives us
the value in the sample set that is in the middle of the order of values. Outliers are eliminated with the
median successfully.
In exponential smoothing, a history of observations is considered as well, but with decreasing weights
for older measurements. A smoothed value sH for |H| observations is recursively calculated using a
current measurement mH and the smoothed value of previous observations with α as smoothing factor:
sH = αmH + (1−α)sH−1 (3.38)
Here, outliers are considered, but jumps in the observation are smoothed to trends. By avoiding outliers,
the refinement mechanisms also introduce an additional delay in the information propagation, thus the
information is less fresh. The trade-off between freshness and having fewer outliers is parametrizable
with the history size of previous observations.
synchronized information retrieval and dissemination
The core topology of SkyEye.KOM does not state requirements on the update times of individual
nodes but assumes that they are similar or equal. With this, the propagation of the information in
the tree towards the root is “stored” in average for the half of an update interval on each level before
it is forwarded one level higher. This leads to an information age of O(UI · logβ(N)) at the root and
additional O(UI · logβ(N)) for the dissemination of the aggregated global view. In order to synchronize
the gathering and dissemination of the monitoring information, we present an extension to the core
monitoring protocol for system-specific information.
For the dissemination of the information, we propose an additional fast flooding in the tree with the
current global view initiated by the root. Every time the root creates a global view based on the received
monitoring information, it sends an ACK message marked for flooding to its Sub-Coordinators. Every
Coordinator receiving such an ACK message marked for flooding extracts the global view for local
storage and instantly forwards the message to its Sub-Coordinators. With this approach, we reduce the
time for information dissemination from O(UI · logβ(N)) to O(UI+ logβ(N)) assuming a maximum
delay of 1 second for forwarding the ACK message. However, this special ACK message increases the
traffic overhead of SkyEye.KOM. Each peer receives one additional ACK message and has to forward
it to as many as it has Sub-Coordinators. With regards to the small size of the ACKs and global view,
these costs are tolerable.
For the acceleration of the gathering of the information, we propose the synchronization of the
launches of the update messages, as depicted in Figure 18. This approach makes sure that updates
are received just in time, for example, 1-2 seconds before the proceeding update is launched one level
higher in the tree. With this, the time for gathering and aggregating the global view in the root of the
tree is reduced from O(UI · logβ(N)) to O(UI+ logβ(N)), assuming an offset of 1 second. In order to
communicate the offsets between Coordinators and Parent-Coordinators, the ACK messages for flooding
are used that are propagated from the root. As they are instantly spread in the tree, they may be used as
a relaxed synchronization clock. The ACKs for flooding contain initially the update interval UI in a field
termed launch offset.The launch offset, LO, describes the time when the next update message shall be
launched. With every step in the flooding this value is decreased by 2 seconds and propagated further
in the flood. Each peer receiving the ACK marked for flooding synchronizes its update launch to this
value and adapts the value in the ACK before transmitting it to its Sub-Coordinators.
To give an example, we assume that the transfer of an update message or ACK from one Coordinator
to its Sub-Coordinator needs 0.5 seconds. Further, we assume the update interval UI = 60s and set
the launch offset LO = UI = 60s in the root. The root sends an ACK for flooding upon creating a new
global view to its Sub-Coordinators with the launch offset of LO = 58s. The Coordinators at level 1 set
their next update to start in 58 seconds, adapt the field LO = 56s in the ACK and forward the ACK
to the Coordinators at level 2. These peers synchronize their update events to start with an offset of
LO = 56s and forward the ACK with LO = 54s. In short, every level l in the tree is advised to launch
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the update event at the time LO = 60− 2l after receiving the flooded ACK. Further, we assumed a delay
of 0.5 seconds per transmission resulting in a skewed and slightly biased synchronization. However,
the procedure results in a setup that a peer at level l initiates an update message with an offset of
60− 2l+ 0.5l = 60− 1.5l seconds after initiating the flood from the root. The resulting updates will be
received one level higher 0.5 seconds later, thus at 60− l seconds, leaving 1 second for aggregation and
sending the update to the Parent-Coordinator.
With the proposed extension, all update actions are synchronized in a fashion that leaves only 1
second of delay on each tree level and results thus in an information freshness at the root that is
O(UI+ logβ(N)). In combination with the synchronized dissemination of the monitoring information,
SkyEye.KOM aggregates and disseminates the global view nearly optimal as no unnecessary message
is sent, every peer is contacted only once for gathering and disseminating in the tree and the delay of
unused monitoring information is reduced from UI/2 in average to 1 second.
Root
(a) Unsynchronized Update Intervals
Root
(b) Synchronized Update Intervals
Figure 18: Unsynchronized and Synchronized Update Gathering and Dissemination
3.4.5 Model of the System Monitoring Protocol
Having discussed the protocol for gathering and disseminating a global view on the system statistics,
next, we model the unbiased approach to give more insight into the interdependencies in the protocol.
First, we list the relevant variables used in this section in Table 6. With these variables in mind, we
present the model for the performance of the monitoring approach and the costs resulting from it.
performance of monitoring system-specific information
Precision is the main performance metric of the monitoring solution, but it requires both a monitored
and a reference signal. A reference signal is always measurable in a controlled environment, such as the
simulator. However, for the analytical evaluation we refer to the freshness of the information received
by the root as an indicator for the precision. In the following, we model the freshness of the monitoring
information at the root regarding one single peer and all peers in average, both with and without churn.
Freshness of the information, and thus the precision, depends on the update interval and height of
the monitoring tree. The term for the age of the message at the root, sent by a peer p from level i can be
given as:
Age(i,UI) = i ·UI (3.39)
Formula 3.39 implies that the message containing the status of a peer p is propagated one step further
towards the root in every update interval in the worst case. In the best case, the update of a Sub-
Coordinator arrives just on time at the Coordinator before an update message to the Parent-Coordinator
one level higher is sent. Thus, in the best case, the monitoring information is rapidly gathered and passed
directly on through. The root has the global view on all peers, but this view is based on information
of different freshness. The average age of messages at the root can be calculated with the help of the
expected number of nodes on a level i, which is given by the equation 3.40.
The average age of messages at the root is in the worst case:
AvAge(Ei(N), i,UI) =
∑N
i=1 Ei(N) ·Age(i,UI)
N
(3.40)
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N ∈N Number of nodes in the monitoring tree
i ∈N Tree level
UI ∈ R Update interval in seconds
Ei(N) ∈ R Expected number of nodes on level i when there are N
nodes in the monitoring tree
Age(i,UI) ∈ R Age of information that the root receives, sent by a peer
from level i
AvAge(Ei(N), i,UI) ∈ R Average age of messages that the root receives, which com-
prises information of different freshness
γ ∈ R Churn rate per update interval
Echurn,i(Ei(N),γ) ∈ R Expected number of failed peers on level i per update
interval in a tree with N peers
AvAgechurn(Ei(N), i,UI,γ) ∈ R Average age of messages at the root when churn of peers is
considered
sizem ∈ R Size of a metric update or an ACK
NrMetricUpdate(N) ∈N Number of metric updates in an update interval
NrMetricACK(N) ∈N Number of ACKs on metric updates in an update interval
NrMetricTotal(N) ∈N Number of sent metric updates and ACKs in an update
interval
TrafficMetricUpdate(N,sizem) ∈ R Traffic caused by metric updates in an update interval
TrafficMetricACK(N,sizem) ∈ R Traffic caused by ACKs on metric updates in an update
interval
TrafficMetricTotal(N,sizem) ∈ R Traffic caused by sent metric updates and ACKs in an up-
date interval
AvMessage(N) ∈ R Average number of messages (metric updates and ACKs)
AvTraffic(N,sizem) ∈ R Average traffic
AvMessagei(N) ∈ R Average number of messages sent by a peer on level i
(metric updates and ACKs)
AvTraffici(N,sizem) ∈ R Average traffic of a peer on level i
Table 6: Variables used to Describe the Monitoring of System Statistics
The model up to this point considers the joining and graceful leaving of peer. In both cases, the local
tree structure of an affected peer (i.e. its Parent-Coordinator and the Sub-Coordinators) is updated and
the model is valid. Next, we discuss the case of failing peers and their effects on the age of information
in the tree.
A failed Coordinator is replaced at the time its successor detects its new position in the tree. This
happens when the new peer in that position wants to send an update message. However, at this time, it
does not have any information about its new Sub-Coordinators, so it sends its current (and therefore old)
status. Here, we assume a worst case scenario, without smoothing of the monitoring information. The
Sub-Coordinators of the relocated Parent-Coordinator detect their new Parent-Coordinator ID before
sending their update messages. However, the maximum time difference for the new Parent-Coordinator
to be informed is one update interval UI. Thus the messages of the Sub-Coordinators of a failing peer
are delayed by one update interval UI, the messages from them have an average age of i ·UI+UI
instead of i ·UI.
Assuming that the churn rate in the system per update interval is γ, following equation is defined
regarding the age of information in a system under churn. Firstly, on each level, we have a ratio γ
of failed peers for which we take i ·UI+UI as the age of the messages. Secondly, when building the
average value, we divide the sum of ages by N · (1− γ), with N denoting the number of peers when no
churn is considered. So the number of the actual online peers which send information is N · (1− γ).
As we know how many peers are on a level i without churn, we calculate the number of expected
peers per level i with churn (Echurn,i(Ei(N),γ)) and the average age of information at the root
(AvAgechurn(Ei(N), i,UI,γ)) as follows:
Echurn,i(Ei(N),γ) = Ei(N) · γ (3.41)
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AvAgechurn(Ei(N), i,UI,γ) =∑N
i=1((Ei(N) − EChurn,i(Ei(N),γ)) · i ·UI+ EChurn,i(Ei(N),γ) · (i · (UI+UI)))
N · (1− γ)
(3.42)
The derived formulae give us insight on the influence the parameters have on the freshness of the
monitoring information.
costs for monitoring system-specific information
In order to set freshness in relation to generated costs, we also modeled the cost-related metrics, like the
total network-traffic in terms of the number of exchanged messages and bytes. First, we determine the
number of messages generated. On the basis of this value, we calculate the traffic of the monitoring
network.
We consider the number of messages in an update period. In SkyEye.KOM, all peers generate one
metric update per update interval. The Parent-Coordinator gathers the information of all its Sub-
Coordinators and together with its own information; it generates one single metric update. The number
of generated messages equals the number of the peers minus the root. Every metric update message is
answered with an ACK containing the global system view, which was aggregated at higher levels. The
number of sent ACKs also equals the number of nodes minus one.
NrMetricUpdate(N) = (N− 1)
NrMetricACK(N) = (N− 1)
NrMetricTotal(N) = (N− 1) · 2
(3.43)
Traffic caused by the monitoring network through sending metric updates and ACKs can be simply
attained by multiplying the number of messages with the size of a message (sizem). Due to the
aggregation of statistical data, the messages are small and independent of the corresponding monitored
Domain size. Additionally, the metric update messages and the corresponding ACKs have the same
size, as they both contain one instance of system statistics. Consequently, all messages for gathering and
disseminating system statistics have the same size (sizem), independent of the sending peer and the
type of the message. We give following equations:
TrafficMetricUpdate(N, sizem) = (N− 1) · sizem
TrafficMetricACK(N, sizem) = (N− 1) · sizem
TrafficMetricTotal(N, sizem) = (N− 1) · 2 · sizem
(3.44)
The average number of messages and the average traffic occurring is given in the following equations:
AvMessage(N) =
(N− 1) · 2
N
AvTraffic(N, sizem) =
(N− 1) · 2
N
· sizem
(3.45)
In average, each peer sends and receives two messages during one update interval, a metric update and
an ACK. With these in total four messages, the system statistics are gathered and disseminated among
the peers and the tree structure is maintained. This means that each leaf sends and receives only one
message, whereas every inner node sends β+ 1 messages (β ACKs, 1 update) and receives as much as
well (1 ACK, β updates).
Next, we describe the average number and sizes of transmitted messages by the peers according to
their levels (i). The number of messages to be transmitted per peer per level depends on the number of
Sub-Coordinators, that is, the number of peers one level below. As every peer in the tree, except the root,
sends one metric update per update interval, differing traffic per tree level is caused by the number of
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ACKs to be sent. The number of ACKs sent from level i equals the number of nodes on level i+ 1. The
average number and size of messages per peer on level i, per metric update and ACK, equals:
AvMessagei(N) = 1+
Ei+1(N)
Ei(N)
AvTraffici(N, sizem) = (1+
Ei+1(N)
Ei(N)
) · sizem
(3.46)
The number of received messages can be determined analogously. A peer on level i receives Ei+1(N)/Ei(N)
metric updates and 1 ACK per update period. In a full tree, thus every non-leaf peer would send 1
metric update to its Parent-Coordinator and receive β metric updates from its Sub-Coordinators.
In conclusion, every peer has a limited node degree given by the branching factor β and has only one
peer to push monitoring information to. With this limit, the load on the peers is bound. Despite the
clarity of the protocol, it is very efficient and fault-tolerant.
3.5 monitoring peer-specific information
After having conveyed the creation and maintenance of the monitoring tree topology and how it is used
to gather and disseminate system-specific statistics, we describe next the gathering and usage of the
peer-specific information in the p2p network.
The peer-specific information is gathered for the purpose of enabling capacity-based peer search,
as stated by the functional requirement (Monitorpeerfunction 2). This function allows users and peers
to search for a specific number of peers (n) fulfilling a set of requirements, such as 5 peers having at
least 400 MB of free storage and a upload bandwidth of at least 200 KB/s. The individual quantifiable
characteristics of a peer we describe with the term attribute. The attributes of a set of peers cannot be
aggregated without essential information loss; the size of the attribute information is proportional to
the number of monitored peers.
Attributes describe the capabilities of an individual peer. We depict the list of considered attributes in
Table 7. They are listed in a list format, termed attribute-entry. The main resources of a peer, CPU power,
memory, storage space, and its bandwidth capacities, are listed. A weighted product of these values
results in the peerQuality value, which allows for a simple comparison on the potential of peers and
especially to apply an order on them. Besides the attributes, the attribute-entry contains also the peerID.
The information flow is similar to the one for gathering system-specific information: the attribute lists
of the peers are sent to Parent-Coordinators, which concatenates them and propagates them further
up in the SkyEye.KOM tree. Queries contain a field identifying the requester, defining the number
of requested peers and a list of requirements for peer attributes. Peers address their queries to their
Parent-Coordinator. The Parent-Coordinator checks locally whether it has information about n peers
fulfilling the desired requirements. Then, it either replies with n peers fulfilling the criteria or it redirects
the query one level higher in the tree. If no Coordinator in the tree can respond to the query, the root of
the tree responds with a list of peers fulfilling the criteria (less than n). In order to avoid stressing peers
with unbearable load, we introduce the concept of Support Peers, which are picked according to their
capacities to support the duties of an overloaded Coordinator.
In the following section, we describe the set of attributes, how they are gathered in the network and
how the queries are stated and processed. After this, we discuss the problem of load allocation and how
the concept of Support Peers solves this problem.
3.5.1 Protocol Design Decisions
In order to enable capacity-based peer search, the individual attribute entries of the peers have to be
gathered and prepared to match corresponding queries. The design decisions taken in the creation of
the protocol for peer-specific information gathering and capacity-based peer search are introduced next.
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S P Attribute - (S: Simulation View, P: Prototype) Unit
General Attributes
X X PeerID - ID of the corresponding peer ID
X X Parent PeerID - ID of the Parent-Coordinator ID
X X Current tree level of the node #
X X Lifetime of the peer #
Offered Capacities
X X Offered download capacity KB/s
X X Offered upload capacity KB/s
X X Offered CPU cycles #
X X Offered main memory MB
X X Offered storage space MB
Evaluation-specific Attributes
X GNP-Location Coordinates 5 Doubles
X The operating system of the peer String
X The system architecture of the node String
X The current version of the node’s Java VM String
X The lower bound of the node’s responsibility range ID
X The upper bound of the node’s responsibility range ID
Attributes relevant for the Tree Extension with Support Peers
X X Maximum capacity for receiving attribute entries #
X X Maximum capacity for sending attribute entries #
X X Threshold for attribute entries to pick a Support Peer #
X X Maximum capacity for receiving attribute entries of the Support Peer #
X X Maximum capacity for sending attribute entries of the Support Peer #
Table 7: List of Monitored Attributes/Capacities
Monitoring Scope
The monitoring of the available capacities and peers’ statuses in the p2p system may either consider
all peers in the p2p network or allow a limited view on a certain subset in the network. Although
monitoring the whole p2p network is interesting from a statistical point of view, for the provision of
capacity-based peer search it does not provide any further benefits. The problem statement we aim to
resolve is finding suitable peers matching to a query. Whether these peers are picked from a large or
small set of monitored peers is irrelevant, assuming that the suitable peers are in the potential set. Thus,
we relax the requirement and allow a limited view on the peers in the network, both to address the load
limits of individual peers and due to the relaxed requirements of the problem statement. However, we
ensure that through the shrinking of the observed set, only “bad” peers are removed from the set of
potential peers, while good peers are kept.
Reactive vs. Proactive Information Gathering
The information about peers can be gathered proactively or reactively. A proactive solution gathers the
information continuously over time and responds quickly to queries. This results in constant traffic
overhead for monitoring, but low traffic cost and low delay for query processing as the information is
prepared. Reactive solutions, on the other hand, gather the required information every time a query is
started. This option requires less traffic overhead in the case of infrequent queries in the p2p network.
However, we assume that many queries are stated in a large-scale p2p network and that low response
times are crucial for this functionality. Thus, a proactive option has been chosen for gathering the
peer-specific attributes. In order to limit the traffic overhead for monitoring, we also use traffic limits
(maximum capacities) that can be set by each peer individually.
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Push vs. Pull
Peer-specific information may be pulled or pushed in the SkyEye.KOM tree towards the Parent-
Coordinator. Here, the same principle applies as for monitoring system-specific information. Following
a pull-based approach is difficult as it requires each Coordinator to identify every potential Sub-
Coordinator in the unified ID space. Every peer is Coordinator in various Domains and, thus, a large
list of potential Sub-Coordinators exist. A push-based approach is easier and more fault-tolerant as only
one single Parent-Coordinator has to be identified based on the tree topology of SkyEye.KOM.
Reactive vs. Proactive Information Provision
We follow a proactive monitoring approach for the peer-specific information gathering. Thus, the
information on the quality of the peers is assumed to be pre-processed and stored in the tree. A
proactive approach for information provision would push this information periodically to the peers,
causing large traffic overhead. However, as the peers are expected to state specific queries, most of the
pushed information would be useless. Thus, this peer-specific monitoring information is used reactively
for queries. This generates only traffic overhead in the case of queries being stated.
Recursive vs. Iterative Query Processing
Stating a query for capacity-based peer search can be either processed recursively or iteratively. In an
iterative approach, a query is directly processed and replied by the contacted peer, which returns an
intermediate result and a next peer ID to query. With this, the requesting peer has to initiate as many
queries as needed to retrieve the desired number of peers searched for, while reusing intermediate
results. In a recursive approach, the queried peers are forwarding the query along the tree until the
desired number of peers is found. Only one result message is then sent to the requesting peer. While
the iterative approach brings earlier intermediate results, it requires the query initiating peer to contact
every peer along the query path independently, thus causing time and traffic overhead for connection
establishment for sending intermediate results frequently. The recursive solution, on the other hand,
uses pre-established links in the SkyEye.KOM tree and leads to only one result message per query
with the desired set of peers more quickly. In SkyEye.KOM, the recursive approach is used to handle
capacity-based peer search queries.
Heterogeneous vs. Equal Roles
For monitoring system-specific information in the p2p network, the heterogeneity of the peers has not
been taken into account, as aggregation of the monitoring information leads to a similar load on all
peers. For the peer-specific information, aggregation cannot be used, as the attribute-entries of each
individual peer need to be kept. Thus, a larger Domain, i.e. at higher levels in the tree, also leads
to a larger data set regarding the peer-specific information. The information of the Sub-Domains are
then concatenated. While information is gathered, the information size increases with the size of the
observed Domain, and thus capable peers are needed to carry the load. However, this is in conflict with
the aim of allocating peers to Coordinator positions in the tree based on their IDs. In order to support
heterogeneity in the network, we introduce the concept of Support Peers. These are capable, strong
peers in the corresponding Domain that are picked by the Coordinator to take over a part of the load.
Having strong peers in strongly loaded positions in the tree leads to a tree of strong peers, which is
capable of carrying as much load as possible.
One Single Support Peer vs. Many Support Peers per Domain
In order to fully process all information of all peers in the network, one single Support Peer per Domain
may not be enough. Several Support Peers per Domain, however, would be able to bear all occurring
load. On the other hand, having more than one Support Peer transforms the tree into a mesh that
requires synchronization among the Support Peers. In the worst case, at the root level several hundreds
Support Peers could be active that need a timely and efficient synchronization and maintenance protocol.
Obviously, there is a trade-off and a scalability issue with the idea of having multiple Support Peers per
Domain. In order to have an efficient, flexible and deterministic information gathering protocol, the
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protocol uses just one single Support Peer, leading to a near optimal peer to position assignment in the
tree.
Having seen the design decision regarding the handling of peer-specific monitoring information, next,
we present the protocol for gathering peer attributes in SkyEye.KOM and performing capacity-based
peer search.
3.5.2 Protocol for Monitoring Peer-specific Information
The protocol for gathering and querying peer-specific information uses the SkyEye.KOM tree topology
to exchange information between Coordinators and Parent-Coordinators. Attribute updates are used to
gather the attribute information of peers in a Domain. Attribute updates contain the attribute-entries of
peers of the corresponding Domain, they are periodically transmitted via the SkyEye.KOM tree towards
the root. The duration of a period between two attribute updates is determined by the attribute update
period interval, tAttPeriod.
Figure 19 depicts the update protocol for monitoring peer-specific information. Please note that this
protocol is the core solution, which is later extended to support the heterogeneity of the peers while
allocating load to more capable Support Peers.
gathering peer-specific information in the tree
In the following, we present the protocol for gathering peer-specific information in the SkyEye.KOM
tree and refer for the numbering to Figure 19.
1. Receiving attribute-entries of lower Domains, sending ACKs: A Coordinator may receive a
report from Sub-Coordinators containing the attribute-entries of the best peers in their Domain;
these are stored locally. These updates are acknowledged with a message that attests to the
existence of the peer and contains information about how many entries it is able to receive
(recvAttmax) in the next attribute update. This concept of a receiver window is also used in
TCP [KC81], which controls the information flow and limits congestion on the receiver side.
Upon every attribute update, peers check the entries in their table of Sub-Coordinators, from
which they received attribute updates. If an update is older than a given threshold termed toldAtt,
the entry is removed. This refreshing of the table entries prevents the node from forwarding
attribute-entries of Sub-Coordinators, which may already have a new Coordinator or have gone
offline. Similar to the threshold toldMetrics, toldAtt can be chosen dynamically or is calculated
as a multiple of the attribute update interval, tAttPeriod. Simulations with different multipliers
have shown that a good value for the multiple of tAttPeriod ranges between 1.5 and 2.
2. Measuring of own attributes: Every node measures its own attributes (see Table 7) and cre-
ates an attribute-entry including the peerQuality. A sensor module assumed in dependency
(Monitorpeerrequirement 1) provides the desired attributes; it is not further discussed in the scope
of the monitoring architecture.
3. Preparation of attribute-entries for own Domain: The attribute-entry of the peer is combined
with a subset of entries, which it received from its Sub-Coordinators. These injections of the local
measurements implement the function (Monitorpeerfunction 1). This combined information is stored
locally and used for the queries to find matching peers. Depending on its network connection, this
subset can range from just a small amount to all attribute-entries of the corresponding Domain.
As every peer has an individual maximum sending capacity, sendAttmax, a maximum number
of entries can only be sent in an attribute update. If only a part of the whole data is to be sent, the
peerQuality of each attribute-entry is used as an order to determine the “best” peers. The entries of
the “best” peers are selected to be sent with the next attribute update.
4. Push of attribute-entries to Parent-Coordinator: An attribute update is pushed to the Parent-
Coordinator, which was calculated during the last metric update. Here, the established and
maintained SkyEye.KOM tree topology is used, while saving communication overhead. The
attribute update is sent to the Parent-Coordinator, respecting its maximum download capacities
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recvAttmax. Thus, the upload limit of the sending Coordinator and the download limit of
the receiving Parent-Coordinator are not exceeded. Concerning the tasks of the root of the
SkyEye.KOM tree, the root does not need to do anything, since no Parent-Coordinator is available
and no further evaluation of the attribute-entries is required.
5. Acknowledging received attribute-entries: As the attribute update is received by the Parent-
Coordinator, an ACK is sent. The ACK contains a simple validation of the existence of the
Parent-Coordinator, it is very small. As the corresponding ACK is received, the current attribute
update terminates. Otherwise, the Parent-Coordinator is recalculated and a retransmission is
executed.
Attribute−Update
Attribute−Update
Sub−Coordinator
Sub−Coordinator
Sub−Coordinator
Remove stale Sub−Coordinators (step 1)
Read off own attributes (step 2)
Determine the attribute−entries to send (step 3)
Send attribute−entries to Parent−Coordinator (step 4)
Parent−Coordinator
Send attribute−entries to Support−Peer (step 4)
Support−Peer
Receiving the ACK (step 5)
Receiving the ACK (step 5)
Remove stale Sub−Coordinators (step 1)
sends attribute−entries
sends attribute−entries
sends attribute−entries
Update Period:
t_attributePeriod
Update Period:
t_attributePeriod
sends attribute−entries
elapsed time for
executing the update
sends attribute−entries
ACK for the updateACK for the update
sends attribute−entries
sends attribute−entries
Figure 19: Protocol for Gathering Peer-specific Information in the SkyEye.KOM Tree
In contrast to the metric updates with aggregatable statistics, the peer-specific attribute entries are
concatenated and thus grow in their size on their way to the root. However, the load is increasing on the
peers in higher positions on the tree. Figure 20 visualizes the number of received attribute entries, which
depends on the level in the tree and grows in size while approaching the root. As a negative example
for this circumstance, the root, its children and grandchildren may consist of weak peers, leading to the
loss of attribute information in these levels. In order to avoid the congestion of network resources and
to support individual peer load limits, we introduce the concept of Support Peers that takes effect if the
individual load limit of a peer is exceeded.
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Figure 20: Load Level during Attribute Gathering
supporting the heterogeneity of the peers
Every peer in the SkyEye.KOM tree reserves a fraction of its bandwidth for the attribute updates,
whereby the peers avoid the whole bandwidth being utilized for the transmission of attributes. A
peer may measure its maximum available bandwidth according to [LFV08, RF08]. The two fractions
indicating the bandwidth contribution for attribute updates regarding the up- and download capacities of
a peer p are termed AttUpFracp and AttDownFracp The reserved bandwidth is termed sendAttmax
and recvAttmax, correspondingly. Please note that this amount may vary over time. This fraction of
bandwidth is translated into the amount of attribute-entries that the peer is willing to handle. The exact
function is not decisive, as it only indicates an estimation of the number of attribute-entries to process.
The following formula is a possible example of how to calculate the translation from the reserved
fraction of the download-bandwidth to the maximum amount of entries that a peer can receive:
recvAttmax =
AttDownFracp ·MAX_NetworkDownp · tAttPeriod
AttEntrySize
(3.47)
Correspondingly, this formula relates to the maximum number of entries a peer can send in an attribute
update period:
sendAttmax =
AttUpFracp ·MAX_NetworkUpp · tAttPeriod
AttEntrySize
(3.48)
These contribution limits are an essential consideration in the attribute update protocol in order to
support the maximum load limits of the peers. If the amount of attribute-entries that a Coordinator
actually manages is smaller than or equal to sendAttmax and recvAttmax, the Coordinator can
send and receive all attribute-entries. The terms recvAttfree and sendAttfree describe the amount
of attribute-entries, a Coordinator can receive or send before reaching its limits recvAttmax and
sendAttmax.
In order to comply the sending limit (sendAttmax), Coordinators which cannot send all of the
attribute-entries, i.e. exceed recvAttmax and sendAttmax, send just a subset attribute entries to their
Parent-Coordinators. The subset consists of the best peers according to the peerQuality metric. For
controlling the amount of received attribute-entries, a receiver window approach is used, similar to
TCP [KC81]. The first attribute update to a new Coordinator only contains a few attribute entries.
The corresponding acknowledgment message contains the receiving window size (recvAttmax) of the
Parent-Coordinator. Further attribute updates consider this information to limit the maximum size of
attribute updates.
This approach solves the requirement of supporting the individual peer load limitations and avoiding
peer overload. However, attribute-entries that are not propagated up in the tree are lost for higher levels.
As a next step, we introduce the concept of Support Peers which address the issue that weak peers may
be overloaded in higher positions in the tree and strong peers may be “underloaded” in lower positions
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in the tree. The main idea is that weak Coordinators ask strong peers in their Domain to take over as
much load as possible, without being themselves overloaded. Through this, both the weak and strong
peers are utilized more efficiently and a large fraction of peer-specific information is gathered in the
Domain whilst complying with the maximum peer load limits. In Figure 21, we present the adapted
attribute gathering protocol.
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Figure 21: Propagation of Attribute Updates in the Tree including Support Peers
Besides the maximum load limits recvAttmax and sendAttmax, we further introduce a threshold
bandwidth capacity (recvAttthresh) that triggers the invocation of Support Peers. The threshold
recvAttthresh is slightly below recvAttmax (e.g. recvAttthresh = 0.8 · recvAttmax). In the case that
attribute-entries sent by the Sub-Coordinators exceed this threshold, a Support Peer is activated before
the acknowledgment is sent. To enable the transmission of the left attribute-entries, the Coordinator
searches for an appropriate Support Peer that it can introduce as a new receiver to the Sub-Coordinators.
We depict the algorithm of picking a Support Peer and including it in the information gathering process
in Figure 21. The algorithm is as follows:
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• Among its stored attribute-entries of the monitored peers, the Coordinator chooses the peer
with the second highest peerQuality. Here, the Coordinators also consider the recvAttfree and
sendAttfree values of the peers to be chosen. The chosen peer is a candidate for the Support
Peer position and a support request is sent to this peer. The request lists the desired support
capacities in terms of upload and download bandwidth, the ID of the requesting Coordinator, its
Parent-Coordinator ID and a time period for which the reservation is made
• The nominee must accept this request, the Support Peer selection algorithm makes sure that the
candidate Support Peer is not already a Support Peer of another Domain.
• The Support Peer accepts the request and reserves the desired amount of up- and download
bandwidth. It adapts its attribute-entry to match the reservation and introduces a second Parent-
Coordinator regarding the attribute updates. From now on until the reservation lasts, the Support
Peer sends the attribute updates received in its role as Support Peer to the new Parent-Coordinator.
• An acknowledgment message is created, containing the receiver window recvAttmax of the
Coordinator and the receiver window of the new Support Peer, as well as its peer ID. Additionally,
a time period is denoted, which advises the Sub-Coordinator to send for this period additional
messages to the new Support Peer.
• The Sub-Coordinator sends the attribute-entries exceeding the receiver window of its Parent-
Coordinator to the Support Peer. The quality of the monitored peers in the attribute updates has
the same distribution in both attribute update messages.
• If the period of a Support Peer is over, the Coordinator might be able to handle the actual amount
of data, but if not, a new Support Peer is assigned.
Please note that a Coordinator accepting the request to act as Support Peer is represented two times
in the SkyEye.KOM tree and has to play two roles. Besides the tasks of a Coordinator, it additionally
accomplishes the functions of a Support Peer. For this reason, it must determine which of the two nodes
in the tree is addressed when a message arrives. Then, the received data is separately processed and
may not be exchanged. Finally, the corresponding Parent-Coordinator in the tree has to be found for the
information propagation.
Every Coordinator receives information from its Sub-Coordinators, among others, about the best
peers in the corresponding Domains. Thus, from these two best peers the second best can be used as the
Support Peer and the best peer is passed to the Parent-Coordinator. With this approach, at the top of the
tree, the best peer is available as the Support Peer and at every level the second best peer of the Domain.
Consequently, the peer capacities in the network are utilized very efficiently, as the most suitable peers
are placed at positions in the tree where most of the load occurs. The peer-to-position assignment is
nearly optimal. However, as some of the Support Peers might not be used at higher positions, their
potential is wasted on lower levels, and thus in these cases the assignment is not optimal.
effects of churn on coordinators and support peers
When a Coordinator distributes the load to its Support Peer, the Sub-Coordinators send one part to the
Coordinator and one to the Support Peer. As the Sub-Coordinators may have Support Peers as well, a
constellation appears in which at maximum 2 ·β peers send attribute updates to two peers one level
higher in the tree. The protocol is depicted in Figure 21e and Figure 21f. During the existing of this
constellation between a Coordinator, a Support Peer, a Parent-Coordinator and the Sub-Coordinators
four incidents can occur.
1. A new peer takes over the Parent-Coordinator’s position: it is correctly addressed by both the
Coordinator and the Support Peer as they send attribute updates to the corresponding Parent-
Coordinator being responsible for the Domain Key.
2. The Coordinator goes offline: a new peer takes over the Coordinator position. It decides on its own
whether it can handle the incoming attribute updates or whether it needs a Support Peer as well.
In its acknowledgment message it informs the Sub-Coordinators about the existence of a Support
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Peer. Since it is possible that the new Coordinator can handle the amount of attribute-entries,
the current Support Peer of the old Coordinator is not addressed any longer and can cease its
deployment.
3. A Support Peer goes offline: the corresponding Coordinator has to be informed by its Sub-
Coordinators. As a consequence of this incident, it must choose a new Support Peer and provide
the new one to its Sub-Coordinators. If the Coordinator can handle the actual amount of data by
itself, the need for a new Support Peer expires.
4. All Sub-Coordinators of a Coordinator go offline or if a Support Peer receives no updates for a
longer period: the supporting node can cease its deployment.
As a result of the protocol considered now, the attribute information of the peers are gathered, the
load limits of the peers are not violated and, using Support Peers, the available bandwidth capacities are
efficiently utilized. The gathering of the capacity information of all the peers in the network is done by
the most capable peers in a tree structure, resulting in a tree height of O(logβ(N)) and information age
at the root of O(logβ(N) · tAttPeriod). Based on this gathered information, we are now able to perform
capacity-based peer search queries.
3.5.3 Query Processing Protocol for Capacity-based Peer Search
Having gathered the information on peer capacities in the whole p2p network using the SkyEye.KOM
tree, we now introduce the notation for the queries and how they are processed. The queries implement
the function (Monitorpeerfunction 2), enabling capacity-based peer search. A query contains information
about the number of desired peers and constraints regarding their capabilities. A peer could state a
query, such as seeking five peers with an upload-bandwidth faster than 6,000 KB/sec and a storage
space larger than 80 GB. As a result, the requesting peer would receive a list of five peer IDs.
Every query consists of a unique query ID, the ID of the requesting peer, the number of desired peers
and a clause containing one or more conjunct conditions. A condition names the attribute, its type, a
value and an operator, which compares the capacity of a peer with the defined value. The language
of the query allows for the usage of <, > or = as operator. An example condition within the clause
is: MAX_NETWORK_UP > 1000 Double. The amount of requested peers must fulfill the conditions of
the clause, such as 6 of FREE_DISK_SPACE > 512000 Integer; TIME_ONLINE < 3600 Integer. A query is
solved when enough peers are found that satisfy the clause, as depicted in the following protocol.
The query is resolved as depicted in Figure 22 in the case that a peer cannot resolve the query locally:
1. A peer originates a query with a unique query ID and sends it to its Parent-Coordinator.
2. The receiving peer checks, whether it can solve the complete query and return the results to the
originator if all requested peers were found. Otherwise, it adds the peer IDs of suitable matches to
the query and forwards the message to the Support Peer in its Domain or to the Parent-Coordinator
if it has no Support Peer or if it is the Support Peer itself. A Support Peer forwards the query to
the designated Parent-Coordinator.
3. Step No. 2 is repeated until the query either reaches a peer that completes the number of desired
peers fulfilling the requested conditions or in the case the query is unsolvable it reaches the root.
In the case that the query is solvable, the result list is sent back to the querying peer. In the latter
case, the root sends the incomplete result list back to the querying peer.
4. In order to not assign the same resources of the peers to various query initiating peers, the
attribute-entries of each peer in the result list are adapted, assuming that these resources will be
used or reserved immediately.
Queries may address different quality levels of peers. Easily solved queries are answered at lower levels
in the tree, thus avoiding the creation of additional load on the higher levels. Only hard to solve queries,
seeking for very capable peers, traverse up the tree. Queries traverse the tree and pass at maximum two
peers per level, thus resulting in a query hop count complexity of O(tAttPeriod · logβ (N)).
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Figure 22: Recursive Query-Solving in the SkyEye.KOM Tree
A S P Statistic - (A: Analytic Model, S: Simulation View, P: Prototype) Unit
General Statistics - 5 values for all statistics: Count, Min, Max, Sum, Sum of Squares
X X X Number of Support Peers #
X X X Number of stored attribute entries in tree #
X X X Number of stored attribute entries at root #
X X X Number of stored attribute entries per level #
X X X Peer quality of Coordinators #
X X X Peer quality of Support Peers #
Capacity-based Peer Search - 5 values each
X X Delay for resolving queries s
X X X Number of hops for resolving #
X X X Number of initiated queries 1/s
X X X Level of initiated queries #
X X X Level of solved queries #
Overhead per Message Type - 20 values each: sent and received messages and traffic
X X X Attribute update overhead 1/s,KB/s
X X X Query overhead 1/s,KB/s
Table 8: List of Statistics on Capacity-based Peer Search
3.5.4 Model of the Peer Monitoring Protocol
In this section, we present the model for the protocol for gathering and querying peer-specific informa-
tion (i.e. attributes). In order to do so, first the concept of Support Peers is modeled, as it affects the
monitoring topology. Then, we discuss the costs of gathering peer attributes and the performance of the
capacity-based peer search. An overview of the used variables is given in Table 9.
effects of the support peers on the monitoring topology
The deterministic assignment of Domains to Coordinators on the basis of the ID space does not take
into account the capabilities of a peer. The Coordinator decides to select a Support Peer when the
number of attributes in the attribute updates and thus the consumed bandwidth exceeds a certain
threshold. We calculate the probability that a Support Peer is needed based on the load and capacities of
a Coordinator. The number of Support Peers is then used to model the induced delay and traffic costs.
First, we depict the expected distribution of capabilities among the peers, or in other words, the
number of attributes they are willing to handle. We set this distribution in relation to the occurring load
by the attribute updates. Thus, we model the probability of Coordinators that cannot handle the load
and pick a Support Peer.
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N ∈N Number of nodes in the monitoring tree
Ei(N) ∈ R Expected number of nodes on level i when there are N
nodes in the monitoring tree
σi ∈ R Portion of peers which cannot handle the amount of traffic
on level i, used to determine the need for support peers
EiSupport(N,σi) ∈ R Expected number of nodes on level i including support
peers
sizeattr ∈ R Size of an attribute entry
TrafficAttrReceivedi(N,sizeattr) ∈ R Traffic received by peers on level i, used to determine the
need for support peers
AvTrafficAttrReceivedi(N,sizeattr) ∈ R Average traffic received by a peer on level i, used to deter-
mine the need for support peers
NoAttri(N,σi) ∈ R Number of attribute updates in an update interval of peers
on level i
NoAttrACKi(N,σi) ∈ R Number of ACKs on attribute updates in an update interval
of peers on level i
NoAttrTotal(N,σi) ∈ R Number of sent attribute updates and ACKs in an update
interval
AvMessageAttr(N,σi) ∈ R Average number of messages (attribute updates and ACKs)
AvAttrUpdatei(N,σi) ∈ R Average number of attribute update sent by a peer on level
i
AvAttrACKi(N,σi) ∈ R Average number of ACKs on attribute updates sent by a
peer on level i
TrafficAttri(N,sizeattr) ∈ R Traffic caused by attribute updates sent by peers on level i
in an update interval
TrafficAttrACKi(N,σi,sizeattrACK) ∈ R Traffic caused by ACKs sent by peers on level i in an update
interval
AvTrafficAttri(N,σi,sizeattr,sizeattrACK) ∈ R Average traffic of a peer on level i caused by sent attribute
updates and ACKs in an update interval
TrafficAttrTotal(N,σi,sizeattr) ∈ R Traffic caused by sent attribute updates and ACKs in an
update interval
AvTrafficAttr(N,σi,sizeattr) ∈ R Average traffic
Table 9: Variables used to Describe the Monitoring of Peer Attributes
The distribution of capabilities of peers is expected to be log-distributed. We consider discrete
capability classes clk, representing peers being able to cope with αk entries. The probability of a peer
having the capability to process clk = αk attributes is expected to be:
ProbCapabilityclk = 1/β
logα(clk) (3.49)
To give an example: Half of the peers belong to the class of smallest capability class (2), a quarter of
peers belongs to the next class (4) etc. and only a very small fraction comprises high quality. The average
capability AvgCapability of a Coordinator is:
AvgCapability(N) = logα(N) (3.50)
In order to calculate the load per Coordinator, we model the number of attributes per level sent per
attribute update message. The maximum amount of attributes to be handled by a peer on level i equals
the number of peers in its sub-tree. The number of peers in a Domain of a Coordinator at level i is:
PeersInDomaini(N) =
N∑
k=i+1
Ek(N)/Ei(N) (3.51)
The expected number of peers with given capabilities αk in an attribute-entry set on level i is represented
as a table with following entries:
CapabilityDistributioni(N,k) = PeersInDomaini(N) · ProbCapability(αk) (3.52)
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Capability class 2 4 8 16 32 64 128
Number of peers 16000 8000 4000 2000 1000 500 250
Percentage(%) 0.5000 0.2500 0.1250 0.0625 0.0313 0.0156 0.0078
Capability class 256 512 1024 2048 4096 8192 16384
Number of peers 125 62.5 31.25 15.63 7.81 3.91 1.95
Percentage(%) 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
Table 10: Capacity Distribution Model of 32000 Peers
The table lists for all levels and all capacity categories the expected number of peers in a tree with N
peers. In order to make the concept clear, we give an example for the capacity distribution in Table 10
for N = 32000 peers. The maximum number of received attribute entries is equal to the number of peers
in the domain minus the Coordinator.
MaxAttrRecvi(N) = PeersInDomaini(N) − 1 (3.53)
Let sizeattr be the size of an attribute entry, then the size of an attribute update message received by all
peers on level i is in average:
TrafficMaxAttrRecvi(N, sizeattr) =MaxAttrRecvi(N) · sizeattr (3.54)
The ration σi of peers on level i not being able to cope with the load and needing a Support Peer is:
σi(N) = 1− ProbCapability(MaxAttrRecvi(N)) (3.55)
For each level i, we calculate the percentage of peers, σi, which cannot handle the corresponding amount
of attributes. This value equals the probability that Support Peers are required. The expected number of
Support Peers per level in a tree with N peers is:
EiSupport(N) = ((1− σi) · 1+ σi · 2) · Ei(N)
= (1+ σi) · Ei(N)
(3.56)
In the following, we investigate the effects of Support Peers on the performance and the costs for
gathering peer-specific information.
message overhead for monitoring peer-specific information
Using Support Peers increases the costs on average as more capable peers are utilized on higher positions
in the tree. In comparison to the monitoring of system-specific information, the attribute lists gathered
are also larger. The following equation gives the number of attribute update messages sent by peers
which are situated on level i in one update interval.
NrAttrSenti(N,σi) = EiSupport(N) · (1+ σi−1)
= (1+ σi) · Ei(N) · (1+ σi−1)
(3.57)
The first term describes the amount of nodes on level i including Support Peers. The second term
implies that messages are not only sent to the Parent-Coordinator but also to Support Peers on level
i− 1. The number of sent ACKs from level i is similar, as each update message is acknowledged:
NrAttrSentACKi(N,σi) = EiSupport(N) · (1+ σi+1)
= (1+ σi) · Ei(N) · (1+ σi+1)
(3.58)
The first term again is the number of peers which are positioned on level i and the second term describes
the number of children and the Support Peers of these children which expect to receive an ACK message.
When dividing the expressions Eq. 3.57 and Eq. 3.58 by Ei(N) we obtain the average number of attribute
update and ACKs sent by a peer on level i:
AvAttrSentUpdatei(N,σi) = (1+ σi) · (1+ σi−1)
AvAttrSentACKi(N,σi) = (1+ σi) · (1+ σi+1)
(3.59)
3.5 monitoring peer-specific information 63
Summing up the number of attribute update messages and ACKs on all levels, the total amount of sent
messages is obtained:
NrAttrSent(N,σi) =
N∑
i=1
EiSupport(N) · (1+ σi−1)
NrAttrSentACK(N,σi) =
N∑
i=0
EiSupport(N) · (1+ σi+1)
(3.60)
traffic costs for monitoring peer-specific information
Having discussed the number of messages sent in the tree, in the following, we also focus on their
size. Next, we regard the traffic generated by sending the attribute information towards the root. As
mentioned, when a Coordinator receives a message containing attributes from his children, it appends
its attributes to the existing ones and sends them to its Parent-Coordinator. In order to model the
traffic overhead, we need to model the size of the messages and, thus, the number of attribute entries
a Coordinator/Support Peer team is able to bear per level. A Support Peer has always the second
highest capability out of all peers in the corresponding Domain; thus the highest capability level has to
be identified whereby more than 2 peers exist in the Domain of the Coordinator/Support Peer team.
Equation 3.52 introduced the variable CapabilityDistributioni(N,k), giving the expected number of
peers with a capability class of αk in a Domain located at level i, in a network with N peers. Thus, the
expected capability of a Support Peer at level i in a network with N peers is with given α and i:
CapSPi(N) =α
k with k ∈N and
CapabilityDistributioni(N,k) > 2 and CapabilityDistributioni(N,k+ 1) < 2
(3.61)
In total, a Coordinator / Support Peer team at level i can bear the following amount of attribute entries:
CapCoordSPi(N) = AvgCapability(N) +CapSPi(N) (3.62)
However, the actual received load by the Coordinator / Support team, LoadCoordSPi(N), is the
maximum out of the number of attribute-entries MaxAttrRecvi(N) for the corresponding Domain and
the capability limit of the Coordinator / Support Peer team, CapCoordSPi(N):
LoadCoordSPi(N) = max(CapCoordSPi(N)),MaxAttrRecvi(N)) (3.63)
Let sizeattr be the size of a single attribute entry and sizeACK the size of an acknowledgment message.
Then the traffic load per Coordinator / Support Peer team on level i is the load of them multiplied with
the size of a single attribute entry.
TrafficRecvCoordSPi(N, sizeattr) = LoadCoordSPi(N) · sizeattr (3.64)
This can be differentiated for Coordinators and Support Peers:
TrafficRecvCoordi(N, sizeattr) =
AvgCapability(N)/CapCoordSPi(N) · TrafficRecvCoordSPi(N, sizeattr)
TrafficRecvSPi(N, sizeattr) =
(1−AvgCapability(N)/CapCoordSPi(N)) · TrafficRecvCoordSPi(N, sizeattr)
(3.65)
The traffic for sending attribute updates and acknowledgments for received attribute updates per
Coordinator / Support Peer team on level i is modeled as follows:
TrafficSentCoordSPi(N, sizeattr) =
min(LoadCoordSPi−1(N),LoadCoordSPi(N)) · sizeattr
+ sizeACK · (1+ σi(N)) · Ei+1(N)
Ei(N)
(3.66)
Until now, we have modeled the costs generated by proactive gathering of peer-specific information.
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monitoring scope and performance of individual queries
In this part, we model the performance of gathering peer-specific information in the p2p system and
using this information for capacity-based peer search. The main metrics relevant for the performance of
the approach are:
• The amount of attributes-entries stored in average per level (LoadCoordSPi(N))
• The quality of the peers listed in the attributes-entries per level (CapabilityDistributioni(N,k))
• The query resolving peer distribution
• The distribution of hops needed for resolving a query
The first two metrics determine the amount of information available and the quality of the peers
listed. These metrics describe what and how many peers are offered for the capacity-based peer search.
The queries requesting a specific amount of peers with a given quality will be matched to these. The
performance of the capacity-based peer search is expressed in the latter two metrics.
The freshness of the information is the same as in the monitoring of system-specific information.
Although, due to the Support Peers concept additional nodes have been introduced that have to be
passed towards the root, only the number of tree levels and the length of the update intervals (UI) are
crucial. Updates are sent in parallel to the Coordinator and Support Peer.
The capability of the Coordinators and Support Peers limit the amount of stored attribute-entries.
However, the actual number of peers in the Domain may be larger. In that case, peers with a higher
(peer) quality are kept. In our model, we store and process attribute entries of peers of better quality
classes until the contingent of CapCoordSPi(N) is reached.
The amount of attribute entries stored in a Coordinator / Support Peer team on level i was calculated
in Eq. 3.62 in the variable LoadCoordSPi(N). Please note that for the sake of clarity, we only consider
one attribute for the model, the capabilities of the peers, and omit other possible attributes, like
CPU power, free memory and bandwidth capabilities. Thus, we define for modeling reasons the
QualityDistribution of the peers in terms of quality classes as:
QualityDistributioni(N,k) = CapabilityDistributioni(N,k) (3.67)
In Table 11, we show the situation that a Coordinator and its Support Peer can store 125 attribute
entries out of 2000 incoming attribute entries:
Capability class 16384 8192 4096 2048 1024 512 256 128 64 32 2-16
Stored
0.12 0.24 0.49 0.98 1.95 3.91 7.81 15.63 31.25 62.5 0
attribute entries
Table 11: Example Table of stored Attribute Entries: 125 out of 2000
Table 11 is an example of a table that depicts both the quality and quantity of the attributes a peer
offers. We use tables for each level in the monitoring tree to model the query solving. A query for k
peers with a specific quality level (e.g. q = 256) is solved on level i, if an average Coordinator / Support
Peer team at level i together stores more than k peers corresponding to the desired quality level (e.g.
q = 256).
Following matrix calculates the query solving levels for queries for k peers with a quality of q:
QuerySolvLevel(N,k,q) = i with QualityDistributioni(N,k) > q
and QualityDistributioni+1(N,k) < q
(3.68)
The number of hops needed for resolving a query for k peers with a quality of q is then the difference
of the levels of the query originating and solving peer. With γ being the level of the query initiating
peer, we calculate the number of hops needed for resolving a query:
QueryHopsγ(N,k,q) = max(0,γ−QuerySolvLevel(N,k,q)) (3.69)
3.6 related work 65
distribution of query resolving peers
Up to this point, we just considered individual queries and solutions. In order to get the distribution
of where queries are generated and solved for the whole monitoring tree, we need to take the peer
distribution per level into account.
The distribution for query origination is equal to the peer distribution in the tree. Thus, it is indepen-
dent of the query parameters:
QueryOrigγ(N,k,q) = Eγ(N) (3.70)
The corresponding query origination distribution is as follows:
QueryOrigProbγ(N,k,q) = QueryOrigγ(N,k,q)/N (3.71)
The number of queries solved on level i is derived from the distribution of query origination and the
query resolving hops needed:
QuerySolvCounti(N,k,q) = QueryOrigγ(N,k,q) −QueryHopsγ(N,k,q) (3.72)
The distribution of query solving is then
QuerySolvProbi(N,k,q) = QuerySolvCounti(N,k,q)/N (3.73)
Here, we must take into account that the number of originated queries differs from level to level,
because it depends on the number of peers on a level. Thus, we do not count 1 for a query solved on a
level i which is originated from level k, but add instead the probability that the query is originated from
this level k. In summing up these probabilities and dividing the result by the number of queries solved
on this level, respectively, by the number of same hop counts detected, we obtain statistics about the
position of query solving peers and hop counts needed.
3.6 related work
Various papers have addressed peer and system information monitoring for p2p networks. For the
classification of related work, we follow the classification points introduced in the Sections 3.2.1, 3.4.3
and 3.5.1 on design decisions.
Centralized vs. Distributed
Network and distributed system management has been investigated thoroughly in literature in pre-
vious decades. The simple network management protocol [CFSD90] has been published as RFC in
1988 and continuously improved. It presents an approach for the centralized monitoring of network
devices. Traditionally, the quality of service provided by the network and transport layer were in focus
(e.g. [vBH97, KCH02]), as well as the general quality and status of nodes in the network. Since this topic
is highly interesting from a commercial perspective, a wide range of hardware manufacturers established
system-on-a-chip or operation system independent solutions for monitoring internal capabilities.
Intel’s Active Management Technology (AMT) [DvdGH+06] features, among others, device discovery,
feature tracking, system shut down and restart, and utilization metrics, even when the host’s Operation
System (OS) is inactive. AMT’s architecture is based on the concept of a platform container. It is an OS
independent computing platform that resides on a dedicated microcontroller in the chipset, or a plug-in
card. Accordingly, this platform container has an isolated execution process (including processor and
memory), which enables the system to operate in pre-power, pre-OS states, and is capable of assisting
the OS when it is present, and taking over when it is not.
Intel’s AMT technology is already broadly integrated into desktop PCs with Intel Core 2 processor
and is also available in laptop PCs with Centrino processor. IBM System z10 Active Resource Monitoring
(ARM) technology is targeted towards the goal of maintaining continuous operation on IBM servers.
Therefore, ARM implements an integrated, automatic resource monitoring software application to track
resource, performance, and operational problems. Moreover, the system initiates recovery actions in
case of failures. In contrast to Intel’s AMT approach, IBM’s ARM focuses on the high-performance and
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commercial server market, which is the basis for grid-computing and large enterprise networks. The
centralized approaches are optimized for a commercial market with a small- to mid-sized network. For
large-scale networks with no commercial provider, like p2p systems, they are not suitable. A monitoring
solution in a p2p system must be distributed as well and hosted by all participating peers.
Integrated vs. New Layer
As a next classification step for related work, we look at overlay-integrated and overlay-independent
solutions. DASIS [AAGW04] is a module extending the routing table of the used overlay to store
additional routing-specific information; no further monitoring data structure is proposed. Assuming
prefix-based routing, peers gossip information in order to become experts for all of their prefix-zones.
DASIS strongly depends on the details of the used overlay and can only be used for small portions
of information. P2P-Diet [IKT04] extends hybrid unstructured p2p overlays with the functionality of
ad-hoc and continuous search for specific objects (and peers). Using a publish/subscribe approach
tightly coupled to the used super-peer overlay, peers are notified when other peers of their interest
appear. P2P-Diet provides network monitoring and capacity-based peer search, causing significant
overhead by broadcasting information updates and extensive (minimal spanning tree) maintaining
operations. Maintenance costs for the tree in SkyEye.KOM are low, as we use a deterministic function in
SkyEye.KOM to identify the node positions in the tree. HilbertChord [SSN+08] is a modified Chord
overlay with a two dimensional ID space that is mapped through Hilbert space filling curves onto the one
dimensional ID space of Chord. The two dimensions of HilbertChord acts as key and value entries for
the capabilities of the depicted peers. Lookups to a specific two-dimensional ID in the overlay are routed
to a peer, providing the desired capacities. This approach is both inflexible regarding the portability
to, for instance, other overlays as well as the flexibility regarding quickly changing capacity values.
Another drawback lies in the fact that for every attribute to announce, a new dimension is needed in the
overlay. The metering and monitoring project of JXTA [TAA+04] aimed at providing a monitoring tool
for JXTA networks but has been abandoned. Astrolabe [vRBV03] was published in 2003 as a distributed
(structured) monitoring solution, and although not in specific for p2p systems, many concepts of it can
be adapted to the p2p scenario. In Astrolabe, nodes join several so-called zones, which correspond to
the nodes’ hierarchical host name. Creating a topology according to the hierarchical zones results in a
tree of depth O(log |IDspace|); the tree in SkyEye.KOM is O(log |N|) deep. Information is disseminated
between zones and in the zones via gossiping. Although Astrolabe fulfills the desired functionality, it
comes with its own overlay and is inefficient due to the depth of its tree, which contains various empty
zones. Willow [vB04] extends the idea of Astrolabe to a DHT overlay, integrating various functionality of
p2p layers. The solution is more efficient, but not overlay-independent. Overlay-independent solutions
allow for a wider use of the monitoring solution.
Monitoring Scope
For the monitoring of the system status we aimed with SkyEye.KOM at a global view. Authors like Cyrus
Hall et al. [HC09] aim to providing access to a representative, unbiased sample set in p2p networks.
These peers may be queried for their status and result in an interpolated global view. The sample
of a biased set, as in [BGMGM03] picks the peers in the network with a probability related to their
node degree, resulting in biased estimates. The authors of [NG09] aim at consistent monitoring data
among the peers. Several approaches discuss, how to derive an unbiased sample of peers, for example
with random walks [MMKG06], newscast [TJ09], gossiping [KDG03] and roaming agents [DR05]. The
interpolated view of the samples is, however, rarely accurate as we have found out in our evaluations of
SkyEye.KOM, while comparing the monitoring results of a Coordinator on level 2 and 3 to the results
of the root. The Grid Box Hierarchy protocol [GvRB01] creates a tree structure but leaves the decision
on participation in the global view to the peers. This is due to the fact, that receiving the global view
in [GvRB01] induces a message overhead of O(log N) on the corresponding peer, in SkyEye.KOM the
message overhead is O(1+β), with β = 4 for example.
Monitoring Topology
In SkyEye.KOM, we follow a tree-based approach; however, other topology types could be deployed as
well. T-MAN [JMB09] is a proactive gossip-based overlay topology management system where each
3.7 conclusions 67
peer exchanges periodically its knowledge with neighbors. Information spreads slowly in the system
and is hard to update. SDIMS [YD04b] allows information aggregation and attribute-based search for
peers. In contrast to SkyEye.KOM, SDIMS maps each attribute to a key in the key space and aggregates
all the information about the attribute at the corresponding peer in the DHT. The SDIMS architecture
is balancing the load by having multiple aggregation trees and thus distributed load on individual
peers. In the key-specific aggregation tree, optimized attribute-specific update and query algorithms
can be used. Although SDIMS is highly optimized for traffic efficient updating and querying of single
attributes, the split of the aggregation tree also cut off the relationship between the attributes. A complex
query consisting of the retrieval of multiple attribute values requires multiple steps, which causes
more time and message overhead than in a solution with a combined aggregation path. In the case of
monitoring the system status, a single tree is very suitable as all of the desired information is available
in one place and the information is gathered and distributed efficiently and in a coordinated fashion.
Loops and redundant communication are avoided.
Push vs. Pull
SOMO [ZSZ03] is a metadata overlay for the resource management in p2p DHTs. SOMO builds a tree in
a top down fashion on the peers in the ID space, identifying nodes in the tree using a stateless function.
In SOMO the information is pulled up towards the root of the SOMO tree, aggregated and pushed back.
A peer calls the growth procedure to split the current responsible region into sub-regions and find for
each of the regions a responsible peer. This is periodically triggered by the root of the tree and requires
that peers being responsible for a region to have periodically look for unattached peers in their region.
This results in an increased overhead, which is solved in SkyEye.KOM by a push-based approach. A
prune procedure is also called periodically by the root to consolidate regions.
Reactive vs. Proactive
CONE [BVV03] is a structured over-overlay like SOMO as well. In CONE, a tree is established using
the natural order of the peer IDs; peers with higher IDs are parent nodes of peers with smaller IDs.
The tree is used to aggregate peer information in a reactive manner. An information update triggers
various update steps up the tree. Due to the reactive behavior of CONE, the overhead generated through
updates is significant. In SkyEye.KOM updates are transmitted proactively, in peer-specific intervals,
leaving time for messages to arrive and to be processed in a group. Furthermore, besides information
aggregation, SkyEye.KOM allows attribute-based search for peers. The authors of [LL04] and [DNF05]
propose a tree-based approach with a similar monitoring topology as SkyEye.KOM, but do not discuss
how it is further used, whether for proactive or reactive monitoring. Another reactive approach is
presented in [IFN02]; the proposed solution discusses resource location in a grid environment using
p2p techniques, which addresses a different problem statement.
3.7 conclusions
SkyEye.KOM implements a monitoring layer for structured p2p systems by introducing an additional
(unified) key space, which makes it independent from the specific p2p overlay used, while using the
general KBR API for structured p2p overlays. This new ID space is recursively partitioned in ID intervals
called Domains. For each Domain, a characteristic ID is calculated using a deterministic function that
maps the Domain to a single ID in it, called Domain Key. The peer responsible for the Domain, termed
Coordinator of the Domain, is identified by being responsible for the Domain Key in the DHT. The
recursively partitioned Domains and the corresponding Coordinators build a tree structure. Peers
identify their position in the tree based on their ID and periodically send information messages to the
Coordinator one level above them in the tree. These messages, termed updates, contain both information
on the individual peer capacity and aggregatable statistics information. Coordinators periodically pass
the aggregated statistics and the list of peer capacities one level higher in the tree in a push-based
manner. The aggregated statistics received by a Coordinator describe the statistics of the peers in
the corresponding Domain. Aggregation is used to keep the size of the status information small and
independent of the size of the Domain. Acknowledgment messages are used to disseminate the global
statistical view retrieved from higher levels in the tree as well as maintaining the tree topology. The core
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tree is also used to gather unaggregated, peer-specific attribute information which are appended in each
Coordinator. Peers can send queries regarding a set of peers with specific capacities to their Coordinators
which forward the query up the tree, until one Coordinator has information on the required set of peers.
In order to relieve the load for supporting capacity-based peer search, Coordinators may choose more
capable Support Peers from their Domain and dispatch a part of the update and query load to them.
Having some Coordinators dispatching their demanding duties to Support Peers, results in an easy to
maintain support tree with capable peers. In conclusion, a tree structure is build on top of a DHT to
gather and disseminate global system statistics and to support capacity-based peer search.
4E VA L U AT I O N O F T H E M O N I T O R I N G S O L U T I O N
Omnia aliena sunt, tempus tantum nostrum est - everything is extrinsic, only time is ours.
- Lucius Annaeus Seneca
We are just statistics, born to consume resources.
- Horace
In this chapter we evaluate SkyEye.KOM thoroughly. For the evaluation of the monitoring solution,
SkyEye.KOM, we first introduce the evaluation methodology, including the evaluation metrics and goals.
They describe the aspects of the solution that are investigated and the effects that are of interest for a
monitoring solution. As evaluation methods we use simulations, analytical modeling and evaluation
through a prototype which we deployed in a testbed. All three of these evaluation approaches have
their corresponding strengths and weaknesses, which in combination give an exhaustive view of the
quality of the solution.
After the introduction of the evaluation goals, methodology and metrics, we present the evaluation
results of SkyEye.KOM. We discuss the creation and characteristics of the monitoring tree, before
investigating the monitoring quality regarding the system- and peer-specific information according to
each evaluation methodology.
We show in the evaluation that SkyEye.KOM is predictable in its behavior and fully understood.
The monitoring solution comes with very low costs, precise monitoring results for the system statics,
controllable peer load and efficient query resolving for the capacity-based peer search.
4.1 evaluation overview
The goal of the evaluation is a systematical analysis of the behavior of SkyEye.KOM. We evaluate
SkyEye.KOM with an analytical model, with large-scale simulations and with a detailed prototype
deployed in a testbed. The analytical model for SkyEye.KOM is presented throughout in Chapter 3. The
analytical model describes the expected characteristics of the monitoring tree, the generated costs and
the query performance. Although the analytical approach helps to investigate the interdependencies
between parameters and metrics in the behavior of the solution, the model does not capture the effects
of dynamism in the network.
Simulation studies have been performed in order to investigate the solution in more detail. The
simulator PeerfactSim.KOM [KKM+07] has been extended with the structured overlay Chord [SMK+01]
and a reference DHT that uses a centralized index, to create a distributed hash table (CDHT). Both
overlays comply with the KBR-interface presented in [DZD+03]. Specifically, for the main evaluation of
SkyEye.KOM, we use the reference DHT, implementing the desired functionality of DHTs, in order to not
bias the results by the characteristics of Chord, Kademlia or Pastry. We extended the KBR interface with
the second function from the requirements section, Boolean isMyKey(key). The simulator allows to use
the system-wide simulator view as reference information for the monitored global view. Consequently,
we can compare the performance of the monitoring solution and measure all desired metrics describing
the solution. The simulations also help to investigate the effect of variation on the parameters used in
the solution, such as the update interval or the branching factor.
The simulations use measurement-based models for the peer capacities and the underlying transport
layer, which have been validated in the corresponding literature. However, for a complete understanding
of the quality and trade-offs in the solution, the simulations need to be validated through a prototype.
Thus, we implemented SkyEye.KOM prototypically and evaluated it in a testbed. The testbed results
show the applicability of the approach and give deeper insights in the performance of the solution.
Through a comparison of the evaluation results obtained through the analytical model, simulations
and testbed analysis, SkyEye.KOM has been thoroughly evaluated.
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4.1.1 Goal
The goal of the evaluation is to systematically analyze the characteristics of SkyEye.KOM in relation to
the desired functionality. The evaluation is threefold organized according to the evaluation methods,
with each investigating the characteristics of the monitoring tree, the metrics related to the monitoring
of system-specific information and the metrics regarding the monitoring of peer-specific information.
In the monitoring tree, we evaluate the following points:
• Peer positioning: what is the peer level distribution, how deep is the tree, is it formed as expected?
• Coping with churn: how robust is the tree topology under churn?
• Freshness: what is the age of the information gathered at the root and distributed to the peers?
• Cost: what are the costs in the overlay for establishing and maintaining the tree structure?
The evaluation strongly focuses on the characteristics of the tree, especially the peer level distribution.
The positions of the peers in the tree have a strong influence on the eventual age of the information that
reaches the root. Having a model for the tree structure that is validated through simulations, allows us
to predict the behavior of the tree and the interdependencies of the parameters on the performance.
The monitoring of system-specific information aims at showing the status of the running system.
Thus, the main evaluation criterion is the precision of the monitoring results. Additionally, the second
essential criterion is that the monitoring solution is meant to be an extension of current p2p systems and
thus very cost effective. We evaluate the following points regarding the monitoring of the system-specific
information:
• Precision: what is the monitoring error in comparison to the actual status of the system?
• Costs: what is the traffic overhead to obtain the aforementioned monitoring performance?
The scope of the monitoring view for system-specific information is covered with the number of peers
included in the tree, thus the tree characteristics. The evaluation focuses on the monitoring performance
of selected system status metrics and the overall monitoring costs. In terms of reference metrics that
are monitored, we focus on traditional metrics used for evaluation, such as the number of peers in
the network, their bandwidth consumption and the messaging overhead in the overlay. These metrics
cover a wide set of metric types, ranging from global values, peer-specific values and network-specific
values. In addition, we introduce two reference signals: Sine and ZigZag with variable intervals. For
these signals, we synchronize the peers in the simulator to induce the same signal at the same time at all
peers. With this, it is easy to evaluate, how precise the information is monitored, whether it is distorted
and how fresh the monitored information is. An overview on the set of metrics monitored in the p2p
system is outlined in Table 2, 3 and 8.
The monitoring of peer-specific information aims to prepare the information about individual peer
capacities, in order to provide capacity-based peer search on them. The main criterion is to gather the
information of as many peers as possible, without overloading the Coordinators and Support Peers in the
monitoring tree. Furthermore, this information must be fresh and the peer capacities still available when
used in a query response. One main evaluation aspect of the capacity-based peer search is therefore the
quality and quantity of the peer attributes that are monitored and usable for the capacity-based peer
search. As a second step, the query protocol is deeply investigated and the query originator and resolver
positions in the tree are analyzed. The effects of varying complexities of queries is investigated and the
query performance and response quality are evaluated. The costs for the gathering and querying of
peer-specific information are measured and the effects of the Support Peers are shown. The following
questions are addressed:
• Monitoring scope: how many peers are monitored, what is the quality of information?
• Query protocol: where and how fast are queries resolved depending on their complexity?
• Costs: what is the traffic overhead on the Coordinators and Support Peers?
In the following subsection, we introduce the metrics used to evaluate the monitoring solution
SkyEye.KOM.
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4.1.2 Metrics
In order to evaluate the solution in terms of tree characteristics, monitoring performance and costs
of both, system-specific and peer-specific information, we use the monitored metrics presented in
Tables 2, 3 and 8. Please note, these metrics are both measured by the evaluation environment and used
by the monitoring solution to capture the status of the p2p system. In the tables, we present the metrics
used, give a short description and also note by which evaluation method it has been measured. As an
evaluation method we used simulations (s), an analytical model (a) and a prototype (p).
In Table 2, we list the metrics regarding the monitoring topology. The metrics depict the structure
and behavior of the monitoring tree under various numbers and behaviors of peers in the network. The
number of the various peer types in the tree topology and the characteristics of the tree itself have a
high influence on the monitoring performance.
In Table 2, in addition, the metrics regarding the traffic-related costs are listed. The number of
messages sent and received, the message sizes and the corresponding bandwidth consumption are listed
according to the various message types. The following message types are considered:
• Overlay messages: lookup, join/leave, other (maintenance)
• System-monitoring messages: metric update, metric ACK
• Peer-monitoring messages: attribute update, attribute ACK
• Capacity-based peer search messages: attribute query, attribute response
The traffic costs are differentiated according to the message types, thus helping to investigate the costs
for the individual operations. We only consider traffic costs, computational costs for aggregation and
query calculations are not essential and can be solved in O(1) and O(log n), correspondingly.
The performance of the system monitoring solution is measured in terms of the closeness of the
monitored metric values in comparison to the actual metric values. Table 3 depicts the main metrics
used for evaluation of SkyEye.KOM regarding the monitoring of system-specific information, namely
the reference signals Sine and ZigZag.
In Table 8, we present the metrics used to evaluate the monitoring capabilities of SkyEye.KOM
regarding peer-specific information. First, the capacities of the Coordinators and Support-Peers are
analyzed and the monitoring results regarding some peer resources are shown. Based on the capacities
of the Coordinators and Support Peers, the completeness of the monitoring view is investigated. The
scope of this view describes how many peers of the corresponding Domain are covered. Lastly, queries
are performed on this knowledge set as well as the query processing and query resolving characteristics
are elaborated.
The metrics presented in the evaluation describe the characteristics and behavior of the monitoring
solution in total. The performance and cost-related metrics are also suitable for comparing SkyEye.KOM
to other monitoring solutions. Having introduced the metrics for evaluation, the evaluation techniques
and setups are subsequently presented.
4.2 evaluation techniques and setup
In this section, we briefly introduce the evaluation techniques and implementation details, as well
as presenting the various aspects of the evaluation setup and the varied parameters. We evaluated
SkyEye.KOM through three methods: an analytical model, large-scale simulations and a prototype
implementation in a testbed. All methods come with strengths and limitations in their evaluation
statements. However, through a combined and comparative view, the characteristics and behavior of
SkyEye.KOM are thoroughly analyzed.
4.2.1 Analytical Model Details
The goal of the evaluation through the analytical model is to get a deep understanding in the param-
eters influencing the performance of SkyEye.KOM. The analytical model describes theoretically the
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interdependencies between the parameters in the systems and the metrics. Here, we stick to the metrics
investigated in the simulative and prototypical evaluation as a reference. We describe the characteristics
of the monitoring tree, followed by the performance of the monitoring solution in terms of information
age and monitoring scope. Additionally, we calculate the costs in terms of traffic generated and the load
distribution in the network.
The main limitation is that the modeled view on the monitoring tree is static. All actions performed
in the monitoring tree assume that no peers join or fail in the meantime and that all the information
in the network is consistent. Churn in the network is modeled in the fact, that for every peer count
the expected monitoring tree can be modeled. The limitations of the solely theoretical approach, the
following limitations have to be considered. The number of peers in the network define the expected
tree. In this tree, costs and performance are modeled. The information in the peers is considered to
be consistent. No message retransmissions are needed, resulting in a slightly lower traffic load. No
violation of timeout intervals for Sub-Coordinators is modeled, resulting in a slightly lower information
age. The underlying overlay and its routing behavior are not modeled; it is assumed to provide the
KBR-functionality. The monitoring values are not smoothed. Lastly, the model assumes that the peer
IDs are evenly distributed.
The parameters of SkyEye.KOM in the analytical model are also functional parameters, which allows
their effects to be investigated in more detail. Regarding the evaluation setup, an analytical model does
not comprise a time line of events. We describe the characteristics of the monitoring tree, which depend
on the number of peers in the network and the branching factor of the tree. Based on this reference tree,
we evaluate the performance of the solution and the costs.
4.2.2 Simulation Details
The goal of the simulative evaluation is the analysis of the solution in a large-scale scenario with several
thousands of peers. This scenario cannot be done in a testbed due to the limited capacities of the testbeds
of today’s research community. The largest testbed, the PlanetLab [Pla] consists of 1085 nodes, out of
which only a subset is typically online, providing a platform for a wide set of concurring applications.
A simulator allows for the simulation of several tens of thousands of nodes and thus the capturing of
the effects of large networks.
We used PeerfactSim.KOM [KKM+07] as the simulator, which has been developed at the Multimedia
Communications Lab at the Technische Univeristät Darmstadt. The simulator is used in the department
and within several national and European projects. Various publications at prestigious p2p conferences
have used PeerfactSim.KOM to evaluate their results, for example, in [KLS07], [KLKP08] and [GSR+09].
The Java-based simulator is event-based, consisting of several functional layers. The event-based nature
of the simulator ensures that events are processed sequentially and may initiate new events in the future.
Functional Layers in PeerfactSim.KOM
The functional layers of PeerfactSim.KOM are depicted in Figure 23 and described in the following:
• User: Defining the strategies and actions performed on the application layer
• Application: Defines the application and its characteristics, such as file sharing
• Service: Monitoring, management and further service functions
• P2P overlay: Structured overlays providing a KBR interface
• Transport: Defines the bandwidth management, according to UDP or TCP
• Network: Defines the delay for peer to peer transmissions and peer churn
• Simulation event queue: managing and scheduling events in the simulation
SkyEye.KOM has been implemented in PeerfactSim.KOM in the service layer and adapted to op-
erate on the KBR-interface. As KBR-compatible structured overlays, we used Chord [SMK+01] and
a centralized DHT (CDHT). Both overlays are depicted in Figure 24, they provide the KBR interface
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Figure 23: Overview on the Functional Layers of PeerfactSim.KOM
which is required by SkyEye.KOM. For a fully operational Chord implementation, we used the proto-
col description in [SMLN+03] as a reference. The centralized DHT (CDHT) is similar to the Napster
topology and has a server connecting all peers. Instead of storing ID tags of shared music files, the
server stores the peer IDs and responsibility ranges of the connected peers. Thus, a DHT is implemented
with a centralized index. This structured overlay implements an ideal DHT, as all messages are routed
successfully and any query regarding the responsibility ranges of peers are resolved correctly. The
overlay acts as a reference overlay in our evaluation to distinguish the effects of the overlay from the
monitoring solution.
In the application layer, no application was used, in order to focus on the evaluation of SkyEye.KOM.
The transport layer implements UDP [Pos80] for small messages and TCP [KC81] for large messages.
Message loss is assumed and implemented, but is also addressed with TCP and application level
retransmissions. The impact of the message loss is negligible.
The network model used in the simulations is important for the evaluation results. It is both responsible
for the churn behavior in the network and the delay for message transmissions in the simulated network.
The churn behavior of the peers was deducted from KAD measurements as published in [SENB07].
They have been obtained through measurements done on the KAD network over seven weeks, capturing
the online behavior of the peers. As a delay model, we used Global Network Positioning, as described
in [NZ02]. Through measurements including 150,000 nodes in the Internet, a multi-dimensional map has
been created, that allows for simple calculations of delays between two peers. Using the measurement-
based churn and delay model for the network layer creates, the basis for validated simulation results.
Simulation Setup and Time Line
Next, we describe the setup for the simulations and the time line of events. The list of the parameters
and their settings for the simulations are as follows. In the simulation, we use for the branching factor β
the values 2,4,8 and 16, as metric update interval we use 15s, 30s, 1m, 2m and 4m and regarding the
attribute update interval, we chose 3 minutes. In the simulations the network is scaled to 10,000 peers in
order to investigate the scalability behavior of the solution.
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Figure 24: Lookups in KBR-compliant Structured P2P Overlays
Due to the controlled environment, the effects of all parameters can be analyzed. We vary the network
size, the churn pattern, the branching factor β of the tree, as well as the update interval, UI. As the
simulations describe a bridge from testbed evaluations to analytical models, we also simulate with the
settings of the model and the prototype testbed. With this, the results of all three evaluation methods
can be compared.
The time line of events is determined by the churn behavior of the peers. The main churn model is
based on KAD measurements, as described in [SENB07]. We evaluated our approach both with 1000 and
10000 peers over 10000 seconds. The time line of peer count for the setup with 10000 peers is depicted
in Figure 25a, the same shape is valid for the network with 1000 peers. In the first hour (until t = 3600s)
the peers join, and then, after a stabilization phase, we induce from t = 4500− 5700s exponential churn
resulting in 10 % of the peers leaving the system, after the churn phase, the number of peers recovers to
10000 and stabilizes. At t = 6500s, we induce KAD churn based on measurements in the KAD network,
which were presented in [SENB07]. The number of peers drops in the next 3500s to 70% of the initial
network size.
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4.2.3 Testbed Details
The goal of the testbed evaluation is the validation of the simulation and analytical results as well as a
deeper insight into the costs occurring at the level of the peers. Through local measurements, the CPU,
memory and bandwidth consumption can be investigated. In addition, we observe the impact of churn
in a real deployment.
Functional Layers in the Prototype
The prototype consists of two functional layers: SkyEye.KOM and the structured p2p overlay FreePas-
try [Ric]. FreePastry, along with OpenChord [LK06], BambooDHT [Sea04] and JXTA [TAA+04], is one
of the open source overlay implementations available. It implements Pastry, as described in [RD01], and
is widely used in the research community. FreePastry has been chosen as an overlay for the prototype,
as it provides the KBR-functionality and no further changes were necessary.
On top of FreePastry, SkyEye.KOM was implemented with all modules described in Figure 11 in
Section 3.2. Additionally, a logging component was added, which stores all received metric and attribute
updates in a file. Having a log of the monitoring information per peer, means testbed results can be
evaluated in a post processing step. In order to have meaningful information, additional sensor were
added to measure the hardware utilization and to count the traffic load.
Testbed Setup and Time Line
The testbed for the evaluation of the prototype consists of 37 modern PCs with a dual-core CPU and at
least 2GB of RAM. On these PCs, two types of setups were combined. In the prototype, we use for the
branching factor β the value 2, as metric and attribute update interval we use 5s. First, every PC had a
single instance of SkyEye.KOM and FreePastry running, emulating a small p2p network. As a second
step, several instances of the prototype were started on every single PC, resulting in up to 500 instances
on 37 PCs. With this, we evaluated the behavior of the prototype in a mid-sized p2p network.
The time line of peer count for the testbed setup is depicted in Figure 25b. We imitated the exponential
churn as well as drastic peer joins and failures. The peer fail ratio was tested for 10%, 20% and 50%. No
additional workload was placed on the nodes, as no further application was implemented. However,
by omitting application-specific workloads, we obtained the clear costs for the monitoring solution
SkyEye.KOM.
In the previous subsections, we have introduced the evaluation methodologies used and presented
the setup of the analytical model, the simulations and the testbed. Having seen the metrics before, next,
we present the analytical model and the evaluation results regarding the monitoring topology. The
tree topology is essential for both, the performance of the solution as well as the traffic generated per
peer and in total. The evaluation of the monitoring protocol for system-specific information and for
peer-specific information follow after the discussion of the evaluation results regarding the monitoring
topology.
4.3 analytical evaluation results
In Chapter 3, we gave a model for SkyEye.KOM leading to a basic understanding for the establishment
of the monitoring tree, next, we present the evaluation results of the model. The chapter focuses only on
the analytical results and present the characteristics of the monitoring tree, the expected monitoring
freshness with regard of system monitoring and present a parameter study on the expected quality of
the capacity-based peer search. Through this evaluation, we gain an understanding of the implications
of the parameter choices in SkyEye.KOM. The section closes with an analytical comparison of our
distributed monitoring approach with an centralized monitoring approach. We point of the limitation of
the centralized approach in terms of scalability.
4.3.1 Results on the Peer Distribution
Next, we focus on the characteristics of the monitoring tree, as it has a great influence on the monitoring
quality and induced costs. We depict the expected peer distribution (Figure 26a), the tree depth and
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Figure 26: Tree Depth and Deviation from Optimum
peer distribution (Figure 26b) as well as the absolute and relative deviation from the optimal tree depth
(Figures 26c and 26d).
Figure 26a depicts the number of peers on the individual levels of the tree with varying number of
peers. The number of peers is parametrized exponentially, in order to investigate the scalability of the
solution. The figure shows that the tree scales logarithmically with a basis matching the branching factor
β. The narrow standard deviation shows that most of the peers are located only on a few levels, thus,
having a similar destination to the root.
Regarding the tree depth and its deviation from the optimum tree depth (i.e. logβ(N)), the figure
shows that the tree grows logarithmically and that the tree depth is close to the optimum. The imbalance
of the tree that causes deviation from the optimum is a result of the non-optimal ID distribution of the
peers. However, the deviation is small and the tree is not expected to degenerate.
Besides the tree depth, we have a closer look at the analytical results on the peer distribution. Figure 27
depicts the ratio of expected peers on the individual levels for varying number of nodes in the p2p
network. The figure shows that the tree grows logarithmically and has an exponential distribution of
peers at the levels in the upper part of the tree. The peers are close together and have similar levels, as
shown through the small standard deviation in Figure 26a. With an increasing number of nodes in the
network, the tree depth and peer distribution are predictable and of low tree height with an increased β.
In Figure 28, we depict the number of expected peers per level and the number of free place on the
level; both add up to the maximum available peer positions in the level. For each network size, five
graphs are depicted. The largest shows the potential peer positions in the tree that could be filled with
nodes. The second largest shows the free places in the tree, places that may be set by new arriving peers.
The third largest graph depicts the actual expected number of peers in the tree on the corresponding
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Figure 27: Effects of Parameter UI on the Peer Distribution
levels. This number is a combination of peers that have free places among the Sub-Coordinators and
those that do not. These two numbers are depicted by the fourth and fifth graph.
In Figure 29, we depict the peer distribution in the tree with varying network sizes. For each branching
factor β, we show the ratio of the total number of peers per level as well as the ratio of peers with and
without free places among their Sub-Coordinators. The branching factor β = 2 results in a very deep
tree, while the other branching factors, β = 4, 8, 16, result in trees of small height that are close to each
other. As a conclusion to this observation, we state that the branching factor β = 2 should be avoided
and a larger β should be used. Here, a trade-off has to be identified, as with increasing β the average
peer load increases linearly while information age at the root decreases only logarithmically.
4.3.2 Results on the Freshness of the Monitoring View
The freshness of the information in the monitoring tree is an essential indicator for the quality of the
monitored results. SkyEye.KOM does not estimate or guess the accurate status of the system, but gathers
and aggregates it, based on older local observations. Thus the age of these information, combined to
a global view, is one main metric regarding the performance and quality of the solution. Regarding
the age of the information that is gathered and aggregated at the root of the SkyEye.KOM tree, we
investigate the following the effects of the parameter choices. In Figure 30 and Figure 31, we depict
the average age of the information retrieved by the root under varying β and update interval UI. As
anticipated, the average information age becomes smaller with higher branching factors. Varying the
branching factor β determines the height of the tree, as shown in Figure 26b. Equation 3.40 explains
that the height of the tree is linearly linked to the age of the retrieved information. The correlation can
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Figure 29: Effect of Parameter β on the Peer Distribution
be observed for the update intervals UI = 15s, 30s, 60s, 120s in the Figures 30a, 30b, 30c and 30d. We
can calculate the expected age of the information based on the given parameters and network size.
Figures 31a, 31b and 31c show the effect of varying update intervals for different branching factors.
For example, with UI = 60s and β = 4, we expect an information freshness of about 200 seconds.
We observe that the update interval is proportional to the information age as well as the logarithmic
influence of the branching factor on information age. In Figure 31d, we depict the effects of varying the
ratio of the parameters UI and β. Keeping the ratio UI/log(β) constant results in a predictable behavior
of the information age.
In order to analyze the expected message overhead, we modeled and simulated a p2p network with
5000 nodes. The resulting peer distribution is depicted in Figure 32a. Regarding the load balancing, as
depicted in Figure 32b, the load is unbalanced with higher branching factors, but at a very low scale. At
branching factor 8, the number of sent messages ranges between 1 and 9 with only 11% of peers sending
more than 6 messages, whereas at branching factor 2 the load is evenly distributed. Every peer sends at
minimum 1 and at maximum 3 messages. We determined furthermore that the amount of messages
sent by the majority of peers in all graphs is approximately 1.5. However, the number of sent messages
is very low considering that every update message is smaller than a typical packet size of 3KB.
To conclude, the branching factor of 4 or 8 is desirable, as it keeps the tree height small but also
keeps the load on the peers small. A branching factor of 2 results in a deep tree with significantly older
information at the root, while saving only 2 messages per peer and update interval. A branching factor
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Figure 30: Effects of Parameter β on the Average Information Age
of 16 or even 32 puts more load on the peers, while not resulting in much lower trees than a branching
factor of 4 or 8.
4.3.3 Results on Monitoring and Querying Peer Capacities
In the following, we evaluate the characteristics of resolving queries related to the function of capacity-
based peer search in the model. In order to do so, we first introduce our model for the peer capacities.
In Section 3.5.4, we stated the assumption that the distribution of capabilities of peers is log-distributed.
In Table 12, we give an example on the basis of the quality and capacity distribution.
Quality/ capacity class 2 4 8 16 32 64 128
Number of Peers 16000 8000 4000 2000 1000 500 250
Ratio [%] 0.5000 0.2500 0.1250 0.0625 0.0313 0.0156 0.0078
Quality/ capacity class 256 512 1024 2048 4096 8192 16384
Number of Peers 125 62.5 31.25 15.63 7.81 3.91 1.95
Ratio [%] 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
Table 12: Quality Class Distribution with N = 32000
In this case, the average quality/capacity is equal to 28, which can be obtained by multiplying the
number of attributes that can be handled in a quality class with the corresponding number of peers and
than averaging the result by the number of peers. The second row in the table contains the number of
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Figure 31: Effects of Parameter UI on the Average Information Age
peers in each class, relating to the entire number of peers in the network. The same distribution can also
be applied to the pool mentioned above, respectively the attribute entries a peer possesses. If a peer on
level i knows about 2000 peers, we obtain a quality/capacity distribution that is presented in Table 13.
Quality/ capacity class 2 4 8 16 32 64 128
Corresponding number of Peers in the Pool 1000 500 250 125 62.5 31.25 15.63
Ratio [%] 0.5000 0.2500 0.1250 0.0625 0.0313 0.0156 0.0078
Quality/ capacity class 256 512 1024 2048 4096 8192 16384
Corresponding number of Peers in the Pool 7.81 3.91 1.95 0.98 0.49 0.24 0.12
Ratio [%] 0.0078 0.0039 0.0020 0.0010 0.0005 0.0002 0.0001
Table 13: Quality Class, related Quantity and Ratio of Peers in a Pool of 2000 Peers
We interpret the results of Table 13 as follows. A peer on level i with a pool containing 2000
attribute entries knows about 1.95 peers that can handle 2048 attribute entries. The classes with better
quality/capacity such as 16384, 8192 and 4096 are ignored because the number of peers known to be in
these classes by this peer is smaller than 1. Thus, the best possible quality/capacity class from which
this peer can appoint a Support Peer is 2048. If there are several peers on the same level i requiring a
Support Peer, the number of peers represented in class 2048 may not cover the need. In this case, we
take the remaining part of the Support Peers from the next best quality/capacity class, namely from
class 1024. In this example, the peer and its Support Peer decide to set a load threshold to only store
200 attribute entries out of 2000. The content in the storage of those peers is depicted in Table 14.
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Figure 32: Model and Simulation of SkyEye.KOM’s Message Overhead, β = 2
Quality/ capacity class 2 4 8 16 32 64 128 256 512 1024 2048 4096 8192 16384
Stored attribute entries 0 0 0 0 62.5 31.25 15.63 7.81 3.91 1.95 0.98 0.49 0.24 0.12
Table 14: Number of Attribute Entries actually Stored
We used this quality/capacity distribution to model the queries for the capacity-based peer search. A
query in our model is solved on level i if the stored information fulfills the criteria searched for. We
model the level where a query is solved and how many hops are required to reach the level. The Figures
33, 34 and 35 show a comparison of the model with a simulation run with 5000 peers for validation.
In the simulation, the number of peers searched for is fixed to 10 and the quality/capacity is varied
between 2 and 32.
We conducted the calculations on our model with two types of queries, varying the number of
searched peers and varying the query complexity (i.e. the quality class searched for). In Figure 33a
and 34a, we consider the variation of the number of peers queried and depict the distribution of the
number of hops for resolving the queries as well as the position of the query resolving peers. Regarding
the variation of the query complexity, we depict the distribution of hops and levels of query resolving
peers in Figure 33b and 34b.
In Figure 34a, one can observe the close similarities of the shapes of the curves from the model
and from the simulation. In particular, the curve from the model with required quality of 4 shows
an apparent resemblance to the simulated results from SkyEye.KOM. At a level smaller than 6, about
80.6% of queries in SkyEye.KOM are solved, whereas the corresponding value in the model amounts
81.2%. In both cases, the level at which most of the queries are solved is level 4. Furthermore, the figure
highlights the shift in query solving levels to higher regions with increasing complexity of the queries.
The majority of queries in this setup with 5000 peers are solved at level 4 when the required quality is
4, when the required quality is equal to 8 and 16, nearly 60% of the queries are solved at level 1 to 3
respectively at levels 1 and 2.
In Figure 34b, we observe divergences between the model results and simulation results. This results
from the distribution of quality/capacity classes. We chose a log2 distribution, which, for example,
allocated 5000 peers to 12 quality/capacity classes. The peer distribution limits the possible ratio of
solvable queries as there is not a sufficient number of peers on the corresponding levels. Thus, it defines
an upper bound for the ratio of solvable queries.
Concerning the required number of hops of a solved query, Figure 33a and 33b display the distributions
for the two types of queries on the model versus the simulation results of SkyEye.KOM. For both types,
we see that most of the queries in the model require between 6 to 10 hops to be solved, depending on
the complexity of the query, whereas in the simulation many queries are solved after seven hops. On
the whole, we state that the graphs show a close similarity to the simulation results and the model is
validated.
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Figure 33: Number of Hops for Query Solving in Capacity-based Peer Search
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Figure 34: Position of Query Solving in Capacity-based Peer Search
Regarding the hop count for query resolving, we must take into account that the number of originated
queries differs from level to level, because it depends on the number of peers on a level. Thus, we do
not count one for a query solved on a level i which originated from level k, but use the probability of
query origination on level k. In summing up these probabilities and dividing the result by the number
of queries solved on this level, respectively, by the number of hop counts, we obtain statistics about the
position of query solving and hop counts. Figure 35a holds the information about the number of hops
required for a query to be solved, depending on the originating level of the query. Figure 35b contains
the positions of the peers solving a query with regard to the complexity of the query depending on the
level of query origination. To conclude our observations on the model of capacity-based peer search, we
obtained a model to describe the location of query initiation and resolving based on the complexity of
the query, the number of peers in the network as well as the capacity distribution among the peers. With
this deep understanding, we are able to predict the behavior and characteristics of SkyEye.KOM with
varying influence factors. Next, we present a general comparison on the costs related to a distributed
and a centralized monitoring approach for p2p systems.
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Figure 35: Query Hop and Resolver Distribution in relation to Level of Query Initiator
4.3.4 Modeling and Comparison to a Centralized Monitoring Approach
In order to depict the distributed nature of the solution SkyEye.KOM and to put the evaluation results
in context, we also present a brief model of a centralized monitoring approach. A centralized solution
uses a server connected to all nodes that receives periodic update messages, aggregates them and
disseminates the results as an ACK. Thus, the information age is optimal, while stressing the server with
high load. Next, we define equations for the centralized topology regarding to freshness of information,
the number of messages and traffic. We use the notation from the previous sections.
Based on the assumption that peers send messages of the same size in every update interval as in the
distributed solution, the information sent by any peer reaches the server within one update interval. The
information of the server itself is instantly available. The average age of messages at the server equals at
maximum the length of the update interval (UI), as all the peers communicate directly with the server.
The number of messages in total only depends on the number of participating peers. Due to the
particular structure of this topology, the situation at the server and other peers is different.
As the total number of messages or the entire traffic in the network only depends on the number
of participating peers, we focus on the average age of messages and the average number of messages
sent. We observe that the centralized architecture outperforms the tree topology regarding the age of
the information and the precision. The average age of messages in the case of centralized architecture
equals UI, thus O(UI). In the tree topology, the age of the information grows logarithmically, with N
and β as the basis; thus O(UI · logβ(N)). However, this precision comes with very high costs at the
server of magnitude O(N), whereas in the tree topology, the load on every peer is O(β). The load in the
tree topology is independent of N and thus the distributed solution is scalable, whereas the centralized
approach is not. Regarding the load on the peers, β is a fixed value for a monitoring tree and a value of
4 or 8 is both resulting in only 3 or 7 more small messages per UI per peer in comparison to the load on
the peers/clients in a centralized approach.
In the following Table 15, the discussed formulae of the monitoring tree and the centralized architec-
ture are compared. UI stands for the update interval, N is the number of nodes, i the tree level, Ei(N)
the expected number of nodes on level i in a tree with N nodes and sizem the size of a metric update
or an ACK. For an example comparison, we choose β = 8, N = 106, UI = 60s and assume a message
size of sizem = 3kb. With the chosen parameters, the age of the information is about 6 times higher
and the load is 9 times higher, but still under 1kb/s per peer. In the centralized approach, the server
faces severe traffic (and computational) load and is a single point of failure. The comparison in Table 15
shows that the monitoring of a large scale network is possible in totally decentralized fashion with
similar performance and costs for the peers as in a centralized approach.
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Category Tree Centralized
Server Clients
Average Age (
∑N
i=1 Ei(N) ·
i ·UI)/N
UI
Number of Messages
per Peer
Updates sent 1 0 1
Updates re-
ceived
β N 0
ACKs sent β N 0
ACKs received 1 0 1
Total 2 · (β+ 1) 2 ·N 2
Traffic per peer Total 2 · (β + 1) ·
sizem
2 ·N · sizem 2 · sizem
Example: β = 8, N = 106, UI = 60s, sizem = 3kb.
Average age 6min 47s 1min
Number of messages per peer per UI = 60s 18 2,000,000 2
Traffic per UI = 60s 54kb/min 6,000,000kb/min 6kb/min
Traffic per second 0.9kb/s 100,000kb/s 0.1kb/s
Table 15: Comparison of the Centralized Approach with the Monitoring Tree
4.4 simulation of parameter variation and smoothing
In this section, we present the evaluation results of the simulations regarding the investigation of
the influence of the parameters UI and β, the monitoring update interval and the branching factor
of the SkyEye.KOM tree, as well as the parameters in the exponential- and media-based smoothing.
Through the variation of the update interval and the branching factor, we analyze the effects on the
tree characteristics and monitoring quality as well as the traffic and messaging overhead. The variations
of the smoothing parameters give us insights on the effects on the monitoring quality, which do not
influence the tree characteristics or costs.
4.4.1 Results on the Tree Characteristics and Monitoring Quality
One main aspect of the quality of the monitoring solution SkyEye.KOM is the characteristics of the
corresponding SkyEye.KOM monitoring tree. We depict in Figure 36 the peer distribution in the tree and
tree depth with varying parameters UI and β. The influencing parameter for the tree characteristics is
the branching factor β. The peer distribution is depicted in Figure 36a, with exponentially increasing β,
the average peer position decreases linear. Considering the tree depth, Figure 36b shows the maximum
tree depth of 95% of the peers over time. It neglects outliers in the tree and shows the main tree depth.
This figure validates the modeled tree depth that is shown in Figure 26a. Figure 36c presents the average
maximum tree depth over the simulation. It shows a stronger variance and contains random influences
based on the ID distribution of the peers. One pair of peers located closely to each other in the ID space
results in a deep branch of the tree in the corresponding location. Despite the random influence based
on the ID distribution of the peers, the tree does not degenerate and increases the level size only by a
few levels.
The tree depth has a great influence on the monitoring quality and the resulting freshness of the
monitoring information. We present in Figure 37a the averaged freshness of the monitoring information
at the root over the simulation time. We observe on the one hand that an increasing branching factor
leads a lower information age, which is due to the lower depth of the monitoring tree. On the other hand,
the linear increase of the update interval leads to an linear increase of the information age at the root.
This effect has also been shown in the analytical results in Figures 30 and 31. However, the transmission
delay of a message in the tree is only very small in comparison to the larger update intervals, thus
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Figure 36: Effect of the Branching Factor β on the Tree Depth
the effects of the tree depth on the resulting freshness are smaller than that of the decreased update
intervals.
Regarding the monitoring quality, we focus on three main metrics, the peer count as well as the
reference signals Sine and ZigZag, both with an interval of T = 30m. The relative error in monitoring
the peer count is presented in Figure 37b. It resembles the observations made considering the freshness
of the information view at the root. With linearly decreasing UI and exponentially increasing β the
relative error decreases linearly. This observation affirms the correlation depicted in the Figure 31d of
the analytical model.
A more expressive metric for the quality of the monitoring solution are the monitored metrics of the
reference signals Sine and ZigZag. These signals are used for benchmarking the solutions, as they do not
depend on the topology or mechanism characteristics. We synchronously induced these reference signals
at the peers in the simulator. The main question is, how well SkyEye.KOM monitors these reference
signals under variations of the parameter settings for UI and β. The results are depicted in Figure 38a for
the Sine signal and Figure 38b for the ZigZag signal. The figures underline the observations regarding
the effects of the parameters UI and β on the freshness and quality of the monitoring view. An additional
view on the quality of the monitoring is given in the evaluation of the costs. We present these metrics in
the next subsection and show besides the simulation view also the monitored overhead estimates. The
precision of the monitoring solution is underlined within these graphs as well.
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Figure 37: Effect of the Variation of the Parameters β and UI on the Freshness
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Figure 38: Effect of the Variation of the Parameters on the Reference Sine and ZigZag Signal, T=30m
4.4.2 Results on the Message and Traffic Overhead
Having sketched the monitoring quality of SkyEye.KOM under variation of the parameters UI and
β, next, we describe the costs in terms of message and traffic overhead. In Figure 40, we show the
traffic overhead induced by SkyEye.KOM for monitoring the p2p system classified according to the
message types. One main observation is the influence of the parameter UI on the induced traffic. The
anti-proportional correlation between the update interval and the traffic and messaging overhead is
defined by the direct link of the overhead and the frequency of update transmission. This effect is
characteristic for proactive monitoring approaches. A second observation is that the main impact on the
traffic overhead is given by the updates related to monitoring the system status. One reason for this is
that the parameter for attribute updates intervals was chosen as 180s, while the metric update interval
was lower.
In the protocol design, we motivated that due to the aggregation of monitoring information regarding
the system statistics their size does not grow, while the size of the attribute updates grows while
approaching the root. Specifically, the update metric message sizes are not influence by the tree level
nor by the number of peers in the network. For the attribute update messages, however, this is the
case.However, currently the amount of monitored metrics regarding the system statistics both in the
simulations as well as in the prototypical implementation is much larger that the monitored peer
information. An overview on the monitored system information in the model, simulation and prototype
is given in Tables 2, 3 and 8. The lists of gathered peer-specific information in the simulation and
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Figure 39: Effect of the Variation of the Parameters β and UI on Bandwidth Consumption
prototype are shown in Table 7. Regarding the system-specific information, we gather in the simulation
320 data tuples (i.e. descriptors, types and names) and related to the peer-specific information 20 data
tuples. This relation of metric update sizes to attribute update sizes, effects, in addition to the smaller
update interval of the system-specific information, the large impact of the metric updates in the traffic
overhead.
In Figure 39, we describe the ratio of bandwidth consumption per peer and the corresponding
monitoring error. Please note that the peers have a ten times larger download capacity than upload
capacity. The bandwidth consumption correlates with the parameter for update intervals UI and is
independent of the branching factor β and N. The parameter UI affects the frequency in which updates
are sent and is linearly correlated to the induced costs. Although the parameter β influences the number
of incoming messages due to the influence on the number of Sub-Coordinators, in average over all peers
the effects are the same as every peer sends only one update message per update interval, only one
update message is received in average per peer. The sames counts for the metric ACK messages.
Regarding the frequency of sending messages, we present the overview according to the message
types in Figure 41. Roughly one quarter of the messages is related to the metric updates (Figure 41c),
one quarter to the metric ACKs (Figure 41d) and half of the messages are related to overlay lookup
messages as seen in Figure 41f. In specific, every metric update message is answered with exactly one
metric ACK message. In each update period one metric update is sent in average over all peers and one
metric ACK is received. In order to send these messages, we use the assumed Functions 3 and 4 of the
KBR interface. Function 3 (nodehandle getNodehandle(key K)) performs a lookup in the KBR-compliant
p2p overlay and thus generates both for the metric update and the metric ACK an overlay message.
Once the lookup is successful, the metric update and the metric ACK are sent using the Function 4 (void
send(message M, nodehandle P)), generating each also a corresponding message. In total, these messages
dominate the message overhead. The attribute update messages have an update period of 180s and
make up the missing ratio to complete the message rate.
In conclusion, we identified the main influencing message types on the traffic and messaging overhead,
namely the metric update and metric update ACK messages. However, the results are predictable, as
only the traffic and amount of attribute update messages are linked to the number of peers in the
network and the tree level in which the peers are located. The other messages are sent periodically per
peer and allow are easy to model and to predict in their behavior.
4.4.3 Results of Parameter Variations in Smoothing Approaches
Until now, we discussed the tree characteristics, monitoring quality and induced costs in relation
to varying parameters UI and β. The monitoring results were unmodified and disseminated in the
tree as aggregated by the root. While keeping the aggregated monitoring information unmodified
for propagation results in fresh monitoring information, some monitoring errors and outliers may be
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propagated as well. In Subsection 3.4.4, we motivate for this case to adopt approaches, either median-
based or exponential smoothing to eliminate outliers. For that, we consider a history buffer for the
monitored metrics in the root with the length H. The global view is derived then by adopting the
smoothing function on the history buffer.
In the case of median-based smoothing, the middle value in the history buffer is chosen (H = 3, 5, 7). In
the case of exponential smoothing, the value is calculated based on Equation 3.38. Let mH be the current
measure, then the value to transmit is calculated with the recursive function sH = αmH + (1−α)sH−1,
giving prior measures (i.e. mH−1) less weight in the sum. The parameter α may be varied to influence
the smoothing results. In specific, we investigate in the following the effects of varying the size of the
history buffer H for median-based smoothing and varying α in the case of exponential smoothing with
H = 7. For the evaluation of the influence of the parameter variation, we choose fixed parameters for
the update interval and the branching factor, namely UI = 60s and β = 4.
In Figure 42, we depict the effects of the parameter variation in the smoothing approaches on
the monitoring quality. Figure 42a shows the effects regarding the freshness of the information and
Figure 42b regarding the monitoring error of the peer count. We observe that an increased length of
the history buffer leads to imprecise estimates, the same counts for taking prior measurements with a
higher weight into account. Although, the freshness and monitoring quality seem to degrade in average,
outliers are eliminated.
The negative effects of a large history buffer length and a high weight for prior measurements are also
observable for the case of monitoring the reference signals Sine and ZigZag in Figure 43 and for the case
of monitoring the total traffic in Figure 44. Smoothing, however, eliminates outliers which relate to large
monitoring errors, especially in the case of monitoring the peer count. A peer may change its position in
the monitoring tree due to joins and leaves of other peers and the resulting partial reassignment of the
ID space. In its new position it induces its previous monitoring status and may lead to a strong bias of
the monitoring view. At the root, the impact of errors are lessened through smoothing.
In this section, we presented the evaluation results for the parameter studies of β and UI with varying
number of peers. In addition, we analyzed the effects of the parameter setups in the smoothing-based
approaches. The simulation results affirmed the results of the analytical model, especially with regard
to the characteristics of the monitoring tree and the freshness of the information. Next, we observing
a single simulation run, as it gives a detailed view on the behavior of SkyEye.KOM over the time.
Additionally, we present for comparison the results of the smoothed and synchronized approaches.
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Figure 40: Effect of the Variation of the Parameters β and UI on Traffic Overhead
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Figure 41: Effect of the Variation of the Parameters β and UI on Message Overhead
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4.5 detailed view on an individual simulation run
In this section, we present a single simulation run in order to describe the characteristics of SkyEye.KOM
in more detail. The evaluation is classified in three parts. First, we give a detailed view on the tree
characteristics which affect the monitoring quality related to the global system view. Next, we investigate
the performance of the capacity-based peer search and describe the quality of query resolving in detail.
At last, we present the traffic and message overhead of the nodes in the simulation ranked by the
quantity per peer. This gives us insights on the load level and load distribution in the p2p network.
The main setup of the simulation, i.e. the evolving of the peer count over time and the actions of the
peers, are depicted in Figure 45a. As parameter setup we chose UI = 60s, β = 4 and we simulated in a
network with N = 10000. First, 10000 peers join in a period of t = 0− 3600s, then, after a stabilization
phase, we induce from t = 4500− 5700s exponential churn resulting in 10 % of the peers leaving the
system, after the churn phase, the number of peers recovers to 10000 and stabilizes. At t = 6500s, we
induce KAD churn based on measurements in the KAD network which were presented in [SENB07].
The number of peers drops in the next 3500s to 70% of the initial peer count. During the simulation
each peer states a query with a probability of 5% in each update interval.
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Figure 48: Relative Error of Peer Count Monitoring
4.5.1 Results on the Tree Characteristics
We observe in the Figure 45a that the peer count is monitored with varying quality. Figure 48a gives
us more details on the monitoring quality, in which we present the relative monitoring error. The
corresponding results for the synchronized monitoring view are shown in Figure 46a and 48b, for the
smoothed monitoring view in Figures 47a and 48c.
One characteristic aspect of the tree-based monitoring approach are the peaks in the monitoring
view during churn. These peaks occur due to the reassignment of the peer positions in the tree. We
emphasize in addition that in time of no churn, the relative error is 0 and all peers are monitored
correctly. For the smoothed view, as proposed in Section 3.4.4, the peaks are effectively filtered. However,
the smaller variation in the monitoring error comes at the cost of an older monitoring view delivered to
the peers in the tree. As a third option, we evaluated the synchronized gathering and dissemination
of the monitoring view as presented in Section 3.4.4. The synchronized monitoring view shows more
variation in the monitoring view due to the quicker transport of the monitoring data to the root. In
the case of irregularities in the tree, the view is still gathered very quickly getting a snapshot of the
(erroneous) current status.
Next, we analyze the tree characteristics which help to validate the analytical results on the tree
size. The tree shape is independent from the smoothing approach. In Figure 49a, we depict the peer
distribution in the tree over time. The average peer level of about 6.5, and matches the analytical results,
as depicted in Figure 31b. Most of the peers (about 75%) are located around level 6 and 7, and 95% of
all peers between level 5 and 8. We see that during the churn phase from t = 4500s to t = 5700s the
peer count drops, but does not affect the shape of the tree much. The same counts for the phase of KAD
churn at the end of the simulations. Although the peers fail, their positions in the monitoring tree are
instantly reassigned to other peers in the network.
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Figure 49: Development of the Tree Depth over Time
In Figure 50a, we depict the tree depth, both of all peers and of 95% of the peers. Considering only
95% of all peers, we see that in the stable period of t = 3600− 4500 (or update periods 60 to 75) the
optimal tree depth is hold. In addition, the tree depth varies only slightly in only a few levels. Regarding
all peers, the tree depth is in general 50% deeper, resulting from a few nodes that are positioned near to
each other in the ID space and lead to a deep branch of the tree in which they are located. Close IDs in
the ID space result in small responsibility ranges in the DHT, and thus a small chance to have a Domain
key of higher levels inside.
In 50b, we depict the root changes in the tree. Clearly, with the root change at the 50th update interval,
i.e. in the minute before t = 3000s, an outlier is generated in the tree through the monitoring view, as
depicted in Figure 45a. Thus, root changes have influence on the monitoring quality. We address this
issue with smoothing. The tree depth is as expected logarithmic in growth and the peers are located at
only a few levels. We further observe that the tree is not degenerated, but is only a few levels deeper
than the optimum. Hence, we observe a predictable behavior of the tree that match the evaluation
results of the previous section and the results of the analytical model.
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Figure 51: Monitoring Quality on Reference Sine and ZigZag Signal - Normal Approach
4.5.2 Results on the Monitoring Quality
In this subsection, we focus on the monitoring precision of SkyEye.KOM, both, for normal, smoothed
and synchronized update view. As smoothing is only applied on the gatherer information in the root, it
does neither affect the monitoring overhead nor the performance of the capacity-based peer search.
We depict the average freshness of the monitoring information used for the global view in Fig-
ures 45b, 46b and 47b. The first figure depicts the freshness of the normal approach for monitoring,
the second shows the freshness of the synchronized approach and the third shows results of the the
smoothed monitoring. Here, we observe that the freshness of the unmodified monitoring view is
with 200s as predicted by the analytical model for UI = 60 and β = 4 as shown in Figure 31b. The
synchronized approach provides a monitoring view that is twice as fresh as the normal view. Here,
the effects of the synchronized updates are observable. Although, the maximum information age is
similar, the average freshness below 100s in average. The smoothed view is in average twice as old as
the unsmoothed, this is related to the median smoothing approach which uses a history buffer size of
H = 3. Thus, in average always the second value is taken, which is twice as old as the current measure
of the global view.
A more detailed analysis of the monitoring quality is given by observing the monitoring of the
reference signals Sine and ZigZag. The corresponding results for normal, synchronized and smoothed
monitoring we give in the Figures 51, 52 and 53. While the normal view matches the variation of the
Sine and the ZigZag signal with a short delay, the smoothed values show a larger delay and a limitation
in the highest values that the monitored values take. The smoothed approach aims at avoiding extreme
values and results in a bound on the slope of the monitoring values. In addition, we observe the effect
that all peers in the tree apply the smoothing approach and thus, drastic changes are propagated only
slowly. This effect is best to see at the monitored ZigZag values, which only slowly adapt to the reference
signal. With regard to the synchronized approach, we observe the best match to the reference signals.
Here, the effects of the accelerated gathering and dissemination process take effect.
As a conclusion, we state that the unmodified monitoring view provides a fresh view on the status of
the system. Its behavior and freshness are predictable and can be controlled by the parameter defining
the update intervals UI. In the simulations, we used an update interval of UI = 60s, a value which
is quite large, resulting in only one metric update message per minute per peer. A smaller value for
UI leads to a fresher view as we have shown in Figure 31. Another important observation is that the
simulation results match the analytical results and validate them.
4.5.3 Results on Performing Capacity-based Peer Search
In the following, we focus on the performance of the capacity-based peer search provided by Sky-
Eye.KOM in the simulator. The capacity-based peer search in SkyEye.KOM operates on the proactively
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Figure 53: Monitoring Quality on Reference Sine and ZigZag Signal - Smoothed Approach
gathered, unaggregatable peer-specific information. In Figure 54a, we show the amount of attribute
entries that are available at the root. As the root is selected based on its ID, it may be a weak peer with
low capacities to handle the load of large attribute sets. We explicitly considered this case and modeled
every peer in the simulations with heterogeneous capacities. In the case of a weak Coordinator in the
tree, a Support Peer is chosen to assist. In Figure 54b, we show the variation of Support Peers over the
simulation time. We observe that the number of Support Peers vary, as well as their offered capacity.
Nevertheless, their capacity for handling attributes is larger than the capacity of the root and they assist
to increase the maximum amount of observable attribute entries in the tree.
The obtained attribute information on the peers is used then for capacity-related queries. In the
simulations each peer states a query with a probability of 5% in each update interval. The corresponding
distribution of required hops in the SkyEye.KOM tree is presented in Figure 55a. In average, slightly
more than 4 hops are needed for query resolution. Most of the peers are located at level 6.5 and thus
lead to a query resolving around level 2.5. The queries as for a random number of peers ranging from
1 to 200. Some of the peers in the query replies may be absent due to churn in the meanwhile. We
describe their ratio in Figure 55b. Although, churn is an influencing factor, still, only less than 0.001% of
the replies contain more than 10% of offline peers in their result list. Regarding the largest fraction of
peers with invalid entries in the results lists, i.e. those with more than 1% matches contain only less
than 4% invalid entries in the results. Most of the reply entries are correct and even the few incorrect
one contain only a small fraction of offline peers.
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Figure 55: Quality and Location of Query Resolving
In Figure 56a, we first present the total distribution of the levels of query originating and resolving
peers. Here our observation from Figure 55 is validated, most of the peers are located around level 6.5
and the queries are resolved around level 2.5. In the simulations, peers start queries for a random number
of peers (1-200), a parameter which takes influence on where the query is resolved. The corresponding
view on the query resolving matrix with respect to the number of peers requested, is depicted in
Figure 56b. The figure shows the average number of peers requested in the queries that were resolved
in this combination of query origination and resolving pairs.
One general observation is that queries for a larger amount of peers tend to be resolved at higher
layers in the tree. This is due to the larger amount of attribute entries at these levels that may match to
the query. Another observation we make is the concentration of difficult queries resolved at relatively
low levels around 5 to 9. We also observe that this peaks are around the query origination level of 5 to 9.
Thus a large fraction of difficult queries are resolved directly in the levels, where most of the peers are.
This is due to the fact, that the Support Peers are recruited from these levels and a resolved query by
them is accounted for the level the Support Peer is originally located at, independent of the level of the
Coordinator it serves for.
To conclude, we analyzed for the capacity-based peer search the available peer-specific information in
the tree and the effects of the Support Peers on that The queries are resolved in a high quality, the set of
peers in the results are only rarely offline. Further, we gained deep insights on the position of query
initiation and query resolving.
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4.5.4 Results on the Message and Traffic Overhead
Having described the monitoring quality related to the global view on the system status, as well as for
gathering and querying the attributes of the peers in the system, next, we focus on the costs needed to
provide these functionality.
As main metrics for the costs, we analyze the traffic overhead and message overhead per second.
Both metrics and the corresponding monitored metrics are presented in Figure 57. One first observation
is that the monitoring view is very precise and follows the corresponding reference cost values with
a short delay. In Figure 57a, the traffic overhead is shown, which sums up to about 220 bytes per
second in average. This is a very small amount of traffic in relation to the precise monitoring view. The
message overhead is depicted in Figure 57b. In average a peer sends a message every 12 second, thus 5
messages per update interval. We analyzed the reasons for this and the classification according to the
messaging types in specific at the example of Figure 41. In the synchronized approach, we observe in
the Figures 58a and 58b periodic peaks in the transmission of update metric and update metric ACK
messages. They show the synchronized transmission of these message, which results in an optimized
update delivery and a very fresh monitoring view. In contrast to the averaged traffic and messaging
overhead of the simulations with parameter variations (i.e. Figure 40 and Figure 41), we are now able to
take a closer look on the load distribution on all peers in the network.
Figure 59 presents the outgoing and incoming traffic and messaging overhead for SkyEye.KOM in
specific. One main observation is that the number of sent metric updates and the number of received
metric ACKs is nearly constant for all peers. Every peer sends in an update period one update message
and receives one. In addition, the size of the metric updates and ACK are independent of the peer
position in the tree. Regarding sending ACKs, the load is more unbalanced than for the sent metric
4.5 detailed view on an individual simulation run 99
 0
 20
 40
 60
 80
 100
 120
 140
 0  2000  4000  6000  8000  10000
Co
m
pl
et
e 
Tr
af
fic
 [b
yte
/s]
Simulation Time [s]
Real and Monitored Total Traffic
Real In
Real Out
Monitored In
Monitored Out
(a) Total Traffic Overhead
 0
 0.01
 0.02
 0.03
 0.04
 0.05
 0.06
 0.07
 0.08
 0.09
 0  2000  4000  6000  8000  10000
N
um
be
r o
f M
es
sa
ge
s 
[1/
s]
Simulation Time [s]
Real and Monitored Number of Exchanged Messages
Real In
Real Out
Monitored In
Monitored Out
(b) Total Messaging Overhead
Figure 57: Overview on the Traffic and Messaging Overhead
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Figure 58: Synchronization Effects on the Messaging Overhead
updates. The number of metric updates received and ACKs sent is defined by the distribution of
the number of Sub-Coordinators a peer has. Roughly 2000 out of the 10000 peers do not have Sub-
Coordinators at all and do not receive any metric updates or send any ACKs.
Another main observation is the logarithmic increase of the traffic related to the attribute updates.
This is related to the fact, that the attribute entries cannot be aggregated and thus grow in size on their
way towards the root. In relation to the corresponding number of messages, we see that only the traffic,
thus the message size, increases but not the number of messages per peer related to the attribute entries.
Regarding attribute-specific messages, the load on all peers is nearly constant. Only in the first 10-12
peers a slightly increase in the number of received and sent attribute update messages is noticeable. This
is related to their role as Support Peers in the tree. These are the peers that were allocated as Support
Peers and identified in Figure 54b.
Next, we analyze in Figure 60 the message type related overhead, both in terms of traffic and massage
load. In addition, we present both the real cost metrics obtained by the simulator as well as the monitored
view provided by SkyEye.KOM. The monitoring view is very precise and close to the real values, only
delayed by 200s in average. We observe that the messages that are sent per update interval in average
can be related to the ratio of 1:3:3 regarding attribute updates, metric updates and metric ACKs. The
metric update and metric ACKs are sent with a frequency of 0.166 messages per second in average,
which sum up to 1 message per update interval. Attribute updates have an update interval of 180s, thus
their update frequency is a third in comparison to the metric updates. Queries are started at random,
with a probability of 5% per peer every update interval.
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Figure 59: Overview on the Overhead through SkyEye.KOM
Regarding the traffic to messages relation, we see that only the attribute updates do not show a
correlation. In specific, in the beginning of the simulation the attribute update related traffic grows,
signaling that amount of peers to consider is still growing. This stops after all peers joined the network
at t = 3600s and varies from then on, depending on the quality of the peers in the tree and their ability
to handle the load.
To conclude the evaluation of the traffic and message overhead of SkyEye.KOM, we summarize the
main observations. First, the monitoring quality of the cost related metrics is very precise and accurate.
We observe that the metric update messages and metric update ACK messages are independent of N
and the tree level. They are very predictable in their behavior, as they are generated periodically per
peer. The attribute update messages grow in size with increasing level of emitting and with the number
of peers in the network. The composition of the message type specific overhead to an overall overhead
is well observable, monitored and well understood.
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Figure 60: Overview on the Traffic and Message Overhead per Message Type
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4.6 testbed-based validation of results
We implemented SkyEye.KOM prototypically on top of FreePastry as stated in the evaluation setup in
Section 4.2 and conducted a testbed evaluation with 37 PCs with a 11000s evaluation run with up to
500 peers. We chose as metric and attribute update interval UI = 5s to be able to generate a reasonable
evaluation trace in this time. The main focus of the testbed evaluation is to validate the analytical
and simulation-based evaluation results and to investigate the effects of real churn on the monitoring
performance of SkyEye.KOM. We therefore induced strong churn both for joining the p2p overlay as
well as for leaving it. In specific, we analyze the effects of 10%, 20% and 50% churn on the monitoring
quality and the robustness of SkyEye.KOM.
In Figure 25b, we depict the workload pattern we applied in the testbed. At first, the peers join in
periods of 3 minutes to a total peer count of 100, 200 and 360. For all of these levels a stabilization period
of 500-1200 seconds follows the joining phase. Subsequently to this, we induced 10% churn leading
to a decrease of the peer count to 325. After a stabilization phase of 700 seconds the peer count was
increased in 3 minutes to 400, where it remains for 700 seconds. Then, we turned 20% of the peers
of, leading to a peer count of 325 again. In the following, we applied a random churn pattern on the
peers, with keeping the total number of peers around 325. In specific, peers where switched off and
on in groups of 10 peers. At the time t = 6000s, we increased the number of peers in 2 minutes to 500,
followed by a stabilization phase of 1800s. From t = 8200s on, we induced twice a fail ratio of 50% to the
peers, leading to a peer count of 250 and 120 each followed by a short stabilization time of 600 seconds.
From t = 10000s on the peers were shot down one by one.
The monitored peer count is depicted in Figure 61a in comparison to the applied workload. We
observe that the monitoring results are precise after a short stabilization time and vary under churn. In
specific, during the joining phases, strong monitoring outliers may occur, for example, at time t = 1200.
This is due to the reassignment of the ID intervals a peer is responsible for and thus the position of the
peers in the tree which is derived from this. Due to the new position of the peers in the tree, they induce
a biased monitoring view which is based on their previous positions. This effect was also identified in
the simulations and addressed with smoothing approaches.
Regarding the costs for monitoring the system status and gathering peer-specific information, we
depict in 61b the averaged bandwidth utilization of the peers. It is in average at 3 KB/s for the amount
of information related to the system-specific information (as presented in Tables 2, 3 and 8) and peer-
specific information (as presented in Table 7). The messages are first compressed before sent, to save
bandwidth.
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4.6.1 Results on the Traffic Overhead
In order to give a more detailed view on the traffic overhead in the tree, we depict in Figure 62 a per-level
view on the overhead generated, both on the compressed and uncompressed traffic. Compression of
monitoring data is useful as we use long Strings to describe the semantics of the monitored values as
well as String descriptions for the type descriptions. There is a significant saving potential on the traffic
overhead while using data compression. We observe that the overhead load is directly linked to the
level of the peers, with the root having most of the load, the peers at level 1, then at level 2 and so on.
This is due to the gathering of peer-specific information, the attributes, that grow with every level on its
way to the root. This effect was also observed in the simulations, for example, in Figures 59c and 59a.
Another observation is that the upload bandwidth utilization shows higher peaks for the higher levels.
However, in average both download and upload utilization are the same as shown in Figure 61b.
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Figure 62: Up- and Download Bandwidth Utilization, Compressed and Uncompressed
4.6.2 Results on the Tree Characteristics
In the following, we discuss the characteristics of the monitoring tree in the testbed evaluation. An
overview on the peer distribution per level is given in Figure 63a. The figure shows that the number of
peers per level are logarithmically distributed. An observation which is affirmed in Figure 63b, which
gives us the information on the number of peers per tree level averaged over the whole evaluation time.
The shape of the distribution affirms the previous observations made from the analytical evaluation
and the simulations. The correspondence of the analytical, simulation and testbed results validates the
evaluation.
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Figure 63: Tree Characteristics in the Testbed Setup
In the testbed, we also measure as one of the peer-related information, the ID of their Parent-
Coordinator. By combining the information of all peers related to this specific attribute, we are able to
reconstruct the tree structure in the tree. Snapshots of the evolution of the tree are presented in Figure 64
for the normal case and in Figure 65 for the case of exchanging the root through reassignment of the
responsibility space of the root or churn.
In the normal case, we observe the joining of new peers and their integration in the tree. The tree
itself is not degenerated and deviates only in a few levels from the optimum. In specific, the very deep
tree branches occur only in positions where the peer density is very high, for example, in Figure 64b in
the left branch around the unified ID 0.040. Thus, the total tree depth is directly linked to the densest
area of the peer ID distribution in the ID space. However, these areas are typically rare and for the 95%
percentile of the peers the tree resembles a near-optimal tree depth, as it was also observed in the model
(Figure 26b) and the simulations (Figure 50a).
In the case of the loss of the root, the new assigned root does not have a global view at first, to
propagate down the tree. Regarding the monitoring view on the system statistics, the root is updated
within the next update interval by its Sub-Coordinators. However, the monitoring of the tree structure
(i.e. the ID of the peer-specific Parent-Coordinator) is part of the peer-specific information, which is
updated in accordance to the maximum attribute receiving capacity of the peer. However, with time the
view on the tree structure is gathered and can be depicted again. One remarkable aspect in relation to
the recovering of the global view of the root is that although the root fails, the rest of the tree remains
intact. Errors and failures are limited only to the local surrounding of a peer and are quickly resolved.
The only global influence of a peer join or failure is due to the possible re-localization of the peers
in the tree and the induction of system-specific monitoring information at “wrong” places, which
result in outliers in the monitoring view. This issue is addressed in the simulations through smoothing
approaches.
To conclude the results on the evaluation in the testbed, we summarize the main observations. As we
do not have a reference at hand in the testbed evaluation, except the peer count, the main observations
are made in relation to the real load distribution and the behavior under strong churn. While the
monitored peer count is close to the testbed setup, the load distribution is well observable and detailed
for each level in the tree. The shape of the monitoring tree is observed and monitored and affirms the
evaluation results from the analytical model and the simulations. SkyEye.KOM copes with drastic churn
of 10%, 20% and 50% of the peers leaving the network. Thus, the prototype demonstrates the feasibility
and practical usability of SkyEye.KOM.
4.7 conclusions
We have evaluated SkyEye.KOM thoroughly through analytical modeling, large-scale simulations and a
testbed setup. Through the analytical model, we identified the main influencing factors and parameters
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Figure 64: Sample Set of Snapshots on the Tree in the Testbed
in the behavior of SkyEye.KOM. The parameter UI and β describing the update interval of in the
monitoring protocol as well as the branching factor of the corresponding monitoring tree influence
the freshness and quality of the monitoring view, as well as the induced overhead. The monitoring
tree grows logarithmically with the number of peers. The distribution of the levels of the peers in the
tree has been modeled and validated through simulations and the testbed setup. It defines together
with the update interval the freshness of the system-specific information that arrives at the root and is
spread from there to all peers in the tree. Regarding the peer-specific monitoring, we modeled the peer
capacities and queries performed on the them. We identified the distribution of the query resolving
peers both, in relation to the level of query originating peers as well as the complexity of the query. This
model was validated through simulation results.
We simulated SkyEye.KOM in a large-scale network in the p2p systems simulator PeerfactSim.KOM. It
allows us to use mature models for the transport and network layer as well as the overlays. We evaluated
SkyEye.KOM with both 1000 and 10000 peers and analyzed its behavior with a broad variation of the
parameters UI and β. We identified the trade-offs regarding the monitoring freshness and the costs,
which affirmed the results of the analytical model. We observed a freshness of the monitoring of around
200s in normal mode and 100s using the synchronized approach, while having a traffic overhead of
around 110 byte/s per peer in a setup with UI = 60s and β = 4. In addition, we addressed the issue of
outliers in the monitoring view that occurs due to churn and the reassignment of the positions of the
peers in the tree. We examined median-based approaches and approaches using exponential smoothing.
Here, we focused on the effects of a variation of the history buffer size on which the smoothing operates
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Figure 65: Effect of Churn on the Tree in the Testbed
as well as the factor α in exponential smoothing. Smoothing eliminates the outliers, but results in an
older monitoring view of about 500s in a setup with UI = 60s and β = 4.
Having identified the influence factors of the parameters on the monitoring quality and the costs, we
presented a detailed view on an individual simulation run. We identified that the tree is robust against
churn and the stabilization approach of SkyEye.KOM, using only the metric updates and metrics ACKs
remains intact even in the presence of strong churn. We analyzed the monitoring quality of the normal,
the synchronized and the smoothing-based approach in detail and affirmed the issue of outliers due to
churn in the normal mode. With smoothing, this issue is resolved at the costs of a delayed monitoring
view. The outliers typically only occur during calculating the sum of a metric, which is obvious in the
case of the peer count. Regarding calculating the average, minimum or maximum of a value the impact
of churn is much smaller. We have shown this at the example of monitoring the reference signals Sine
and ZigZag as well as monitoring the traffic and message overhead related cost metrics, which are very
precise and only delay by around 200s.
We evaluated the quality of the capacity-based peer search and the effects of Support Peers in the
tree. Through Support Peers, the monitoring tree is strengthened and more attribute entries can be
obtained in higher levels of the tree. The queries are resolved in average in 4 hops and contain only a
very small fraction of invalid results. We analyzed the position of query resolving both, in relation to the
position of the query initiating peer as well as in relation to the difficulty of the query. Difficult queries
are solved with higher probability in the top levels of the tree, simple queries are solved along the way.
The simulation results match the results of the analytical model and affirm the deep understanding the
behavior of the protocol.
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The simulation also gave us a detailed insight on the costs that occur through operating SkyEye.KOM.
Due to the fact that the sent metric update messages and received metric update ACK messages are
emitted in a dependable regularity, the corresponding traffic is independent of the network size or the
level of the peer in the tree. However, regarding the gathering of peer-specific information, we affirmed
the observation of the analytical model that the traffic overhead grows exponentially with every level
towards the root. For this case, we introduced the maximum threshold for attribute entries, every peer is
willing to handle as well as the Support Peers which are picked according to their potential to support
the Coordinators. No peer in the network is overloaded due to considering the threshold, while the
quality and amount of gathered peer-specific information is high in the tree due to the Support Peers.
As a final step, we validated the results from both, the analytical model as well as the large-scale
simulations with a testbed evaluation with up to 500 instances of SkyEye.KOM on top of FreePastry
on 37 PCs. In specific, we focused on the tree characteristics and the peer- and level-specific load. The
monitoring quality was identified as very precise and the traffic overhead as predicted by the model.
To conclude, we evaluated the monitoring solution SkyEye.KOM in detail, through analytical modeling,
simulations and a testbed evaluation. The corresponding results match and validate each other. Through
the deep understanding of the behavior of SkyEye.KOM, in specific of the costs that it generates, we are
able to use it in a predictable manner for the management of p2p systems.

Part III
M A N A G I N G P E E R - T O - P E E R S Y S T E M S
In this part, we address the issue of unreliable quality of service provisioning
in p2p systems. In Chapter 5 we provide a mechanism, termed P3R3O.KOM,
for reliable resource reservation in unreliable p2p systems. Here in specific, we
propose an approach to overcome challenges of long-term resource provision
in p2p systems due to the limitation of the peer lifetimes. With the coordinated
and managed distributed resource reservation scheme proposed in Chapter
5 we enable p2p systems to act as reliable resource platforms for various
kinds of mechanisms and applications. A second limitation on the quality
of service provisioning of p2p systems we address in Chapter 6. Here, we
motivate and investigate the possible approaches to provide a coordinated
control of the quality of service provided distributedly through the p2p system.
We propose a quality management framework, termed SkyNet.KOM, which
implements the autonomic computing cycle and enables a self-monitoring
and self-reconfiguring quality of service management cycle for p2p systems.
Both approaches, for controlling the quality of resource provision in p2p
systems as well as the quality of service provided by the p2p system itself are
thoroughly evaluated in simulations. The evaluation shows that with regard to
the proposed resource reservation approach long-term reservations of infinite
length can be guaranteed with very low traffic overhead as well as using
SkyNet.KOM, p2p systems can be automatically adapted to reach and hold
preset quality goals.
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Seek not, my soul, the life of the immortals; but enjoy to the full the resources that are within thy reach.
- Pindar
Man has lost the capacity to foresee and to forestall. He will end by destroying the earth.
- Albert Schweitzer
In p2p systems, the participating peers organize themselves in a p2p overlay and create an infrastructure
to provide functionality for a desired application. Following the p2p paradigm, a peer is both consumer
and provider of services and resources. Resources are typically addressing the storage space on peers in
order to put data distributedly in the network. Various other resources may be shared and used in the
p2p system as well. The CPU power of the peers could be utilized for distributed computations, the
bandwidth and main memory for quick distribution of data and the online time for protocol purposes.
P2P systems are also characterized by the unreliability of the participating peers, thus the allocated
resources and deployed services are unreliable as well. This issue is even more critical, as long-term
resource reservations which last longer than a typical lifetime of a peer cannot be served reliably within
a p2p overlay. However, for high quality services and applications based on the p2p paradigm, a reliable
resource reservation is needed.
5.1 motivation
In this chapter, we motivate, present and evaluate a solution for providing long-term service level
agreements for reliable resource reservation in unreliable p2p systems. The mechanism provides
reservation on a set on resource requirements, a reservation time, and a degree of redundancy. Every
resource reservation is managed by a small set of peers in the structured p2p overlay, which acts as a
self-monitoring service management group. This group picks peers providing the desired functionality
using the capacity-based peer search in SkyEye.KOM in a quantity that the probability of all of them
failing is very low. Through the redundancy of the resource allocation and the managed re-nomination
of failed resource providers, the desired long-term reservation requirement is met. Evaluation shows
that with reasonable redundancy and low service maintenance overhead a reservation fulfillment ratio
of nearly 100% can be reached.
Next, we present the functional and non-functional requirements for providing reliable resource
reservation in structured p2p systems. Subsequently, we present our solution for solving this problem
in Section 5.2. This chapter closes with an evaluation of the proposed resource reservation mechanism
in Section 5.3, discussion of related work in Section 5.4 and a summary in Section 5.5.
5.1.1 Functional Requirements
One main characteristic of p2p systems is the unreliability of the peers. They come online and go offline
autonomously at their will. However, the applications and services on top of the unreliable infrastructure
require a reliable layer on which they can operate. Reliable resource reservation allows the higher layers
to reserve a given number of peers with desired capacities (or attributes) for a dedicated time. The
reservation time is expected to be longer than the lifetime of the peers, for example, some weeks or
months. We depict the goal of the reservation management solution in Figure 66 and discuss it in the
following.
Let Consi be a constraint on the attributes Atti of the peers in terms of an upper or lower bound.
The functionality of capacity-based peer search is defined as:
• PeerID-list← capacity-based-peer-search(n, Cons1, Cons2,...,Consi) - query for n peers fulfilling
a set of constraints
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Figure 66: Reliable Resource Reservation enabled through several Mechanisms
A resource reservation extends the function of capacity-based peer search by the component of
reliability and reservation time:
• Resource constraints, Consi: The amount of resources to allocate, such as 500 MB storage space
and an upload bandwidth of 128 KB/s.
• Reservation time, RsvTime ∈ T : The time period for which the resources should be allocated, such
as 200 days.
• Degree of redundancy, RsvDR ∈ [0; 1]: A ratio of redundancy for the resource reservation. It
describes the probability that should be maintained that not all of the resource providers fail
within a short time span.
The goal of the mechanism for reliable resource reservation is to provide the functionality to reserve
resources for a given time:
• Reservation ID← initiateReservation(Cons1, Cons2,...,Consi, RsvTime, RsvDR) - reserves a peer
set with given capacities for a time, RsvTime, and a given redundancy degree, RsvDR.
• PeerID-list ← getReservedPeers(ReservationID) - returns the list of the peers providing the
reserved resources at the current time.
The mechanism, providing reliable resource reservations, takes care that the desired amount of
capacities is constantly provided by the system during the reservation time. Please note that with
reliable resource reservation we do not require that the resources are provided by the same peers over
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the whole time. In contrary, we assume that the services and task deployed and allocated on the reserved
resources are portable and may be placed on other peers on demand. We assume an explicit relocation
time buffer which is needed to port the services and tasks from one peer to another. Based on the list of
peers providing the desired capacities, a reliable service can be established.
In the following, we discuss the non-functional requirements on the mechanisms for reliable quality
and resource reservation in p2p systems.
5.1.2 Non-functional Requirements
After the introduction of the functional requirements on a solution, we discuss the non-functional
requirements for the problem statement.
Reliability
Reliable resource provisioning involves the maintenance of a reservation status over a long period of
time. We require that the proposed solution takes care that the resource reservation is fulfilled and the
desired degree of redundancy is held.
Scalability
For a mechanism for reliable resource reservation, we state the non-functional requirement that the
number of peers in the network does not affect the reservation costs. Regarding the constraints and
reservation time, we assume reasonable requests of the participating peers, as naturally an increased
reservation time and constraints set lead also to increased reservation overhead. To conclude, the traffic
costs generated by the reservation maintenance should not be influenced by the number of peers in the
network, but only by the reservation time as well as toughness and number of the resource constraints.
We assume the existence of a mechanism for capacity-based peer search, which may create traffic
overhead in the p2p system as well.
Efficiency
The main performance indicator for the reliable resource reservation is the success ratio of the reservation.
A 100% success ratio for all reservations is aimed, while providing the desired capacities. However, a
high success ratio requires also a many redundant resource allocations for the reservation, leading to
many capacities blocked in the system. An efficient mechanism for reliable resource reservation provides
the desired reservation with as few peers involved in the reservation as possible. In order to allow
users to define their desired degree of redundancy, the parameter RsvDR may be set more modestly.
Another aspect of efficiency is the response time for resource reservations. A reservation request should
be answered in a short time.
Stability
One main aspect of the reservation approaches is to stabilize the resource provisioning in the presence of
churn. Churn or more generally varying user behavior introduces dynamics in the p2p system, affecting
the resources provided for the system. In order to counteract these dynamics and to provide a stable
resource offer, the proposed mechanism is in place. A non-functional requirement on the stability of
the proposed solutions is that it copes with frequent and drastic changes in the number of peers in the
system and keeps on providing the desired resource reservation.
Consistency
For a mechanism for reliable resource reservation, a consistent approach takes care that the same
capacities of peers are not allocated for various reservation requests at the same time. Additionally, all
peers should operate on the same set of resources, thus having the same view on the resources in the
p2p network.
In the following, we discuss the challenges and design decisions made for the mechanism for reliable
resource reservation. After that, we present the assumptions for the solutions and the components it
consists of. This overview is followed by the description of the protocols for managing and enforcing
reliable long-term resource reservations.
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5.1.3 Design Decisions
Next, we discuss the design decisions for reliable resource reservation in p2p systems.
homogeneous vs. heterogeneous roles
One single peer in general cannot provide the desired resources over the reservation time, thus the
resource provision has to be distributed over a set of peers. A design decision to make is, how the peers
should cooperate to provide the resources. The resource provision can be subdivided into two tasks:
managing (and supervising) the reservation and providing the desired resources. On the one hand,
these two tasks could be provided by the same set of peers. However, the requirements for both tasks
are different, i.e. the one requires long-living peers for supervising the reservation and the other task
requires peers with the requested resources. In our approach, we separate the functionality and assign
them to different peer sets. For the reservation maintenance, peers are needed which stay online for a
long time. They supervise the reservation status and success probability and pick peers for the resource
provision.
organization of the reservation managers
Both for the reservation managing peer and the resource providing peers we need to add backup peers
to address churn in the network. The reservation managers supervise the reservation providing peers
and control the redundancy by adding more peers to the set of resource providers in case of churn.
However, the task of reservation management requires also redundant management peers to cope with
churn. This set of management peers decide on the number of resource providing peers distributedly.
A quorum-based and token-based approach could be used. In the token-based model, one single peer in
the group will alone decide on the resource providers. The other peers act as backup for the case that
the deciding peer fails. In a quorum-based approach, like in [LHK+06], the management peers decide
on the number of resource providers through a distributed voting scheme, which may be secured as
in [KHS09]. However, this requires the synchronization of the peers and leads to additional overhead
without functional benefits. In our solution, we follow the token-based approach.
functional decomposition
The task of managing and enforcing resource reservations is composed of several sub-tasks. One
prominent among them is the task of capacity-based peer search. A solution for the problem of resource
reservation may solve this sub-task as well or require a functional component providing this service.
For the clarity of the solution and the extendability of it, we use SkyEye.KOM providing this service.
By this, both the resource reservation scheme and the capacity-based peer search functionality may be
optimized independently.
level of availability
The reserved amount of resources should be available all the time. Thus, a mechanism that only reacts
upon a violation of the reservation is unacceptable. We need a mechanism that also takes care that
the resource reservation is not endangered to fail. For that, the reservation contains a parameter for
the success probability. Although it is requested to fulfill 100% of the reservations in the system, the
degree of availability and effort may vary. The degree of redundancy, RsvDR, defines how aggressively
this goal of providing the reservation is followed, i.e. with which probability all reserved peers are
expected to stay alive within a short time span. Thus, besides the main objective of providing the
resource reservation by 100%, we also follow the subordinated objective of keeping the probability of
not failing above the success probability parameter of the reservation, RsvDR.
In order to do so, the mechanism may follow two approaches: either considering or not considering
the status of the resource providing peers. Focusing only on the number of resource providers is easier
to implement, but may lead to higher resource provision costs as the mechanism would assume the
worst case for the remaining lifetime of the peers. Using an estimation on the lifetime of the peers results
in higher success probabilities for the resource provision with the same number of peers. This is due
to the more valid lifetime estimations than a worst case assumption. For this purpose, our proposed
mechanism includes and uses an approach for estimating the lifetime of the peers.
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5.1.4 Assumptions
Having discussed the functional and non-functional requirements for a mechanism for reliable resource
reservation, we now discuss the assumptions stated for our approach. In order to provide the desired
functionality of reliable long-term resource reservation, we require following mechanisms:
• A structured p2p overlay allows to assign roles and data to given IDs in the p2p overlay. With the
introduction of roles, resource reservations may be stored, managed and enforced in a deterministic
and reliable manner. The structured p2p overlay complies with the KBR interface as described
in [DZD+03] and Section 3.1.
• The functionality of capacity-based peer search allows for identifying a desired set of peers with
required capacities. With this tool at hand, resource reservations can be conveniently enforced
by picking suitable peers to provide the resources. We use the functionality of SkyEye.KOM as
described in Section 3.5. The assumption of a structured p2p overlay is also made for the monitoring
mechanism, SkyEye.KOM. Here, we assume that the common API for structure p2p overlays, as
described in [DZD+03] is given.
• A function to estimate the peer lifetime based on its current lifetime is needed in order to prepare for
peer failures and churn. We describe this functionality in the following.
The peer lifetime estimator is a function that gives the probability Pfail(p, tonline(p), tR) for a peer
p with current lifetime of tonline(p) that the peer p will fail in the upcoming time period of length tR.
We introduce a short form for Pfail, as the second parameter is always depending on the first:
tonline(p) : P → T
Pfail(p, tonline(p), tR) : P× T × T → [0, 1]
Pfail(p, tR) : P× T → [0, 1] := Pfail(p, tonline(p), tR)
(5.1)
For the determination of the remaining lifetime of a peer, based on its current lifetime, various
approaches exist. In [SENB07] the author presents the results of having crawled continuously the KAD
network for about 6 months. The report regards the geographical distribution of peers, session times,
peer availability and peer lifetime. We modeled the lifetime of the peers, based on the churn behavior of
the peers as it was measured in the KAD network. The measurement results show that the peer lifetime
is Weibull distributed with following parameters:
mean = 266.5358, standard deviation = 671.5063,
scale = 169.5385, shape = 0.61511
One important result of the study is that a long peer uptime leads to a higher probability of staying
online than a short uptime. As a result, the probability for staying online increases with every minute a
peer stays online.
Let F(t,k, λ) be the cumulative distribution function for the Weibull distribution with Weibull parame-
ters for scale, k, and shape, λ. It gives for a given time span t the probability of being offline. Thus, we
can calculate for all peers p ∈ P the probability to fail in the next tR minutes based on the their lifetime
tonline(p).
The probability Pfail(p, tR) that a peer p will go offline in the next tR minutes (e.g. tR = 10 minutes)
can be calculated according to Equation 5.1 and F(t,k, λ) as
Pfail(p, tR) =
F(tonline(p) + 10,k, λ) − F(tonline(p),k, λ)
1− F(tonline(p),k, λ)
(5.2)
With this assumptions in mind, next, we present our solution for reliable long-term resource reservation.
5.2 a solution for reliable long-term resource reservation
The goal of the mechanism for reliable resource reservation is to provide the functionality to reserve
and provide resources for a given time. We propose P3R3O.KOM, a p2p protocol for reliable resource
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reservation and offering. It offers reservations with specified resource constraints, a reservation time
and a degree of redundancy as stated in Section 5.1 as functional requirements:
In the following, we describe the components of our mechanism and subsequently the protocols for
initiating and maintaining reservations as well as for enforcing these reservations.
The main challenge for reliable resource reservation is to reserve the desired amount of resources
for a long time, which is expected to exceed the lifetime of each peer in the network and especially the
lifetime of the resource reserving peer. However, the resource provision must be enforced and reliably
fulfilled. Churn is the main threat for long-term resource reservations. In order to provide the desired
resources with a specific availability, resources are allocated and provided redundantly. In this case,
individual peer failures are not critical as other peers in the resource providers’ set remain active. For
the resource reservation and provision process, two steps are conceptualized:
• Reservation Management: A set of peers supervises the status of the resource provision, i.e. the set
of resource providing peers, and adapts the redundancy level in this set in case of churn. For
that, the reservation management peers predict the lifetime of the current resource providers and
estimate the success ratio for at least one of the peers staying alive until the next round. These
peers continuously manage the set of resource providing peers.
• Reservation Enforcement: A set of peers provides redundantly the desired resources for the given
reservation. The peers all fulfill the resource requirements stated in the resource reservation.
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Figure 67: Components Interaction Overview in P3R3O.KOM
In the following, we describe the protocol used to initiate, maintain and enforce a resource reservation:
An overview on the components is given in Figure 67.
setting up a reservation
A peer in the network creates a reservation request describing the resource constraints, reservation
time and degree of redundancy. It also derives locally a corresponding Reservation ID, for example, the
hash of the reservation parameters. This ID is mapped to the peer responsible for the specific ID in the
structured p2p overlay. The resource reservation is stored on this peer in a reliable manner.
This peer additionally adds further information to the reservation request. It adds the initiation time,
reservation starting time, reservation finishing time and a list of variable information that change over
the time of the reservation. The variable part contains information about the current reservation status,
i.e. the probability to succeed and a list of the current resource providers. The peer responsible for the
Reservation ID is the first peer in the management set for this reservation and termed main manager.
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maintaining the management set
One of the two tasks of the management set is to store and manage the status of the reservation. In
order to do so, the reservation information must be stored reliably and must be always up to date, even
in the case of the leave of the main maintainer. We add redundancy to the reservation management set
for the case, that the main maintainer leaves the network. In that case, the new peer responsible for the
Reservation ID must take over the management role for the reservation. The main manager makes sure
that it has a fixed set of backup peers (e.g. 2) that keep a local copy of the reservation status and update
a new main manager in case of churn.
In this step, the main manager checks periodically the liveness of the backup peers or chooses new
ones. New management peers are chosen using the function of capacity-based peer search and looking
for peers that promise to stay long online, by already having a long online time. Also the backup peers
check the liveness of the main manager and update the new peer responsible for the Reservation ID in
case of churn.
deriving the success probability for a round
The second task of the management set is to provide the functionality of PeerID-list ← getReserved-
Peers(ReservationID). The peer list contains peers providing resources for this specific reservation.
Thus, the main manager must take care that enough peers are allocated, so that the desired redundancy
degree, RsvDR, is reached.
Periodically, following steps are done by the main reservation manager in a round-based manner:
As a first step, the main manager checks the liveness of the resource providers in order to derive an
up-to-date list of resource providers. Next, it calculates based on the current lifetime of the peers the
probability that the current resource providers will be online until the next round. For that it uses the
function to estimate the peer lifetime in order to retrieve a probability for liveness in the next round.
The product of these probabilities tells the success probability to provide the reservation until the next
round, it is equal to the probability of at least one peer staying alive.
According to Equation 5.2, we can calculate the probability of one single peer to fail in a given time
span tR. Now, we evaluate the probability for a set of peers to fail. Let Pi ⊆ P be a subset of the peers
with cardinality i. The probability Pfail(Pi, tR) denotes the probability that all of the i peers fail in the
next tR minutes. We can calculate this probability as:
Pfail(Pi, tR) =
∏
p∈Pi
Pfail(p, tR) (5.3)
The probability for successfully ”surviving” a time span of tR with the given set Pi of i resource
providers is:
Psucc(Pi, tR) = 1− Pfail(Pi, tR) (5.4)
Thus, the mechanism for reliable resource reservation must aim at keeping the number of resource
providing peers, i, so high that the probability Psucc(Pi, tR) is above the degree of redundancy RsvDR.
We depict in Figure 68a the distribution F(t,k, λ) and Pfail(p, tR) with tR = 50 and tR = 10. In
Figure 68b, we depict Pfail(Pi, tR) with ton = 0 and varying ‖Pi‖ and tR. The figure visualizes the
lifetime estimation both for a single and group of peers.
checking the resource provider set
The success probability Psucc(Pi, tR) is matched to the degree of redundancy required in the resource
reservation, RsvDR. In order to not run out of resource providers and fail the whole reservation, the
mechanism aims at increasing the actual success probability of the reservation above the required degree
of redundancy specified in the reservation. In case of an endangered success probability, the main
manager searches for peers to add to the resource provider set. It picks suitable peers for the reservation
in a quantity that pushes the expected success probability above the degree of redundancy specified
in the reservation. In order to find suitable peers, it uses the capacity-based peer search functionality
provided by SkyEye.KOM. For that, two sub-tasks need to be solved. First, identifying the number of
additionally needed peers and second, picking suitable peers in this magnitude.
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Figure 68: Peer Lifetime and Failure Probability based on KAD Measurements
identifying the number of missing resource providers
The amount of peers to be added to the resource provider set is considered to keep the success
probability Psucc(Pi, tR) for the next time span tR above the degree of redundancy, RsvDR, as specified
in the reservation request. The variable Psucc(Pi, tR) is the probability that at least one of i peers in the
set of resource providing peers, Pi, stays alive for a round of length tR.
Let Numexact : [0, 1]→N be a function calculating for a given success probability RsvDR the number
of peers needed, so that Psucc(PNumexact , tR) = RsvDR. As this number of peers is calculated exactly, in
case of churn, the probability for all peers staying alive in the round drops below the probability RsvDR.
In order to not fall below the threshold of RsvDR, we present two possible approaches for deriving the
desired quantity of resource providing peers Numsuff, with Psucc(PNumsuff , tR) > RsvDRnew, even
under churn.
Probability Buffer Assignment (PBA)
We pick the number of resource providers with a slightly increased degree of redundancy, i.e. by adding
a probability buffer of Pbuff ∈ [0, 1]. Thus, we try to pick an amount of peers, so that a higher aliveness
probability is reached than RsvDR and there is a buffer to address the case of churn:
NumPBAsuff = Numexact(RsvDR+ Pbuff · (1− RsvDR)) (5.5)
As an example, we choose Pbuff = 20% and the degree of redundancy RsvDR = 90%. In that case
Numexact results in the number of peers so that the probability of at least one of them surviving is
RsvDR = 90%. The variable NumPBAsuff results in the number of peers so that the probability of at least
one peer surviving is RsvDR+ Pbuff · (1− RsvDR), thus 90%+ 0.2 · 10% = 91%.
Redundant Provider Assignment (RPA)
The redundant peer assignment approach adds to the exact number of peers required to meet the degree
of redundancy an additional amount of peers, Nbuff. For that, it assumes that the Nbuff peers, that
make the most considerable contribution to the resource reservation, will leave and need to be replaced
before the next round begins. Thus, the resulting number of peers needed is:
NumRPAsuff = Numexact(RsvDR) +Nbuff (5.6)
As an example, we choose Nbuff = 3 and the degree of redundancy RsvDR = 90%, let the resulting
number of peers needed be Numexact(90%) = 2 NumRPAsuff = Numexact(RsvDR) + 3 = 5.
picking new resource providers
In order to add new peers to the resource provider set, the main manager uses the function for capacity-
based peer search of SkyEye.KOM. It defines the desired capacities and requests an amount of peers
which pushes the probability of at least one peer staying alive until the next round above the desired
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threshold for the degree of redundancy. SkyEye.KOM provides a list of Peer IDs with suitable capacities,
as described in Section 3.5. Additionally, the attribute entries of the new peers give information on the
online time of the picked peers.
The main manager contacts the new peers in order to allocate their resources for the given reservation.
The contacted peers allocate the requested resources for the reservation and acknowledge the allocation
to the main manager. We also consider during the picking of new peers, a specific time to deploy and
start a given service on the allocated resources. Thus, new peers are not instantly used in the resource
reservation, but only after a short time.
preparing the next round
The steps mentioned above are repeated periodically in a round-based manner. In every round the main
manager updates the management set as well as the set of resource providers. The set of reserved peers
is now up to date and the function PeerID-list ← getReservedPeers(ReservationID) is served by
the main manager, which is identifiable by the Reservation ID. As the prediction on the lifetime of the
resource providers is only precise for a short time, the main manager repeats this step every round.
The round length, tR, has a great influence on the success of a reservation and the costs induced by
the reservation management. A high reservation sampling time results in long intervals of unobserved
resource provision. In this period, to many resource providers may leave, thus leading to too less
resource providers for the desired degree of redundancy. On the other hand, too frequent sampling of
the resource provider set leads to a quick adaptation of the set size to the desired degree of redundancy.
It also leads to an increased traffic overhead for reservation maintenance as the validity of the resource
provider and management set is checked in every round.
Having presented our approach for providing reliable resource reservation in structured p2p systems,
next, we discuss the performance and cost of the solution.
5.3 evaluation
The goal of the evaluation is to measure the functionality, performance and cost of the proposed
mechanism for reliable resource reservation, P3R3O.KOM. We discuss the influence of the configuration
parameters for both approaches, the PBA approach and the RPA approach.
For the evaluation, we first introduce the relevant metrics in Subsection 5.3.1 and the simulation
setup in Subsection 5.3.2. In Subsection 5.3.3, we present the evaluation results, discuss related work in
Section 5.4 and draw conclusions in Section 5.5. Specifically, we are interested whether the proposed
approaches fulfill the desired resource reservations and how the parameters in PBA and RPA take
influence on the reservation provision quality.
5.3.1 Metrics
In the following, we list the metrics to validate the functionality of reliable resource reservation and to
measure the performance and cost of the approach.
The metrics regarding the performance of the reliable resource reservation mechanism are:
• Redundancy Success Ratio
The ratio of services which succeeded in providing the desired resources for the desired time and
also did not violate the threshold given by the degree of redundancy (RsvDR) of the reservation.
• Reservation Success Ratio
The ratio of reservations which were successfully provided during the reservation time.
• Failure Ratio
The fraction of reservations which ran out of resource providers during the reservation time.
Correspondingly, the metrics regarding the costs for maintaining and providing the reservations are:
• Total Number of Providers
The total number of resource providing peers to accomplish a resource reservation.
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General Network and User
Simulation time 5000 min Churn Model KAD [SENB07]
Number of nodes, N 1k,2k,4k Average online time, ton 266 min
Number of Reservations 5% of N Reservation Time RsvTime 3000 min
SkyEye.KOM Reservation Management
Metric UI 30 s Round time, tR 50 min
Attribute UI 60 s Management backup 4
Tree degree 4 Backup checking frequency 10 min
Reservation Complexity Approaches
Service complexity medium PBA (* 10%) 1,3,5,7,9
Degree of Redundancy 0.9 RPA (+ peers) 1,2,3,4,5
Table 16: Setup for the Simulation of P3R3O.KOM
• Average Number of Providers
The average number of peers providing resources during the resource reservation phase. This
metric sets the total time for resource provisioning of all involved peers in relation to the total
reservation time. The resource provision costs is always greater or equal to 1 for the case that the
reservation was successful. The smaller the resource provision cost is, the less resources are wasted
and the mechanism is more efficient. The variable RsvTimer ∈ T denoted the time period for which
the resources should be reserved of the Reservation ID r. Let Prprov = {pr1,p
r
2, ...,p
r
m} be the set of
peers, which provided their resources for the reservation r. Let further be Tprov : Pprov → R a
function mapping each resource provider to the time it provided resources for the given reservation.
Then the reservation provision cost RPC : r→ R can be calculated as
RPC(r) =
∑m
i=1(Tprov(p
r
i))
RsvTimer
(5.7)
• Traffic Overhead per Reservation
This metric measures the reservation maintenance overhead terms of traffic.
• Total Queries per Reservation
The total number of queries for capacity-based peer search used to complete a reservation.
5.3.2 Simulation Setup and Workload
We simulated our approach on PeerfactSim.KOM [KKM+07], which allows for the simulation of layer-
based p2p systems. The simulator has also been used for publications at IEEE P2P in the previous
years as in [KLS07, KLKP08, GSR+09]. We introduced the simulator in more detail in Section 4.2. As
a workload model we use a churn model based on KAD measurements [SENB07] and the underlay
model uses measurement data on real-world round-trip times [NZ02]. In Table 16, we depict the setup
for the evaluation. We simulated a p2p system with 1000, 2000 and 4000 peers with KAD churn for
5000 minutes. We varied the number of nodes to observe the impact of the scale of the network on
the reservation results. First all peers join the idealized DHT overlay, CDHT, which offers the KBR-
functionality [DZD+03]. It provides reliable and consistent ID-based routing in the presence of churn.
A fraction of 5% of the peers initiate, after joining of the p2p overlay, a reservation request with a
reservation time of 3000 minutes. This results in 50 reservations in the network with 1000 peers, 100
reservations with N = 2000 and 200 reservations with N = 4000. Specifically, we analyzed long-term
reservations which had a reservation time significantly longer than the average online time of a peer
(266 minutes). We used tR = 50m and RsvDR = 0.9, meaning that P3R3O.KOM takes care that the
probability for at least one resource providing peer to survive a period of 50 minutes is higher than 90%.
All peers join into the network during the first 100 minutes. The second part of simulation begins
right after the stabilization phase finishes, from minute 100 to the end of simulation. Directly after
minute 100, services are requested and maintained. Additionally, churn is induced using the KAD churn
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Figure 69: Performance of Reservation Maintenance
behavior. KAD churn introduces both joining and failing peers. Due to the larger rate of failures, the
number of peers decreases over a time of 50 hours to 50% of the initial peer count. In the evaluation
results, we describe the success ratio and costs of all services over the whole time.
5.3.3 Evaluation Results
We show the evolving of the number of peers in the p2p network under churn in the setups with
N = 1000, N = 2000 and N = 4000 in the Figures 70a, 70c and 70e. In these figures, we also depict
the number of attribute entries at the root and its Support Peer which are available to use for the
capacity-based peer search. We observe that although the root is sometimes weak and only able to bear
a small amount of attribute entries, in combination with its Support Peers the root is able to monitor
more than 80% of the peers in the network for most of the time.
In Figures 70b, 70d and 70f, we show the trace of the number of utilized Support Peers in the
SkyEye.KOM tree, the real and monitored peer count as well as average online time of the peers. The
graphs show the monitoring view of every 60th measurement, i.e. one hour, for clarity of presentation.
In a graph with every monitoring snapshots a lot more positions exist, where the monitoring view
drops to 0 due to the reassignment of the root position under churn. However, considering only the
snapshot of every hour, the monitoring view is very precise. The figure depicts on the one hand the
bound online time of the peers. The network and churn model we used, inherits the characteristics of
KAD churn and resembles and average online time of 266 minutes per peer. On the other hand, it shows
the dynamic allocation of Support Peers in the tree. Through the utilization of Support Peers, strong
peers assist in the monitoring duty and no peer is overloaded. For the quality of resource reservations,
the completeness of the monitoring view is essential, as P3R3O.KOM uses the capacity-based peer
search provided by SkyEye.KOM as a basis to find suitable peers for the reservations.
The main metric for the performance of the resource reservation mechanism P3R3O.KOM is the
reservation success ratio, for the cost it is the number of average reservation providers during the
reservation time. First, we discuss the performance of the solution and subsequently the overhead the
mechanism. In Figure 69, we depict the performance related metrics of the reservation success.
The x-axis lists the various setups for RPA and PBA for a variation of network sizes. Here, the setup
number 3, for example, describes the PBA approach with Pbuff = 50% and the RPA approach with
Nbuff = 3. One main observation is that with increasing setup counter, i.e. with a higher security
buffer, the success ratio increases both for the whole resource reservation as well as maintaining the
redundancy level. The RPA approach clearly outperforms the PBA approach in terms of reservation
success and reaches with Nbuff = 4 and Nbuff = 5 a 100% reservation success ratio. We further notice
that the scale of the network size does not affect the reservation quality, in the case that sufficient
suitable providers exist.
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Figure 71: Costs related to the Resource Reservations
In order to maintain the resource reservations, several kinds of overhead occur, which we depict
in Figure 71. The main metric depicting the costs, RPC(r), measures the average number of parallel
resource providers for a reservation. As in an optimal case, only one single peer provides the resource
for the whole time, we can compare and benchmark the reservation mechanism against this cost metric.
The question is, how many resource providers are needed in parallel in order to provide 100% of
the resource reservations successfully. Figure 71a presents the total and average number of resource
providers for a reservation. We observe that both metrics increase linearly with setups for RPA, i.e. in
specific with Nbuff. The PBA approach on the other hand allocates much less resource providers for the
resource provisioning. Due to this, the performance of the approach is also worse. Regarding the total
number of providers, we see that for a resource reservation that last for 3000 minutes approximately
50 to 60 peers are used in total to provide all reservations (e.g. RPA with Nbuff = 4). Although this
number seems large, it characterizes the main purpose of P3R3O.KOM, to allocate resources for long
term reservations that cannot be provided by single peers due to churn.
The corresponding traffic for the reservation maintenance is shown in Figure 71b. The maximum
average traffic overhead of reservation management is reached with RPA and Nbuff = 5, the average
reservation management overhead is in this case 1745 KB over a time period of 3000 minutes, i.e. slightly
more than 2 days. In 3000 minutes and a check every tR = 50m, in total 60 checks have been conducted
by the main manager, each with 30kb overhead in average of maintenance messaging. This overhead is
very low and underlines the practical usability of the approach. The total traffic overhead for the 50, 100
and 200 reservations in total are depicted in Figure 71b as well.
In Figure 71c, we present the capacity-based peer search related queries that are initiated by
P3R3O.KOM in SkyEye.KOM in order to find suitable peers. The number of queries is directly re-
lated to the total number of resource providers per reservation. Periodically in an interval of tR = 50m,
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the main manager checks whether the amount of resource providers is sufficient or not. In the case
that not enough resource providers are there or that they are expected to leave soon, a capacity-based
peer search query is initiated for the missing amount of resource providers. The peers in the reply
are instantly allocated for resource provisioning. The startup delay for the reservations is depicted in
Figure 71d. It is in average less then 15 seconds for any setup for P3R3O.KOM. The time is used to
contact the main manager, which itself emits a query for suitable peers using the capacity-based peer
search functionality of SkyEye.KOM. The query traverses the monitoring tree and is replied to the main
manager with a set of suitable peers. These queries are in small networks the hardest to solve as less
qualified peers are available. However, a reservation setup delay of several seconds is to be seen in
relation to the reservation time, which was chosen as 3000 minutes.
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Figure 72: Success Ratio in relation to Average Number of Resource Providers
Having presented the evaluation results regarding the performance and costs of the approaches RPA
and PBA of P3R3O.KOM, next, we investigate in Figure 72 the direct relation between the number of
redundant resource providers and the resulting reservation success probability. The metrics regarding
the average and total number of providers and traffic overhead are directly linked to the reservation
success ratio. The more redundantly the PBA and RPA approaches pick and provide resource providers,
the less probable it becomes that the desired degree of redundancy is missed or the whole reservation
fails. The PBA approach allocates in maximum 2.67 resource providers which is not sufficient to fulfill
all reservation guarantees. The redundant providers approach, RPA, provides with Nbuff = 3 in the
network with 1000 a 100% reservation success ratio, but fails in the network with 2000 and 4000 peers in
two cases. With Nbuff = 4 and Nbuff = 5, 100% of the reservations are successfully fulfilled. For that,
in average 5.10 and 6.02 peers are invoked simultaneously in average for resource provisioning.
To conclude the evaluation on the reservation management solution P3R3O.KOM, we present a
series of reservation requests, the corresponding intervals in which resource providers contribute to
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Figure 73: Example Reservations managed with PBA and RPA in P3R3O.KOM - Part 1
the reservation as well as the corresponding reservation success ratio. The series are taken from the
simulations with 4000 peers in which 200 reservations were initiated. In Figures 73 and 74, we depict
these series using the PBA approach with Pbuff ∈ {10%, 30%, 50%, 70%, 90%} and the RPA approach
with Nbuff ∈ {1, 2, 3, 4, 5}. The rectangles in the figures depict individual peers providing resources for
the reservation. It is obvious that the average lifetime of a peer is much shorter than the reservation
time. Without our solution, P3R3O.KOM, the desired resources could not be used over this long time in
the presence of churn. In addition, we show for the series using the PBA approach the corresponding
aimed survival probability RsvDR+ Pbuff · (1− RsvDR). In all cases of the PBA approach, the desired
redundancy degree is failed. In the case of RPA only for Nbuff = 1.
Figure 73a shows that for PBA with Pbuff = 10%, the aimed success probability of RsvDR+ Pbuff ·
(1− RsvDR) = 0.9+ 0.01 = 0.91 is not enough to maintain the success probability higher than RsvDR
and to maintain the reservation. In the time from minute 654 to 663 no providers exist and the reservation
breaks. Although the main manager picks then new providers, the interruption of the reservation is
unacceptable. The resource reservation is failed with PBA in the cases of Pbuff = 10%, Pbuff = 30%
and Pbuff = 70%. Figure 74e shows a service example using PBA with Pbuff = 90%. The resources are
continuously provided and the reservation is successful. However, the aimed degree of redundancy
is missed three time, at minutes 3425, 3491 and 4278. In Figure 73d, we depict an example using RPA
with Nbuff = 2. The behavior is similar to the PBA approach with Pbuff = 90%, however the result is
better due to the increased average number of providers. The RPA approach adds 2 additional peers for
providing the resources and in order to strengthen the reliability, thus at least 3 providers in parallel are
aimed at. In Figure 74f, we show an example with RPA and Nbuff = 5. In this case, the approach aims
at 6 peers in parallel leading to a success ratio for the reservations of 100%.
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(c) PBA, Pbuff = 70%
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Figure 74: Example Reservations managed with PBA and RPA in P3R3O.KOM - Part 2
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5.4 related work
Resource reservations on an application level in a distributed system have been discussed in the field
of GRID computing and service oriented architectures. In these, however, the resources are assumed
to stay online enforced by service level agreements. The main question in GRID and service oriented
architectures is which resource provider to choose. In p2p systems, the problem statement is different,
as peers may fail. In our approach, we do not optimize the resource provider selection but provide
reliable long-term provision of resources in a quantity that is desired, regardless of the specific provider.
For service oriented architectures, Berbner et al. and Repp et al. describe in [Ber07] and [Rep09]
approaches to manage the quality of service of workflows, to identify quality violations in the execution
and to react on them. Regarding p2p-based service oriented platforms, several approaches have been
published. In [BDA07], the authors propose an approach to deploy services on peers, aiming at low
delays to customers. The approach proposed in [ARZC05] delegates and uses services on peers in a
p2p network. Both approaches put the reservation initiation in place to supervise the execution. We
aim at long-term resource reservation which allows the initiator to leave the system in the meanwhile.
In [LBB08] and [GB09], a p2p-based approach for service discovery in GRIDs is given. The integration
of self-organizing elements in GRIDs is presented in [SSR03]. The authors of [CKWC03] propose a
p2p-based job scheduler for GRIDs, allowing peers in the GRID to derive their own schedules. The
authors of these papers focus on interconnecting and improving existing GRIDs, while we fully utilize
the resources of the user devices.
In the field of p2p system, some papers address reliable resource reservations in unreliable p2p
systems. The authors of [LCL+09] propose a new overlay for managing resources. We proposed a
dedicated mechanism that relies on existing, well evaluated structured p2p overlays. In [DR05], a portal
layer is introduced on top of the p2p overlay and resources are communicated with roaming agents.
This information is hardly to be complete and does not aim at providing reservations on these resources.
In [UJJL05], a p2p grid for distributed resource management in unstructured p2p systems is discussed.
The authors propose approaches for service registration and discovery, but do not address the issue of
churn. The authors of [RR04] focus in their paper on the retrievability of resource information in p2p
networks, they do not focus on their long-term reservation.
Considering related work in the field of reliable resource reservation, we state the claim that only few
work has been conducted by the community. This is to our believe based on the fact, that for reliable
resource reservation a mechanism is needed to find suitable peers and this field is sparsely investigated
as well. P2P systems mainly focused on data-centric application scenarios or on short term resource
consumption at the edge. With the upcome of service oriented architectures, however, the topic of a p2p
service oriented architecture is emerging as well. We address this field with our approach for reliable
resource reservation in unreliable p2p systems.
5.5 conclusions
Having introduced, P3R3O.KOM, a protocol for initiating, maintaining and providing resource reserva-
tions. In the following, we discuss the features of the solution. Churn is the main influence factor for
unreliable reservations. We address this issue by redundancy, both of the resource providers as well
as the resource reservation managers. The set of resource providers is periodically checked and more
providers are added if the success of the reservation is endangered. The set of reservation managers
consists on the one hand of a deterministically chosen peer based on the Reservation ID and additional
peers for backup. The main manager, being responsible for the Reservation ID in the DHT, maintains
the set of resource providers and reservation managers. In the case of its failure it is immediately
replaced and updated by the backup maintenance peers. The reservation requester as well as other users
may always ask the main reservation manager, identified by being responsible for the corresponding
Reservation ID, for an actual set of resource providers.
In this context, the functionality of the structured p2p overlay is important, as it provides key-based
routing and supports thus dedicated roles in the p2p network. We rely on the KBR interface of the
used p2p overlay and assume that the p2p overlay provides dependable routing and copes with churn,
keeping the ID assignments always up to date.
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The same assumption is also used by SkyEye.KOM in order to create and maintain the monitoring
tree, as described in Chapter 3. We use the functionality of capacity-based peer search of SkyEye.KOM
to pick suitable peers in the required quantity for the reservations. Through the modular approach,
functionality is reused and can independently be evaluated and improved
Regarding the resource reservation, we proposed a twofold mechanism with a distributed reservation
management set and a set of resource providing peers. The management set acts as contact group for
reservation initiations and access to the list of resource providing peers. This set of resource providers is
controlled by the resource manager and supplemented with a sufficient number of additional peers in
the case that the peers in the set are not expected to stay online until the next liveness check. For the peer
lifetime estimator, we used a Weibull model derived from KAD measurements [SENB07], providing for
a given lifetime the probability that the peer will stay additionally online for a given round length more.
However, a more optimized lifetime estimator could be used, based on the monitoring of join and leave
patterns using SkyEye.KOM. For the evaluation of the approach the used model is already very precise.
We proposed two approaches to identify the required number of redundant peers for resource
provisioning, the probability buffer assignment approach and the redundant peer assignment approach.
The evaluation shows that the proposed solution in combination with the redundant peer assignment
approach fulfills the resource reservations in 100% of the cases with Nbuff = 4 and Nbuff = 5 with
a service cost of 5.10 and 6.02 times more resource investing than requested. The traffic overhead for
maintaining the reservations by the resource managers is in maximum 1745 kb in slightly more than 2
days, for which the reservation was lasting. Thus, the costs for maintaining are considered very low
while the resource reservation is provided with 100% success ratio.
This solution allows for reliable resource reservation in unreliable p2p networks with continuously
joining and failing peers. Through the creation of a reliable platform, service may be deployed in a
distributed fashion implementing quality controlled resource usage and service deployment, allowing
to create a p2p-based service oriented architecture.
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Notice that the stiffest tree is most easily cracked, while the bamboo or willow survives by bending with the wind.
All fixed set patterns are incapable of adaptability or pliability. The truth is outside of all fixed patterns.
- Bruce Lee
All our knowledge begins with the senses, proceeds then to the understanding, and ends with reason.
- Immanuel Kant
6.1 motivation
The focus of this chapter is on managing and controlling the quality of service in a structured p2p
system. The quality of service of a p2p system describes the behavior of a p2p system in quantifiable
metrics. These metrics describe, for example, the lookup delay, the traffic overhead, hop count in the
overlay and many more. They are influenced by various aspects of a running p2p system. On the one
hand, the design, architecture and configuration of the p2p mechanisms used influence the quality of
service of the p2p system. On the other hand, the demand on the quality of service of a p2p system is
given by the applications and influenced by the scenario in which it is used as well as the behavior of
the peers.
The p2p application defines the quality of service expectations on the p2p system. A p2p overlay used
for managing video streams with tight user interaction results in low delay requirements, whereas the
same p2p overlay used for reliable data backup should provide consistent lookup results. Although both
quality aspects may be important in both application fields, each application may still define individual
quality of service requirements on the same p2p mechanism, such as the overlay.
The scenario a p2p system is used in defines the resources available for the operation of the p2p
system and defines thus also the resulting constraints and challenges. Considering the metric which
describes the traffic overhead of a p2p overlay, we give an example illustrating the issue. In a mobile
scenario it is more important to minimize the traffic consumption than in an enterprise scenario within
a local area network. Although both scenarios may use the same p2p system and mechanisms, the
influence on the quality of service provided by the p2p system is given through the constraint of limited
bandwidth. The p2p system behaves differently and it is more challenging to provide the same quality
of service in the mobile scenario as in the LAN scenario. Obviously, the p2p system should adapt (itself)
to cope with the given scenario.
The behavior of the peers in the p2p system also has a large influence on the quality of service of
the corresponding p2p system. Variable peers join and leave as well as user access patterns define a
workload on the p2p system that influences its quality of service. Thus, the system properties resulting
from the design and the configuration must be matched to the quality of service expectations defined
by the p2p application as well as the influencing factors of the scenario and the peer behavior.
In order to reach and keep a specific level of the quality metrics in a systematic way, a static configu-
ration setup for the p2p system is not sufficient. We devise in this chapter SkyNet.KOM, a framework
for managing the quality of service of p2p systems, which automatically adapts the configuration of the
p2p system in order to reach and hold the preset quality of service requirements.
For this, we adopt a self-optimization cycle, similar to the idea of autonomic computing. A system
provider defines the boundaries for metrics of interest that represent the quality of the p2p system,
such as keeping the lookup delay below 200ms. Using SkyNet.KOM, the systems’ quality is monitored
using SkyEye.KOM and evaluated in comparison to the preset goal quality intervals. Additionally,
the configuration parameters of the peers are monitored. Once the quality goal, i.e. the preset metric
intervals, is missed, the configuration of the system is automatically adapted in order to reach the preset
quality intervals. Besides monitoring the quality metrics and system configuration, the interdependencies
between the configuration parameters and quality metrics may be analyzed.
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Next, we present the functional and non-functional requirements for providing controlled quality of
service in structured p2p systems. For the investigation of the solution space, we present in Section 6.2
a discussion of approaches related to the management of p2p systems. In specific, we advocate that
monitoring and autonomous self-configuration of p2p systems is a viable and effective way for the
solution. As a general approach to apply the investigation results, we present the idea of autonomic
computing and its applicability in the field of p2p systems. Subsequently, we present SkyNet.KOM, our
solution for solving this problem in Section 6.3. This chapter closes with an evaluation of the proposed
self-configuration framework in Section 6.4, discussion of related work in Section 6.5 and a summary in
Section 6.6.
6.1.1 Functional Requirements
P2P systems are designed to provide various functionality for the interconnected peers, for example,
allowing ID-based routing and ID-based distributed storage and retrieval of objects. When building p2p
systems, various mechanisms are combined to provide the functionality for an application and to reach
the desired quality goals for the specific application. For example, a p2p-based voice over IP application
would require lookup times of below 100ms in the p2p overlay. A distributed data storage application
may not state tight requirements on the lookup time but rather on the availability of the stored objects.
In this context, we focus on the provided quality of the service of the p2p system. The quality of service
is described in terms of metrics and may be monitored with SkyEye.KOM as described in Chapter 3.4.
System monitoring offers a view on the current status of the p2p system, but no tool or functionality to
modify or adapt the observed quality. Management of the quality of p2p systems aims at the adaptation
of the system quality, i.e. system metrics. This is a task that goes beyond the observation of the status
and requires a direct and effective influence on the control points of a large-scale, distributed p2p
system.
Each metric has its own name, e.g. relative upload bandwidth consumption, and the statistical aspects
of it correspond to a specific type, such as the average. The value Vtype,name describes the statistical
value over all peers in the tree, regarding the metric name (e.g. hop count) and the statistic aspect type.
This metric may be one of the monitored metrics, as depicted in Table 2. Managing the quality of
service of a p2p system means that the metrics of the p2p system can be controlled and kept in a desired
metric interval. To achieve this, the p2p system provider may define metric boundaries or intervals,
(Gmintype,name,G
max
type,name) on a set of metrics. An interval defines a valid range for a metric, such as
(0ms, 100ms) for the lookup delay or (0 KB/s, 10 KB/s) for traffic overhead. Please note that the interval
ranges may also contain the lowest (0 or -∞) and highest (0 or∞) values for the metrics.
The interface provided by this mechanism is:
• void setMetricInterval(Type type, Name name, Value min, Value max) - defines a valid interval for
the specified type of the metric called name
Goal of a mechanism for managing the quality of service of p2p systems is to bring and keep the
monitored metrics in the predefined quality interval:
Gmintype,name 6 Vtype,name 6 Gmaxtype,name (6.1)
In order to implement this functionality, we require both, mechanisms that are able to be adapted in
their optimization goal as well as mechanisms that allow to identify and communicate new optimization
goals for the system quality.
6.1.2 Non-functional Requirements
After the introduction of the functional requirements of a solution, we discuss the non-functional
requirements for the problem statement. Mechanisms for providing reliable quality of service in
structured p2p systems may follow various design decisions. However, following non-functional
requirements must be met by a solution.
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scalability
A mechanism for managing the quality of service of a p2p system must be applicable in networks with
millions of nodes without severe consequence for the p2p system. Thus, a solution must be lightweight
and the load generated on each peer must be independent of the number of peers in the network.
However, the number of considered metrics and constraints is not expected to scale too high, as we
expect that a system provider defines quality intervals on the most important metrics of the system. The
number of reasonable system metrics is limited and we do not expect it to scale to thousands.
reliability
Reliable quality of service control involves the maintenance of a desired quality level or reservation
status over a long period of time. Thus, a reliable approach for controlling the quality of service of a p2p
system, does not just enables the p2p system to reach the desired quality levels, but also to keeps the
system at these levels. In the case of violated quality metrics, the approach should automatically initiate
counteractions to restore the desired quality of service. The reliable provision of quality of service is the
core goal of the discussed mechanism in this chapter.
efficiency
Regarding the performance and costs for a proposed solution, we assume that the most important
performance indicator for the management of the quality of service is the time the mechanisms requires
to stabilize the system and to affect a desired metric to reach a valid quality state. This metric defines
how quickly a metric violation is resolved. The costs for resolving the metric violation may be measured
by traffic costs in total and on average per peer. An efficient management solution for the quality of
service of p2p systems minimizes the traffic overhead for reaching a designated metric interval with a
violating metric.
stability
One main aspect of the management approach is to stabilize the quality of service in the presence
of churn. Churn or, more generally, varying user behavior, introduces dynamism in the p2p system,
affecting the quality of service of the p2p system and the resources provided for the system. In order
to counteract this dynamism and to provide a stable quality of service, the proposed mechanism is
in place. A non-functional requirement on the stability of the proposed solution is that it copes with
frequent and drastic changes in the number of peers in the system and keeps on providing the desired
quality of service and resource reservation.
consistency
Consistency requires a common view on the system among the peers. Thus, a consistent mechanism for
providing managed quality of service must also take care that all peers experience similar quality of
service and that the management includes them all. For example, the lookup delay among the peers
should have a low standard deviation and all peers should be involved to reach this goal.
After the review of the quality properties and the requirements on the quality management process
in p2p systems, we analyze the potential approaches for influencing the quality of service provided by a
p2p system in a systematic way. We aim to deriving best practices and a viable approach for a quality of
service management framework.
6.2 investigation on the influence of quality of service in p2p systems
In this section, we discuss approaches to systematically affect and manage the quality of service in a p2p
system. We aim in this section at investigating the possible approaches to affect the quality of service in
a distributed large-scale network with autonomous peers. As no central coordinating instance exists, a
distributed approach needs to be used. We sketch a solution space and exemplary analyze the tools
available to coordinately affect the behavior of the p2p system. We first describe the influencing factors
on the behavior of a p2p system, specifically the various kinds of dynamism. In order to address this
dynamism and resulting, misleading quality trends various stabilizing mechanism may be adopted that
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aim to restore the quality of service of the p2p system. As a conclusion of this section, we identify a
viable approach to generally manage the quality of service of p2p systems.
We assume that each peer individually applies the depicted stabilizing mechanism. In order to decide
on the strategy to follow, each peer individually decides based on the information it has regarding the
quality of service of the p2p system. We define three categories for the quality management mechanisms
based on the scope of the monitoring view of a single peer: local view only, partially global view and
global view.
In the following section, we discuss these three categories. In the first category, described in Subsec-
tion 6.2.1, a peer has only a local view on the quality of the p2p system, that is, it only gains information
about its own performance in the system. We discuss this category on the basis of KBR-compliant p2p
overlays, which aim to provide differentiated quality of service for the routing of dedicated message
types. We show that the configuration of a mechanism applied in the p2p system offers a viable approach
to manage the quality of service of the mechanism in the p2p system. We also show that the influence
of such an approach is linked to the monitoring scope.
The second category, described in Subsection 6.2.2, extends the monitoring scope from a local view, to
a partially global view. Thus the mechanism we focus on has a view on a subset of the p2p network and
is thus a partially global view. We show that in this partial global view, metrics may be managed that
relate to the whole p2p system, such as the load distribution. On the basis of a multimedia streaming
scenario, we show that stabilizing mechanisms are possible that are configurable in the goal of quality
of service and able to adapt both peer-specific (e.g. download time) as well as system-specific (e.g. load
distribution) quality of service metrics.
The third category of quality management mechanism, described in Subsection 6.2.3, uses the global
view on the quality of service of p2p system in order to derive an optimized configuration for the p2p
system. In order to show the potential of this approach, we give a brief overview on current approaches
in the literature to manage the quality of service of individual p2p mechanisms. We show that several
approaches discussed in the literature may be combined and used on demand through an automated
configuration approach.
At the end of this section on investigating viable approaches to influence the quality of service of
p2p systems, we give a short summary and motivate an automated self-configuration approach for p2p
systems based on the global view provided by SkyEye.KOM for the systematic management of the
quality of service of p2p systems.
6.2.1 Configurable Quality in Routing through Prioritization
In our first investigation, we analyze the various traditional quality of service approaches for the overlay
routing functionality in a structured p2p overlay. In this example, we investigate the possible approaches
to manage the metrics of a single mechanism (here a p2p overlay) in a systematic manner using only
local knowledge. A proposed mechanism should both be able to consider changing quality of service
requirements stated from the p2p application, as well as the dynamics of the p2p system.
Thus, we want to adapt and manage the quality of the lookup and routing functionality of a structure
p2p overlay regarding the two metrics delay and loss. In order to provide dedicated, configurable quality
for individual overlay operations, such as lookup, join, leave, keep alive, we focus on the routing of
the corresponding overlay messages. Delay and message loss are typical quality of service metrics
considered on the network layer of the ISO/OSI layer model as well. As a p2p network is manifested in
a p2p overlay on top of a network infrastructure, similar concepts may be used.
An overlay is created and maintained by periodically exchanging messages with other peers in the
network. Common overlay operations are lookup, search and store operations. However, once a commu-
nication partner is identified in the network using the overlay operations, direct p2p communications
are initiated. In the case of limited bandwidth capacity, various strategies can be applied in order to
limit the negative effects of traffic peaks, including messages loss and delayed message delivery.
Bandwidth limitations are likely to occur, due to two reasons. Download bandwidth is often larger
than upload bandwidth, so that peers tend to retrieve more data than they can send out. Furthermore,
the computing power of network devices is assumed to be sufficient, and incoming traffic can be
processed fast enough. Thus, the output link remains a bottleneck and congestion may occur. Figure 75a
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depicts the various flows in a p2p system: overlay-specific flows, direct p2p flows and underlying
network flows.
Direct p2p communication is used for long-term transmission (elephant flows), for example, of file
transfer. In contrast to this, p2p overlays use only short-term flows (mice flows), with only few messages
exchanged with every contact. Esten et al. affirm this observation in [EV03] through measurements of
p2p traffic. In a first attempt, we investigate the characteristics of corresponding flows and propose an
overlay bandwidth management approach with regard to delay and loss for specific quality classes.
traditional quality of service approaches
The traditional quality of service approaches on the network layer are:
• Overprovisioning: By adding more resources to the system, the congestion in the network is
reduced and thus the delay and loss in the system is decreased.
• Price-controlled Best Effort: By introducing quality classes for the flows with individual pricing,
higher quality channels are presumably used less, leading to less congestion.
• Differentiated Services: Various quality classes for the flows are introduced with individual
processing effort. Higher quality classes are processed with a higher priority on the cost of lower
priority classes.
• Integrated Services: Each individual flow is setup with a previously negotiated quality class. This
approach results in a fine granular quality assignment for each flow on the costs of an increased
flow establishment overhead.
In the context of p2p systems, overprovisioning is very challenging, as it involves adding peers to
the p2p system in a magnitude related to the number of peers in the system. This results in very high
operational costs for a system provider and thus is considered unfeasible. Additionally, by adding more
peers to the system, the routing of messages is delayed as an increased number of peers also results in
an increased hop count, which is typically O(log(N)).
Price-controlled Best Effort inside of p2p systems is also very challenging, as in p2p systems peers
are participating voluntarily without paying for the infrastructure. The infrastructure is provided by
the peers themselves and thus it is unclear who should benefit from the earnings through a higher
quality channel. More importantly, a basic assumption for p2p systems is that the maintenance and
operation of the p2p system is provided by all peers and all peers should benefit in the same manner.
Thus, approaches relying on the Price-Controlled Best Effort approach are not viable in the context of
p2p systems.
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Differentiated and Integrated Services both provide dedicated quality of service for individual flows.
The question that arises and we focus on next is whether the overhead for Integrated Services is justified
for flows in the p2p system or whether Differentiated Services should be adopted.
Elephant flows are few and large in a p2p system in relation to the number of peers. For them,
it seems that Integrated Services are feasible. Moreover, as they occur mainly for direct connections
between peers, the peers involved may negotiate a specific quality of service for the elephant flows and
use it for a long time. The flow establishment overhead is very short in comparison to the long usage of
the flow. Several approaches exist to provide dedicated quality of service for such large flows, such as in
[Kar00]. The resource reservation protocol (RSVP) [FDB+07] may be used for controlled quality. Also,
the lower than best effort service [BNW03] or alternative best effort [HBTK] service may be used, if no
specific quality of service requirements are stated.
motivation for overlay bandwidth management
The provision of quality of service for overlay-related messages, the mice flows, is more challenging.
Their relevance for the p2p system is diverse and may be individually set by a p2p system provider. A
lookup, for example, may have tighter delay constraints than keepalive messages. Additionally, these
requirements may be changed by the provider over time. This may happen in certain cases, such as when
the overlay is at risk of falling apart or partitioning. In that case, keepalive and further maintenance
messages should be handled with higher priority than lookup messages. Lookup messages, on the other
hand should have higher priority in well-connected overlays.
The management of the quality of service of overlay messaging flows involves the following challenges:
• Quality of service requirements are diverse for the overlay-specific flows.
• An approach providing managed quality of service for various overlay message types should cope
with the dynamics in the p2p overlay in form of churn and bandwidth heterogeneity.
• Peers may rely on local observations of the quality of service of their lookup operations
• The peers follow the coordinated aim to provide the desired quality of service for various overlay
message types
In order to decide whether Integrated or Differentiated Services are the better choice for providing
quality of service for overlay operations, we first have to look at the potential overhead related to both
approaches.
Characteristics of Flows in the P2P Overlays
In order to provide quality of service for flows in a p2p overlay, we investigate the characteristics of
flows in structured p2p overlays and whether a flow-based (Integrated Services) or quality class-based
(Differentiated Services) mechanism should be applied. In the research field of queue management,
the term flow describes periodically occurring events or messages initiated by a known instance that
needs to be processed. For CPU cycle scheduling and message scheduling between known endpoints
it is easy to define flows. In CPU cycle scheduling, jobs related to a single process are defined as a
flow. In packet scheduling, packets related to a communication path between specific end points are
defined as flows. In contrast to this, it is challenging to define a flow in structured p2p overlays, as
events related to a flow need to be periodically occurring. However, in the context of structured p2p
overlays the destination points of lookup queries, join and leave messages and routing point discovery
messages are rarely known.
Consequently, we state the hypothesis that the number of requester-replier pairs in the overlay is
large and that a specific combination is not reoccurring periodically. This hypothesis is also manifested
in the term mice-flows, which states that the flows are short and of high quantity.
In order to investigate the characteristics of flows in structured p2p overlays, we simulated Kadem-
lia [MM02] with 10,000 peers for two simulation hours. As the main metrics for the flow characteristics
we consider the number of contacts per peer and the number of messages per contact. A contact is an
endpoint that is addressed by a peer by sending a message to this contact. The quantity of this metric
describes the number of connections a peer needs to establish in the overlay. The number of messages
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per contact gives us the “size” of the flow or, in other words, how long it is in use. As the time and
message overhead for establishing a quality-assured flow in the sense of Integrate Services does not
vary, it is relevant to know the ratio for the overhead for establishing a flow to the traffic generated by
the flow. Having only short flows of few messages makes the Integrated Services approach inefficient.
In Figure 76, we examine the number of messages per contact in relation to the number of contacts
each peer in Kademlia has. This figure shows us how many peers a single peer receives messages and
how many messages are received on average. In our simulations, a peer in a network with 10.000 nodes
has on average 1437 contacts in two hours simulation time. The average number of contacts is huge in
comparison to the total number of nodes. Further, we see that a peer approximately receives only 1.4
messages per contact. These simulation results match the traffic measurements of real systems presented
in [EV03]. Thus, messages from the same contact are too sporadic too be grouped as “flows” according
to their initiator.
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Figure 76: Characteristics of Overlay Flows: Messages per Contact per Peer
Considering these two observations with regard to the applicability of per-flow mechanisms in the
context of mice flows, lead to the conclusion that it is unfeasible to maintain a status for all “flows”
identified by the source peer. Typically, source-destination pairs are used to group messages to flows.
Using the source-destination pair of a message is even less feasible in our case, as we get more flows
(O(N2)) per peer, with even less messages by each peer. Thus, the characteristics of flows in the network
layer and the p2p overlay are fundamentally different. This leads to the infeasibility of providing
Integrated Services for flows in the p2p overlay.
However, regarding the feasibility of Differentiated Services, we see that a set of quality classes for the
various message types may be used. The number of message types in a p2p overlay is limited. Message
types may be lookup queries and replies, keepalive messages and several other maintenance messages.
These message types may be mapped to quality classes, for which a dedicated quality of service is
provided by the p2p overlay. In our approach, we use multi-dimensional priority classes, and take into
consideration delay and loss requirements.
Quality of service for p2p overlay flows with regard to delay and loss needs to be provided in the
presence of resource limitations. Considering a case with sufficient bandwidth in all peers for forwarding
and processing messages does not lead to quality limitations as every message is processed instantly. In
the case where a peer does not have sufficient resources, such as bandwidth, we identified two problems
that have to be addressed. When congestion occurs, messages cannot be sent and are stored in the
buffer of the congested peer. When bandwidth is available again, the peer can choose which message to
transmit next, and this process is called scheduling.
The second problem that needs a solution is given by the limitation of the buffer size in each peer. If
the transmission rate of a peer is smaller than the arrival rate of new messages, the size of the buffer
increases constantly. Due to the limited buffer size in reality the peer has to choose which packets
to drop in case of buffer overflow. This problem is addressed by active queue management (AQM). In
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Figure 77 we sketch the principle of scheduling and AQM, with message priorities 1,2,3 for scheduling
and A,B,C for the AQM mechanism. In the following section, we introduce multi-dimensional message
priorities and show that priority-based schedulers and AQM mechanisms can give guarantees with
respect to transmission delays and loss avoidance.
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Figure 77: Principle of Scheduling and Active Queue Management
approach: delay and loss aware overlay bandwidth management
Next, we present our solution for the scheduling and AQM problem in structured p2p overlays.
We introduce a static priority scheduler and AQM mechanism called HiPNOS.KOM that provides
guarantees in the context of delay and loss for routing messages in the p2p overlay. First, we discuss the
requirements for a solution and the placement in a layered model.
Requirements for a Solution
Message priorities are motivated by the diversity of applications that may use a p2p overlay. Numerous
message types exist in the implementation of an overlay, and their relevance for the functionality of the
system differs. In addition, the orders of the user may have differing relevance as well. In order to model
the relevance of a message with respect to delay and loss, a solution has to take multi-dimensional
message priorities into account. We use the term message class to describe all messages with the same
priority. We state in the following requirements the design goals of our solution.
The average queue delay DavgQ (i) for messages of priority class i should be smaller than the average
queue delay DavgQ (j) of lower prioritized message classes j of the set of delay priorities PD:
∀i, j ∈ PD with i > j : DavgQ (i) < DavgQ (j) (6.2)
Another requirement is that starvation of lower prioritized messages does not occur. Every message has
to be processed in a reasonable time.
For the decision about which message to drop out of a full queue we postulate that no message of
importance should be dropped if a less important message exists in the queue:
∀i, j ∈ PL with i > j : Lossavg(i) < Lossavg(j) (6.3)
Additionally, we state the requirement that a solution should be independent of a specific structured
overlay. This goal aims for the re-usability of the approach.
Placement on Layer Model
In order to apply an approach for providing configurable quality of service for overlay message types for
various structured p2p overlays, we propose a general layer below the p2p overlay, termed the Wrapper
of Transport Domain (WTD). Scheduling and AQM mechanisms for overlay messages are applied in this
layer, as it interacts tightly with the transport layer. The content of messages is not relevant to the WTD
layer as only quality class information regarding scheduling and AQM are of interest for this layer. This
quality class information could either be passed via header information or derived from a configuration
defined by the system provider. In Figure 75b we show the layer model containing the overlay and WTD
layer.
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HiPNOS.KOM - High Priority First, No Starvation
In order to investigate whether Differentiated Services for the processing of overlay messages are
feasible, we propose a simple scheduler and AQM mechanism for the WTD layer. Our approach, termed
HiPNOS.KOM, is placed in the WTD layer, managing the messages passed from the layers above for
transmission using the layers beneath. Each peer is expected to have a buffer B to store messages for
the case that the transmission channel is in use. Furthermore we assume that a peer p can estimate its
own available upload capacity Up. There exist feasible mechanisms to achieve this task, and several
approaches are presented in [SKK03].
Messages in the p2p system are marked with a two-dimensional priority value (PD; PL), characterizing
their criticality regarding delay and loss. These priorities may either be set by upper layers or derived,
based on the message type, from a preset configuration of the system provider. It is assumed that these
packets are marked according to their relevance for the system. This assumption is valid, as higher layers
or the system provider know the semantics of the packets and are able to give additional information
on it on their relevance to the lower layers.
As a message mPD(m),PL(m) is passed from the higher layers to the WTD layer, HiPNOS.KOM follows
the following strategy:
• Only if the buffer B is empty and bandwidth is available is mPD(m),PL(m) transmitted. Otherwise
mPD(m),PL(m) is stored in the buffer.
• If the buffer contains messages and upload bandwidth is available the following steps are pro-
cessed:
1. The message with the highest delay priority PD(·) is chosen.
2. As a tie-breaking rule the buffer-insertion time is considered in order to choose the message
that is longer in the buffer.
• In order to avoid starvation of lower prioritized messages, the delay priority of all messages in B
is increased with every time unit ∆t.
For active queue management, HiPNOS.KOM uses a simple priority-based mechanism. If the size
of B reaches a predefined threshold value and a new message arrives, a message m∗ is dropped. In
order to calculate m∗ let Tarrival(m) be the arrival time of message m in the buffer. We define the
subset of messages Bmin in the buffer with minimal loss priority as Bmin = m ∈ B with PL(m) =
min{PL(x) | x ∈ B}. The message m∗ that is dropped is then determined by m∗ = m ∈ Bmin with
Tarrival(m
∗) = min{Tarrival(x) | x ∈ Bmin}.
Higher prioritized messages are always considered more relevant than lower prioritized ones. One
may argue that in a congested scenario this may lead to the case where messages of specific message
types with low loss priority are never processed. This case only leads to problems in the network when
the relevance of the messages is estimated incorrectly. HiPNOS.KOM supports dynamic priority changes
of messages types. Higher layers are assumed to modify the priority setting of messages that are passed
to the WTD layer in order to adapt to the network characteristics. The WTD layer itself is incapable to
determine the relevance of the semantics of messages, due to the limited scope of the view regarding
the quality of service of the p2p system.
HiPNOS.KOM is designed to provide service guarantees on message transmission to higher layers.
The functionality of the overlay layer should not be thwarted by the incapability of the layers below. This
aspect is very important if a p2p network contains numerous devices with low bandwidth capabilities.
Regarding the complexity, HiPNOS.KOM can be implemented demanding O(1) processing time
using hashmaps (to identify the queue per priority class) and calendar queues (for enqueue and
dequeue operations regarding the arrival time of the messages). The storage demand of HiPNOS.KOM
is O(|B|+max{|PD|, |PL|}) where |B| is the size of the buffer and PD and PL the set of priority classes
regarding delay and loss. The buffer size is limited to a predefined threshold. Before presenting the
evaluation of HiPNOS.KOM, we briefly discuss related work.
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Related Work on Overlay Bandwidth Management, Scheduling and AQM Mechanisms
Now, we discuss the state-of-the-art solution for the scheduling and AQM problem, as well as overlay
bandwidth management approaches, and give a brief overview on other solutions presented in literature.
State-of-the-art p2p overlay implementations do not consider the problems occurring from bandwidth
congestion. A common approach for implementing p2p overlays is to focus on the overlay layer and
to leave details on message transmission for the lower layers. Typically messages are created in the
application and passed to the network handler of the operating system. TCP provides congestion
avoidance strategies, but does not consider message priorities. In order to provide guarantees in terms
of delay and loss, mechanisms have to be implemented that tightly interact with the overlay layer.
As a results of the arguments above, the state-of-the-art mechanisms used for queue management on
an overlay layer are First-In-First-Out (FIFO) and Drop-Tail, we present both in the following.
The FIFO principle processes the incoming messages ordered by their arrival time. Its implementation
complexity is O(1). Due to its simplicity, FIFO is the dominant scheduling mechanism currently used in
p2p overlay implementations. Messages are passed from the overlay layer to the transport layer and
transmitted as soon as bandwidth is available. It is obvious that this strategy does not provide any
guarantees on the delay of a message transmission.
The simplest way to handle network congestion is an approach called Drop-Tail. New packets are
queued as long as there is place for them in the queue, which is limited in length. The queue may get
full because the sending rate of the output link is smaller than the arrival rate at the input link. In
this case, new packets are dropped. Drop-Tail does not provide any guarantees that highly prioritized
messages are transmitted.
In contrast to these two simple mechanisms, more technically mature mechanisms also exist.
In [GLS07], we analyzed several scheduling mechanisms discussed frequently in the literature. Our in-
vestigation shows that the majority of the scheduling approaches assume the existence of message flows
defined by sender-destination pairs. As we have shown earlier, flows in this sense cannot be assumed
in p2p networks. In addition to the taxonomy on scheduling mechanisms, we analyzed in [GPLS07]
several common AQM approaches. Our taxonomy on these AQM mechanisms reveals that many of
them rely on flows as well.
Based on the taxonomies stated in [GLS07] and [GPLS07], we present in the following section the
scheduling and AQM solutions that are independent of sender-destination pair based flows.
For ease of presentation the following overview on existing solutions adopts the terminology to p2p
overlays, although the original papers had been proposed for another field of application. In general we
changed the term flow to message class, which describes the set of existing message types or message
priorities in the system.
Nagle proposed in 1987 in [Nag87] Fair Queuing (Round Robin), a simple scheduling mechanism for
packet switches whereby each flow is assigned to a queue of its own. When adapted to p2p overlays this
means that each message (priority) class has a queue of its own assigned. Messages are transmitted using
the Round Robin principle to choose the next queue to be serviced. This approach can be implemented
very efficiently, as no further computation is needed. Round Robin is a feasible solution for providing
fairness among several message classes. However, if message priorities have to be considered, additional
control parameters, like weights, need to be introduced.
Classical Round Robin provides an equal share of service to all message classes in the system.
Weighted Round Robin (WRR), presented in [KSC91] by Katevenis et al., introduces for each class i
weights wi, which define the amount of share they receive. The round robin share for each class i
is wi∑
j∈Fwj
; this is also the fraction of the total service provided for message class i. This approach is
capable of considering prioritized messages by adopting the share of service a message class i receives
to its priority. Congestion may occur, but each message class receives a certain share of bandwidth.
The drawback of this approach is that it only controls the maximum rate of service a specific message
class receives. WRR controls how much throughput is guaranteed to a class. This is independent to the
requirements of having low delays.
Core-Stateless Fair Queuing (CSFQ) is introduced in [SSZ98] by Stoica, Shenker and Zhang. Their
main goal is an efficient fair queuing algorithm with strong complexity reduction. This is achieved by
introducing two types of devices: edge and core routers. Core routers are surrounded by edge routers
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so that all traffic coming from the rest of the network has to pass an edge router before coming to a core
router. Edge routers estimate the traffic at the edge of this network island and label packets with the
rate of their flows. Core routers use these labels to calculate a minimum service rate for all flows. Upon
congestion packets that exceed a specific threshold above the minimum service rate are dropped.
An extension to CSFQ is Weighted CSFQ [SSZ98]. Each flow i is assigned a weight wi that has impact
on the share the message class receives. The higher the weight of a class, the lower the probability that
packets of this class are dropped. Flow i with weight wi receives in the time interval [t1, t2] not more
share than wi · α · (t2 − t1), where α is calculated dynamically as the maximum service share for all
classes.
A further improvement of CSFQ, presented in [SZS02], is Self-Verifying Core-Stateless Fair Queuing
(SV-CSFQ). The authors argue that the concept of having edge and core routers is not applicable, because
it is unfeasible to isolate an island of core routers by surrounding them with edge routers. Therefore,
they suggest using only one kind of routers, which periodically checks the validity of packet labels. In
the case of inappropriate labels being adopted, packets are relabeled and the service rate is adapted.
Please note that in p2p systems it is possible to have an island of core routers. Each peer is an core router
as it has to forward messages to other nodes, but is also an edge router as it may initiate overlay-specific
actions.
Sally Floyd and Van Jacobson present in [FJ93] an AQM mechanism called Random Early Detection
(RED) that aims to avoid congestion. Their work is motivated by the goal to keep average queue sizes in
routers small. This is done by dropping or marking packets with a probability related to the position of
the messages exceeding a certain threshold in the queue. System-wide parameters Qmin and Qmax
define the threshold boundaries of the queue size. Qmin defines the minimum queue length where no
packets are dropped, as the weighted average queue size Qavg exceeds Qmin the dropping probability
increases with increasing Qavg and number of packets since the last dropped packet of the same flow
up to a maximum dropping probability.
There exists a wide range of AQM mechanisms based on RED. ATM-RED [RBL99] takes the char-
acteristics of ATM networks into account. Adaptive-RED [FGS01] adapts the target queue length to
meet delay and throughput requirements. Stabilized-RED [OLW99] considers the bandwidth share
of the flows in order to increase the diversity of flows in the queue. Fair-RED [LM97] measures the
utilization of bandwidth per flow in order to impose on each flow a loss rate that is related to its
bandwidth utilization. RED with Preferential Dropping [MFW01] maintains a dropping history in order
to identify flows that utilize bandwidth excessively. Flows with a high number of previously dropped
packets are preferred for dropping. The main idea of “Choose and Keep Packets from Responsive Flows”
(CHOKe) [PPP00] is to compare an arriving packet with n random packets in the queue. All randomly
picked packets having the same flow identifier like the arriving packet are dropped. If they differ, a
strategy similar to RED is used. Exponential-RED [LBS05] uses an exponentially increasing dropping
probability. This is done by using a primal-dual algorithm, known from optimization theory, in order to
compute the optimal dropping parameters for RED.
Having discussed scheduling and AQM approaches in literature, according to [Sti09], we point
out their relevance for the economical operation of telecommunication networks. Next, we discuss
approaches on managing bandwidth in p2p networks. Hoßfeld et al. observe p2p systems in networks
with limited bandwidth capabilities like UMTS [HTA05a] and GSM with GPRS [HTA05b]. They focus
mainly on UMTS- and GPRS-specific issues and not on issues arising for p2p networks resulting from
peers with limited bandwidth. In [MHS+09] and [MHGS09], Mogre and Hollick extend this view and
discuss the scheduling of bandwidth IEEE 802.16 mesh networks.
Some investigations on bandwidth issues in p2p overlay multicast trees have been presented
in [BRP+05], [RO03], and [YP05]. The focus of these papers is on scheduling of multimedia streams in
p2p networks. P2P multimedia streaming uses scheduling to decide which peer will receive the next
chunk of data. These data distribution strategies are applied on top of the overlay layer. They differ from
the assumptions and requirements stated for the WTD layer. Therefore, the listed approaches cannot
be applied for our problem statement. General end-to-end mechanisms for rate-adaptive multicast
streaming are discussed in [Rim05].
Chawathe et al. present in [CRB+03] a flow-control mechanism for Gnutella based on tokens. Each
peer should generate tokens according to the rate it can process query messages. These tokens are
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propagated to the peer’s neighbor nodes. Each query that comes from such a peer requires the sending
of a token as well in order to be processed. By adapting the rate at which tokens are generated a peer
can control the number of queries it has to process. However, the solution provides only a mechanism
to reduce the incoming traffic, but no further differentiation on the priority of incoming messages. Our
problem statement and solution focuses on the control of the outgoing traffic in order to provide control
for the delay and loss metrics in the overlay routing.
evaluation
We evaluated HiPNOS.KOM in PeerfactSim.KOM [KKM+07], as it supports the simulation of layered
p2p systems. We extended the simulator with the WTD layer that manages the bandwidth management
and message transmissions, and various metrics described next.
The goal of the evaluation is to investigate the effects of our approach, HiPNOS.KOM, which provides
differentiated, configurable quality of service to various quality classes for routing in the p2p overlay.
We compare the quality of HiPNOS.KOM to the reference strategies of nowadays: the FIFO scheduler
and the Drop-Tail AQM mechanism. We used a Kademlia implementation according to [MM02] as p2p
overlay in order to compare the effects of bandwidth strategies used in the WTD layer.
Next, we present the simulated scenario and setup. These metrics were used to measure the quality
of the p2p overlay routing functionality:
• The metric average delay per message priority (delay) shows how the WTD layer supports the pro-
cessing of relevant messages. Delay is measured from a lookup initiator to a lookup resolver in
the overlay.
• The metric average loss rate per message priority (loss) shows which message classes are dropped,
when the transmission channel of the peer is congested.
Our simulation setup consists of 10,000 peers with heterogeneous bandwidth capabilities. In [GDS+03]
Gummadi et al. give a measurement study on the bandwidth capacities of peers in p2p overlay networks.
We use the bandwidth distribution presented in Table 17 based on their work:
Fraction Download capacity Upload capacity
10% 64 kbps 64 kbps
15% 784 kbps 128 kbps
15% 2048 kbps 304 kbps
30% 3076 kbps 1024 kbps
20% 10240 kbps 2048 kbps
10% 20480 kbps 10240 kbps
Table 17: Considered Upload/Download Capacity Distribution
We limit the size of a peer’s queue to 10 messages in order to investigate the effects of strategies
handling congestion. All peers join at the beginning of the simulation. The joining phase is long enough
to give each peer enough time to join. After joining each peer performs several store and lookup
operations for randomly chosen objects. It is taken into account during the simulation time that peers
may fail and churn exists. Each overlay comes with a set of message types. We do not define a specific
priority for each of them, but we give random priorities to each message individually. We do this in
order to have messages with a wide range of priorities, so that the effects of the strategies implemented
in the WTD layer can be analyzed in more detail.
We vary the bandwidth management strategies using FIFO with Drop-Tail and HiPNOS.KOM. Each
scenario is simulated 20 times so that we can use a confidence interval of 95%.
Evaluation Results
Next, we present the results of the simulations. We show that HiPNOS.KOM provides better service for
higher prioritized messages in the context of both delay and loss. Figure 78a shows the performance
of FIFO in combination with Drop-Tail and HiPNOS.KOM regarding delay in a p2p network with
high traffic load. We use the bandwidth distribution presented in Table 17. Figure 78a shows the
6.2 investigation on the influence of quality of service in p2p systems 141
average end-to-end delay of different priority classes. We used one byte per priority (delay and loss),
so that the range is from -128 to 127. The higher the number, the higher the priority. As FIFO and
Drop-Tail do not consider priorities, the graphs corresponding to them are predominantly constant.
The average delay of the messages processed with HiPNOS.KOM decreases linearly as the delay
priority of the messages increases. In total, both approaches provide a similar overall average delay, but
HiPNOS.KOM guarantees a faster processing of messages that are more relevant to higher layers. Here
again, HiPNOS.KOM enables an additional functionality by fulfilling the delay related Equation 6.2 as
defined in the requirements.
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Figure 78: Delay and Loss in Routing in Kademlia with various Quality Classes
In Figure 78b we examine the number of dropped messages in relation to the loss-priority of the
messages. The high traffic load leads to the case that peers are not able to process every message, as
there are more messages incoming or generated than messages can be transmitted. In our scenario
approximately 3% of the messages are dropped. The Drop-Tail strategy treats every message class
equally and drops loss-critical messages in the same amount as non-loss-critical messages. HiPNOS.KOM
in contrast drops the messages according to their loss priorities. The number of messages dropped
decreases with the increase of the loss-priority value. We observe that HiPNOS.KOM approximates the
loss related Equation 6.3 presented in Section 6.2.1, which models the ideal case. As we mentioned, this
aspect is very relevant in real p2p systems. In critical situations like in the join process messages should
not be dropped. Using HiPNOS.KOM the WTD layer can provide guarantees that highly important
messages are only dropped, when there is no other way.
Additionally, we compared the routing delay in a p2p overlay using FIFO and HiPNOS.KOM. We
assigned the highest delay and loss priority to all value lookup and reply messages in the system.
The other messages were marked with low priorities. Using FIFO, the total delay for user initiated
actions, like value lookup operations was 1.684 seconds. In contrast to this, the average delay using
HiPNOS.KOM was 1.282 seconds. By applying scheduling and AQM mechanisms on the application
layer the performance of the system could be improved by 24% with minimal additional costs.
conclusions
In this subsection, we discussed how to influence the quality of service in the routing of structured
p2p systems. For that, we first showed that message flows as in the network layer do not exist in the
overlay and therefore common scheduling and AQM approaches cannot be applied directly. However,
providing Differentiated Services in routing in the p2p overlay is feasible in the form of prioritized
messages classes.
We identified that the term flow needs to be adopted for p2p overlays, as it is inapplicable in its
common sense. We introduced message priorities and priority classes to model the requirements of
messages in terms of delay and loss. HiPNOS.KOM is a simple scheduling and AQM mechanism that
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considers the characteristics of p2p overlays and provides differentiated service for the priority classes.
Due to the separation of the network layers from the overlay layer by introducing the WTD layer, the
solution presented is applicable for any structured p2p overlay. HiPNOS.KOM provides a mechanism to
provide quality of service to several message types according to the priority settings.
To conclude, a mechanism that is configurable in order to follow the quality of service goals of the p2p
system is manageable without adaptation overhead. We may generalize that through (re-)configuration
of mechanisms in p2p systems the quality of service of the p2p system can be adapted to a great extent.
6.2.2 Adaptable System-wide Quality Goals through Monitoring
In the previous subsection, we have identified that configurable mechanisms, like the scheduling and
AQM mechanism HiPNOS.KOM, provide the opportunity to affect the quality of service in the p2p
system according to the current needs. However, we also identified two subsequent limitations. The
question that arises now is how to set the priorities for the various message types. Which message
type has what relevance for the p2p system? More generally, which configuration for a mechanism is most
suitable in order to match the current quality of service requirements? The second limitation lies in the scope
of metrics able to be influenced. Global, system-wide metrics like load balancing cannot be addressed
with an localized view of the peers. Peers need to gather information about the system state, such as
the average load on all peers, in order to derive local strategies to influences these global system-wide
metrics in a coordinated manner. In the following, we extend the scope of a peer’s view of its network
and investigate how to influence metrics related to all peers, such as load balancing.
We analyze these two aspects in the application scenario of multimedia streaming in heterogeneous
p2p systems. Streaming of multimedia content states strict requirements on the quality of service
provided by the system, as described in [MCBM], as it requires the contribution of various resources,
ranging from bandwidth to online time. Load balancing is an important design goal in creating a
distributed multimedia streaming platform, which relies on the contribution of the participating nodes.
Once multimedia content is published in a distributed network, users consume and redistribute the
content. Having various streaming providers for the same content leads to the question of how to
maintain the information of the providing peers in a distributed system and how to allocate the requests
of content consumers to content providers. The redistribution of the content should be balanced on
the participating peers so that the costs for the system, from which all participants benefit, are shared.
Taking the heterogeneity of the nodes into account can result in a load balanced system which does not
stress participants excessively but fulfills the quality of service requirements stated by the provider of
the multimedia streaming system.
We identify four conflicting quality of service goals for the allocation of streaming providers to
streaming consumers:
• Load balancing: The deviation in load distribution of all peer contributions. Peers aim at providing
the same share as the other peers.
• Download speed: The average download time for a stream over all peers in the network. Peers
aim at maximizing their download speed.
• Incentive to stay online: The average online time in the system. Peers that stay online support the
network with their contribution.
• Support for heterogeneity: Weak peers should be spared and peers with more available resources
should contribute more.
With this scenario, we address the two limitations that we had in the scenario of overlay bandwidth
management in Subsection 6.2.1. Our scenario provides these additional challenges:
• System-wide metrics: Load balancing cannot be addressed with the approach discussed before.
Peers must be informed about the status of all peers in order to decide on the behavioral strategies
regarding load balancing.
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• Configurable, conflicting quality of service goals: The quality of service goals loss and delay in
the approach discussed earlier are independent of each other. For the new conflicting goals, we
must provide strategies to allow a provider to define the relevance of these quality goals, for
example, support for the heterogeneity and load balancing.
model of the p2p streaming scenario
We briefly describe the scenario more formally and introduce the terminology used. Let C be a streamable
multimedia content, which is split up in m blocks: C1, C2, ..., Cm. The multimedia content blocks are
stored in a network where participants provide each other with the desired content. Let P be the set of
participants in the network, then we define the set Wi ⊆ P, i ∈ {1, ...,m} for the participants that want
to obtain block Ci and the set Hi ⊆ P, i ∈ {1, ...,m} for the participants that already have the block Ci.
We assume that the p2p network provides the functionality of a Distributed Hash Table, which provides
in specific the KBR interface [DZD+03]. To any content block Ci, which represents an object in the DHT,
a peer can be identified, which is responsible for this content block. Messages addressed to a specific
object identifier are routed in the DHT to the responsible peer.
The question we focus on is what is the best strategy for matching peers from Wi to Hi according to a
scoring function. The scoring function should consider the load of the specific peer (both with regard to
local and contribution load), its online time and its capabilities. Here we do not focus on overlay-specific
routing and characteristics, like in the section before. When applying a cost function in the matching
function, the quality of the decision can be optimized. The quality of the matches is measured by the
load distribution in the system or in other words how many service requests has been processed by
which peer. An optimal solution results in a minimal standard deviation in the load.
We present a load balanced architecture for p2p-based multimedia streaming and a stream provider
selection mechanism, which can be applied on any KBR-compliant DHT. Having the multimedia content
split up in content blocks, for each block we assign a responsible peer in the DHT. This peer maintains a
list of peers providing the specific content block. Requests for this block are assigned by the DHT node
to the providing peers by using a scoring function. The scoring function determines the quality of a
peer, by considering its capabilities (heterogeneity) and its contribution to the system (load balancing).
A majority of existing multimedia streaming systems apply the client-server paradigm, where only
servers or server farms provide the content, which results in scalability issues. An increasing number of
requests can only be compensated by extending the amount or capabilities of the servers.
To lessen the burden on the servers, solutions for p2p-enhanced multimedia streaming have been
deployed, like Kontiki [Ver], Octoshape [Oct] or BitTorrent DNA [Bit]. In these cases, users that already
received the content help to redistribute it. In contrast to these approaches, which assume that the
multimedia content is generated only by one participant, upcoming multimedia streaming applications
have to face the challenge of all participants in a distributed network creating, providing and consuming
multimedia content.
There are two kinds of multimedia streaming applications: live streaming and video-on-demand
(VoD) streaming. The main difference is that in a live system the content is generated and consumed
within a small time interval. In a VoD system the videos are already pre-encoded and can be played
asynchronously on demand (see [Gri00, Zin03]). Therefore the chunks can be distributed in any order
and even be pre-loaded and cached in the network. Furthermore in VoD, users can seek forward and
backward, which again encourages pre-caching mechanisms. We focus on p2p-based multimedia-on-
demand streaming, as the freshness of movie clips or audio streams is rarely of importance in current
multimedia streaming platforms like YouTube or Last.FM.
Typical solutions for p2p-based VoD are either push-based application multicast trees or pull-based
mesh systems. In a push-based solution (e.g. see [DHT]), the peers are organized in application level
multicast trees with the content source as root, which pushes the data towards the leaves. Challenges
arise if peers fail in the tree and the corresponding subtree is not longer served with content. Conversely,
in a pull-based system [AGG+07] a peer actively requests parts of data from available sources, which
typically results in a mesh topology. The main benefit of pull-based solutions are lower costs, as the
multicast tree maintenance is expensive, and there is higher flexibility in source selection. Different
strategies for source selections can be applied. Next, we advocate and introduce a scoring function for
source selection considering the various quality of service goals of the p2p system.
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approach: load-balanced multimedia streaming
In the following, we present our quality-aware streaming architecture for multimedia streaming which
takes following design goals into account:
• Load balancing: The goal of the architecture is to provide load balancing in the selection of stream
providing peers.
• Variable goal settings: Besides load balancing, the architecture should also consider the download
speed and privileged service for strong contributors as well as incentives to stay online. The overall
quality goal should be configurable.
• Low overhead: The costs for the allocation of streaming providers to consumers, measured in
additional traffic, have to be low.
• Easy deployment: The mechanism has to be applicable in a mixed environment with peers either
supporting and not supporting the mechanism.
• Overlay (DHT) independence: The solution should be applicable on any DHT providing the KBR
functionality.
Our architecture assumes that the underlying multimedia streaming network provides the KBR
functionality [DZD+03]. To any content block Ci, which represents an object in the DHT, a peer can be
identified that is responsible for this content block. Messages addressed to a specific object identifier
are routed in the DHT to the responsible peer. We do not state further requirements at the DHT, which
makes our architecture generally applicable on any DHT.
The peer responsible for a specific content block Ci is called Ri, it maintains a list of all peers in Hi.
Besides maintaining Hi, the responsible peer Ri also receives requests for the content blockCi, it decides
to which peer in Hi to assign the streaming tasks to. The contact address of this peer in Hi is then
replied to the requesting peer in Wi. We present two approaches in the following regarding whether
further information on the peers in Hi is maintained by Ri or not. Both approaches could be used
in a mixed scenario, which makes the architecture easy to deploy. Using further information enables
the monitoring scope of Ri and thus Ri to derive optimized decisions regarding the quality goals. We
assume that the providing peers cooperate and announce their content blocks Ci at the corresponding Ri
and behave according to the protocol. Thus, Ri has a partial global view on the p2p system, namely Hi.
Consuming peers (in Wi) retrieve the multimedia stream content block by content block (Ci) by
requesting the contact information of streaming peers (in Hi) from the corresponding peer Ri. While
consuming the multimedia file, the block index i is increased and successive blocks are (pre-)loaded.
We depict in Figure 79 the aforementioned terminology and architecture for multi-goal optimizable
multimedia streaming. As a next focus of our investigations we look at which information to consider
and which optimization goal to use as a means for choosing a streaming provider.
Stream Provider Assignment Using a Scoring Function
Each responsible peer Ri maintains the information of the offered content blocks (Ci). This information
contains in a block-centric view the contact addresses of peers in Hi. Additionally, Ri maintains the
state and information of all peers in Hi as well. The peers in Hi periodically announce their state at the
corresponding Ri. The following information vector IVp is maintained per peer (p ∈ Hi) in dependency
of the time t ∈ T :
• Active Tasks IATp (t): Number of tasks already performed for the system. This parameter can be
used to optimize the system regarding load balancing.
• Local Tasks ILTp (t): Estimation of local load (e.g. number of active processes in relation to the
computing power). With this parameter, the system can adapt to the heterogeneity of the peers.
Assigning fewer tasks to weaker peers keeps the system stable.
• Bandwidth quality IBqp (t): This parameter shows the network conditions of the providing peer.
Peers with low bandwidth capabilities are identified and the system can adapt to unburden
them. Coping with bandwidth heterogeneity is a key question in upcoming mobile streaming
applications.
6.2 investigation on the influence of quality of service in p2p systems 145
Peer 
A
Peer 
B
Peer 
C
Peer 
D
Peer A
Peer B
Peer C
Peer D
LTPeers
310 MB
20 MB
750 MB
10 MB
AT
32 KB/s
200 KB/s
512 KB/s
256 KB/s
Bandwidth
1200M
20M
600M
5M
Online
...... ......
20%
10%
41%
65%
RiStructured P2P Overlay
...
Hi - Set of peers providing content block Ci
Periodically update status 
Wi - Set of peers providing content block Ci
Sc
or
e 
fu
nc
tio
n 
ca
lcu
lat
or
0.8
0.1
0.7
0.3
Request for provider of Ci
Assign most suitable provider
Figure 79: Architecture for Load-Balanced Multimedia Streaming
• Online Time IOtp (t): Uptime of the corresponding peer. Considering this parameter, the resources
of peers staying only online for a short time can be used more intensively which benefits peers
that stay online longer. This incites the peers to remain in the network.
There are two approaches for building a system that relies on distributed information. Information is
used either proactively or reactively. In a push-based approach peers update their information in specific
intervals proactively at the peers responsible for blocks they provide. This can lead to a high traffic
overhead in a system, in which queries are rare. In a pull model peers send their status information
reactively on demand. This solutions results in increased query costs, but decreases the update costs.
Our solution follows the proactive approach, as the distributed multimedia streaming scenario states
a high frequency of queries. The overhead can be adapted by tuning a parameter t∆, which is the
frequency in which updates are transmitted by peer p to Ri for all i ∈ {1, ...,m} with p ∈ Hi.
We assume that all peers p ∈ Hi ⊆ P are connected to Ri for all i ∈ 1, ...,m. In a frequency of t∆, each
peer p transmits its updated information vector IVp to Ri. When a peer k ∈Wi wants to obtain a specific
content block Ci it sends a query to Ri asking for a peer providing Ci. The peer Ri determines from all
peers in Hi one peer to recommend, using a scoring function cs(p, t) : P× Time→ R, which calculates
the costs for choosing a specific peer. The scoring/costs of a peer is a value depicting the adequacy
of the peer for being recommended. The peer with the lowest costs is considered the most fitting. By
taking the peer characteristics into account, the peer that can provide the requested multimedia stream
most in line with quality goals can be determined.
We define cs(p, t) (and s) in the following way:
cs(p, t) := s(IATp (t), I
LT
p (t), I
Bq
p (t), I
Ot
p (t))
:= α1 · IATp (t) +α2 · ILTp (t) +α3 · IBqp +α4 · IOtp (t)
(6.4)
The function s defines the scoring weights α1 to α4 for the calculation of the fitness of a peer, I∗p are
normalized values. After calculating the costs for each peer providing the desired content, the peer
Ri sends a message back to the querying peer, recommending the most suitable multimedia stream
provider. The subsequent streaming of multimedia content from a peer in Hi to a peer in Wi generates
much more load on the peers (in Hi) than the allocation step by Ri. The balancing of the (higher)
streaming load compensates for the dispatching load on the DHT peers. In the evaluation, we investigate
the impact of the choice of α1 to α4 in the scoring function. The scoring function can be extended by
various additional parameters, for example, taking QoS requirements into account as well. In addition,
overlay bandwidth management mechanisms [GPK+07] as proposed earlier can be used to further
increase the provided quality of service in a coordinated manner.
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Stateless Assignment
We present a stateless solution that is similar to a current approach, [SP07], in p2p-based multimedia
streaming. This solution assumes the existence of a responsible peer Ri per content block in the DHT
as well, which maintains the information about the offered content blocks Ci. The stateless solution
stores no additional information on the peer characteristics. Peers requesting a specific content block
(Ci) contact Ri using the DHT and request the address of any peer p ∈ Hi. The peer Ri responds with
the network address of a peer chosen randomly from the set of the peers offering Ci. After this step,
peer Ri updates its internal information on Hi and Wi. This stateless solution regarding the monitoring
of the peer conditions results in less traffic overhead for maintaining the lists Hi and Wi, is easy to
deploy and provides load balancing due to random load dispatching as well.
Having described the both approaches, next, we summarize the solution and present the evaluation.
We presented a DHT-based architecture for multimedia streaming. The multimedia content is split up
in content blocks responsible peers in the DHT are assigned to individually. This peer maintains a list of
peers providing the specific content block. Providing peers periodically update their status information
at these responsible peers. Based on a scoring function, the responsible peer calculates which peer
should be utilized to stream a requested content block. As the scoring function considers the status
information of the peers, the load of the peers can be balanced and the heterogeneity of the peers taken
into account. In the next step, we present the evaluation of our scoring function-based task assignment
in comparison to the stateless approach.
evaluation
In this step, we present the evaluation of our architecture and the parameters of the scoring function.
First, we describe the simulation setup and the used metrics, before we present and discuss the
simulation results. Our simulation setup is inspired by the multimedia streaming requirements of
today’s platforms. In today’s content distribution networks like BitTorrent [Coh03] there are only tens to
one hundred peers requesting a file [LPY+06] at a time. We therefore focus on the streaming strategy for
multimedia content up to 100 participants, the simulation setup consists of 25, 50, 75 and 100 peers. For
each request, a peer in the network is chosen, which then states a query for one chunk it is looking for.
We chose the p2p simulator PeerfactSim.KOM [KKM+07] for evaluating our architecture, as it
supports the simulation of layer-based p2p systems. We extended the simulator with both solutions
and adapted the user layer to define the content preference distribution of the peers. The focus of the
evaluation is the balancing of the load on the multimedia content provisioning peers. We investigate the
load on the peers resulting from the request allocation strategy.
For the rating of the quality of the solutions, we have chosen metrics focusing on the obtained
load balancing and the traffic overhead generated. We measure the load of providing peers in the form
of the number of requests allocated to them by the peer Ri in the DHT responsible for the content
block Ci. The distribution of the allocated requests shows how well the system is balanced in terms of
load. We use the standard deviation of the load distribution as a metric for fairness in request assignment.
Furthermore, we use the difference between the costs for using the solution based on the scoring function
and the stateless solution as an indicator for the impact of the scoring function parameters α1 to α4. In
order to investigate the impact of the update frequency t∆ we measure the average error rate in relation to
the update interval. We identify the trade-off between the error rate and the traffic overhead for keeping
information up-to-date. We define the term Profit for the metric M = cs(p, t) as the ratio of additional
costs for the stateless solution (RND) in comparison to the solution using the scoring function (SF):
ProfitM =
MRND −MSF
MRND
(6.5)
By measuring the profit, we identify the quality gain when using the scoring function.
Parameters αi in the Scoring Function cs(·, ·)
In order to evaluate the load distribution of the peers, we first investigated parameters in the scoring
function cs(p, t). We focused on the variation of the parameters concerning load balancing. The impact
of these parameters on the function is as important as the impact of the parameters concerning the
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heterogeneity of the peers. We therefore varied the impact of the load balancing parameter α1 and the
parameter for heterogeneity support, α2, which have a sum of 50% in total. The parameters α3 and α4
modeling the capacities and online time of the peers are both set to 25%. However, these parameters can
be tuned in order to meet the requirements of a given scenario. Table 18 shows five setups for αi and
how they affect the profit of the system according to the scoring/cost function.
Figure 80a shows the task allocation distribution for a content block using these five setups in a
scenario with 100 peers and 100 service requests in total. The Figure shows that with increasing α1
(i.e. relevance of load balancing) the deviation in the load distribution decreases. The parameter α1
represents the number of allocated tasks to a peer. By giving more impact on this parameter, load
balancing is improved at the expense of the heterogeneity of the peers having less effect on the task
allocation.
setup1 setup2 setup3 setup4 setup5
Active Tasks (α1) 5% 15% 25% 35% 45%
Local Tasks (α2) 45% 35% 25% 15% 5%
Profit 65.14% 62.29% 56.26% 62.15% 76.88%
Table 18: Impact of αi in cs(p, t) on the Profit
Variation in the Number of Peers and Requests
With the variation of αi, we identified a suitable parameter setting with α1 = 45%, α2 = 5%, α3 = 25%
and α4 = 25%. Based on these values, we investigated the impact of the number of peers and number of
requests in the system. We varied the number of peers from 25, 50, 75 to 100 and investigated the profit
in a system with 25 requests (see Table 19). We also investigated the profit of the function using the
scoring function in comparison to the stateless solution in a system in which the number of peers and
requests are equal, for example, with 50 peers and 50 requests. The profit of our solution (by applying
the scoring/cost function to the chosen peers) is depicted in Table 19. The table shows that solution
based on the scoring function outperforms the stateless solution by at least 36% with regard to the
fitness function cs(p, t). With increasing number of peers the profit grows to 109.84%, i.e. the decisions
resulting from the reference solution cost 109.84% more in relation to the results of our solution. With
increasing number of peers and requests, the profit increases as well.
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Figure 80: Effect of Parameter Choice on the Load Distribution
Next, we evaluate the load distribution in the system in relation to an increasing number of peers and
requests in the system. In the multimedia streaming scenario, we aimed to take the heterogeneity of the
peers into account, but still have a load balanced system. The results of the simulations are shown in
Table 20 performed for 25, 50, 75 and 100 peers and the same number of requests per setup. The number
of tasks assigned to a peer is also shown in Figure 80b in the rows labeled 0 to 7.
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25 peers 50 peers 75 peers 100 peers
25 resource requests 36.69% 66.25% 94.63% 109.84%
# of requests = # of peers 36.69% 62.89% 74.40% 76.88%
Table 19: Profit with varying Number of Peers
The figure shows that the deviation in the task distribution is smaller using the scoring function
(SF) in allocating requests for multimedia content. Assigning randomly (RND) a peer providing the
requested multimedia content, leads to more variation. This effect can be best seen in the two right
columns of Table 20. We denoted the standard deviation σ in the number of allocated tasks and a metric
termed Load Balancing Saving LBS. The metric LBS is defined as the profit in the standard deviation
LBS =
σRND − σSF
σRND
(6.6)
The metric LBS represents the ratio by which the deviation in the number of allocated tasks per peer
is decreased when using the task assignment based on the scoring solution. The Table 20 shows that
the Load Balancing Saving metric increases with increasing number of peers and requests. Due to the
increased number of peers the scoring function can take a higher number of candidates into account,
thus, better peers can be chosen. The table shows that the Load Balancing Saving can be increased by
53% even better results can be expected in a system and scenario that involves more participating peers.
Peers Sol. 0 1 2 3 4 5 6 7 σ LBS
25 RND 2 8 8 4 1 2 0 0 1.32
25 SF 1 8 9 5 1 1 0 0 1.12 0.15
50 RND 1 24 11 6 4 4 0 0 1.35
50 SF 0 14 23 12 1 0 0 0 0.78 0.42
75 RND 2 29 19 19 5 0 1 0 1.12
75 SF 0 15 45 15 0 0 0 0 0.64 0.43
100 RND 11 18 45 19 3 2 1 1 1.24
100 SF 0 17 66 17 0 0 0 0 0.58 0.53
Table 20: Distribution of Task Assignment with Varying Mechanism and Number of Peers
conclusions
We have discussed approaches to address various quality of service goals in a p2p-based multimedia
streaming scenario. We presented a maintainer-based approach, in which multimedia content is split in
blocks. For each block a responsible peer in the DHT manages the list of block providers and consumers.
Using a scoring function on the providers allows the service provisioning to be controlled and facilitates
optimization of the system behavior for load balancing and support for peer heterogeneity.
In contrast to the scenario with overlay bandwidth management, here we considered system-wide
quality metrics, such as load balancing. In order to address this kind of metric, we used a global view
on the set of available stream providing peers per block. This partial-global view is obtained through
information that is gathered on the condition of all block providing peers. This monitoring view on the
system allows for an optimized matching of providers to consumers regarding configurable quality of
service goals.
We generalize the observations in respect to a more general approach for controlling and managing
the quality of p2p systems. The following requirements and lessons have been derived from the
investigations of the discussed approaches to influence the quality of service of p2p systems:
• Configuration-based influence on the quality of service: Depending on the configuration of a
mechanism, the system adapts its strategies in order to address differentiated quality of service
goals.
• Monitoring as key to address quality of service goals: Gathering all relevant information from the
participating peers enables mechanisms to decide on both optimized strategies and configurations.
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• Separation of mechanisms and quality of service management: Mechanisms should be generally
configurable to address various quality of service goals. A dedicated quality of service management
component should decide on optimized configurations for the mechanisms.
With this insights in mind, we conclude that monitoring and an automated configuration of the
system based on the monitoring leads to the desired management of the quality of service in a p2p
system.
6.2.3 Autonomic Computing Approach for Managing P2P Systems
In this subsection, we transform the conclusions from Subsection 6.2.1 and Subsection 6.2.2 and identify
a viable approach. The goal of a mechanism for managing the quality of service of p2p systems is to
bring and keep the monitored metrics in the predefined quality intervals. We assume that the application
provider using the p2p system defines a set of quality boundaries for the metrics of the p2p system. The
p2p system should then automatically adapt to these preset quality of service goals. We depict this idea
in Figure 81
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Figure 81: Management of the Quality of Service of Peer-to-Peer Systems
In Section 6.2 we elaborated that through adapting the configuration of p2p mechanisms the quality of
service of the p2p system can be modified in a non-intrusive manner. Re-configuration of mechanisms is
easy to apply on any p2p mechanism as it does not require the modification of internal processes. In the
scenario of overlay bandwidth management we have demonstrated the efficacy of the approach. In the
scenario of load balanced multimedia streaming we have shown that in order to manage system-wide
metrics, such as load distribution, we need to consider system-wide information like the contribution of
all peers. In order to do so, monitoring of the system status is necessary.
In Chapter 3, we presented with SkyEye.KOM an approach to monitor the quality of service of a p2p
system in a distributed and lightweight manner. The solution provides us with a precise view on the
various metrics measured in the p2p system. It helps to identify the current status of the system and
whether the preset quality of service goals are met.
Thus, on the one hand monitoring of the p2p system gives us insights in quality violations and on
the other hand re-configuration of p2p mechanisms gives us a tool at hand to coordinate and adapt
the quality of service provided by a p2p system. As a bridging module, the monitored information
needs to be analyzed and new configuration for the p2p system planned and deployed. This concept
of monitoring, analysis, planning and enforcing the plan is described in the concept of autonomic
computing, which we apply on p2p systems.
concept of autonomic computing
The autonomic computing’s primary goal is to develop software, hardware and networked systems
capable of managing themselves in accordance with high-level policies from their human administrators.
150 managing the quality of service of peer-to-peer systems
Fundamentally, autonomic computing systems are inspired by strategies used in biological, social and
economic systems, which like distributed systems have to deal with similar challenges of scale, com-
plexity, heterogeneity and dynamics. Autonomic systems must be capable of monitoring and evaluating
their internal and external states, and subsequently building a self-knowledge about themselves and
their embedded environment. Self-knowledge in turn is the starting point for reactive and anticipatory
services, such as self-controlled optimization, configuration, and problem solving.
In [Hor01] the terminology for autonomic systems is introduced, stating that a full-fledged autonomic
system must possess the following eight characteristics:
1. Self-Awareness: An autonomic application/system “knows itself” and is aware of its state and its
behaviors.
2. Self-Configuring: An autonomic application/system should be able to configure and reconfigure
itself under varying and unpredictable conditions.
3. Self-Optimizing: An autonomic application/system should be able to detect suboptimal behaviors
and optimize itself to improve its execution.
4. Self-Healing: An autonomic application/system should be able to detect and recover from potential
problems and continue to function smoothly.
5. Self-Protecting: An autonomic application/system should be capable of detecting and protecting
its resources from both internal and external attacks, as well as maintaining overall system security
and integrity.
6. Context-Aware: An autonomic application/system should be aware of its execution environment
and be able to react to changes in the environment.
7. Open: An autonomic application/system must function in an heterogeneous world and should be
portable across multiple hardware and software architectures. Consequently, it must be built on
standardized and open protocols and interfaces.
8. Anticipatory: An autonomic application/system should be able to anticipate to the largest extent
possible, its needs and behaviors and those of its context and consequently be able to manage
itself proactively.
These eight characteristics form the basis on which autonomic computing can be described. It
comprises, for example, that self-managing systems are automatically installing software and hardware
components, whenever they are detected as an useful plug-and-play component. Also, they would
reactively or proactively install a required software component after detecting that it is missing for
a certain (future) operation (self-configuration). Furthermore, autonomic computing systems would
procure behavior for restarting a failed element (self-healing), adjusting the workload distribution
in accordance to the free resources as well as the self-triggered adaptation to given quality goals
(self-optimization), and react with counteractive measures if an intrusion attempt was detected (self-
protection).
control loop: monitor , analysis, plan, execute (mape)
The eight characteristics conducted in [Hor01] motivate a set of mandatory tasks that must be procured
by every autonomic element for enabling self-* properties. Hence, it is necessary for every autonomic
system implementation to realize some kind of monitoring-, analyze-, plan-, and execute (MAPE)
mechanisms. We sketch these elements in Figure 82. Each of the tasks makes a contribution to the overall
system’s goal to seek viability and to release the human administrators from unnecessary operating,
maintaining and optimization tasks.
As Figure 82 depicts, the MAPE control loop comprises four main steps (monitor, analyze, plan,
execute) that are traversed in a cyclic order. All of these individual steps are supported by the fifth
element, the knowledge component. The following enumeration will discuss each mandatory step in
detail:
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Figure 82: Control Loop of an Autonomic System
• Monitoring: The main goal of the autonomic system’s monitoring component is to provide mecha-
nisms for collecting, aggregating, filtering and reporting details about managed resources and/or
other autonomic elements. Hence, monitoring is not only a turnkey solution for having insight
into the running system, but also has to be seen as a knowledge-building tool, delivering the facts
on which the future decisions can base. With regard to p2p systems, the monitoring and building
of statistics on system-specific metrics, such as lookup delay or peer load, is building the basis for
future decisions.
• Analyze: The second building block of the MAPE loop is the analyze component. Its main purpose
is to evaluate the current autonomic element’s state against given metrics, which are composed with
the help of policy definition languages. In general, policies represent predefined and externalized
logic that determines the autonomic element’s future behavior. Correspondingly, the “overall
target” is to fulfill the goal policies, which are defined through a single or a set of desired states.
Policies govern the decision making process for autonomic systems, indicate which resources to
be monitored and how changes need to be propagated in the system. Hence, policies are static
descriptors that encode the generic behavior of the system. As an example, policies can be defined
to manage multiple aspects of distributed systems, such as their QoS-preferences, configuration,
updating- or monitoring behavior, and auditing. With regard to p2p system goals, policies express
desired quality metric goals, for example, in form of valid intervals for p2p system metrics, such
as the interval [0ms, 500ms] for the lookup delay.
• Planning: Subsequent to the MAPE loop’s analysis step, which potentially reaches the conclusion
that a system’s parameter has to be changed, a request to the planning component will be issued.
The planning component’s purpose is to schedule, decide, and invoke all necessary changes
reactively, or even more desirably proactively. In an ideal case, planning components work
proactively, having learned from former good or bad decisions, and draw conclusions upon
environmental-aware experiences. In general, the planning module is faced with the problem
of finding the best possible elements from the space of possible solutions. This space is a set
of criteria, expressed with the help of mathematical functions, which might either be obtained
through analytical processes or are tied to the service at development stage. However, these
performance functions, also called objective functions, are very likely to have multiple local optima.
Nevertheless, autonomic systems are supposed to seek for steady performance improvements,
resulting in the fact, that optimization algorithms are supposed to find the (only) global optimum.
Related to p2p systems, the planning component decides on suitable configurations in the space of
possible configurations in relation to a given quality of service goal. As an example, we consider
routing table sizes and scheduling priorities as effective parameters to influence the lookup
delay of a p2p overlay. The planning component derives suitable and optimized values for these
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configuration parameters, which are expected to lead to a lookup delay between, for example, 0ms
and 500ms.
• Execute: The executing building block of the autonomic system’s control loop deals with an
effective usage of resources within the autonomic element itself. In the control loop’s sequence, the
analyzed component retrieves an exceptional circumstance (malfunction, service response-time
drop, unnecessary over-provisioning, etc.) and the planning step decides reactively or proactively,
the counteractive action, which are invoked in the execution step. With regard to p2p systems, the
execution step consists of deploying the configuration parameters derived in the planning step to
all relevant peers and employing these locally on all contacted peers.
• Knowledge: The autonomic system’s knowledge component is a central entity, helping to improve
all components’ decisions. It unifies policies, restrictions, preferences, problem symptoms and
-solving strategies, operating logs, and all other knowledge-building data structures. With the
help of the knowledge component, autonomic managers are able to improve their decisions based
on a history of earlier successful operations. Accordingly, it provides the means for accessing
self-knowledge. Without a system’s knowledge about its internal structure and functioning, other
self-* properties, especially self-healing, -configuration, and -management, are not realizable. This
means it can be determined if a current behavior is consistent or expected with respect to the
environment. The knowledge component is acting as operational center on each peer, providing
a container to store the monitoring information in and interfaces to the analysis and planning
component operating on the monitoring information.
To conclude, the MAPE loop provides functionality to monitor the system state, analyze this status
with regard to a preset quality goal and derive a suitable enforcement policy for the elements applied in
the system, so that once deployed and in use by all peers the desired quality of service goal is reached
and held. The MAPE loop matches the problem statement for the issue of managing the quality of
service of p2p system, which has been motivated in Section 6.1. Next, we describe our approach for
implementing the MAPE loop for quality management in structured p2p systems.
6.3 quality management framework for structured p2p systems
The goal of the quality management framework for structured p2p systems, termed SkyNet.KOM, is
to provide a set of mechanisms that enable a p2p system to adapt its quality of service to a given
goal defined by the users or a system provider. Our observations regarding the viable approaches to
managing the quality of service of p2p systems in a coordinated fashion leads to requirements that are
addressed in the MAPE loop. Specifically, we already derived the need for monitoring the quality of
service of a p2p system and to create a knowledge base of these observations using SkyEye.KOM. We
also described the potential of optimized configurations in p2p system leading to a coordinated control
of the quality of service provided by the p2p system. In order to close the loop and to derive optimized
configuration parameters based on the observations of the p2p system, the analysis and planning steps
of the MAPE loop have to be designed and integrated.
Next, we discuss in Subsection 6.3.1 the design decision, assumptions and components of SkyNet.KOM,
our framework for managing the quality of service of p2p systems and then discuss the mechanisms in
detail in Subsection 6.3.2.
6.3.1 Design Decisions
For the creation of a quality management framework, several mechanisms have to be combined that
provide functionality for monitoring, analyzing, planning and enforcing the quality of p2p systems.
For these individual functionality, several design decisions and assumptions have to be made. Here,
we discuss the design decisions for the individual steps required to implement the MAPE loop in p2p
systems. We depict the idea in the corresponding Figure 81. Please note that we do not follow the typical
order of the MAPE loop, but proceed in a more suitable order for clarity.
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Monitoring
We already discussed the requirements and design decisions for the creation of a monitoring mechanism
for system-specific quality of service information in p2p systems in Chapter 3. As result, we designed
and evaluated SkyEye.KOM, which is very lightweight and provides a precise global view on the system
status.
Execute
Viable ways for the execution of approaches that influence the quality of service were discussed in
Section 6.2. We concluded that we can easily and generally influence the quality of service of a p2p
system by setting appropriate configuration parameters for the p2p mechanisms used. However, we
have to decide how these parameters are set in the enforcement step; either the enforcement policy,
as described in the MAPE loop, describes explicitly the parameter settings (e.g. interval of keepalive
checks is 20 minutes) or a more general quality goal (e.g. decrease the lookup fail ratio) is demanded.
Describing general enforcement policies allows them to be considered in relation to each individual
peer. However, this also requires the adaptation of the the mechanism used. On the other hand, setting
parameters in the system explicitly allows for a clear analysis of which actions lead to which quality
variations in the p2p system.
Thus, we adopted the type of execution policies that explicitly define the parameters each peer has
to set locally. In order to derive optimized configuration parameters in the planning step, we also
adapted SkyEye.KOM to gather a global view on the parameter settings used in the p2p system. This is
done easily, as configuration parameters and quality metrics are both numerical values which can be
aggregated in the monitoring tree.
Analysis
The analysis step compares the monitored system status with given quality of service goals in order to
detect deviations. For the analysis step, we have to decide which entity should analyze this information
and perform the planning step. Closely related to this question is how to communicate the derived
enforcement policy. The enforcement policy is an optimized setting for the configuration parameters.
The system status and quality goals may be analyzed by a single peer, by a quorum or by all peers in
the network. As the monitoring information of SkyEye.KOM is disseminated to all peers in the network,
these peers could also individually analyze the global view and derive an individual configuration
setting. In contrast to this, a single peer in the network (e.g. the root of the monitoring tree) could
analyze the monitoring information. In order to distributed the load and responsibility, a dedicated
set of peers (e.g. a quorum) may be in charge of the analysis and planning task. However, in all of
these cases the same monitoring information is taken as an input resulting in the same enforcement
policies. From a functional point of view, none of the approaches outperforms the other. In the case of a
single decision point (e.g. in the root of the monitoring tree or in each peer) a decision is directly made
locally in the peer. The quorum-based approach requires a synchronization and negotiation protocol for
performing the tasks.
Once the analysis and planning steps result in an optimized parameter configuration, this decision
needs to be communicated among the peers. In the case of distributed analysis and planning in each
peer, this step to deploy the decision is not needed. In the second case, the root of the monitoring peer as
and analyzing and planning node may use the monitoring tree to disseminate not only the metrics, but
also a new optimized parameter configuration. This comes with no additional need for new protocols
for deploying the decision as we have already decided to gather a global view on the parameter settings
in the p2p system. Instead of providing a global view on the obtained parameter setting to the peers,
it is used for the planning step by the root and an optimized parameter setting is disseminated. The
quorum-based approach again needs to implement a protocol to communicate its decision either using
SkyEye.KOM or another approach.
To conclude, the task of analysis and planning should be performed by the same peer. Whether it is
each peer individually or the root of the monitoring tree in SkyEye.KOM, is functionally not relevant.
We decided to perform these two tasks in the root of the monitoring tree, in order to allocate the load
only to one peer to perform these tasks which may be complex and resource consuming. The root of the
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monitoring tree gathers the monitoring information, analyzes it, derives a new enforcement policy and
disseminates it with the global view on the p2p system to all peers in the network.
Planning
The task of the planning step is to derive an optimized configuration setting for all peers in the p2p
system based on the monitored and planned quality of service, as well as the current configuration of
the p2p system. The first design decision for this step is whether to merge this step with the analysis
step or not. The analysis step concludes that a quality goal violation exists and the planning step
derives a corresponding countermeasure. The analysis step itself is very easy to perform, resulting
in a simple check on the monitored information. Thus, we merge these two steps due to the lack of
reasonable benefits of alternatives. Once the violation of a quality goal is detected, the planning step
derives and distributes a new optimized configuration setting in the p2p system. The planning step
could either continuously adapt the system’s configuration or only periodically. For this, we recall that a
new configuration is not instantly effective. A certain period of time is needed in order to deploy the
configuration in the p2p system, for it to take effect and to monitor this effect. A continuous adaptation
of the system configuration is ineffective and does not consider the configuration that is currently in
deployment. The effects of an older configuration are observable and basis for the analysis and planning.
Thus, we activate the planning step only periodically, leaving the system time to adopt between each
configuration deployments.
6.3.2 Overview and Details on the Quality Management Framework
In order to obtain a global view on the system state, we use SkyEye.KOM as described in Chapter 3.
SkyEye.KOM provides the desired functionality to measure each peer’s status and to aggregate these
individual peer views to a global view on the quality of service provided by the p2p system. This global
view is deployed to all peers in the p2p system. We also extend the monitoring view to the configuration
parameters of all peers in order to have a knowledge basis to decide which configuration leads to an
observed system status. Since all system metrics and parameters are thus propagated to the root, we
implement the analysis as well as the planning step as active within the node that is currently the root
of the SkyEye.KOM tree. Here, the current system state is evaluated against preset quality intervals for a
set of metrics, such as the response time, average bandwidth and variance of bandwidth usage. Within
the MAPE loop context, these preset quality intervals manifest the policies. In the subsequent planning
step, the root decides which parameters need to be changed. We discuss various approaches regarding
how to derive a suitable configuration based on the observations in the following section. As the last step
in the control loop, a parameter change request is spread out to all nodes in the network. This is done
effectively by attaching the change request descriptors to the metric update acknowledgments. Thus,
a very low overhead is induced, as we rely on the pre-established monitoring topology and protocol
of SkyEye.KOM. The peers adopt the new configuration parameters and a new cycle in the quality
management loop begins. With the proposed quality management framework, SkyNet.KOM, we enable
structured p2p systems to reach and hold present quality standards. We depict the interdependencies of
the components in Figure 83.
Here, we summarize the assumptions for the given design decisions. For the monitoring solution
SkyEye.KOM, we require a structured p2p overlay that is KBR-compatible [DZD+03]. Pastry [RD01] or
Chord [SMK+01] are typical examples to name. For the analysis step, we require interfaces that enable
quality of service goals may be defined. We require sensors to monitor the system state on each peer
for the quality metrics for which valid intervals are defined. The scope of the sensor is in the same
space as the metrics relevant for the quality of service goals. For example, to define a valid interval
for the lookup delay metric as a quality of service goal, the lookup delay should be monitorable. We
additionally assume that the mechanisms in use provide interfaces for monitoring and adapting their
configuration parameters. To pick up the example of the overlay Pastry, we assume that parameters
like the keepalive intervals or routing table sizes are configurable. Finally, we assume that the peers are
well behaving and do not try to cheat or attack the system. With regard to the concept of autonomic
computing, we do not aim at self-protection. Next, we discuss details of the framework related to each
step in the autonomic computing cycle.
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Figure 83: Layer Model of the Framework for Managing the Quality of Service of P2P Systems
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gathering and disseminating configuration parameters
In order to gather and disseminate current and planned configuration parameters in the p2p system, we
treat these parameters like metrics. Thus, they are aggregated in SkyEye.KOM like the metrics before
and a statistical view is generated in the root of the tree. Although information on the sum, standard
deviation and other aspects in the statistical view are not of relevance for the planning component,
it is easier and induces less overhead to generate this statistical information instead of applying a
coordination and adaptation on SkyEye.KOM.
In contrast to the approach regarding the system metrics, this global view on the configuration
of the peers is not disseminated in the p2p system. The root decides on a new parameter setting
and disseminates this over the tree to all peers. Eventually, the peers in the network adopt this new
configuration setting, leading to a homogeneous parameter configuration which is monitored. In
Figure 84, we depict the gathering and dissemination of parameter configurations in SkyEye.KOM.
planning of stabilization conditions
The planning step is operated in the root node of the SkyEye.KOM tree. We introduce a stabilization
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Figure 85: Controlled Adaptation and Stabilization in SkyNet.KOM
phase, as depicted in Figure 85a, to give the system time to adopt the changes before initiating new
changes. A stabilization phase in the planning step is used to avoid the planning of a new configuration
while the current is deployed and not yet active. The stabilization phase is characterized by the slope of
the measurement history. If the slope is below a certain threshold, we assume that previous changes
took effect. Thus, a coordinated system adaption process is implemented, as depicted in Figure 85b.
Once the root derives an optimized parameter configuration, it disseminates it to the peers. In order
for the new configuration to take effect, time passes for distributing the configuration to all peers,
adopting it, taking effect in the mechanism and influencing a change in the quality of service of the
p2p system, which additionally needs time to be monitored. Thus, in order to give the system time to
stabilize, we introduce three phases for the adaptation of new configurations: a distribution, execution
and rest phases. The execution and rest phases are differentiated by the dynamism of the relevant metric
that the optimization is aiming for.
The slope of this metric defines the beginning and end of an execution phase in which the reconfig-
uration takes effect. The planning component observes the slope of the relevant metric and initiates
new re-configuration commands only if the slope falls below a certain threshold, an event which also
characterizes the entry of the rest phase. Thus, the rest phase may directly lead over to a distribution
phase.
The introduction of these phases is also motivated by early evaluations in which the quality manage-
ment was over-taking the desired quality ranges by inducing drastic configuration changes as the effects
of mild changes were considered insufficient due to the non-instant effects.
adaptable parameters in chord and kademlia
Next, we briefly describe the configurable parameters of the structured overlays Chord [SMK+01] and
Kademlia [MM02]. They show potential as candidates for the quality management framework to adapt
in order to affect the quality of service of the p2p system.
Chord
In Chord [SMK+01], every peer maintains a list of contacts, so-called fingers, which are used for routing.
Typically, O(log(N)) fingers are established with exponentially growing distance in the ID space of the
establishing peer, leading to a lookup hop count of O(log(N)) as well. In addition to these fingers, each
peers maintains it predecessor and successor in the ID space, forming a ring.
We identified the following parameters, inspired by [LSM+05a], that may be configured by the quality
management framework.
• Interval of fix_finger, check_predecessor, check_successor: Time between two checks on the
liveness of a contact. More frequent checks induce traffic load, but also a quick identification of
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failed peers and the new contact. With the modification of this parameters, the lookup success
ratio of a p2p overlay may be modified.
• Size of the finger table: Number of contacts in the routing table. A high number of contacts
per peer allows for faster lookups in the p2p overlay as more “shortcuts” exist. However, more
maintenance overhead is induced. In [SMK+01], the protocol of Chord is explained in detail. With
2m being the size of the ID space (e.g. 2160) each peer maintains a connection to m fingers. A peer
with peer ID p uses as kth finger (with k 6 m) the peer responsible for the following ID:
fingerIDp(k) = (p+ 2
k−1)mod2m (6.7)
Out of the m fingers several are pointing to the same peers, being responsible for the finger IDs.
This results in a reduced set of peers actually having real contacts.
In order to being able to adapt the routing table size in a consistent manner, we propose a configurable
function to calculate the finger IDs in Chord that also maintains the exponential distances between
finger IDs.
Let k be the index for the finger ID, 2m the size of the ID space and FTsize the parameter to configure
the maximum size of the finger table. Then we define a new function to determine the kth finger ID by:
fingerID(k, FTsize) = (p+ d2
m∗(k−1)
FTsize e) mod 2m (6.8)
We depict a standard finger distribution in a Chord ring of 2m = 16 nodes in Figure 86a. In contrast
to this, we show in Figure 86b a finger distribution with an increased value for FTsize.
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Figure 86: Finger Distribution in Chord: Standard and Extended
Kademlia
Kademlia is a DHT which differs to Chord in design decisions regarding routing and contact mainte-
nance. It uses an XOR metric to determine the distance between two IDs. A routing table in Kademlia is
organized in k-buckets, with each peer having m of the k-buckets in the case that the ID space consists
of 2m IDs. The ith k-bucket of a peer p contains up to k peers within a distance between 2i and 2i+1 to
the ID of peer p. The routing tables are used to implement prefix-based routing.
In order to perform a lookup for a key idkey, a peer p sends α parallel queries to the peers in the
k-bucket with the lowest distances to idkey. These α peers reply each with n contacts from their routing
table closest to idkey. Out of these n ·α new contacts, the closest α nodes are picked as next destinations
for a lookup message for idkey. The lookup terminates when no new contacts are delivered.
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We identified the following parameters:
• Interval of keepalive messages: Defines the period in which a peer checks the liveness of its
contacts and drops them from the routing table in case of absence. A short period keeps the
routing table fresh and avoids delays in lookup processing due to timeouts. However, due to the
parallelism of the queries, having one slow query path does not influence the overall lookup delay
to a high extent.
• Parameter k: Maximum number of contacts in a bucket which contains contacts for a distance
interval. The higher the value of k, the more robust and fast the routing is as the probability to
pick a good contact is increased. Additionally, the maintenance overhead is also increased.
• Parameter n: Number of contacts in a reply. A high value for n results in lower lookup hops,
as more contacts are considered as next lookup destinations. In addition, the traffic induced for
replies is increased.
• Parameter α: Number of parallel lookups. A high value results in lower lookup delays as parallel
lookups avoid the issue of slow responding peers. However, the traffic costs for a lookup are also
multiplied with the factor α.
• Parameter m: Number of buckets in the routing table. The higher the value for m, the smaller the
granularity of the prefix according to which contacts are stored in a bucket. This leads to being
able to pick contacts for the forwarding of lookup queries that match the prefix of the queried
ID in a higher range. Thus the lookup query reaches its destination with less hops. However, the
number of contacts in the routing table rises and more maintenance overhead is induced.
We see some similarities; for example, k should be always greater than n and α. The parameter m is
similar to the finger table size FTsize in Chord. In the following, we focus on Chord.
deriving optimized parameter configurations
The process of the planning component is depicted in Figure 87. It takes current metrics (current system
statistics and environmental information), parameters (adjustable preferences) and preset valid metric
intervals (quality of service goals) as input and delivers an optimized parameter configuration as output.
Planning Step
Metrics
Configuration
Metric Goals
New Configuration
Figure 87: Planning Component for Optimized Parameter Settings
The simplest approach puts the system provider in charge of reacting to quality of service violations
and deriving a new configuration for the parameters in the p2p system. However, this depends on the
quality of expertise of the persons performing the planning step. A more advanced approach assumes
rules for the planning step derived by experts that automatically change the system configuration upon
detection of a quality goal violation. Here, for example, typical interdependencies may be modeled and
described in adaptation rules. Finally, the most advanced approach for planning a new parameter con-
figuration for the p2p system is by letting the planning component identify interdependencies between
the quality metrics and parameter settings and to autonomously derive an optimized configuration
setting. These approaches are reflected in maturity levels of autonomic systems depicted in Figure 88
However, the steps presented occur consecutively and need to be investigated individually one after
another. In this dissertation, we demonstrate the feasibility of closing the control loop cycle for p2p
systems with static and adaptive rules derived from experts. These rules are automatically applied,
leading to an automated adaptation of the system quality.
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One of the possible application scenarios is, for example, to monitor the required average lookup
delay or hop count in the p2p overlay. If it takes too long in relation to a preset valid interval, a new
configuration is derived that forces the peers to enlarge their routing table size so that more alternative
peers may be chosen for closer contact to the queried ID.
Next, we recall that quality metric goals are described as valid intervals for specific metrics. Planning
rules may be adapted in order to reach these quality metric goals:
• Static rules: With the violation of a metric goal, one or a set of parameters are increased or
decreased independently on the severity of the violation. For each metric goal, the influencing
parameters are known and adapted by either constant (+20) or relative (+20%) factors.
• Adaptive rules: Here, the increase or decrease of the violation, for example (e.g. the difference ∆
of monitored quality and quality goal) is used as a factor to adapt predetermined parameters (e.g.
+∆ · 5%).
• Automated rules: Here, the interdependencies between the metrics and parameters do not have to
be known in advance. The system learns these interdependencies using Machine Learning on its
observations and adapts the most influencing parameters accordingly.
Having discussed the details in SkyNet.KOM for implementing the autonomic computing cycle in
p2p systems, in the following section we present the evaluation of SkyNet.KOM.
6.4 evaluation
We conclude from the overview on the parameters and metrics in Chord that the presented parameters
are configurable by SkyNet.KOM, allowing for a coordinated approach to influence the lookup delay
and hop count, traffic overhead and lookup success ratio. These metrics characterize the performance
and costs of a structured p2p overlay.
In the scenario for demonstrating the feasibility of the approach, we use Chord and focus on the
metrics hop count; we define valid quality of service intervals (e.g. [7, 10]) for the hop count. Regarding
the parameters of Chord, only the finger table size is expected to have influence on the lookup delay.
The frequency of maintenance messages influences on the other hand the lookup success ratio which is
not in focus in the demonstration. In order to reach the preset goal interval of [7, 10] with the monitored
hop count hcm, we adapt both static and adaptive planning rules for deriving a new finger table size
FT ′size.
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We used the following static rules:
• Case of a too large hop count, hcm > 10 −→ FT ′size = FTsize + 100%
• Case of a too small hop count, hcm < 7 −→ FT ′size = FTsize − 10%
The adaptive rules are related to the distance of the hop count metric hcm to the desired quality state
of hcm ∈ [7, 10]. Let ∆ be the difference:
∆ = dmin(min(0,hcm − 10),min(0, 7− hcm))e (6.9)
We defined the following adaptive rules:
• Case of a too large hop count, hcm > 10 −→ FT ′size = FTsize +∆ · 200%
• Case of a too small hop count, hcm < 7 −→ FT ′size = FTsize −∆ · 30%
We evaluate the resulting quality management implementation of Chord and present its evaluation
next. In particular, we are interested in the stability and reliability of the approach, as well as the
convergence speed of the observed quality of service metric towards a desired quality of service interval.
6.4.1 Simulation Setup and Workload
The goal of the evaluation is to demonstrate the feasibility, performance and costs for the proposed
quality management framework. We have chosen a scenario that is able to show the effects of man-
aging the quality of service of a p2p system. We implemented the proposed mechanism in Peer-
factSim.KOM [KKM+07], which was also used to evaluate our monitoring solution SkyEye.KOM as
discussed in Chapter 4. The simulator allows for the simulation of layered p2p systems on a large scale.
Thus, we simulated following layers:
• Application layer: We simulated a simple application that performs lookup and storage operations
in order to generate workload for the p2p system.
• Quality management framework: We implemented SkyNet.KOM and added an interface for
setting quality of service goals regarding the metric “hop count”.
• Monitoring layer: The monitoring solution SkyEye.KOM, as described in Chapter 3, provides a
fresh and precise view on the quality of service of the system and is part of the MAPE loop.
• Structured p2p overlay: We implemented Chord [SMK+01] as structured p2p overlay, as the most
cited structured p2p overlay. We modified Chord to be able to adapt its finger table size during
the running system.
• Network layer: For the purpose of modeling the underlying Internet and to have valid latency,
loss and churn models we adopted the global network positioning model [NZ02].
• Simulation layer: We use the event-based simulation framework of PeerfactSim.KOM, which was
first published in [KKH+06] and systematically improved since then.
The lists shows that we simulate six different layers in the p2p system. The goal of the evaluation was
to show the feasibility of the proposed quality management framework by enabling the p2p system to
autonomously adopt to a given quality goal.
metrics
In the evaluation of this scenario, we focus on metrics and parameters of interest for the feasibility
study:
• Metric - average number of hops for a lookup: We defined valid intervals for this metric in the
range of [7,10].
• Metric - average lookup time: This metric is observable by the application user and is closely
related to the number of hops.
• Parameter - finger table size in Chord: As the main influencing parameter, we observe its effects
on the metric to manage.
6.4 evaluation 161
simulation setup
We have two initial setups for the Chord scenario with the goal to reach the preset quality interval of
[7,10] for the average hop count. One setup starts with a configuration that results in a hop count below
the desired valid interval and one starts with a configuration resulting in a hop count above the desired
valid interval. We evaluated these setups while using 1000 and 10000 peers. We chose the simulation
setup as described in Table 21.
General Monitoring
Simulation time: 900min Update-Interval 30s
Number of nodes: 1000,10000 Tree degree 4
Chord Management
FixFinger Interval 10s Hop Count Goal [7,10]
Stabilize Interval 10s History size 10
CheckPredecessor Interval 30s Maximum Slope 0.2
Static Rule Approach Adaptive Rule Approach
Metric too small FTsize− 10% Metric too small by ∆% FTsize−∆ ∗ 30%
Metric too large FTsize+ 100% Metric too small by ∆% FTsize+∆ ∗ 200%
Table 21: Simulation Setup for the Evaluation of SkyNet.KOM
We investigated a static scenario without churn the performance of the management framework with
an initial configuration setup that leads to an undesired metric value. This setup shows that both static
and adaptive rules act upon a detection of a quality violation. The desired quality goals are reached
and held, which is observable in the static scenario. The storyline of the simulations outlined next, both
for the setups with 1000 and 10000 peers. Between minute 1 and 90 all peers join and the p2p overlay
stabilizes between minute 90 and 110. In this time the fingers are established in Chord. Starting from
minute 110, the applications on the peers initiate lookups in the overlay using the KBR interface. This is
done to generate overlay traffic so that the average hop count per lookup request can be estimated.
6.4.2 Evaluation Results
Next, we present the evaluation results in detail and discuss the observations. For each simulation setup,
we present the metrics of interest over the simulation time (i.e. hop count, finger table size, lookup time
and load in the system). In each simulation, we aimed to manage the p2p system to bring and keep the
hop count metric within the quality interval of [7,10]. To achieve this, the system adapts automatically,
through the implementation of the MAPE loop, the finger table size.
Please note that the actual number of contacts is smaller than the finger table size, as various contacts
are responsible for multiple fingers in the finger table. SkyNet.KOM adapts the finger table size and
influences with this the number of unique contacts in the finger table. In Figure 89a, we show this effect
in a network with 1000 peers, an initial finger table size of 20 and using the adaptive rule. In the figure
we observe that the adaptation of the finger table size reflects in a logarithmic relation to the number of
unique contacts. The corresponding relation between the hop count and the number of unique contacts
in the finger table is presented in Figure 89b. With increasing average number of unique contacts in the
finger table in the p2p system, the average hop count drops.
This two interdependencies result in the coordinated management of the hop count metric through
the adaptation of the configurable finger table size. Next, we discuss the evaluation results regarding
both the static and adaptive rules used in SkyNet.KOM.
In Figures 90a and 90b, we depict the results for the network with 1000 peers in which we started
with a too small finger table size of 20, which led to a hop count of 100. After two consecutive increases
of the finger table size to 80, the hop count reached a value between 7.5 and 8.5, thus, it was in the range
of the valid interval for the hop count. It can be noted that the hop count does not vary, once a suitable
configuration is met, and therefore no further optimizations are initiated.
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Figure 89: Effect of the Finger Table Size on Contacts and Hop Count, N=1000, FT=20
In Figures 90c and 90d, we show the results for the simulations with 10000 peers and an initial finger
table size of 20 that was too small to meet the desired interval of [7,10] for the average hop count in
the system. In this case, the average hop count in the system was between 130 and 140. Through three
adaptation steps with each leading to an increase of 100% of the finger table size, the desired hop count
of 7.5 was reached with a finger table size of 160.
In Figures 91a and 91b, we depict the results for the simulations with 1000 peers and an initial finger
table size of 160 that led to a too small hop count (5.7) in relation to the desired goal of [7,10]. Through
a consecutive automated decrease of the finger table size to 117 in three steps, the hop count grew to
slightly over 7 and remained at this level. Thus, the desired quality goal was reached and kept.
In Figures 91c and 91d, we depict the results for the case of starting with a too small hop count in a
network with 10000 peers. We used an initial finger table size of 320, which was adopted in 5 steps to
76. After this adaptation of the finger table size, the average hop count in the system was at 9.5 to 10,
thus the desired quality of service interval of [7,10] was reached and held.
SkyNet.KOM adapts the desired quality in the reliable and scalable manner and allows to manage the
quality of service of p2p systems. Regarding the traffic overhead, we refer to the fact, that SkyNet.KOM
relies in large on SkyEye.KOM and uses its topology to derive a current snapshot of the system metrics
and parameters. It further uses SkyEye.KOM to disseminate new parameter configurations to the peers
in the p2p system. As a result, SkyNet.KOM does not induce additional traffic but extends the current
monitoring view with additional metrics to gather, aggregate and disseminate. Thus, it increases the list
of observed aggregatable values by a few, namely the parameter for configuring the finger table size
and the number of unique contacts in the finger table. In SkyEye.KOM, the list of metrics and parameter
to monitor is extendible and thus the evaluation of SkyEye.KOM covers the evaluation of SkyNet.KOM
with regard to the induced costs.
In both simulation setups with 1000 and 10000 peers the desired quality of service intervals for the
average hop count were reached and held. We evaluated both cases, and increased the hop count and
decreased the hop count automatically to reach the desired quality interval. In all cases, the monitoring
component derived a valid status of the observed metric and through an analysis and planning step
in the root of the tree, a new adapted parameter configuration was derived in the case of violation of
the quality goals. SkyNet.KOM adapted the finger table size in Chord automatically and observed the
resulting changes of the hop count. Once the slope of the hop count dropped below the threshold of
0.2, the system is assumed to have stabilized. In this case and in the instance of quality of service goals
not being achieved, further adaptation steps are initiated. The approach adapts the desired metric in a
reliable and scalable manner and allows the quality of service of p2p systems to be managed.
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Figure 90: Automated Decrease of the Metric “Hop Count”
6.5 related work
In this section, we discuss related work on the management of p2p systems. Historically, the simple
network management protocol [CFSD90] was published as RFC in 1988 and has been continuously
improved. It presents an approach for the centralized monitoring of network devices. Various commercial
application and enterprise solutions exist for the management of server infrastructure (e.g. [CN95, LL95,
WT97, RVK04, UVGS04]). They require a dedicated monitoring and management server that is informed
with reports and initiates action upon the violation of infrastructural of service quality goals. In service
oriented architectures, quality of service is a main topic and is addressed by Berbner et al. in [Ber07]
with regard to workflow optimization, by Repp et al. in [Rep09] using an approach for monitoring
and alignment of the services composition, and by Eckert et al. in [Eck09] through an intermediary
which acts as intelligent aggregator and composer of services between provider and consumer. However,
quality of service [GGRVA05] and quality of experience [MYSG10] are both essential goals of network
technologies. Current journals (e.g. [HSS10]) pick up this trend and address network management issues
also in relation to p2p systems.
For the management of large-scale distributed networks using the p2p paradigm, several approaches
have been presented. The authors of [CFL+06] use a model-driven approach, while the authors
of [TSS+06] focus on an integrated engineering environment for the quality-controlled creation of
distributed systems. In [dMT02], the authors present an early approach for application-layer net-
work management; the paper was published in 2002 and does not consider the characteristics of
current p2p systems. In [CWS01], an overview is given of the characterization of quality-oriented
management approaches in distributed systems. In recent years p2p file sharing and streaming appli-
cations gained interest in the context of the traffic load induced on the Internet. Several approaches
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Figure 91: Automated Increase of the Metric “Hop Count”
have been presented for a p2p-based support of for the management of the underlying network, as
in [BT05, BTadG+05, PdRM+06, FSB09]. Heckmann focused in his dissertation [Hec05] on the efficiency
and quality of service of the underlay.
Besides underlay optimization, further fields have been addressed with respect to management using
p2p approaches. In [HRVM07, HRVM08], the data localization in p2p overlay is optimized with regard
to linguistic measures. For p2p-based networked virtual environments, the authors in [BACH08, NG09]
present solutions on the games state management. For the management of p2p networks, the authors
of [PdRM+06] propose a two-tier architecture with top-level and mid-level management peers; however,
no further details are given regarding how the mid-level managers are organized.
Aiming at the autonomic management of large-scale distributed systems, the concept of autonomic
computing was proposed in [Hor01] and described in Section 6.3. In the field of service oriented
architectures, several approaches have been proposed and implemented, for example, in [DPTS06,
MdLH+06, MMP06]. The application of autonomic computing in this field arises from commercial needs
of automated workflow optimization. Surveys on autonomic computing are given in [KHKS09, HM08].
Although, the surveys have been published recently, these papers do not cite work on autonomic
computing approaches in p2p systems. In our opinion, the lack of autonomic computing approaches
in the field of p2p systems arises from the fact, that successful p2p applications like file sharing and
video streaming integrate optimization techniques for their specific functionality, and consequently a
general view is not addressed. We believe that with the rise of general purpose p2p platforms, general
management approaches will be needed and autonomic computing techniques should be applied. In
this dissertation, we follow this approach.
The project FOCALE [SAL06] proposes an architecture that is closely related to the original auto-
nomic computing vision of enhancing computer systems with self-* properties. As an enhancement,
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FOCALE actively tackles the problem of dealing with complexity, derived from accommodating legacy
hardware and software. The project aims at applying the idea of autonomic computing beyond several
manufacturers’ limits and enable interoperability. AutoI (Autonomic Internet) was an European Union
funded research project aiming at “the creation of a management resource overlay with autonomic
characteristics for the purposes of easy, fast and guaranteed service delivery” [ABB+08] for the future
Internet. This aim is addressed through virtualization and a resource overlay that abstracts away from
the current Internet infrastructure. However, the project finished in 2009, and it is arguable whether it
will be put in place.
We described in Section 6.3 that the MAPE loop in autonomic computing consists of monitoring,
analysis, planning and execution. The monitoring component provides a global view on the system
and offers this knowledge in the knowledge plane. An overview on both monitoring and knowledge is
given in Section 3.6. In the following, we discuss approaches for the implementation of an autonomic
computing cycle in distributed systems, but not specifically for p2p systems.
Analyze
Deploying new policies in a self-managing system begins with obtaining a policy or goal statement.
In the current state of research, policy descriptors have to be written manually by domain-aware
administrators for nearly all aspects of the “autonomic” computation. This statement holds especially
for the current commercially available autonomic computing systems, such as IBM Tivoli [IBM] or
Fujitsu Triole [Fuj]. This is a drawback, because the idea of autonomic computing envisions a system of
self-configuring and self-adapting elements that are acting in concert to reach a certain high-level goal.
Research efforts, such as the policy continuum approach [vDD+06], are trying to bridge this gap, by
allowing an automated transformation of high-level, mostly business-related policies towards low-level
(e.g. device-dependent) goals.
The second step for introducing a new policy to an autonomic system is policy deployment. The
policy deployment consists of two basic sub-components: policy ratification and policy storage. The
policy ratification module certifies policies by examining the relationships with other established policies
in the system, before the policy is activated or “ratified”. An overview on policy checks can be found
in [AKWL05]. In a full-fledged autonomic system, goal policies are provided by administrators in
order to guide the system as a whole, rather than every single resource on its own. In our solution, we
defined metric intervals as quality goals for a p2p system. Knowing the dependencies of the system,
configuration parameters on the metric help to quickly influence the critical metrics. In order to analyze
a resource’s performance measurement using mathematical methods, a definition of performance is
required. From a mathematical point of view, autonomic systems are confronted with finding an optimal
solution for the performance function, which takes input values from the discrete domains of the
parameters and maps them to the domains of the performance metrics. The function expresses the
functional influence of parameters on the metrics as proposed in [Exn07].
In terms of performance metrics, we monitor a wide set of metrics in a p2p system with our monitoring
solution SkyEye.KOM. Regarding the parameters, a simple approach is to iterate through either all or
a set of possible parameter candidates and choose the one with the best performance increase. Brake
et al. [BCD+08] aim at identifying tuning parameters and to provide automatic architecture of the
source code to improve the quality of the resulting software architecture. The project already delivered
a java-based prototype implementation. Related work and tools for software design recovery can be
found in Rigi [SWM97] or CrocoPat [Bey06], who use relational programming to extract and infer model
graphs and use pattern matching algorithms for analysis. Finding the dependency or performance
function, which shows the impact of a parameter change, is mostly a pre-deployment step. Rabinovitch
et al. [RW07] propose the development of a resource dependency model, allowing precise optimization
and decision support at run-time based on best practices. In their studies they face the problem of
self-optimization in database management systems suited for the academic research, since they expose
more than one hundred configurable parameters and a vast number of corresponding metrics.
Planning
Subsequent to the MAPE loop’s analysis step, which potentially reaches the conclusion that a system’s
parameter must be changed, a request to the planning component will be issued. The planning
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components purpose is to schedule, decide, and invoke all necessary changes reactively, or even more
desirably, makes these changes proactively. In general, the planning module is faced with the problem of
finding the best possible parameters from the space of possible solutions for the performance function.
These functions are very likely to have multiple local optima. Next, we highlight the most promising
approaches for autonomic planning in distributed and centralized systems and give insight into the
wide variety of optimization and configuration problems arising in distributed systems. An overview
on the general topic of optimization algorithms for distributed algorithms can be found in [WSZG08].
To iteratively improve the system’s configuration, evolutionary algorithms may be used. Evolutionary
algorithms are confronted with a given population of individuals and environmental pressure, resulting
in natural selection of desirable traits, which in our case are good parameter settings. Evolutionary
algorithms are generic, population-based, meta-heuristic optimization algorithms that use biology-
inspired mechanisms like mutation, crossover, and natural selection to accomplish a randomly generated
reconfiguration of the system. This may lead to an increased performance. The early work of Goldberg
et al. [Gol89] paved the path for genetic algorithms. Subsequent fundamental research was conducted
by Holland [Hol92]. In their genetic algorithms, they distinguish between the search space (parameters)
and the problem space (metrics). The fitness (i.e. quality) of a configuration setting can be estimated,
and through cross-over and mutation operations of existing configuration settings, new settings can be
derived. Since in every step only the two fittest configuration settings are selected, it is expected that
the resulting new configuration will obtain the best characteristics from both. Additionally, in every
generation step, a mutation may occur according to a certain probability. The fundamental research
achievements by Koza et al. [Koz90] laid the foundation for genetic programming, which is a systematic
method for automatically solving a predefined problem. Similarly, it is seen as the group of evolutionary
algorithms that automatically generate programs, algorithms, and similar constructs. The mechanism
starts from a high-level statement of the program goals and automatically creates a computer program
to solve the problem. Obviously, these characteristics manifest a remarkable similarity to the autonomic
system’s requirements for self-optimization. The applicability of genetic algorithms for network topology
optimization was showcased by Khuri and Chiu [KC97]. Their goal was to determine an optimal solution
for the terminal assignment problem. The objective here is to determine the minimum cost links to
connect a given set of nodes (the terminals) to another disjointed set of nodes (the concentrators).
Kirkwood et al. [KSS97] proved the applicability of genetic programming to solve routing problems.
Their solution is capable of breeding robust routing rules for networks where links are likely to fail.
Nakano and Suda present in their work [NS07] a self-managing, multi-agent system capable of adapting
to changes in environmental conditions, such as network failures, varying workload conditions, and
changing platform costs. In their work, network services are represented by mobile agents capable of
executing different behaviors, such as replication, migration and termination. Execution is controlled by
a genetic algorithm. In general, genetic algorithms appear to be a promising approach for the autonomic
element’s planning component. Not only that these genetic algorithms can adapt to the changing
environment, but they are suited for optimization problems, where the performance function is likely to
change over time.
Inspired by research on real ant colonies, Dorigo et al. [DG97] developed the idea of ant colony
optimization based on cooperative agents randomly populating a computer network. In the studies, the
researchers found out that these kind of multi-agent algorithms were capable of determining a solution
to problems that can be reduced to finding optimal paths in graphs, as we have shown in [MGHS07].
Through stigmergy, ants (or agents) mark successful decisions and attract further ants to choose these
decisions. Over time, the fastest solutions will gain more and more attention and lead to time optimized
decisions. Remarkable is that ants are flagging the best solutions, while taking previously made solutions
into account. This can be seen as a probabilistic multi-agent form of learning that continuously alters
probability distribution functions. In [TFNK08], Tamaki et al. propose a pheromone approach for
adaptive discovery and optimized creation of a sensor-network topology. In their biologically-inspired
approach, the researchers propose a new methodology for constructing adjacent relations in sensor
networks by using an ant colony optimization algorithm. In [UE08] and [MGHS07], a quality of service
aware ant routing algorithm for wireless mesh networks is supposed. We presented in [GMHS07],
[MGHS07] and [MGHS10] a security framework for ant-based routing in wireless mesh networks.
In [UE08], the researchers enhance the ant routing pheromone concept with color coding, which
6.5 related work 167
corresponds to a particular class of traffic. By doing so, it is possible to establish routing information,
which treats packets according to the application-specific requirements on packet delay, delay jitter and
bandwidth. Ant concepts were explored for computing optimal scheduling in distributed computing
environments. In the work of Lorpunmanee et al. [LSACI08], the researchers use ant colony optimization
for dynamic job scheduling in grid environments.
Execute
The executing building block of the autonomic system’s control loop deals with an effective usage of
resources within the autonomic element itself. However, since every autonomic element is part of a
larger autonomic system construct, system-wide considerations must also be taken into consideration. In
the control loop’s sequence, the analysis component retrieves an exceptional circumstance and decides
reactively or proactively the counteractive measurements, which are invoked in the execution step. We
discuss next the application level of the execution step in the p2p system through three prisms: on peer
resource level, p2p network level and underlying Internet level.
The peer resource management layer comprises device-specific resources, such as computing power,
memory and bandwidth. Applying scheduling and active queue management approaches on these are
effective to influence the performance, as we have shown in Section 6.2 and [GPK+07]. We showed
the applicability of the approach in the case of emergency calls over p2p networks in [GKWS07]. It
was shown that an automated improvement of resource consumptions on the node level is possible, as
long as the optimization goal is known to every peer. In the special case of an emergency call, message
priorities can be set per default, but an autonomic re-evaluation of message priorities is only possible if
the current network situation is known to every peer in the network. Emergency-specific p2p solutions
were also addressed in [BKM08a] and [BKM08b].
Another example of resource efficiency improvement for p2p systems is the work of Lo et al. [LZZ+04],
who are using the peers’ idle time to calculate an optimal scheduling for incidental tasks. The so-called
Wave Scheduler exploits large blocks of idle time at night to provide higher QoS for deadline-driven
tasks. Taking advantage of a geographic-based overlay, which includes peer separation into timezones,
the researchers are capable of improving the workload distribution to a near optimum. Furthermore,
Eger and Killat propose in [EK07] a distributed resource allocation algorithm in which peers control
their own service rates. The algorithm is based on the congestion pricing principle known from IP
networks. Every time a service is requested, a price bid for the service allocation has to be attached.
Based on the offered price(-s), a service provider allocates its resources to the highest bidding customer.
As a result, a spot-market for rare service capacities emerges, which takes fairness problems into account.
A peer-centric view of the p2p system allows, however, only for a limited control on the behavior of the
p2p system; optimization goals on the resource consumption should be globally adaptable.
Regarding the quality influencing approaches on a general p2p system level, a broader view about
the behavior of the p2p system is needed. In [GKP+08] and Section 6.2, we presented an approach for
quality controlled multimedia streaming with configurable optimization goals. We applied a distributed
monitoring approach that gathered information on chunk providers in the p2p streaming swarm. The
quality of the peers is judged based on their capabilities and contributions to the system as well as the
given priority weights, which decide what metric to optimize for. In [WDÖ08], Wang et al. focus on the
optimized data placement in unstructured p2p infrastructures. The researchers propose the positioning
of related data chunks into p2p neighborhood groups, leading to a popularity-aware prefetch caching.
On the underlying Internet level, execution parameters (e.g. the choice of peer neighborhoods) can
influence the p2p network’s effectiveness, performance, and also economical aspects. However, in
general an optimal network topology for p2p overlays does not exist, since the performance function
is tied to the provided services’ requirements. Obviously, a VoIP p2p network can have a significantly
different optimal structure compared to a content delivery network. The choice of network topology
configurations can be influenced by factors such as network position proximity (i.e. according to a
geographic metric), the network delay, same-interest neighborhoods, the bandwidth to the neighbors or
even the Internet Service Provider (ISP) affiliation. For example, Zhang et al. [ZLL08] are proposing
a routing mechanism for the choice of neighborhoods in a p2p network that embraces information
about the next hops’ capabilities, features, reputation, and even affiliations of administrative domains
into the routing decision. To achieve their goal, the researchers introduce Grouped Tapestry (GTap), a
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novel Tapestry-based [ZKJ02] DHT that supports the organization into groups of participating nodes.
However, a more general approach whereby other overlays may benefit as well is more desirable.
From an economical point of view, the Internet layer optimization is also important for ISPs. Their
optimization goal is to minimize interdomain traffic to competitors. Unfortunately, p2p networks have
the biggest share in the amount of cross-domain traffic. To tackle this problem, Bindal et al. [BCC+06]
propose a biased neighbor selection algorithm, which enables BitTorrent peers to choose the majority of
its neighbors within the same ISP domain. As a result of the traffic locality, ISPs are no longer forced to
throttle the BitTorrent traffic to control their costs. ISP-friendly neighbor selections are also addressed
by P4P [XYK+08] and Ono [CB08]. Besides the capacity-specific and ISP-friendly neighbor selection,
several work have also been published on location- and delay-aware neighbor selection, for example,
in [KLS07] and [KLKP08].
Overall, the execution component has to ensure that invoked tasks are completed in comprehension
with all restrictions and user expectations. Several strategies for neighbor selection in p2p overlays show
the potential and need for a configurable neighbor selection mechanism that enables the p2p overlay to
be tune with its optimization goals. For example in critical situations low delay and in general low ISP
costs could be the aim. In general, the approach of autonomic computing aims to derive strategies and
system configurations optimized for the current need of the p2p system.
6.6 conclusions
In this chapter, we have motivated and presented SkyNet.KOM, a quality management framework for
structured p2p systems. First, we advocated through two example scenarios that the configuration of
p2p systems offers an effective interface for influencing the quality of service of a p2p system. The
scenarios differed in the available knowledge on the overall p2p system (i.e. local and partial global
view) and thus in the resulting viable approaches to manage the system quality. As a result we advocate
that monitoring of the quality of service of a p2p system is the key way to identify quality violations
and potential new configurations for the p2p system.
From the management point of view, we provided a framework that enables a structured p2p system
to reach and hold preset quality intervals. Our proposed solution, SkyNet.KOM, follows the principles
of autonomic computing, which consists of monitoring, analysis, planning and execution steps based on
a common knowledge. The monitoring information is used to detect divergences from preset quality
intervals. The proposed framework analyzes the divergences, decides on actions to be taken and sends
an execution policy to all peers using the monitoring tree of SkyEye.KOM. The peers implement a
corresponding strategy, for example, adapting the routing table size to a new size, in a coordinated
manner. The system waits until the changes take effect and initiates further actions if the effects are not
sufficient. Thus a preset quality interval, for example, for the average hop count, is reached and held.
In Chapter 3, we proposed a monitoring mechanism, SkyEye.KOM, which is applicable on any
KBR-compliant DHT overlay as it reuses core functionality of the KBR interface. The monitoring
mechanism provides a fresh and detailed view on the quality of the system, which is presented as a
statistical summary on an expandable number of metrics. SkyNet.KOM uses SkyEye.KOM and fulfills
the requirements for a monitoring and management framework for structured p2p systems in a fast
and cost effective way. This framework allows to manage p2p systems, as an suitable configuration for
quality goals in any given scenario can be adapted automatically.
In the next chapter, we present an application scenario, pointing out the benefits of the proposed
monitoring mechanism SkyEye.KOM both for the users and system providers.
Part IV
A P P L I C AT I O N S A N D C O N C L U S I O N S
In this part, we present in Chapter 7 an application scenario for the proposed
monitoring mechanism SkyEye.KOM presented in Chapter 3. We motivate
that future p2p applications and platforms must face the trend towards large-
scale social applications as well as app-based application composition. For
this scenario, we present a p2p platform for app-based applications in gen-
eral consisting of several components for distributed data structures, reliable
app-to-app and user-to-user communication, and integrated monitoring and
management functionality. It provides a clear platform interface for the cre-
ation of app-based applications which is monitored in its performance. As a
proof of concept, we implemented the application of online social networks
on top of the p2p platform proving a wide set of rich functionality. Through a
testbed evaluation we show the benefits for the users and system providers
to have a tool at hand to monitor the quality of service of the p2p-based
application. In Chapter 8, we draw conclusions on the dissertation and present
an outlook.

7A P P L I C AT I O N S C E N A R I O : A P E E R - T O - P E E R P L AT F O R M F O R O N L I N E
S O C I A L N E T W O R K S
Tell me, I forget, show me, I remember, involve me, I understand.
- Carl Orff
He who hath many friends hath none.
- Aristotle
In the previous chapters, we have presented the mechanism for monitoring system- and peer-specific
information as well as mechanisms for managing the quality of service of p2p systems and for reliable
resource reservations. However, in order to describe the applicability of the approaches and to show
the benefits for future p2p applications, we describe a use case which is both challenging as well as it
is demonstrating the feasibility and potential of the proposed monitoring mechanism. In this chapter,
we first advocate and engineer a general platform for p2p applications with integrated monitoring and
design then in specific the application scenario of online social networks. We believe that p2p-based
online social networks have the potential to gain high impact in the Internet. In order to be successful, the
quality of service of such p2p platforms must be monitored and controlled. We present LifeSocial.KOM,
a component-based p2p-based platform for application components (apps) in general and online social
networks in specific. It offers a wide set of the functionality of today’s web-based online social networks.
Using SkyEye.KOM, we monitor the proposed platform for social online networks in a live testbed and
discuss its performance and costs.
7.1 motivation
Current application providers are facing a trend towards the need for app-based platforms. Apps
are small applications with limited functionality on top of a platform, such as a small game, a chat
application or a reminder service. Starting with the app store of Apple, which provides a marketplace
for various apps for the IPhone to Facebook with currently over 500,000 active apps on the Facebook
platform, we see the trend towards reliable, extendible platforms for versatile applications. However,
in the field of p2p applications, still traditional single use-case-specific applications are dominant. The
overview in Section 2.1.1 has shown that besides traditional file sharing applications, applications for
voice-over-IP, video live streaming and video on demand, also some applications for social file-hosting
exist.
Current p2p applications typically focus just on a single functionality and use optimized mechanisms
to support this single application. For example, Skype does not offer data-centric services, filesharing
applications rarely support user-to-user communication, and streaming applications do not support
reliable user management. Having a look at the time line and the quality of service requirements of
these applications, we see that with time the need for quality of service in the applications rose.
However, in order to support a wide variety of apps and diverse quality of service needs, mechanisms
should not be optimized for one single application. Next generation p2p platforms must face this
need for extensibility in order to support rapid development of applications, the reusability of already
established mechanisms, as well as the need for controlled quality of service provided by the p2p
system and the application. We address these requirements by motivating and designing a component-
based p2p platform with integrated monitoring and management modules. It combines established
and evaluated individual mechanisms to a framework and provides an interface for the creation of
p2p-based applications. On top of this interface, we implement in several apps the application of online
social networks demonstrating the feasibility and benefits of a general p2p platform with integrated
monitoring and management functionality.
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We demonstrate that
• a p2p platform based on the combination of well evaluated mechanisms allows for high perfor-
mance and flexible applications
• the components for monitoring and management of p2p system play a crucial role for monitoring
the quality of the whole p2p system and its individual components
• through a component-based approach, p2p applications can be built quickly and of flexible
functionality
requirements on the p2p application
For the creation of the p2p platform, we aim at providing general components and interfaces that enable
the creation of a wide set of applications. Nevertheless, we focus also on one specific application, which
we implement, in order to show the feasibility and variety of possible functionality implementations.
We state following requirements on the p2p application:
• Relevance for the Internet community
The application should address a user group in the Internet which is large enough so that sufficient
interest is expected. Our approach is to analyze today’s popular Internet applications and to
identify an application field which is suitable to be ported to a p2p-based platform.
Additionally, not only the user view should be considered, but also the view of the application
providers. The goal of the application scenario is to identify an Internet application field which
is currently solved solely through client / server approaches and shows potential benefits when
used on a p2p-based platform.
• Component-based software architecture
The p2p application should be modular and component-based. With this requirement, individual
components interoperate on dedicated interfaces and explicitly declare their dependencies. Any
other component (e.g. a p2p overlay) fulfilling these dependencies may interact with the other
components in the same manner. This concept enables extendible applications, which should
be demonstrated through a wide set of functionality and plugins, which are small application
components implementing these functionality.
• Diverse quality of service requirements
We aim at a p2p application which not only follows one single quality of service goal (e.g. fast
download speed), but diverse quality of service goals, such as data availability, low lookup delay,
low bandwidth utilization. A wide set of quality of service requirements is challenging to address
with traditional approaches, thus the proposed solution in the dissertation seems more adequate.
• Automated monitoring and managing the quality of service
The application scenario as well as the complexity of the application should require the monitoring
and management of the quality of service of the p2p application. The monitored quality is not only
interesting for mechanisms adopted in the p2p application, for example to enable load balancing,
but also for the users, such as to see how many users are online, as well as the p2p application
provider, who may analyze the functionality of the p2p application and identify misleading trends.
• High usage dynamics
In order to provide a foundation for the need for monitoring and managing the quality of
service of the p2p platform, the p2p platform should be variable in its offered applications, in the
usage scenario and the user behavior. Multimedia applications are very challenging according
to [SN95, SN04, Ste00] with regard to quality of service and user impressions. The p2p platform
should by able to host a rich set of multimedia-centric plugins.
The usage scenario for the proposed p2p application should provide sufficient diversity in order
show the potential of the proposed monitoring and management mechanisms. Thus, the scenario
could, for example, describe Internet-based deployment on heterogeneous devices as well as intra-
enterprise usage on high capacity PCs. And lastly, the peer behavior in the given p2p application
should be diverse, resulting in moderate to strong churn and heterogeneous user access patterns.
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The diverse application range, scenario and user behavior induces dynamics in the behavior of the
system, which affects the quality of service of the p2p system. This quality is then to be monitored
with monitoring mechanisms, such as SkyEye.KOM as proposed in Chapter 3.
In the following, we discuss online social networks as a potential application scenario. Please note that
the software architecture for the p2p platform does not focus on online social networks in specific. We
do not use a dedicated overlay optimized for online social network. We follow a more general approach,
allowing for any kind of applications. We demonstrate the feasibility of the proposed monitoring and
management mechanisms in a p2p platform that support various kinds of functionality in form of apps
or plugins.
7.2 background on online social networks
Social networks and online communities are very popular nowadays and their growth is astonishing.
Rarely somebody, who has not heard about MySpace, Facebook or LinkedIn. According to Alexa [Ale],
these websites are among the 20th most popular websites on the world.
Online social networks allow users to create profiles, link to their friends, publish photos and status
updates and various forms of user-to-user interaction. Facebook has the largest user community with
more than 450 Million profiles. Also a wide set of communities exist, most of them addressing special
user groups like students, researchers, musicians or business people.
From the providers point of view, it is challenging to operate a platform for online social network
very profitable. Many of them need to be financed from external sources to be kept alive. The main
reason for the financial problems are the high platform maintenance costs. Currently most of the online
social networks are operated by the massive usage of servers. On the one hand several large databases
are needed to handle the profile and multimedia content of the users. On the other hand web servers
are needed to generate the page displayed to the user. As the current situation of online social networks
show, the server-based IT architecture provides the desired performance.
However, in order to scale with the number of users, servers have to be operated in parallel which
implies coordination, cooling and energy provision challenges. Google as a reference, operates millions
of servers with a yearly increase of 500,000 servers. According to Jeff Rothschild, member of the board
at Facebook, Facebook operated 10,000 web servers and 1,800 database servers in the year 2008. After
the announcement of this information, Facebook acquired 100 Million US$ in order to buy up to 50,000
more servers.
Taking the rapid growth of Facebook and other online social networks into account, each user
generates both high costs for storage and bandwidth. Some estimates claim that every user costs 1
US$ a year, which is a tremendous amount, leading to unprofitable platforms. These high operational
costs threaten the concept of server-based platforms for online social networks and motivate a new IT
paradigm lowering the costs while keeping up the performance.
Large scale networks for user interaction, however, also exist in p2p-based user communities. Skype,
for example, has more than 21 Million users permanently online and had more than 1 Billion downloads
up to Sept. 2008 and 450 Million users in the first quarter of 2009. This vast number of users is similar
or even higher than the number of users in social networks. Despite the large number of users, Skype
does not announce financial problems. This is due to shifting the maintenance and operational costs to
the users by connecting them in a large-scale p2p network. Skype uses a globally decentralized user
directory and provides user-to-user communication for free. However, Skype only offers voice-over-IP
communication but no data-centric functionality, i.e. reliable data storage.
An example for an area of data-centric large-scale p2p applications is in the field of file-sharing
applications. Since the upcoming of Napster, Gnutella, KaZaA and BitTorrent, networks of millions of
users have established without paying customers. The amount of traffic generated by these applications
makes up to 70 % of the Internet traffic. The efficiency of p2p-based architectures has been demonstrated
in various applications both addressing tight quality requirements (Skype) as well as costly, high-traffic
demands (file sharing and multimedia streaming).
We believe that the next large application area for the p2p paradigm lies in the area of social online
networks, as well as that online social networks need to distribute the load on the user devices in order
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to become or remain profitable. Safebook [CMS09] and PeerSoN [BSVD] address p2p-based online
social networks, but need yet to provide a functional prototype and evaluation results.
An online social network provides a wide set of functionality. The underlying platform must provide
the functionality of reliable storage of user data and providing reliable, quick access to it. The user
related functions such as registering, login and profile creation require low delays and a reliable storage
as well. The community-based functions like friend lists, groups or shared photo albums require a
reliable storage and efficient distributed data structures. And finally, functionality for user-to-user
interaction like chatting, voice-over-IP and gaming state real-time constraints. All of these functional
parts may be described and modeled as individual components in form of apps and plugins, allowing
an easy extension of the p2p application. Furthermore, all of these functionality provide a set of metrics
to monitor in order to complete the view on the global status of the p2p system.
Goal of the feasibility study is to create a component-based p2p platform with plugable applications on
top providing an application for online social networks. Additionally some of the proposed components
should also be monitored in their quality of service. The feasibility study shows the benefits for
monitoring and managing the quality of service of p2p applications, both for the users and the
application providers.
7.3 lifesocial.kom - a p2p-based secure online social network
The goal of LifeSocial.KOM is to provide a totally distributed, extendible p2p-based platform for
p2p applications providing the functionality of common online social networks with additional user
collaboration tools. Common functionality in online social networks are user profiles, friend lists, photo
albums, user groups, live chatting and status updates. In addition, we add the opportunity to exchange
files, to collaborate in a group on a common whiteboard and to play online games, like Tic Tac Toe.
Additional interaction functionality can be added in form of plugins which are either based on already
existing plugins, such as a multicast plugin, or create a functionality from the scratch. The resulting
application as well as the p2p network are monitored in terms of quality of service, allowing the provider
to judge the quality of the p2p system, to debug and improve the platform.
7.3.1 A General P2P Platform for P2P Applications
A general p2p framework offers a framework of combinable functional components that may be arranged
and activated to meet the current needs of the p2p applications it is used for. A modular setup of
the platform allows for rapid extension of the functionality of it. The platform consists of abstract
layers, built over each other, such as for routing, storage and data access. Each single layer consists of
one or more software modules or components. These components provide clear interfaces and may
be used by other components. Each layer provides services for the immediate upper layer and uses
services provided by the immediate lower layer. Through the layer idea, the functionality of a platform
is structured and allows for reusable and replaceable software components. The components, located
on the same layer, can freely use services of each other using the defined components interface. The
number of components, a single layer consists of, can be dynamically changed. Components with new
functionality can be included on each of the existing layers. In order to extend the platform and enable
a richer functionality set, new architecture layers can be added on the top of the architecture. The new
architecture layers should provide the same properties in terms of extendability and interface as the
existing layers, on top of which they were build on.
In the following, we state the components for a p2p platform for applications in general as depicted
in Figure 92, as well as the mechanisms used to address these requirements:
• Structured p2p overlay: In order to interconnect all peers and to enable KBR-functionality, we use
FreePastry [Ric]. FreePastry’s main task is to interconnect the peers in a structured p2p overlay and
provide reliable, consistent routing.
• Reliable data storage: In order to provide a reliable put/get operation for distributed data storage,
we use PAST [DR01] which can easily be integrated with FreePastry. PAST implements replication
strategies to keep data available in the p2p network in the presence of churn.
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• Storage Dispatcher: In order to manage both local data storage as well as the access to the
distributed data storage, we implement a Storage Dispatcher. Its main task is to identify where to
store data or retrieve data based on the ID of the documents to store or retrieve, either locally or
distributedly.
• Information Cache: In a distributed data storage environment, the retrieval of documents is
delayed once accessing the network. In order to keep documents instantly available and to hide
the distributed storage from the applications, we adopt an Information Cache.
• Message Dispatcher: In order to enable the addressing of inner components or plugins in the
p2p application, we integrate a plugin ID-based Message Dispatcher, which main task is to forward
messages to the destination plugins.
• Quality monitoring component: In order to support both the needs of the users, as well as the
system providers, the system quality needs to be monitored. Here, we apply SkyEye.KOM as
proposed in Chapter 3.
• Application functionality: The actual functionality of the application should be extendible and
thus implemented in a modular, plugin-based manner. In order to address this requirement,
we implement all involved modules in the software architecture based on OSGi declarative
services [IOS03]. With this, applications in form of plugins may be loaded and unloaded during
the runtime of the application easily.
Please note that the software architecture does not focus on online social networks in specific. A
similar architecture was published in [MLS08] in close cooperation with the author, implementing a
Wiki with a platform extension for p2p-based version control [MLTS08]. In our platform, the information
cache as well as the message dispatcher allow for data-centric applications and applications for user-to-
user communication of any kind. In order to show the benefits of this concept for p2p platforms, we
address the challenging application field of online social networks. Next, we present the design and
implementation of the specific layers and components of LifeSocial.KOM.
structured p2p overlay : freepastry
Pastry [RD01] is a generic routing and location overlay which is supposed to be used in p2p networks.
Pastry nodes form a completely decentralized, structured p2p overlay network on top of the Internet.
Every node in the Pastry overlay gets a unique numeric identifier assigned. The identifier is called
’nodeId’ and is generated randomly for each node. The values of ’nodeIDs’ are uniformly distributed
over the numeric space the identifiers are picked from. In Pastry, the ’nodeIDs’ are 128bit values.
Except assigning the node identifiers and organizing an overlay network, Pastry offers an efficient
routing functionality. Given a numeric value in the 128bit numeric space and a message, Pastry provides
the function to efficiently route this message to the network node, which has an identifier numerically
closest to the given numeric value. Pastry provides an efficient routing algorithm which guaranties that
the message will be delivered to the recipient node in O(log N) steps, where N denotes the number of
nodes participating the overlay. The routing algorithm requires that each overly node keeps track of its
immediate neighbors. The neighbors are defined as nodes of the overlay network with the identifiers
numerically closest to the regarded node’s identifier. The applications built on top of Pastry are notified
if a neighbor node leaves/joins the network or a network failure occurs.
There exist a number of implementations of Pastry which are currently available. Two of them
are FreePastry [Ric] from Rice University and SimPastry/VisPastry [Mic] from Microsoft Research.
Besides FreePastry, also BambooDHT [Sea04], JXTA [TAA+04] and OpenChord [LK06] exist. However,
FreePastry is most used in the research community which shows its maturity and well understood
functionality. Besides, a number of different research projects were started on the basis of Pastry and
some useful p2p-based tools like Scribe[RKCD01] and SplitStream [CDK+03] are already implemented
on top of FreePastry and available as open source implementations.
We follow a component-based approach, relying on established and evaluated building blocks which
can be used by dedicated interfaces. FreePastry provides the KBR-functionality [DZD+03], which was
proposed by the same authors, focusing on reliable ID-based routing.
176 application scenario: a peer-to-peer platform for online social networks
Mandatory Plugins
Information Cache
Message DispatcherStorage Dispatcher
Monitoring
Storage and 
Replication
Structured Peer-to-Peer Overlay
Internet
Optional Plugins
Cryptography Module
Graphical User Interface Framework
Plugin GUIPlugin GUI Plugin GUI Monitor GUI
Pl
ug
ins
 a
nd
 A
pp
s
P2
P 
Pl
at
fo
rm
: O
ve
rla
y a
nd
 M
ec
ha
nis
m
s
Figure 92: Component-based P2P Platform: LifeSocial.KOM
storage and replication layer : past
PAST [DR01] is a storage management and replication tool to be used in combination with FreePas-
try [Ric]. It provides persistent storage, caching and replication of data among Pastry nodes. Files in
PAST are assigned uniformly distributed identifiers and replicas of a file are stored at nodes whose
identifiers are numerically closest to the file’s identifier in the ID space.
PAST is used as a storage and replication utility in the component-based p2p platform. Given an
object and a storage key, which is associated with this object, PAST provides the functionality of (1)
store(Object, storage key) and (2) lookup(storage key). The first function causes PAST to store and replicate
the object across multiple Pastry nodes, whereas the second function causes PAST to retrieve the object
from one of the nodes, where the object is stored at. If one of these nodes leaves the network, a new
replication of the data object is created on one of the nodes. The number of replications and the time
intervals for replication maintenance procedures can be set by changing PAST’s parameters.
We extended PAST with the support to modify data objects in place on the data storing peer. Thus,
expensive data transmissions are avoided. We released the strong constraints in PAST for immutable ob-
jects and implemented the functions (3) update(storage key, update information object) and (4) remove(storage
key).
Function (3) modifies the data object associated with the given storage key. The information about the
way the data object is to be modified is contained in the update information object. The updates are
executed remotely without transferring the data to the initiating node. The function (4) removes the
data object associated with the given storage key in the network.
In order to provide user authentication and access control, we further adapted FreePastry and PAST.
Here, we briefly summarize the approach based on the terminology used in [Eck04], the specific
modifications are described and evaluated in Section 7.3.3 in detail. For providing access control on
the stored data, we use cryptographic Public Keys as main user identifiers in the network which are
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also the node IDs. This simple step helps to uniquely identify users and to create a root for security,
allowing the authentication of users, secure communication and user-based access control on the objects
in the network. Any data object that is not public, is first encrypted with a symmetric cryptographic key.
This symmetric key is encrypted individually with the Public Key of every read-enabled user (which
are their user identifiers) and appended to the data object. The list of encrypted symmetric keys as well
as the object itself is signed by the author of the object and stored with PAST. Any other node interested
in the object may retrieve it (the encrypted object) from the network and validate the signature using
the Public Key of the author, but only the read-enabled users are able to decrypt the symmetric key and
thus the content of the object. We mention this approach for secure authentication and communication
as well as access control on distributedly stored data for the completeness of the description. A more
detailed view is given in Section 7.3.3. However, in the following we exclude the security consideration
for the clarity of the description.
storage dispatcher and message dispatcher
The Storage Dispatcher provides storage services for platform-specific data objects. All data objects
and messages in LifeSocial.KOM extend a common class termed SharedItem. This class (SharedItem)
contains attributes representing storage key and header of the data object and supplies a data object
with properties which make it to a storable object. Given a storage key and a data object associated with
this key, the Storage Dispatcher performs efficient storage, retrieval, update or removal operations on
the data object. When initialized, the Storage Dispatcher reserves a certain amount of hard disk memory
on the local machine for the p2p system.
The Message Dispatcher module is responsible for sending and receiving messages between users
and is used by plugins such as live chat and messaging to offer direct communication capabilities to the
users. The Message Dispatcher allows messages to be stored in the network for later retrieval in case the
recipient is not online at the moment the message was sent. Additionally, a history of the messages sent
and received by the user is supported.
information cache
The Information Cache acts as a cache for objects requested by higher layers from the distributed
storage. Objects, i.e. data objects or stored messages, which are often requested and do not change in
the meantime do not need to be retrieved from the distributed storage every time a requests occurs.
They are kept in the cache and are available to the higher layers, so that subsequent requests are served
locally, avoiding the generation of extra traffic. The size of the cache is configurable, as well as the
applied caching strategy. Here, we use the least recently used strategy.
The Information Cache plays an important role in the p2p-based architecture. It accumulates all the
requests for data objects the application states and offers a clear interface for upper layers for accessing
the data in the cache and the network. Some plugin-specific data packages can be a combination of a set
of single data objects. Single data objects are stored separately in the network, which means that they
can be physically located on different network nodes. In order to retrieve such a data package from the
storage, all single data objects have to be retrieved. Some of the requested objects can be delayed and
arrive later then the others.
With the Information Cache, plugins in the upper layer do not have to handle asynchronous events
happening in the p2p network. Plugins can decide what data object they want to have at each point of
time and get it from the cache. The data object is either available, already requested or not available. If
the data object is not in the cache, the plugin does not do anything more, it needs to request it later
on. In the meanwhile, the cache initiates a lookup for the desired object and processes the irregularly
incoming data.
monitoring the quality of service of lifesocial .kom
Our solution for monitoring of p2p systems, SkyEye.KOM, was presented in Chapter 3. It requires a
structured p2p overlay as substrate and provides the system providers and users with current statistics
about the quality of the system. It generates a statistical view on an extendible list of various metrics,
such as the object retrieval delays, storage, bandwidth and CPU consumption, number of nodes and
various metrics more regarding the performance and costs of the system. For each of these metrics all
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peers are taken into account to create a view on the global average, minimum and maximum values, as
well as the sum, standard deviations and variances of the values.
The prototype implementation of SkyEye.KOM, which was evaluated in Chapter 4, was extended to
provide also a view of the performance and behavior of the p2p platform. Therefore, new sensors were
added that monitor LifeSocial.KOM-specific data, in specific the Information Cache, the Storage and
Message Dispatcher. The list of new metrics that are monitored is given in Table 22.
We added as metrics the total and current amount of objects processed in the cache, the total number
of messages exchanged overall and per plugin as well as the disk space usage by LifeSocial.KOM. The
new metrics related to LifeSocial.KOM are listed in Table 22. These new metrics allow the performance
of the LifeSocial.KOM platform to be evaluated and helps identifying eventual performance bottlenecks.
A S P Statistic - (A: Analytic Model, S: Simulation View, P: Prototype) Unit
LifeSocial.KOM-specific - 5 values for all statistics: Count, Min, Max, Sum, Sum of Squares
X Total overhead of all plugins 1/s,KB/s
X Per plugin overhead 1/s,KB/s
X SharedItems ever stored in cache #
X LifeSocial.KOM objects ever stored in the cache #
X Items currently stored in cache #
X Items ever stored in cache for plugin X #
Table 22: List of Statistics Monitored in LifeSocial.KOM
application-specific plugins
Plugins are stand-alone applications or apps on top of the platform which can be mostly used indepen-
dently of other plugins. However, there are mandatory plugins which belong to the core functionality of
the application (e.g. a plugin responsible for user account management) and their correct execution is a
prerequisite for the execution of other plugins. All other plugins, which are not necessary for the online
social network are optional in this application scenario. For them, dependencies may be defined as well.
A plugin sends and receives plugin-specific messages, creates and stores plugin-specific data objects,
retrieves data objects from the shared memory. Plugins are expected to interact directly with the user
interface. To each plugin a corresponding user interface has been designed. LifeSocial.KOM includes a
set of plugins implementing an application for online social networks with rich functionality.
Before presenting some of the plugins for the online social network, we first describe how plugins
are used and which functionality is provided from the p2p platform for plugins to communicate and
interact with each other.
7.3.2 General Data Structures and Communication
With FreePastry and PAST, objects can be stored and retrieved from the network based on their identifier
very quickly with low delay. For messaging between peers, FreePastry provides a simple identifier-based
routing of messages. In LifeSocial.KOM, we also use a Message Dispatcher which dispatches incoming
messages according to the message type to the internal plugins, e.g. assigning arriving chat messages to
the chat plugin. In the following, we describe how plugins may communicate with each other in order
to implement their functionality.
In general, the p2p platform provides two concepts for the plugins in the p2p system to communicate,
over direct messages or over the shared memory. Figure 93 shows the communication concepts for
plugins.
plugin communication types
The entire functionality of an online social network is implemented by a set of plugins. A set of
mandatory plugins build the core functionality of the application. Every plugin operates on its own
plugin-specific data types. Plugin messages are sent and received over the Message Dispatcher. Storing
and retrieving data objects is accomplished by the Storage Dispatcher. Since different plugins operate
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Figure 93: Plugin to Plugin Communication
with different data, we attach header information to the data objects. A header holds the identifier of
the plugin to which the data object belongs to and two more fields: the data object identifier and item
identifier. These second field is designed for plugin internal usage. It can be used to determine different
types of plugin data, data object roles or functions. Additionally, each data object has a unique storage
key which is used in the case that messages cannot be delivered and are stored in the p2p network. Both
messages and storable data objects implement a common interface which enables them to be stored,
termed SharedItem. The concept of SharedItems is depicted in Figure 94.
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Figure 94: SharedItem and Plugin Data Object
Plugins interact with the Massage Dispatcher to send messages to a dedicated plugin on another peer.
This concept is similar to the introduction of ports at the transport layer in contrast to their absence
in the network layer. Having the opportunity of plugin-addressable messaging allows to create easily
protocols on the plugin level, e.g. for user-to-user chatting, multicasting or gaming.
The SharedItems are also used and created in the Storage Dispatcher which marks data objects
with header information related to the data content. The Storage Dispatcher then uses the storage and
replication module PAST to store and retrieve SharedItems. One single SharedItem may contain two
fold information. One the one hand, the data contained may be a document or immutable information.
On the other hand, the SharedItem could also contain links to other SharedItems. Thus, data objects
may be built modular as well and allow for more fine granular modifications and complex distributed
data structures. In the following, we present a distributed data structure that supports a wide set of
application scenarios.
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distributed linked lists
The data structure, we present now, is termed distributed linked list. The main idea of a distributed linked
list can be stated as follows; a distributed linked list is a directed graph consisting of a set of storable
objects (data nodes). All data nodes are classified into two groups, entry data nodes and internal data
nodes. An entry data node is a data node whose storage key is well known and can be generated as the
need arises (e.g. hash(username+ “_profile ′′)). An internal data node is a data node whose storage
key is randomly generated and is previously unknown (e.g. 0x2311F1B). Every data node (both entry
data nodes and internal data nodes) may contain a list of storage keys as their payload. Every storage
key refers to a data node within the graph, which can hold a list of storage keys and/or other data as
its payload. A data node containing no storage keys of other data nodes is called a leaf data node.
Using this concept, different linked data structures can be built and stored in the network. We depict
the concept in Figure 95. The structure of distributed linked lists allows to navigate through the shared
storage by using the storage keys stored in the objects. Once we built a storage key of an entry data
node, we can get all data objects which are reachable from this data node.
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Figure 95: Concept of Distributed Linked List
We take a look on an example of a distributed linked list, which demonstrates a possible application
of this data structure. We consider following situation: every user of an online community owns his/her
personal images, which he/she would like to publish within the platform to enable other users and
friends to view them. All images are sorted into albums. An album holds some information about the
image collection it contains along with the image collection itself.
We depict the distributed linked list for this example in Figure 96 and sketch the distributed storage
in Figure 97. Every photo album and corresponding image is stored in separate objects under randomly
generated unique storage key. The payload of every album object is a list of storage keys which refer
to a set of image objects, which are registered to be in this particular album. A dedicated data object
holds a list of storage keys which refer to a set of album objects, all of which belong to a single user.
The storage key of this dedicated data object is well known and can be build by hashing the string
representation of the owner’s unique user name (e.g. “alice”) concatenated with a well known String
token (e.g. "albums-list") resulting in “hash(alice-albums-list)”. This data object acts as an entry data
node. Figure 96 demonstrates this data structure.
Distributed linked list appear as a flexible and simple concept which allows to effectively store and
retrieve any kinds of complex and coherent data objects. For example, a data object can hold storage keys
of undelivered messages addressed to a certain user. The list can be modified when new undelivered
messages appear or when some of the undelivered messages are delivered and can be removed from
the memory. Other examples envision friends lists containing pointers to friend profiles, or group lists
containing pointers to profiles of group members as well as to group images. In addition, large data
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structures can be stored so distributedly in the p2p network. Here, we point out the benefits of having
an Information Cache which manages the data requests as well as composes and offers complex data
structures retrieval from the p2p network.
A distributed linked list meets all of the requirements and represents a flexible data structure that
allows to maintain the data stored in a p2p in a desired way. The entry points, i.e. storage keys, for a
distributed linked list, e.g. the lists of albums of a specific user, have to be either publicly available or easy
to construct. We follow the latter approach and construct the storage keys through the concatenation of
specific words, as the username and plugins-specific terms like “useralbums” or “friends”.
To conclude, plugins in the p2p platform may either communicate directly with each other or rely on
(complex) data structures which are distributedly stored in the p2p network.
discussion on event propagation
Regarding the access on distributedly stored data, we identified two approaches to handle responses
to data lookup. We use the term event propagation to refer to the process that handles incoming events
that have been previously requested. An event can be an arriving data object, a message or any other
information coming from the overlay network layer.
Two different approaches were identified for event propagation in a p2p environment with regard to
a p2p application. First, events may be stored in an intermediate layer, such as the Information Cache,
where they can be accessed by the interested entities. Second, the events may be directly propagated to
the receiver entity. A receiver entity can be a plugin or a user interface component for a plugin.
In the first approach all events from the overlay layer are propagated up to the Information Cache
layer where they can be accessed by the plugins which track the corresponding event, for example, by
knowing the object ID of the requested data object. Plugins which are interested in the result of the
event, periodically query the Information Cache for a result. The Information Cache replies either with
the result of the event, its pending status or a note on the absence of the looked up data in the p2p
overlay after a timeout. This allows plugins to decide what events has to be processed and what events
may be not relevant any more. The disadvantage of this approach is the CPU overhead caused by the
periodical queries sent by a plugin to the Information Cache as well as a delay of event notification
depending on the polling frequency.
The advantages of this approach can be stated as follows. Plugins and user interface components are
not forced to react to events propagated from lower layers, they are decoupled from the asynchronous
occurrence of the events. This makes the internal plugin data management much easier in comparison
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to another strategy, where the events from lower layers are forwarded to upper layers. Upper layers can
determine the frequency of their queries for related events (e.g. arrived data objects or messages). Some
plugins have a higher querying frequency than the others, depending on the character of services the
plugin provides. The plugins and user interface components are not triggered by events happening in
the lower architecture layers, but by the actions generated by the application user. Lower layers do not
have to be aware about the components in the upper layers. If a new component is added, it has no
affect on the lower layers.
The second strategy assumes that the events are propagated up to the plugin or user interface layer
without delay. This approach avoids that the Information Cache is frequently queried. However, the
responsibilities and the development effort for single plugins increase considerably because the plugins
have to process the data on their own. The disadvantages of this approach are that the lower architecture
layers have to be aware of all components in the upper architecture layer which can be receivers of
the data objects and messages provided by the overlay network layer. This makes the coupling of the
architecture components less loosely than in the first approach. Plugins and user interface components
have to react to all events propagated from the lower layers, even if these events not relevant any more.
The plugin has to care about administration of the data objects. If multiple plugins request the same data
object from the network, then this data object is loaded twice and two different instances of the same
object are held in the memory. The user interface has to react to irrelevant events which is expensive in
terms of processing effort. The user interface has to determine whether the arrived object is the one
which was requested by the user or it is not relevant. A complicated internal administration of data is
required.
With regard to the current paradigm in traditional software architectures, we stick to the first approach
with an intermediary layer to store events and provide an interface for all plugins to access these events,
namely the Information Cache. Queries from plugins are always answered directly and the distributed
storage acts virtually as a database.
To make the advantages of the used event propagation approach more clear, we consider the following
example: assume a user requests a data object which consists of multiple parts. Every part of the object is
stored separately and there exists a main object which holds all storage keys of these parts. In an overlay
network like FreePastry and storage utility like PAST this would mean that all these parts are spread
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among a set of network nodes which are currently in the network. If such a data object is requested,
the responsible plugin requests all of these parts by initiating the loading of each single part. A subset
of these parts may arrive very soon and the rest of them may have a considerable delay. The arrived
parts are processed and the user gets the currently available data parts. Not waiting until all parts of the
data object arrive the user requests another similar structured data object. The plugin requests all parts
which build the latest requested data object. The loading of these parts begins. In the meantime the rest
of the previously requested object parts arrive. If all data objects are forwarded directly to the plugin
entity, the plugin has to process all arriving data object parts and determine whether they belong to the
actually requested data object or not. This would result in redundant plugin activities which would
waste processing and memory resources.
Using the event propagation strategy, in which all events are propagated only up to the Information
Cache layer, the plugin picks just the relevant data objects from the cache and composes the requested
data object, which can be then retrieved by components from the user interface layer or another plugin.
The data object parts which were delayed and arrive later on will be stored in the cache. The delayed
data parts would not be pushed to the upper layers. In fact, the upper layers (e.g. plugins) would not
get notice of arriving of data which is not needed any more. These delayed data objects are then held in
the Information Cache and can be accessed by the plugins on demand.
7.3.3 Data Access Control and Secure Communication in LifeSocial.KOM
Until now, we presented a p2p platform for online social networks. Here, we discuss the security
framework of it, addressing the main concerns and issues related to security in this application field.
requirements for a security framework in lifesocial .kom
First, we describe the requirements and functional goals of a security framework and discuss subse-
quently our solution.
Registration and Login
A registration phase is needed to grant new users access to the network and to create credentials for the
user for later authentication. Users should be able to log on at every peer, i.e. device, in the network, thus
login credentials should be purely based on the knowledge of the user. After the registration, the user
should be equipped with a valid and unique userID and authentication information. The authentication
information, being a pseudonym for the real user, should be stored confidentially, available and with
integrity.
The login functionality enables the (pre-registered) user to announce his status in the network.
During the login process the user authenticates himself against the authentication information from the
registration phase. As a result, the joining of the node is announced in the network, and the node / user
can further on be contacted by other nodes.
Access Control
We distinguish between user- and group-based access control, in both cases the security goals are similar.
For all documents stored in the network the author should be able to mark privileged users, which
are authorized to read these documents. Access to selected information of user-specific information
(e.g. profile details) or whole documents (e.g. photos) should be controllable. To manage groups with
thousands of users, a group-based access control is needed. We call all storable data SharedItems.Access
rights are dynamic and must be changeable at any time by the author of the document if he or
she decides to do so. Access control aims to ensure the integrity, confidentiality and availability of
SharedItems inside the community. SharedItems of users or groups must be available with expected
service up time (e.g. 99.9 %), thus the security solution must be compatible to common replication
mechanisms and caching mechanisms. There must be no restrictions on the peers that store the data.
Secure Communication
During a live chat, all messages are directly sent to the users they are addressed to. For this com-
munication, the sender and receiver must be authenticated, the communication itself must provide
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confidentiality and integrity. This wide set of requirements is challenging to solve in p2p systems, due
to the peers’ unreliability and autonomy.
a security framework for p2p-based platforms for online social networks
In this section, we describe the design of our security framework for LifeSocial.KOM. To summarize
the idea, each user creates with his username and passphrase an asymmetric key pair. The public key is
used as nodeID and userID in the network. Any communication is encrypted with the public key of the
receiver, thus secure and authenticated communication can be provided once the nodeID of the receiver
is known. For data storage and access control, we use a hybrid approach. All sensitive data is encrypted
with a unique symmetric key, this symmetric key is encrypted with the public keys of the privileged
users. The encrypted and signed data and the encrypted keys are stored as a package (CryptedItem) in
the p2p network. Any node may retrieve and replicate this data, but only privileged users can decrypt
it.
Registration and Login
In the registration process credentials for new users are created in a fully decentralized way. First, the
user picks a (unique) user name and passphrase, which is used to generate an asymmetric key pair
PrivA and PubA. The numeric representation of the public key PubA is used as nodeID and userID,
identifying both the node and the user.
To join the network, a request containing the node’s information (i.e. nodehandle and PubA) is send
to a bootstrap node. A bootstrap node can be any formerly known node. It looks up the generated
nodeID inside the network to prevent any nodeID collisions. If the object exists, the user is already
registered, thus next registration steps are skipped. If the object does not exist, the new user creates a
minimal public profile, signs it and stores it in the p2p network. Through the signature, the profile is
integer. The user is now equipped with a valid userID that will be the basis for later authentication and
encryption processes inside the community since the userID is also his public key. Documents or data
signed with the user’s private key, PrivA, can now be validated.
For the Login process, user A recreates his key pair by entering his user name and his passphrase
within the application. His userID is then derived from the just generated public key. The application
sends a login request with the user’s userID respectively public key to an available bootstrap node. The
bootstrap node answers with information about further nodes to contact. This answer is encrypted,
using the public key of the joining peer. The information is crucial to join, the joining peer must decrypt
the data with PrivA, thus authenticate itself by proving the possession of PrivA.
The presence of a user is depicted by a LoginItem that is stored in the network. This signed object
contains the user’s nodeID and his IP address. Every time a user logs in, he updates his IP address in
the object. The signed LoginItem can be retrieved and verified by any other user. The nodeID/userID
is further used to encrypt communication to this node (as it is an asymmetric cryptographic public
key). Only the receiving node can decrypt messages that are encrypted in such a way. The concept of
using the userID as a public key allows to established a simple PKI without any servers or certificate
authorities.
Access Control
A user can read a SharedItem, create a new SharedItem or alter an existing one. In each case he must
prove his access rights to do so. We decided to use an Access Control Lists (ACL) based approach
instead of Capability Lists, as ACLs can be sticked to data objects and allow an object-specific fine
grained control and replication strategy. Each SharedItem that needs access control is encrypted with an
object-specific symmetric key. To the SharedItem a data structure (key list) is added which holds copies
of the encryption key of the SharedItem, wrapped (encrypted) with the public keys of the users who
are allowed to access the item. The SharedItem, in addition, with the key list is signed by the author
and named CryptedItem. CryptedItems contain all information to enforce access control, they can be
replicated and cached. An overview on the SharedItem and CryptedItem is given in Figure 98. Next, we
describe the access patterns.
To store a new SharedItem, it is created with a timestamp and signed by the user for later verification
of the author. Next, the user defines which other users should be allowed to read this item. If the user
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Figure 98: Data-centric Security for P2P-based distributed Data Structures
decides that only a set of privileged users should be allowed to read the item, he creates a symmetric
key and encrypts the SharedItem, including its signature, with this key. See therefore Steps 2 and 3 in
Figure 98. This symmetric key is then encrypted with the public keys of the privileged users, which
leads to n encrypted copies of the symmetric key for n privileged users (Step 4). The encrypted copies
of the key are then attached to the SharedItem (Step 5), which is then signed and finally stored as a
CryptedItem in the network. Each SharedItem (and thus also CryptedItem) has an objectID, which
indicates where in the DHT the object will be stored (Step 1). Using this ID, the object can be retrieved.
To alter an already existing object, it has to be retrieved, modified and stored again. An objectID
is created as a hash of the userID and some unchanging properties depending on the type of the
SharedItem (e.g. hash(username + albumname)). We refer for more details to Section 7.3.2. As the
objectID contains the username as well, any node can check whether a CryptedItem is valid or not using
the objectID and the signature of the user related to the objectID. For changing the privileged users of a
SharedItem, only the attached keys have to be altered.
Any node can retrieve a CryptedItem from the p2p network. CryptedItems can be replicated and
cached using any mechanism. However, only nodes listed in the key list can decrypt the SharedItem. If
the retrieving node’s ID is in the key list, the symmetric key is decrypted using the private key of the
privileged user and the item is decrypted using the symmetric key.
Inside a group, access to documents can be granted for all group members. This allows to use just one
symmetric key for all accessible data inside a group. This symmetric key is created by the group founder
at the time he establishes the group. At first, the founder creates a key list for his group where he stores
the symmetric key encrypted with the public key of the group members. For each new member that joins
the group, the administrator just adds a copy of the symmetric key, encrypted with the pursuant public
key. This list is stored in the network, signed with the administrators private key to inhibit unauthorized
write access. The objectID of this list is a hash of the administrators public key and the name of the
group. A user can now store new SharedItems just as described above with the only difference that if he
wants to make the item only accessible to group members, he encrypts it with the symmetric key of the
group. For read access, a user accesses the key list of the group instead of the key list of a particular
item. The protocol for read access is aside from that the same as described above.
Live Chat and Messaging
The live messaging functionality benefits from the design of making the public key of a user also his
userID inside the network. User A wants to establish a secure connection to another user B for the
purpose of a direct plugin to plugin communication (e.g. a live chat session). We use a hybrid approach
for secure communication. User A creates a symmetric session key to encrypt his chat message to user
B. User A sends the encrypted message and the symmetric key to user B encrypted with the public key
of user B and signed with his own private key. With the signature, both the integrity of the message can
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be checked and the sender verified. User B now verifies that the message is really from the sender with
the given userID (of User A) by verifying the signature of the message with the public key of User A. If
user B wishes to answer, he creates a secret key for the communication himself and encrypts it with
the public key of user A. Both users have a secret key for secure end-to-end communication now. Each
message sent between the users is signed and encrypted by the sender and verified and decrypted by
the receiver.
testbed evaluation
We implemented the security framework for the p2p platform for social networks, LifeSocial.KOM,
which we presented in Chapter 7.3.1. The prototype [Gra] implements the described solution. We used as
p2p overlay FreePastry [Ric] and as mechanism for asymmetric cryptographic keys we use RSA [RSA78]
with a key length of 1024 bits. To comprise the modulus and exponent in RSA, we enlarged the ID
space of FreePastry to 1088 bit identifiers. For the symmetric keys, we use AES [DR02] with 128 bits.
A signature is 128 bits in size as well. The described key sizes represent a configuration that provides
a desired security level for reasonable costs. All values are averaged over 100 runs on an Intel Core 2
Quad machine with 2.4 GHz and 3 GB of main memory.
The goal of the evaluation is to identify the increase in the message and object sizes related to the
security solution. In addition, we analyze the induced time delay in the secure communication due
to the security mechanism as well the induced time delay for the encryption and decryption of the
CryptedItems.
Data Overhead
Table 23 shows the data overhead on basic messages. We started with an empty message, containing
no text but only the header, storage key, receiver ID and an empty payload. Then, we increased the
message size by adding larger message text. We observe a nearly constant absolute overhead, smaller
than 2 KB per message coming from the duplication of the receiver information and the storage key
and from the size of the empty CryptedMessage. Encrypting a basic message and turning it into a byte
array does not increase its size perceptibly. The overhead of 2 KB will not affect the traffic speed or the
storage space noticeably. Our approach for secure communication is therefore an acceptable solution
regarding the data overhead.
Table 24 depicts the data overhead for access control on SharedItems. The size of an item does not
affect the data overhead as the signature length and key list size is independent of the object size,
therefore we varied the number of privileged users as parameter. The overhead grows with the number
of privileged users as for each privileged user, a copy of the secret key is added to the CryptedItem
alongside the users’ userID. Each additional privileged user causes a data overhead of about 413 bytes.
Still, the relative overhead is acceptable even for 200 privileged users. The SharedItem we used, is a
PhotoItem which has a standard size of 346 KB. However, any other item of arbitrary size would result
in the same absolute overhead, the costs scale with the number of privileged users.
The overhead we must deal with in this case is larger than the message overhead if we have more
than one privileged user. However, 200 privileged users for a single object is a turning point of whether
individual user-based access control should be replaced by group-based access control. To keep the
scenario of a social network in mind, in cases with 200 or more friends, it is recommendable to introduce
group-based access. The management of group keys is similar to the management of individual user
keys in the CryptedItem, same costs apply.
Time Overhead
We present the encryption and decryption times as an important metric for the costs of a practical
security framework in Table 23. The encryption and decryption time for secure communication is
around 12 ms and almost independent of the message size. Most of the time is needed for administrative
processes like obtaining the encryption keys and building the CryptedMessage.
For the evaluation of the SharedItem regarding the induced delay, we observe that the encryption
time rises linear with the number of privileged users. That is because the wrapping of the secret key
with the public key of each privileged user takes about 0.36 ms time. Not surprisingly the decryption
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Message Size Encrypted Message Overhead Overhead Encryption/Decryption
(bytes) Size (bytes) absolute (bytes) relative (%) Time (ms)
895 2794 1899 212,18 10 / 9
995 2906 1911 192,06 10 / 8
1395 3306 1911 136,99 11 / 9
1895 3802 1907 100,63 12 / 9
2895 4794 1899 65,60 14 / 10
3895 5802 1907 48,69 13 / 9
5895 7802 1907 32,35 12 / 8
10895 12794 1899 17,43 11 / 9
Table 23: Message Encryption Data and Time Overhead
Privileged Item Size Encrypted Item Overhead Overhead Encryption/Decryption Key Wrapping
Users (bytes) Size (bytes) abs. (bytes) rel. (%) (ms) Time (ms)
1 346697 348159 1462 0,42 15 / 20 1
10 346715 351892 5177 1,49 25 / 21 4
50 346819 368524 21705 6,26 34 / 20 19
100 346969 389318 42349 12,21 54 / 19 37
200 347269 430922 83653 24,09 89 / 20 73
Table 24: SharedItem Encryption Data Overhead
time is constant, as only one key has to be unwrapped in order to decrypt the item with the resulting
symmetric key.
Data encryption is distinctly slower than message encryption when we must deal with many privileged
users. Still, 89 milliseconds seem applicable for the encryption of items for 200 privileged users. Please
note that all used public keys were present in a buddy keys list, they were not needed to be retrieved
from the network. That applies for the message encryption as well as for the item encryption. However,
this is a reasonable step, as user knowing the privileged user(ID) also know the corresponding public
key.
Conclusions
P2P-based platforms, like LifeSocial.KOM, face several challenges, among the security requirements
which we addressed in section. Our security framework for LifeSocial.KOM includes the support of
user registration and a login process which allows further authentication of the users. Any user and
application communication is confidential, integer and authenticated. We also presented an access control
solution both for user-based access control and group-based access control. The security framework
solves the security issues appearing in social networks. We implemented the security framework in our
p2p-based platform for social networks, LifeSocial.KOM, demonstrated its applicability and evaluated
both its performance and costs. Evaluation shows that all security requirements were solved and the
overhead in terms of space and time are low and reasonable in a p2p-based scenario.
7.3.4 Implementing Online Social Networks in Several Plugins
Before introducing the implemented plugins, we describe the assumption and properties of the plugin-
based design of the application of an online social network.
The p2p platform is assumed to run on every participating peer. Every user picks an unique user
name while registering. This user name is persistent and associated with a certain user account. A peer
instance as well as a peer ID is generated and assigned every time the user logs in. For security reasons,
the peer ID and the user identifier are identical and derived from the user name and corresponding
password. This is done to create a trust anchor for authentication and security mechanisms. More
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information on the security is described in Section 7.3.3. Every peer creates a data object containing
the IP address of the peer (Nodehandle) and stores it in the p2p network, so that other users willing to
contact the corresponding user can identify the contact address. Thus, it is only possible for an user to
be logged into the p2p network at one single computer at the same time.
The application of online social networks is provided through the combination of various functionality
which are implemented in individual plugins. Every plugin included into the system has an unique
plugin identifier, which is represented by a sequence of characters, such as “friendsplugin”, “chatplugin”.
All plugins are registered in the local p2p platform and can be accessed using their plugin identifier over
OSGi bindings. Using OSGi, plugin dependencies can be specified and individual plugins can be loaded
and updated during the runtime of an application. A set of plugins provide the core functionality of
the application and must be included into the p2p platform. Plugins which do not belong to the core
functionality can be included into the system dynamically while starting and initializing the system if
desired.
Two different LifeSocial.KOM clients running on different network nodes can communicate over
messages and/or over the shared network memory. All messages are plugin-specific and contain
plugin-specific payload. Knowing the type of a plugin message, other plugins can generate and send
messages to this plugin. Undelivered plugin messages are stored by the Message Dispatcher and can be
retrieved by the recipient at an appropriate point of time. Distributed linked lists are used as a basis
data structure for storing data objects.
Knowing the main p2p functional components, which provide secure and reliable storage and
communication, we now introduce the main plugins implementing the desired functionality of online
social networks. We depict in Figure 99 the functional elements, we designed and implemented. The
plugins (or apps) are located on top of the general p2p platform, depicting the general usability of the
platform.
We implemented following plugins:
• Login: Registration / login based on cryptographic keys.
• Profile: Presenting a description and image of the user
• Friends: A list, linking the profiles of the user’s friends
• Messaging: Email-like inbox, outbox and message composer
• Photo: A list of photo albums, linking to user photos
• Groups: A list of users, joined in common interest groups
• Tweets: List of status updates of an user and its followers
• (Group) Chat: Direct user to user text messaging
• File transfer: Sending files from user to user
• Games for two with spectators: Tic Tac Toe
• Whiteboard: Collaborative graphical editing on a shared canvas
• Schedule and Calendar: Collaborative time schedule
• Multicast: Creation of and publishing to multicast groups
With the plugin-based architecture for p2p applications, LifeSocial.KOM is extendible in terms of
functionality. In the following, we describe selected plugins that show the potential of the underlying
p2p platform as well as the communication concepts offered to plugins.
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Figure 99: Plugin-based Architecture of the Online Social Network Application
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login plugin
The Login plugin belongs to the core part of LifeSocial.KOM and is responsible for creation and
administration of user accounts. It offers the functionality to create a new user account, to log in and
to log out. This is the plugin which is initialized first when the system is started. Other plugins are
initialized after the user logs into the system by providing his/her user name and the corresponding
password. Optional plugins are bound into the p2p platform using OSGi. After the initializing, the
functionality of all plugins is available for the user.
The Login plugin uses data objects dedicated for the Login plugin termed LoginItem extending the
general SharedItem. During the registration of a new user, the user has to pick an username and
password resulting in an unique cryptographic key pair. The Public Key is used as user identifier and
defines also the peer ID of the user’s peer. Each LoginItem stored in the network holds the entire account
information for one user account.
The payload of LoginItem contains the information on the user name, his email address, the peer ID,
a Nodehandle object as well as a timestamped signature of the user. The Nodehandle object holds the
ID and the current IP-address of the peer or is empty if the user is offline. It can be used for sending
messages directly from peer to peer. An alternative way to route messages from Pastry node to Pastry
node is to use the peer ID. Before an user account is created, the Login plugin checks whether the
provided user name and email address are already used by other users. If it is not the case, then the
LoginItem is stored and the user becomes automatically logged into the system.
The LoginItem can be (stored and) retrieved using an appropriate storage key which is built using the
user name, the plugin identifier and a data type specific descriptor. The storage key for plugin-specific
data is typically built as
storage key = hash(user name ◦ plugin identifier ◦ String token),
where the "user name" denotes the String representation of the user name, "plugin identifier" denotes the
String representation of the unique plugin identifier, the "String token" stands for a Login plugin-specific
String token, which is used to avoid key collisions and ◦ stand for concatenation operations.
An example will demonstrate how the storage key for a LoginItem data object is built. Assume that
the user name is "Filiz", the identifier of the Login plugin is equal to "LoginPluginIdentifier" and the
specific token is equal to "UserAccountObject".
The resulting storage key would be the following :
hash(Filiz◦LoginPluginIdentifier◦UserAccountObject)
The uniqueness of the user name makes sure that the storage key is also unique within the system.
The LoginItem has an important role in the system. It holds the information required for communica-
tion between users. Given an user identifier, the storage key of the LoginItem associated with the user
account can be derived. Using this storage key, the Nodehandle of the recipient can be retrieved and
messages can be routed to this user.
The LoginItem object is expected to stay permanently available in the shared storage. A loss of such
data object would cause the loss of all account information associated with the user name held in the
LoginItem. Each time an user logs into the system, the associated LoginItem is modified by updating
the Nodehandle which holds the current address information about the Pastry peer. Additionally, the
signature is updated. The LoginItem is used by the Message Dispatcher to send user-to-user messages,
as it contains a valid contact address to the user. Figure 100a shows the structure of a LoginItem object.
The structure is similar to the structure of the data object which other plugins operate on. All of them
extend the SharedItem class to make the objects storable.
profile plugin
The Profile plugin is responsible for creation and administration of an user’s profile data. It is also
responsible for finding and retrieving the profile data of other users. The creation of a basic account
is immediately initiated by the Login plugin after the registration of the new user account. This fact
guarantees that every registered user owns a profile with some basic personal information. Additionally,
it shows that plugins may invoke exposed methods of each other. The Profile plugin offers the function-
ality to create user profiles, retrieve a profile of an user given an user identifier, edit profile fields and
store the own profile.
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The Profile plugin uses dedicated data objects termed UserProfile. Figure 100b demonstrates the
simplified structure of an UserProfile object. Like all data objects the plugins work with, UserProfile
extends the concept of SharedItem and results in a storable object. The payload of UserProfile contains a
profile image and profile field names with values.
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Login Item
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User Name
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(a) LoginItem Structure
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Figure 100: Data Structures of selected Plugin Objects
Profile fields are names of the information the field is associated with. For example, the field name
can be "Gender" and the possible values can be "Male" or "Female". Another field name is "Country"
and the value associated with this field is "Germany". The number of profile fields can be extended by
adding new field names and values.
Directly after the Profile plugin is initialized, the profile of the currently logged in user is retrieved
from the shared network memory and made locally available in the Information Cache. Since the owner
of a profile is the only one who can edit the profile contents, the version of the profile which is held
locally by the plugin remains valid. If the user profile is changed, the profile is stored in the network
and updated locally to have an actual version of the data.
A profile of an user can be loaded by the Profile plugin and made available for the user interface.
The user interface may instruct the Profile plugin to load a profile for a certain user given his/her user
name. The Profile plugin checks whether the needed data object is available in the Information Cache
and if not the Information Cache initiates the lookup of the data object from the p2p network using
the Storage Dispatcher. During the loading process, the Profile plugin responds the current status of
loading and the data loaded so far available for the user interface. The user interface can check whether
the requested profile is loaded and get the data from the plugin.
friends plugin
Every user owns a list of friends which may be empty for unpopular users. This list contains user names
of the users which are registered as friends of this certain user in scope of the system. The Friends
plugin is responsible for administration of the user’s friends list.
When the plugin is initialized, the data object containing the list of friends of the currently logged in
user is loaded. This list contains user identifiers, user names and meta information, and storage keys of
corresponding ProfileItems. This list remains available within the plugin until the system terminates.
The friends lists for all users are stored in the network in dedicated data objects (FriendList) and are
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available for every user. The user can request a list of friends of any other registered user. In this case the
Friends plugin requests the corresponding data object from the Information Cache. Typically it is not
instantly available, thus the Information Cache requests it from the Storage Dispatcher which fetches it
from the DHT. Once the data object arrives, it is passed to the Information Cache and made available to
the plugins. The next time (and from then on) the Friends plugin asks for this specific friends list, it is
instantly available and returned to the Information Cache.
Besides retrieving friend lists, the plugin also offers the function to request and delete friendships
as well as to accept or decline friendship requests. In order to implement these exposed functions,
internally the Friends plugin is able to load friends list for a certain user, get his own friends list, send
friendship request, check for undelivered requests, retrieve new requests, accept or deny friendship
request and dismiss a friend.
As friends lists are stored as FriendLists in the network, adding or removing friends can only be done
by modifying these data objects. Corresponding storage keys are for example
hash(Marko◦FriendsPluginIdentifier◦FriendListObject).
Requests for friendships are also stored in the network by adding a new list entry in the data object
managing the pending friend requests of an user. The list entry contains the user identifier and user
name of the requesting peer/user. The Friends plugin periodically checks for new entries, retrieves them
and either adds the new user to the FriendList data object or not. In the both cases the pending request
is deleted. Already established friends can be dismissed by deleting their list entries from the FriendList.
Here, we see that typical actions in distributed linked lists are the adding or deleting of individual list
entries. This function is provided by the Storage Dispatcher, as it allows to modify data objects remotely.
Friends lists allow users to navigate through the social network built within the online community.
Using the user identifiers, which are contained in the friends lists, different actions can be performed
such as using the functions of mandatory or other well known plugins.
live chat plugin
In order to demonstrate the benefits of the Message Dispatcher, we present a plugin that states real-time
requirements for user-to-user communication. According to [G0¨5], Real-time communication is essential
for upcoming multimedia applications, such as haptics [ESCK08, IES08]. The main purpose of the Live
Chat plugin is to provide an instant messaging service for the users. The messages, exchanged between
users, are text messages. However, the concept is not limited to text messages, multimedia streaming, in
addition VoIP, can be supported as well. The text messages are delivered directly to the recipient using
the Message Dispatcher and addressing a specific user identifier (e.g. user ID of Sandra) and plugin
identifier (LiveChatPlugin). Messages arriving at the Message Dispatcher of the user Sandra are directly
forwarded to the Live Chat plugin.
We extended this functionality with a support for a chat history. A set of messages exchanged with a
certain user is stored in a data object dedicated to the Live Chat plugin in the p2p network. The number
of messages included in such a set is restricted. The most recent messages build this set. Each time
the Live Chat plugin is initialized, the appropriate data object for the chat history is loaded from the
network and made available within the plugin. The Live Chat plugin provides besides the functionality
to send messages to a given user, also the function of check if missed chat messages are available,
retrieve missed chat messages and get a chat history related to a communication partner. Several ideas
regarding this plugin, were discussed and integrated additionally in the p2p platform [MKBS08] as a
tool termed AskMe in [MKS08]. The authors, P. Mukherjee and A. Kovacevic, of these papers were also
closely involved in the creation of LifeSocial.KOM and its security framwork, which is presented in the
Section 7.3.3.
photos plugin
In order to show the potential of distributed linked lists, we present a plugin which deploys a complex
distributed data structure. The Photo plugin is responsible for the administration of albums and photos
which users post into the system and make available to other users. Every user owns an arbitrary
amount of albums (zero or more). Each albums can contain zero or more photos. Every photo is assigned
to only one album, but the same photo instance could also be referenced in several albums. The Photo
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plugin allows to store own photos and to load and view photos of other users. The corresponding data
object is depicted in Figure 94 and organized as follows:
• an ’AlbumKeysHolder’ data object holds the storage keys of all albums for a single user
• an album, represented by ’AlbumItem’ data object, contains references (storage keys) of photos
which belong to this album along with some album information
• a single photo represented by ’PhotoItem’ data object holds an image and some information about
the image
In order to view photos of an user, an appropriate AlbumKeysHolder object with the storage keys
of all albums must be loaded. The storage key is related to the username, the plugin identifier and an
object descriptor. For example, it looks like
hash(Daniel◦PhotoPluginIdentifier◦AlbumKeyHolderObject).
The Photo plugin may request the AlbumKeyHolder object of a given other user by building the
storage key and asking the Information Cache. When the AlbumKeyHolder arrives, the Photo plugin
can extract all storage keys of all user albums from it. Using these storage keys, all albums are loaded
from the network. The albums are represented by AlbumItems and contain a list of storage keys of the
photos assigned to these albums. The AlbumKeyHolder and AlbumItem object contain only lists of
storage keys and hence do not consume much bandwidth while being loaded. Having all AlbumItems
of an user, we can see the set of photos which are assigned to any of the albums. The Photo plugin can
load a single or all chosen PhotoItem objects from the network, which contain the images. The required
photos and albums may be prefetched by the Photo plugin and are stored in the Information Cache for
instant access. Here, we also observe the benefit of the Information Cache, as it provides a container for
incoming photos. In order to load all albums, represented by AlbumItem objects, the Photo plugin uses
a dedicated plugin which is responsible for loading all albums, termed AlbumLoader. AlbumLoader gets
a collection of storage keys and loads all albums associated with these keys into the Information Cache
and thus the Photo plugin. The Photo plugin offers not only the functionality of retrieving albums, but
also for creating new photo albums, adding album information and photos, editing album and photo
information and removing albums and photos.
Obviously, the Photo plugin uses only the shared network storage and does not use the user-to-user
communication. It builds a distributed data structure, which allows for navigating and retrieving
complete or partial albums from the network.
7.3.5 An Extendible User Interface for P2P Applications
The plugins described in the previous subsection offer dedicated interfaces and commands for each
other and provide interfaces for a graphical user interface. In the following, we describe how we create a
convenient view on the commands available as well as the interaction with the graphical user interface.
The GUI is based on OSGi-technology, like the plugins, and allows to have plugin-based individual
GUIs arranged in a flexible GUI framework.
general view on the offered commands
In order to provide a general view on the offered commands, we implemented an OSGi bundle
(Commands) that serves as interface between the GUI and the application plugins and make the plugins
self contained regarding the commands they provide to the platform. The Commands bundle serves as an
aggregator of all commands currently available in the platform. When a plugin is activated, it registers
its available commands. The Commands bundle then automatically recognizes the new commands and
makes them available to other bundles. When a plugin is deactivated, its commands are accordingly
unregistered.
In order to not bind a specific implementation of a plugin to a specific command set, we further
introduce interfaces for the commands, termed ICommands. ICommands define the basic interface for the
interaction with the different Command Handlers representing a single command offered by a plugin.
The abstract class AbstractCommands then implements the mechanism to deal with Handler insertion and
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removal. A plugin exposing commands can then extend the abstract AbstractCommandHandler, which
merely implements mechanisms to obtain the name and help of a command, to add the dependency on
the plugin it represents and from there create concrete classes which actually execute the command.
The concrete class interacts with the plugin (e.g. the ProfilePluginComponent) to execute the command.
Logout
(command)
Edit Profile
(command)
Send Message
(command)
Simple Commands
Login Plugin
Commands
Profile Plugin
Commands
Messaging Plugin 
Commands
Plugin-specific Commands
Commands 
Component
Login 
GUI
Profile 
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GUI
Interface to all Commands
Abstract Command Handler ICommands ICommands Component
GUI Framework
Figure 101: Aggregation of individual Commands in a Commands Component
Figure 101 shows how the GUIs access the commands offered by different plugins. The Command-
sComponent acts as an interface between the GUIs and the plugins. The GUIs are thus dependent only
on the Commands component, which itself takes care of dealing with the registration and deregistration
of the different commands. Command names are built by concatenation of the corresponding plugin
ID and the command itself, thus being unique in the p2p platform. The return type of commands is a
general object, so all LifeSocial.KOM items and message types can be accommodated. This is beneficiary
for combining various existing plugins and creating new functionality through new plugins. However,
when executing a command it is therefore important to check if the returned object is of the correct type.
extendible gui framework
The Information Cache, Message Dispatcher and Monitoring components act as interfaces between
the p2p platform and the application-specific plugins. The Commands component acts as an interface
between the application-specific plugins and a GUI. Through this separation of functionality each part
can be monitored, individually extended and improved without interfering with the other two parts.
Every plugin comes with one or several (e.g. for the Friends plugin) graphical user interfaces which
are arranged in a GUI framework. The GUI framework allows for managing and placing the individual
plugin windows. We implemented a GUI framework based on OSGi as a rich client platform (RCP)
using Eclipse [Ecl] as a basis. Eclipse is a popular open-source software development tool and was
developed initially by IBM. Its main functionality lies in supporting the software development process
with an integrated provision of necessary and convenient tools. These tools, such as a help screen,
console or repository browser, are arranged around a central source code editor. The GUI of eclipse
integrates for all of these tools individual views, which may be switched on and off, rearranged and
modified. Eclipse offers various RCP libraries and plugins to extend the GUI of Eclipse or to create
GUIs for standalone applications.
We use this convenient approach to create and manage the GUIs of individual plugins and arrange
them in a common GUI framework. Every plugin is mapped to an individual GUI which implements the
commands offered, for example the request friend list of a specific user, and presents the results of the
command invocations, which, for example, depict a friend list. In Figure 99, we depict the dependencies
of the GUI framework, the individual plugin-specific GUIs and the plugins themselves.
7.4 evaluation and testing
We implemented the p2p platform LifeSocial.KOM with SkyEye.KOM integrated as a Java-based
standalone application since 2008. We show the feasibility and practical usability of LifeSocial.KOM in
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a testbed evaluation with the proposed p2p platform. The goal of our evaluation is twofold. First, we
show that the p2p platform provides the desired functionality to support the rapid development of new
p2p applications in form of plugins for LifeSocial.KOM. We implemented a set of plugins providing
the application of online social networks, harnessing the resources of the participating peers to create a
reliable p2p-based platform for social online networks. The data generated by the users is distributedly
stored and replicated among the participating nodes and all load is deployed on the peers.
The second evaluation goal is to show the benefits of an integrated quality monitoring component,
namely SkyEye.KOM. Using SkyEye.KOM, we monitored the p2p platform on various layers:
• Device capabilities: we build statistics on the available peer resources, such as the CPU load,
bandwidth utilization and available storage space.
• P2P overlay: we measured a large set of statistics related to the p2p overlay, such as the hop count,
lookup delay and generated traffic overhead.
• Storage and messaging: the main components between the p2p overlay and p2p application, i.e.
the Message Dispatcher, Storage Dispatcher and Information Cache, are monitored and statics
related to the overall application are created, e.g. number of stored objects and application-specific
traffic overhead and storage space consumption.
• Plugin layer: we further monitor individual plugins and generate statistics related to their individ-
ual characteristics.
We extended the list of monitored system statistics (see Tables 2, 3, 8) with a set of new, LifeSocial.KOM-
specific statistics that are presented in Table 22. With this broad range of considered statistics in the
p2p platform, we demonstrate the applicability of the proposed monitoring mechanisms. SkyEye.KOM
generates a global view on any involved layer in the p2p system and enables users to be informed about
current statistics and platform providers to see quality trends and general characteristics of the p2p
system.
user and provider view on lifesocial .kom
In LifeSocial.KOM, we implemented a wide set of functional plugins. For all of these plugins, we created
GUIs and placed them in a GUI framework analogue to the GUI of Eclipse Development Framework.
We depict in Figure 102 three screenshots of the actual LifeSocial.KOM application. The screenshots
show the variety of the plugins and the option to customize the view positions, sizes and presence in
the GUI framework. Figure 102a shows the GUIs for the Profile plugin, the Messaging plugin with an
opened message composing window as well as a list-based GUI for the Friends plugin. Figure 102b
shows a graph-based GUI for the Friends plugin, emphasizing the extendability of the GUI framework,
as well as GUIs group lists and group details. Figure 102c shows the album browsed and the image
frame of the Album plugin, which are two separate GUIs for one plugin. The depicted picture was shot
by the author at Neko Harbor as sample image. Both the menu entries as well as the depicted icons
are dynamically loaded with the corresponding OSGi component, representing the plugins. The GUIs,
although made for a specific plugin, are rich in their functionality and may use the interfaces of several
plugins. The friends graph GUI, for example, offers also links to establish a direct chat and to show the
photo albums of the corresponding friend.
The presented screenshots show the user view. We further implemented GUIs for the monitoring
component, SkyEye.KOM. It enables the user and system provider to select among the monitored metrics
which to present. It also provides a view on the topology of the SkyEye.KOM tree. In Figure 103a, we
show the monitoring GUI on LifeSocial.KOM. In the lower left corner, the metric selector is depicted,
which allows to pick among the monitored metrics one to present. Here, the uptime distribution of all
peers and the LifeSocial.KOM-specific storage space consumption are depicted in detail with the average
value as well as the standard deviation. In Figure 103b, we show the SkyEye.KOM tree visualizer which
is based on the peer-specific information that is obtained through monitoring. We used this view to show
the tree characteristics in the testbed-based evaluation. In Figure 103c, we show the monitoring tree with
30 nodes maintaining the LifeSocial.KOM platform. More screenshots and videos of LifeSocial.KOM
can be found on [Gra].
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(a) Profile, Messaging and Friend List GUIs
(b) Friend Graph and Groups GUIs
(c) Album Browser, Image Frame and Messaging View
Figure 102: Actual Screenshots of LifeSocial.KOM
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(a) Monitoring Metric Selection View
(b) Sample Monitoring Views
(c) SkyEye.KOM Tree Visualizer
Figure 103: Monitoring View on LifeSocial.KOM
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proof of concept - applicability of skyeye .kom in lifesocial.kom
We demonstrate the applicability of SkyEye.KOM in LifeSocial.KOM and point out the practical use
in a general environment. As evaluation methodology, we used a testbed with 11 peers and 30 peers
and applied a scenario with joining and leaving peers which perform actions related to online social
networks. In both scenarios we used SkyEye.KOM with β = 2 and UI = 30s both for monitoring the
system as well as the peer capacities. The 10 peer setup allows to deeply gain insight on the behavior
of data distribution in LifeSocial.KOM. In the second setup with 30 peers, we investigate the impact
of churn on traffic overhead and monitoring quality. In the small setup, first, 11 nodes joined one
after another through a 15.000 seconds trial. The first node generates a set of profiles and sets up his
individual profile and friends list. Once all of them are online, 5 of the nodes leave the network. As main
metric, we observe the load on the peers in terms of disk usage of LifeSocial.KOM, the distribution of
data objects in the p2p network as well as the number of nodes. These metrics document the distributed
data storage of the user-specific information in the p2p network.
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Figure 104: Monitoring Results of LifeSocial.KOM in a Small-Scale Network
Figure 104a shows the mean disk usage in the network in relation to the number of peers in the p2p
network over time. The figure shows how the number of peers increases and decreases over time. The
mean disk usage per peer denotes that at the beginning the first peer created a set of objects which
used 150 KB of disk space. With the second peer coming online the objects are assigned according to
their object identifier to the corresponding peer identifiers. The standard deviation in the beginning
up to 4 nodes is high, as every document is replicated in order to maintain a high object availability.
The average number of objects per peer is depicted in Figure 104b. Every object is replicated 4 times,
which is reflected in the mean disk usage of 150 KB even with 4 nodes. With the fifth node joining, no
further replication is needed and the mean disk usage drops. With every joining node, the load is shared
among the peers, as depicted by the decreased mean disk utilization and the low standard deviation.
As the peers start leaving the network, the distributed data objects need to be replicated again and the
mean disk usage grows. The evaluation shows that the storage load is totally distributed among the
participating nodes while maintaining a high data availability.
In the second testbed setup, we look at 30 peers which join subsequently in blocks of 10 peers. The
first 10 peers join in the beginning in 20 minutes, create a profile and stabilize for 5 minutes. From
t = 1500s to t = 2000s two of the peers left the network and joined again. Then the next 10 peers joined
and the corresponding users created a profile. From t = 3000s to t = 3500s the peers request group and
profile lookups. From t = 4000s to t = 4200s, 10 more peers join. Having already sketched the proof of
concept for the applicability of SkyEye.KOM in LifeSocial.KOM, we focus in this step of the evaluation
on giving a general view on the performance and costs of LifeSocial.KOM. In Figure 105, we show an
overview on the actions in the testbed evaluation setup of LifeSocial.KOM.
In Figure 105a, we visualize the peer count in the mid scale network. The corresponding peer uptime
distribution is depicted in Figure 105b. We depict the tree topology of the SkyEye.KOM tree at t = 2100s
in Figure 106a. At time t = 2194s the monitored peer count jumps to 23 which is related to the exchange
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Figure 105: Monitoring Peer Count of LifeSocial.KOM in a Mid-Scale Network
of the root. At time t = 2320s the peer count jumps to 30. We present the corresponding tree topology
in Figure 106b and Figure 106c. In both cases the root has been exchanged by the reassignment of the
corresponding Domain Key (0.5) in the unified ID space. In Figure 106d, we show the tree topology
with 30 LifeSocial.KOM nodes.
In the following, we take a look on the overhead generated through LifeSocial. An overview on the
various overhead types is depicted in Figure 107. The main two metrics are the disk space usage and
the bandwidth usage of LifeSocial.KOM, they are depicted in the Figures 107a and 107b. While the
disk space usage is around 150KB in the stabilization phase around t = 1200s, it grows in the following
and stabilizes in the period from t = 3000s on. Here, we observe the replication efforts that are done to
maintain the data availability in LifeSocial.KOM. Through the observation of the disk space usage, an
application provider may define suitable initial storage intervals to be announced and confirmed by the
user during the installation of LifeSocial.
Traffic, being the scarcest resource is compressed before transmitted. Thus, the bandwidth consump-
tion is relatively small. LifeSocial.KOM needs in this small and mid sized setup only 2.1 to 2.5 KB/s both
upload and download bandwidth. With regard to the replication efforts, the bandwidth consumption is
expected to grow. As a conclusion, we derive the need for a well engineered structured p2p overlay
that is optimized for the needs of LifeSocial.KOM. In particular, FreePastry and PAST fail at supporting
the peer heterogeneity in the process of data replication. Peers with larger storage space and greater
bandwidth should be used more efficiently and play a dedicated role. In addition, long living peers
should also fulfill in the p2p overlay more specific roles that utilize their potential to stay long online.
In Figure 107c, we show the averaged total message overhead in the network, in Figure 107d the
corresponding message sizes over the time. One observation is that the peer count has no influence on
the message overhead, also the online time of the peers has no influence. All peers send up to 1 message
per second and show a larger standard deviation for the received messages than for the sent ones. The
total traffic in the network is depicted in Figure 107e and Figure 107f. Here, the effects of compression
are visible. This view on the total overhead helps application providers of social networks to evaluate
the infrastructure costs to maintain the service. Both the total and the average load help to analyze the
stress on the individual peers. Here also the CPU utilization, main memory utilization, used storage
space and bandwidth are valuable indicators on the load on the peers. System providers may detect
shortcomings in their solution and initiate stabilizing actions in case of obvious problems.
The evaluation shows that a general p2p platform for rapid development of p2p applications is
feasible through the composition of well evaluated components like FreePastry, PAST and SkyEye.KOM.
With an addition of components like the Storage Dispatcher, Information Cache and Message Dispatcher,
we created a platform for plugin-based p2p applications. LifeSocial.KOM provides the functionality of
online social networks, in an easily extendible manner.
We show that it is feasible and beneficial to integrate the monitoring component SkyEye.KOM in the
p2p platform in order to enable users and platform providers to evaluate the quality of service provided
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(a) Tree at t=2100s (b) First Root Change, t=2194s
(c) Second Root Change, t=2324s (d) Final Tree Topology, t=4500s
Figure 106: Tree Structure in LifeSocial.KOM in a Mid-Scale Network
by the p2p system. The observed metric in the evaluation show the flexibility of the approach to monitor
metrics on various layers in the p2p system. Thus a quality controlled and easy to extend general p2p
platform for p2p applications has been built.
7.5 related work
Current platforms for online social networks follow the client-server paradigm, one vendor provides the
servers which provide the service to the users. While it is quite convenient for the users, the vendor
carries all the costs.
Annual administration expenses are directly linked to the number of users. Some estimates claim
costs of 1.05$ per single platform user per year in the case of Facebook. The most of these expenses are
server administration costs. For YouTube, LastFM and MySpace the principle is the same. There as well,
the most crucial resources, storage space and bandwidth, are provided by servers and the capacities of
the clients are unused. A second limitation of client-server-based solutions is the limited innovation
progress. Many providers keep the control to add new features and functions to the system, which
limits the extendability of the platform, such as in Last.FM. The p2p paradigm can help to drastically
lower the costs for a provider, as we have shown in [LPG+07], as administration costs and the service
load are shared among the users of the system.
Several distributed storage applications like OceanStore [KBC+00] address the reliable handling
of large data objects, but do not offer user interaction capabilities. Wuala [Cal] enhances file-sharing
with communication functionality, but does not offer common collaboration functions of online social
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Figure 107: Monitoring View on the Overhead of LifeSocial.KOM
networks. Groove [Edw02] is a p2p-based collaborative tool providing some limited support for group
interaction, like message boards, chatting and shared folders. However, it only scales to a dozens of
users in a group and does not support millions like in common multimedia online communities. The
friend-of-a-friend approach [GR08] interlinks web profiles of people based on their friendship status.
Although being decentralized, it assumes that every user sets up his personal web server to host his
profiles. Distributed online social networks, as described in [YLL+09], assume that users operate small
web servers with their data and does not focus on data availability in case of joining and leaving peers.
Freenet [Cla] is a p2p-based website platform, providing anonymous and resilient website and data
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storage. Although anonymity is achieved, the performance of Freenet is very questionable, mainly due
to the effects of the security mechanisms.
The research field of p2p-based online social networks is young and comprises only a few approaches.
Safebook [CMS09] creates a new p2p overlay for a secure online social network with specific rules for
the topology. Although the idea is interesting, the performance of the approach is still to be evaluated.
Peerson [BSVD] uses a structured p2p overlay es well, but eventually had issues with the chosen
p2p overlay OpenDHT [RGK+05]. Cryptree [GMSW06] provides a file sharing network with social
components like profiles and friends. It resulted in the commercial application Wuala and uses a server
for the key management and as data backup, and thus comprises a single point of failure.
Structured p2p overlays fit more to the idea of online social networks as user generated objects and
information have unique identifiers (e.g. “username_friendlist”) and need to be retrieved quickly in
the application. Our solution for a p2p-based online social network, LifeSocial.KOM, uses a structured
p2p overlay for fault-tolerant and efficient data storage and builds the desired social functionality in a
plugin-based manner on top.
7.6 conclusions
Online social networks are very popular nowadays in the Internet. They allow users to create profiles
and photo albums, link their friends, comment each other and provide several other communication
and collaboration tools. Websites like Facebook, LinkedIn and Bebo show remarkable growth rates and
contain altogether several hundred Million users worldwide. Using the p2p paradigm, like in Skype
or file sharing applications, the load for operating the infrastructure can be shifted from the service
providers to the service consumers, the users. In order to provide a platform for reliable, monitorable
and manageable quality of service supporting a wide set of services and functionality we proposed
LifeSocial.KOM, a p2p platform for plugin-based p2p applications, implementing a secure online social
network.
LifeSocial.KOM uses the structured p2p overlay FreePastry for interconnecting the participating nodes
and providing with PAST a reliable, replicated data storage. We completed the platform with a Message
Dispatcher, Storage Dispatcher and Information Cache. It further has a plugin-based architecture on top
of the p2p overlay, implementing the functionality of online social networks and some additional collabo-
ration functionality, like a shared Whiteboard. We also extended the core architecture of LifeSocial.KOM
with a security layer providing authenticated, secure communication and a user-based data access
control, addressing the privacy concerns in current centralized online social networks. Details to our
security approach are given in Section 7.3.3. In order to monitor the quality of service in the distributed
architecture, we designed and implemented the monitoring solution SkyEye.KOM for structured p2p
overlays. We evaluated LifeSocial.KOM in a testbed showing the feasibility of the approach and the
distribution of the load among the participating nodes.
We presented a general p2p-based platform for building p2p applications and in specific for secure
online social networks, which provides the desired functionality of today’s popular online social
networks while eliminating the operational costs for the service provider. We believe that the p2p
paradigm would drastically help online social network providers to cut their costs and be profitable as
well as that online social networks are the next big application area for p2p-based solutions.
We demonstrated with LifeSocial.KOM the feasibility in a real application to monitor all layers of the
p2p platform. We also showed and motivated the automated adaptation of the used mechanisms in
order to comply with the quality goals. This complex scenario of online social networks with several
functionality and apps is popular in the Internet with millions of users and operational costs. With Life-
Social.KOM, we have demonstrated a p2p-based platform that allows for rapid application development
with the benefit of load and cost distribution of the deployed apps. Thus, we demonstrated with this
application scenario that complex applications consisting of several functionality and optimization goals
can easily be built, while resulting in no operational costs for the provider and controlled and monitored
quality of service. With this, the p2p paradigm becomes more mature for commercial applications and a
feasible alternative to existing IT infrastructures.
8C O N C L U S I O N S A N D O U T L O O K
We must always remember with gratitude and admiration the first sailors
who steered their vessels through storms and mists, and increased our knowledge of the lands of ice.
- Roald Amundsen
Superhuman effort isn’t worth a damn unless it achieves results.
- Ernest Shackleton
This chapter summarizes the problem statements, solutions and evaluation results that have been
presented in the dissertation. We conclude the findings of this dissertation and discuss their implications.
The dissertation ends with an outlook on future research challenges in the field of monitoring and
management of p2p systems.
8.1 conclusions
The p2p paradigm has gained large impact over the last decade. Starting with file sharing, voice over
IP and content distribution, its application range focused in general on data-centric applications that
provided their functionality for free. Current p2p applications aim at dedicated functionality with a
p2p software solution that is optimized for this specific single application. However, dynamism in the
scope of the scenario, the user behavior and the peer heterogeneity lead to changes in the behavior
of the p2p system that is currently not observable or even controllable on a large scale. One specific
functionality and mechanism may be evaluated well and its behavior may be predictable. However, in
combination with other mechanisms, the behavior of the p2p system is unknown in advance. In order to
facilitate the development of high-quality p2p applications, modular components and mechanisms with
dedicated functionality may be combined in future, to create a multi-purpose p2p platform. In this case,
the need for solutions regarding the monitoring and management of the quality of service of the p2p
system is evident. A second challenge manifests with regard to multi-component p2p platforms. All
functional components operate on the same set of resources of the p2p network. In order to overcome
the limitation of the peer lifetime in the process of resource provisioning, which may result in resource
provision failures, the need for a consistent view on the capacities in a p2p system is apparent. High
quality p2p applications and services require reliable resource provision from the p2p system, without
interruptions or degrading capacities.
This dissertations provides several contributions to the field of monitoring and management of p2p
systems. In Chapter 1, we introduce the history of p2p systems and point out their limitations in
terms of providing controlled quality of service. We delineate the challenges inherent in monitoring
the quality of a live p2p system and its limited available resources, and motivate the management of
these challenges in order to enable p2p systems to act as reliable IT infrastructures for a wide set of
applications. Chapter 2 discusses the background of p2p systems and presents various functional com-
ponents in p2p systems, including overlays, content distribution mechanisms, replication mechanisms,
publish/subscribe, application layer multicasting, distributed computation and accounting. The quality
of service provided by these individual components is challenging to predict or configure, and even
more challenging when they are combined. However, with a dedicated component for monitoring and
management of p2p systems, the complexity can be concentrated and addressed consistently.
In Chapter 3, we motivate and design, in Chapter 4, we evaluate, SkyEye.KOM, an approach for
monitoring both the global system state and the capacities of the peers in the p2p system. For that, we
create a tree topology on top of a structured, KBR-compliant p2p overlay and implement protocols
for gathering both system-specific and peer-specific information. Each peer identifies its Coordinator
position in the tree based on its Peer ID. In the case of monitoring system-specific information, the tree
structure is established and maintained by periodic metric update messages sent to Parent-Coordinators
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in the tree. Each Coordinator aggregates on its level the view from lower levels and forwards it on
towards the root. Once the root receives the aggregated global view on the p2p system, it disseminates
the information back towards the leaves of the tree. The evaluation shows that the tree structure is very
robust against churn and requires very low traffic overhead for maintenance. The results are fresh and
configurable in their precision. With around 110 byte/s per peer, SkyEye.KOM is able to provide a
fresh view on the global system state to all peers, which is fresher than 200 seconds. Regarding the
monitoring of peer-specific information, SkyEye.KOM provides the functionality of capacity-based peer
searching. To this end, it extends the monitoring tree with Support Peers that are capable of bearing the
load resulting from monitoring the peer capacities. Evaluation shows that the dynamic allocation of
load to Support Peers is effective and no peer is overloaded. Monitoring information is fresh with an
average age of 200s, and queries are resolved in average within 5-6 hops in the monitoring tree. With
SkyEye.KOM, we are able to observe the current behavior of a p2p system and provide access to the
capacities of the peers in the p2p system to a full extent.
In Chapter 5, we address the issue of unreliable resource provisioning in p2p systems due to the
imminent danger of peer failures. We present P3R3O.KOM, a p2p protocol for reliable resource provision
which allows the reservation of resources for time scales that go beyond the average lifetime of a peer. A
dedicated reservation management set is created per reservation which uses SkyEye.KOM to identify
suitable capacities in the p2p system for providing the reservation and maintains a set of resource
providers in a dynamic quantity that makes sure that even under churn, the resource reservation is
not endangered. We compared two approaches for determining the quantity of redundant peers: the
probabilistic buffer assignment (PBA) approach and the redundant peer assignment (RPA) approach.
The RPA approach outperforms the PBA approach in terms of performance and provides with at least 4
redundant peers a reservation success ratio of 100% in the case that enough suitable peers are in the
network.
Chapter 6 discusses, first, viable approaches to control the quality of service provided in p2p systems.
We show that the configuration of a specific mechanism has a great influence on its resulting behavior.
In the case of overlay bandwidth management, we show that through prioritized handling of messages
in the p2p overlay, we are able to address routing delay and failure very efficiently. Extending the scope
of information that is available for a decision allows for more versatile optimization goals. We show
through the example of p2p-based multimedia streaming that adaptable optimization goals may be
addressed with an extended monitoring view. To conclude, we introduced the concepts of autonomic
computing, especially the monitor, analyze, plan and execute (MAPE) cycle that enables a system to
autonomously react on variations in the environment in order to maintain a given quality of service
goal. We implemented a self-optimization cycle of autonomic computing for p2p systems, namely
SkyNet.KOM, using SkyEye.KOM as monitoring component. We defined both static and adaptive rules
for the reconfiguration of the system in the cases where precision quality metric goals are missed. With
the example of Chord, the hop count metric as well as the finger table size as parameter we demonstrated
and evaluated the feasibility of our management approach for p2p systems. The evaluation shows
that the MAPE cycle is effective and preset quality intervals for the hop count in Chord are reached
and held. The adaptive rules, which take the magnitude of quality deviation into account, lead to a
quicker convergence of the measured quality towards the desired quality interval. The management
approach for p2p systems, SkyNet.KOM, is both very well performing, in other words, a few iterations
are sufficient for reaching a valid configuration and quality level, and very lightweight as its protocol
messages are integrated in SkyEye.KOM, which itself is very lightweight.
In Chapter 7, we present an application scenario for the proposed monitoring and management
mechanism. We introduce LifeSocial.KOM, a p2p platform with various functional building blocks,
which hosts a set of plugins, implementing the application of online social networks. Due to the large
set of involved components, SkyEye.KOM is implemented prototypically to monitor the behavior of
the p2p system, specifically the peer resources, overlay behavior, and SkyEye.KOM behavior, as well
as specific information about the online social network. LifeSocial.KOM is the first and most mature,
totally distributed, p2p-based online social network that demonstrates the feasibility and benefits of
component-based p2p application development as well as a dedicated monitoring and management
component in this p2p platform.
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In terms of the implications of our work, we identified that having a dedicated component in a p2p
platform for monitoring and management facilitates the constant supervision of the behavior of the
p2p system. Therefore, this provides a basis for commercial utilization. The monitoring information
obtained is crucial for a system provider deploying a p2p application in the Internet. In addition to the
passive observing of the system state, we gave a tool at the hand of a system provider to control the
quality of the p2p system in the wild. A set of p2p components “of the shelf” can be flexibly combined
and reused without the need to manually configure them for a given scenario, expected user behavior
or peer heterogeneity.
Through the integrated self-configuration following the MAPE cycle of the autonomic computing, a
suitable configuration for the components in the p2p system can be automatically approached in any
given scenario. The system provider is responsible for defining valid quality intervals for the system
behavior and integrating suitable adaptation rules based on expert knowledge. Thus, the quality of
service of the p2p system is managed automatically. Regarding the quality of the resource provision,
we introduced with P3R3O.KOM a mechanism that enables the reliable reservation of resources in
unreliable p2p systems. With this, we create a platform for hosting applications and services that require
a dedicated amount of resources. Inspired by the idea of service-oriented architectures, p2p platforms
may host services and use services offered in the p2p system and build service oriented applications
that benefit from the distributed modular application composition. Through the systematic approach,
the service quality of the p2p system and the resources in the p2p network became observable and
manageable, an aspect that renders the IT infrastructures based on the p2p paradigm reliable and
prepared for commercial utilization.
8.2 outlook
The research in the field of monitoring and management of p2p systems can be extended in various
ways. While the monitoring mechanism, SkyEye.KOM, is used in the management approach to provide
sufficient information on the p2p system, SkyEye.KOM itself could be optimized in its behavior through
applying SkyNet.KOM. SkyEye.KOM offers modifiable parameters for the update intervals, which may
be adapted in order to meet preset freshness intervals. In order to use SkyEye.KOM in a real scenario
more efficiently, it could be integrated in tree-based p2p overlays such as Globase.KOM.
Besides the improvements of the efficiency of SkyEye.KOM, security issues should be addressed
in future to counterfeit possible attacks of peers trying to forge or modify monitoring results. The
plausibility of the monitoring scope would need to be crosschecked with monitoring results from lower
levels. The additional local view on the system state or peer capacity of a single peer added to the
monitoring view of a Domain might only have an effect on the resulting view which is antiproportional
to the Domain size.
SkyEye.KOM provides a global view on the behavior of the p2p system under variable parameter
setups. Through the systematic testing of the effects, the variation of specific parameters both the p2p
system can be calibrated and its quality range identified. This quality scope marks the possible states
which the p2p system may aim at and is reachable through setting a specific system configuration.
Through systematic comparison of the quality scopes of individual p2p components, a benchmark
may be derived comparing the quality boundaries of various solutions for a specific functionality.
Benchmarking of p2p-based mechanisms is, in general, a noteworthy approach to systematically and
comparably evaluate a mechanism. Through defining a scenario, peer behavior and relevant metrics,
a setup is created in which any approach implementing the same functionality can be evaluated and
evaluation results can be compared.
Through calibrating, the possible quality scope of a mechanism can be identified. Using benchmarking,
a comparison can be made among individual solutions, which allows for the identification of the effects
of specific design decision of a mechanism on the resulting quality of service it provides. Through
this, a systematic engineering process for p2p systems and applications that gives information at the
hand of developers is possible, and related design decisions can follow, in order to meet specific quality
requirements of an envisioned p2p system. Using monitoring and management, the resulting p2p
system is observed and controlled in its behavior. However, a quality optimized system design allows
for the desired quality levels to be reached in a more efficient manner.
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The management of the resources in the p2p system is the next logical step; the implementation of
p2p-based service oriented architectures could be envisioned. In a service-oriented architecture, services
are provided through their distribution on reliable nodes. Now, with P3R3O.KOM, p2p systems may
also provide reliable “virtual nodes” with sufficient resource capacities. On top of this, services may be
deployed and used. However, further research should be conducted in this field to elaborate the benefits
and challenges arising from the p2p characteristics in the service-oriented architecture.
For the management of the quality of service of p2p systems, we proposed both a static and a dynamic
set of rules to adapt to the configuration in case of an observed quality violation. However, these rules
are manually implemented using known interdependencies between the parameters and metrics. As
a next step, these rules should be derived automatically through identifying the interdependencies
between parameters and metrics in long observation periods. Using machine learning approaches, the
management solution should systematically vary the parameter settings of the p2p system and learn the
effects on the quality metrics. As a result of the learning process, for each metric, a dependency matrix
can be created identifying the core parameters, which then can be adapted in corresponding rules.
Extending the scope of monitoring and management of p2p systems from a provider-oriented view to a
self-managing view, we envision a p2p system that first learns its own abilities and the interdependencies
between its configuration and the resulting behavior of the p2p system (i.e. like an infant). A self-aware
p2p system could emerge that identifies the quality needs of the users and automatically adapts to
these. In addition, using the ability to manage the resources in the p2p network, the emerging self-aware
p2p system may create a self-driven market place for resources and capacities, implementing a p2p
cloud in a self-managed manner as we sketched in [GKL+08]. As a final research agenda, we envision a
p2p system that uses its ability to monitor its behavior, identify the effects of its re-configuration and
its potential to fully utilize the resources available in the p2p network. This new entity, based on the
worldwide contributions of the peer capacities, would first aim to keep itself alive and second, would
provide useful services to mankind, such as calculating formulae to cure cancer or create programs that
are creative and smarter than humans. Although the worldwide interconnection and utilization of all
computer devices through a self-conscious distributed network offers a great chance to address critical
research questions of mankind through the mere resource capacity, we must not forget that research
and technology can bring both blessing and death to mankind.
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