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CHRISTOFFEL-DARBOUX TYPE IDENTITIES FOR
INDEPENDENCE POLYNOMIAL
FERENC BENCS
Abstract. In this paper we introduce some Christoffel-Darboux type
identities for independence polynomials. As an application, we give a
new proof of a theorem of M. Chudnovsky and P. Seymour, claiming that
the independence polynomial of a claw-free graph has only real roots.
Another application is related to a conjecture of Merrifield and Simmons.
1. Introduction
The independence polynomial of a graph G is defined by:
I(G,x) =
∑
k=0
ak(G)x
k,
where a0(G) = 1, and if k ≥ 1, then ak(G) denotes the number of independent
sets of G of size k. The matching polynomial of a graph G is defined in a similar
way:
µ(G,x) =
∑
k=0
(−1)kmk(G)x
n−2k,
where m0(G) = 1, and if k ≥ 1, then mk(G) is the number of matchings of size k.
The Christoffel-Darboux identity is one of the most important tools in the theory
of orthogonal polynomials. It asserts, that if (pn(x)) is a sequence of orthogonal
polynomials, then
n∑
j=0
1
hj
pj(x)pj(y) =
kn
hnhn+1
pn(y)pn+1(x)− pn(x)pn+1(x)
x− y
,
where hj is the squared norm of pj(x), and kj is the leading coefficient of pj(x). A
one-line consequence of this identity is the real-rootedness of the polynomial pn(x)
for any n. Indeed, assume that ξ is a non-real root of pn(x), and let x = ξ and
y = ξ. Then the right hand side is 0, while the left hand side is positive, since
1
hj
pj(ξ)pj(ξ) is nonnegative for all j, and for j = 1, this term is positive.
When Heilmann and Lieb [1] introduced the theory of matching polynomials,
they already noticed that the matching polynomials show strong analogies with the
orthogonal polynomials. They proved the following Christoffel-Darboux identities:
Theorem 1.1. Let G be a graph and u, v ∈ V (G). Let Pu,v be the set of paths
from u to v. Then
µ(G− u, x)µ(G− v, x) − µ(G,x)µ(G − u− v, x) =
∑
P∈Pu,v
µ(G− P, x)2
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Theorem 1.2. Let G be a graph and u ∈ V (G). Let Pu be the set of paths starting
from u. Then
µ(G,x)µ(G − u, y)− µ(G− u, x)µ(G, y) =
= (x− y)
∑
P∈Pu
µ(G− P, x)µ(G− P, y)
Note that Theorem 1.2 provides a fast proof of the fact, that all matching
polynomials have only real zeros. The argument is almost the same as the one
given above for orthogonal polynomials.
The aim of this paper is to extend these identities to independence polynomials,
and to give a new proof of a theorem of P. Seymour and M. Chudnovsky, which
claims that the independence polynomial of a claw-free graph has only real roots.
A graph is claw-free if it does not contain and induced K1,3, the complete bipartite
graph on 1 + 3 vertices. This is a generalization of the Heilmann-Lieb theorem,
which claims that the matching polynomial has only real zeros, since every line
graph is claw-free, and the independence polynomial of a line graph is essentially
the matching polynomial of the original graph up to some simple transformations.
To introduce our Christoffel-Darboux type identites for the independence poly-
nomials, we need some notations. We denote the vertex set and edge set of a graph
G by V (G) and E(G), respectively. Let NG(u) denote the set of neighbours of the
vertex u. Let G− e denote the graph obtained from G by deleting the edge e. For
H ⊆ V (G), let N [H] = NG(H)∪H be the closure of H. If S ⊆ V (G), then G−S
denotes the induced subgraph of G on the vertex set V (G) \S. For a graph G and
u, v ∈ V (G), let dG(u, v) denote the length of the shortest walk from u to v in G,
if it exists, else let it be ∞.
We will prove the following theorems.
Theorem 1.3. Let G be a graph, and u, v ∈ V (G). Let Bu,v be the set of induced
connected, bipartite graphs containing the vertices u and v. Then
I(G− u, x)I(G − v, x)− I(G,x)I(G − u− v, x) =
=
∑
H∈Bu,v
(−1)dH (u,v)+1x|V (H)|I(G−N [H], x)2
Theorem 1.4. Let G be a graph, and u ∈ V (G). Let Bu be the set of induced
connected, bipartite graphs containing the vertex u. For an H ∈ Bu, let A(H) be
the color class containing u, and let B(H) be the color class not containing u, and
|A(H)| = a(H) and |B(H)| = b(H). Then
I(G,x)I(G − u, y)− I(G− u, x)I(G, y) =
=
∑
H∈Bu
I(G−N [H], x)I(G −N [H], y)(xa(H)yb(H) − xb(H)ya(H)).
All four theorems can be proved with the idea of examining two “interesting”
(matching or independent set) sets in G. In the case of matchings we see cycles
and paths, and in the case of independence sets we see double points and bipartite
graphs.
A special case of Theorem 1.3 is related to the so called Merrifield-Simmons
conjecture. This conjecture asserts, that for every graph G and u, v ∈ V (G), the
sign of I(G− u, 1)I(G− v, 1)− I(G, 1)I(G−{u, v}, 1) depends only on the parity
of the distance of u and v in G. This was claimed to be true without proof in
their book [2], and became known as the Merrifield-Simmons conjecture. This
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conjecture turned out to be false for general graphs, as it was pointed out in [3].
On the other hand, it turned out, that the conjecture is true for bipartite graphs
[4]. Now we see that Theorem 1.3 implies a slight generalization of this result:
Suppose that every induced path in G form u to v has the same parity of length,
then (−1)dG(u,v) = (−1)dH (u,v) for every H ∈ Bu,v. Especally, when G is bipartite,
then for every u, v ∈ V (G) the parity of all pathes from u to v are the same.
Corollary 1.5. Let G be a bipartite graph, and u, v ∈ V (G) and x ∈ R+. Then
I(G− u, x)I(G − v, x)− I(G,x)I(G − u− v, x) > 0 if dG(u, v) is odd
I(G− u, x)I(G − v, x)− I(G,x)I(G − u− v, x) = 0 if dG(u, v) =∞
I(G − u, x)I(G − v, x)− I(G,x)I(G − u− v, x) < 0 if dG(u, v) is even.
Corollary 1.6 and Theorem 1.7 are consequences of the Theorem 1.3 and 1.4
using the facts that
I ′(G,x) =
∑
u∈V (G)
I(G−N [u], x)
and
I(G,x) = I(G− u, x) + xI(G−N [u], x).
The proof of Corollary 1.6 can be found in [5] for matching polynomials and is
quite similar for independence polynomials, therefore we will not give the detailed
proof of it.
Corollary 1.6. Let G be a graph and u ∈ V (G). Let Bu be the set of induced
connected, bipartite graphs containing the vertex u. For an H ∈ Bu let A(H) be
the color class containing u, and let B(H) be the color class not containing u, and
|A(H)| = a(H) and |B(H)| = b(H). Then
xI ′(G− u, x)I(G,x) − xI(G− u, x)I ′(G,x) =
=
∑
H∈Bu
(b(H) − a(H))x|V (H)|I(G−N [H], x)2.
Let B be the set of induced connected, bipartite graphs. For an H ∈ B let P (H)
be one of the color classes, and R(H) the other, and let p(H) = |P (H)| and
r(H) = |R(H)|. Then
x2I ′(G,x)2 − x2I ′′(G,x)I(G,x) − xI ′(G,x)I(G,x) =
= −
∑
H∈B
(p(H)− r(H))2x|V (H)|I(G−N [H], x)2
In the proof of Theorem 1.7 we will follow an argument similar to the one given
in [5] for matching polynomials.
Theorem 1.7. Let G be a graph. Let B be the set of induced connected, bipartite
graphs. For an H ∈ B let P (H) be one of the color classes, and R(H) the other,
and let p(H) = |P (H)| and r(H) = |R(H)|. Then
yI(G,x)I ′(G, y) − xI ′(G,x)I(G, y) =
=
∑
H∈B
(p(H)− r(H))I(G −N [H], x)I(G −N [H], y)(xp(H)yr(H) − xr(H)yp(H)).
By an application of Theorem 1.7 we will prove the following theorem of M.
Chudnovsky and P. Seymour.
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Theorem 1.8. The independence polynomial of a claw-free graph has only real
roots.
In this paper we prove this theorem using the identity of Theorem 1.4. Another
similar proof of this theorem can be found in [6].
This paper is organized as follows. In the next section we prove Theorem 1.3,
Theorem 1.4 and Theorem 1.7. In the third section we prove Theorem 1.8.
2. Proof of the Christoffel-Darboux identities
Proof of Theorem 1.3. Let F(G) be the set of the independent sets of G. Let
F1 = F(G− u)×F(G − v), and F2 = F(G) ×F(G − u− v). By definition I(G)
is equal to
∑
A∈F(G)
x|A|. Then the left hand side of the identity yields:

 ∑
(A,B)∈F1
x|A|+|B|

−

 ∑
(A,B)∈F2
x|A|+|B|


We have to understand the relation of two independent sets in G. Let X ⊂ V (G),
then let G[X] be the induced graph in G. Then let A and B be independent sets
of G. It follows easily, that if z ∈ A ∩ B than dG[A∪B](z) = 0 and G[A△ B] is a
bipartite graph where the color classes are A−B and B −A.
Suppose that (A,B) ∈ F1 and u, v /∈ A ∪ B. Then (A,B) ∈ F2, because
A,B ∈ F(G − u − v) ⊂ F(G), and it is true vica versa, if (C,D) ∈ F2 and
u, v /∈ C ∪ D, then (C,D) ∈ F1. Therefore there exists a bijection between
{(A,B) ∈ F1 | u, v /∈ A ∪ B} and {(A,B) ∈ F2 | u, v /∈ A ∪ B}, and these terms
cancel each other.
Suppose that (A,B) ∈ F1 and v ∈ A and u /∈ B. Then A ∈ F(G) and
B ∈ F(G − u− v), so (A,B) ∈ F2.
Suppose that (A,B) ∈ F1, and v /∈ A and u ∈ B. Then (B,A) ∈ F2.
Let F ′1 = {(A,B) ∈ F1 | u, v ∈ A∪B}, and F
′
2 = {(A,B) ∈ F2 | u, v ∈ A∪B}.
After simplifying the formula with the bijections we get
 ∑
(A,B)∈F ′1
x|A|+|B|

−

 ∑
(A,B)∈F ′2
x|A|+|B|

 .
Now we see that u and v are always in the color classes, and they are never in
A ∩B. This means that they are always part of a bipartite graph.
Suppose that (A,B) ∈ F ′1, and u and v are not in the same component of
G[A ∪ B]. After switching the colors only in the component of v, let the new
independent sets be A′ and B′. Then u, v ∈ A′ ∈ F(G) and u, v /∈ B′ ∈ F(G),
so (A′, B′) ∈ F ′2 and |A| + |B| = |A
′| + |B′|. It is easy to see that every pair is
cancelled, where u and v are not in the same component. Let F ′′1 = {(A,B) ∈
F ′1 | dG[A∪B](u, v) < ∞}, and F
′′
2 = {(A,B) ∈ F
′
2 | dG[A∪B](u, v) < ∞}. We can
rewrite the left hand side as
 ∑
(A,B)∈F ′′1
x|A|+|B|

−

 ∑
(A,B)∈F ′′2
x|A|+|B|

 .
Let us observe, that if (A,B) ∈ F ′′1 , then dG[A∪B](u, v) is odd, and if (A,B) ∈ F
′′
2 ,
then dG[A∪B](u, v) is even. So if A,B are independent sets of G, their union
contains u and v, and they are in the same component of the induced graph, then
it is easy to recognize whether (A,B) ∈ F ′′1 or (A,B) ∈ F
′′
2 . Let (A,B) ∈ F
′′
1 ∪F
′′
2 ,
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then let P (A,B) be the connected component of u and v in the induced graph.
Then 
 ∑
(A,B)∈F ′′1 ∪F
′′
2
(−1)dP (A,B)(u,v)+1x|P (A,B)|x|A|+|B|−|P (A,B)|

 =
=
∑
H∈Bu,v
(−1)dH (u,v)+1x|V (H)|

 ∑
A,B∈F(G−N [H])
x|A|+|B|

 =
=
∑
H∈Bu,v
(−1)dH (u,v)+1x|V (H)|I(G−N [H], x)2

Proof of Theorem 1.4. We will use the same argument as in the previous proof.
Let F(G) be the set of independent sets and let F1 = F(G) × F(G − u) and let
F2 = F(G− u)×F(G). Then the left hand side is equal to
∑
(A,B)∈F1
x|A|y|B| −
∑
(A,B)∈F2
x|A|y|B|
Suppose that (A,B) ∈ F1 and u /∈ A and (C,D) ∈ F2 and u /∈ D, then (A,B) ∈
F2 and (C,D) ∈ F1, so there is a cancellation. Let F = F1 \F(G−u)×F(G−u).
Then the left hand side is equal to
∑
(A,B)∈F
x|A|y|B| −
∑
(A,B)∈F
x|B|y|A|.
Note that for all (A,B) ∈ F , u always in A and u /∈ A∩B. Let P (A,B) be the
connected component of the graph induced by the set by A∪B which contains u.
Then we can write the following.
∑
(A,B)∈F
x|A|y|B| =
=
∑
(A,B)∈F
xa(P (A,B))yb(P (A,B))x|A|−a(P (A,B))y|B|−b(P (A,B)) =
=
∑
H∈Bu
xa(H)yb(H)
∑
K,L∈F(G−[H])
x|K|y|L| =
=
∑
H∈Bu
xa(H)yb(H)I(G−N [H], x)I(G −N [H], y)
We get the same formula for the second sum.
∑
(A,B)∈F
x|B|y|A| =
=
∑
H∈Bu
ya(H)xb(H)I(G−N [H], y)I(G −N [H], x)
The left hand side of the identity is equal to
=
∑
H∈Bu
(xa(H)yb(H) − ya(H)xb(H))I(G−N [H], x)I(G −N [H], y)

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Proof of Theorem 1.7. We use the facts that
I ′(G,x) =
∑
u∈V (G)
I(G−N [u], x)
and
I(G,x) = I(G− u, x) + xI(G−N [u], x).
Let n = |V (G)|, and by combinating these two formulae we get
∑
u∈V (G)
I(G − u, x) = nI(G,x) − xI ′(G,x).
Let us sum the identity of Theorem 1.4 for all u ∈ V (G) and apply the above
identities. ∑
u∈V (G)
(I(G,x)I(G − u, y)− I(G− u, x)I(G, y)) =
= I(G,x)
∑
u∈V (G)
I(G− u, y)− I(G, y)
∑
u∈V (G)
I(G− u, x) =
= I(G,x)(nI(G, y) − yI ′(G, y)) − I(G, y)(nI(G,x) − xI ′(G,x)) =
= xI ′(G,x)I(G, y) − yI(G,x)I ′(G, y) =
=
∑
u∈V (G)
∑
H∈Bu
(xa(H)yb(H) − ya(H)xb(H))I(G −N [H], x)I(G −N [H], y) =
∑
H∈B
(p(H)− r(H))(xp(H)yr(H) − yp(H)xr(H))I(G −N [H], x)I(G −N [H], y)

3. Claw-free graphs
Let us prove Theorem 1.8 by applying the identity of Theorem 1.7. First of
all, note that every induced connected bipartite subgraph of a claw-free graph is
a path or a cycle. Indeed, claw-freeness implies that every degree in an induced
bipartite graph is at most 2, connectedness implies that it is a path or a cycle. Let
P be a path on even number of vertices, then p(P )− r(P ) = 0. The same holds for
a cycle. If |P | is odd, then choose P (P ) and R(P ) in a way that p(P )− r(P ) = 1.
Let P be the set of paths in G with odd vertices. Then we get the following.
yI(G,x)I ′(G, y)− xI ′(G,x)I(G, y)
y − x
=
∑
P∈P
xr(P )yr(P )I(G−N [P ], x)I(G−N [P ], y)
Suppose that G is the smallest counterexample, such that I(G,x) has not only
real roots. Let us denote one of these roots by ξ. Then evaluate this formula with
x = ξ and y = ξ¯. Thus, the left hand side is 0. But on the right hand side every
G−N [P ] is an induced graph, so these are also claw-free graphs with less vertices
than G. All in all, I(G−N [P ], ξ) 6= 0, and this means that the right hand side is
positive, but it gives a contradiction.
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