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Abstract
We show the existence, size and some absorbing properties of global attractors of the nonlinear
wave equations with nonlinear dissipations like ρ(x,ut ) = a(x)|ut |rut .
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1. Introduction and statement of results
In this paper we are concerned with global attractors for the nonlinear wave equations
with nonlinear dissipative term:
utt −Δu + ρ(x,ut )+ g(x,u) = f (x) in Ω ×R+, (1.1)
u(x,0) − u0(x), ut (x,0) = u1(x) and u(x, t)|∂Ω = 0, (1.2)
where ρ(x, v) is a dissipation like a(x)|v|rv and g(x,u) is a sourcing term like |u|αu −
|u|βu,α > β  0.
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and it is a standard result that if 0 < α < 2/(N −2)+, the problem admits a global attractor
in the energy space H 01 (Ω) × L2(Ω) (see [8–10], etc.). The proof is based on the expo-
nential decay of energy of solutions for the case g(x,u) = f (x) ≡ 0 and the compactness
of the embedding H 01 (Ω) ⊂ L2(α+1)(Ω). The critical or super critical cases are considered
by Babin and Vishik [2], Arrieta et al. [1], Feireisl [6], etc. Finite dimensionality of global
attractor is proved in [5]. See [3] where the existence of global attractor is proved without
uniqueness assumption and many references are cited.
Some standard results are generalized by several authors to the nonlinear dissipative
case ρ(v) with 0 < 0  ρ′(v) < k1 < ∞. These are also based, at least in spirit, on the
exponential decay for the equation with g(x,u) = f (x) ≡ 0. For such nonlinearity finite
dimensionality of the attractors is also investigated. See [11,16]. See also [4], where non-
linear boundary dissipation is considered.
However, when the dissipation has a stronger nonlinearity such as ρ′(0) = 0 or ρ′(0) =
∞ there seem to be few results. The object of this paper is to show the existence of global
attractor in H 01 (Ω) × L2(Ω) for the essentially nonlinear case like ρ(x, v) = a(x)|v|rv,
r = 0, and further give some characterizations of it. First we consider the case where the
dissipation is effective in the whole domain Ω (Theorem 1.1) and next treat a more del-
icate case where the dissipation is effective possibly near some part of the boundary ∂Ω
(Theorem 1.2). We call the latter case as ‘nonlinear localized dissipation.’ When the dis-
sipative mechanism does not follow the Hooke law the most general dissipation would be
of the form ρ(x,ut ) where ρ(x, v) is a monotone increasing function in v. So, it seems
an interesting problem and also reasonable to consider the nonlinear dissipative term like
a(x)|ut |rut as a typical model.
Lasiecka and Ruzmaikina [11] proved the existence of global attractor under the as-
sumption that ρ(v) is strictly increasing and ρ′(v)m0 > 0 for |v| 1, which is applied to
the case ρ(v) = |v|rv, 0 r  4/(N −2)+. But, our result (Theorem 1.1) includes the case
−1 < r < 0 and gives preciser informations on the size and the absorbing rate. Feireisl and
Zuazua [7] treated the equation with nonlinear localized dissipation ρ(x, v) = a(x)ρ0(v)
and the terms g(x,u) = g(u), f (x) = 0 and proved the existence of global attractor under
the assumption that ρ0(v) is strictly increasing in v and 0 < m0  ρ′(v)  m1 < ∞ for
|v|  1. But, no estimate on the size and the absorbing rate is given there. (See a comment
made after Theorem 1.2.)
Let us state precise assumptions on the terms ρ(x, v), g(x,u) and f (x). We first assume
the following.
Hyp.A. ρ(x, v) is measurable in x ∈ Ω for any v ∈ R and differentiable in v = 0 for a.e.
x ∈ Ω , and satisfies
k0|v|r+2  ρ(x, v)v  k1|v|r+2 if |v| 1, (1.3)
k0|v1 − v2|r++2 
(
ρ(x, v1)− ρ(x, v2)
)
(v1 − v2)
 k1
(|v1 − v2|2 + |v1 − v2|r+2) if |v1|, |v2| 1, (1.4)
and
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(
ρ(x, v1)− ρ(x, v2)
)
(v1 − v2)
 k1
(|v1|p + |v2|2)|v1 − v2|2 if max{|v1|, |v2|} 1, (1.5)
where k0, k1 > 0, −1 < r < ∞ and 0 p  4(N−2)+ . (We use the notation α+ =
max {α,0} for α ∈ R.)
Concerning the forcing and sourcing terms we make the following assumptions.
Hyp.B. g(x,u) is measurable in x ∈ Ω for all v ∈ R and continuous in v ∈ R for a.e.
x ∈ Ω , satisfying:
g(x,0) = 0, g(x,u)u + L˜ μ
( u∫
0
g(x, η) dη +L
)
 0 (1.6)
for some μ> 0 and L, L˜ 0, and
∣∣g(x,u1)− g(x,u2)∣∣ k1(1 + |u1|α + |u2|α)|u1 − u2| for u1, u2 ∈ R,
(1.7)
with some k0, k1 > 0 and 0 α < 2/(N − 2)+.
We set
G(x,u) =
u∫
0
g(x, η) dη.
Hyp.C. f ∈ L2(Ω). (We set M0 = ‖f ‖2.)
It is well known that under Hyp.A–Hyp.C the problem (1.1)–(1.2) admits a unique
solution u ∈ C([0,∞);H 01 (Ω))∩C1([0,∞);L2(Ω)) for each (u0, u1) ∈ H 01 (Ω)×L2(Ω)
(cf. Lions and Strauss [12].) We denote the solution u(t) by U(t)(u0, u1). Since our system
is autonomus U(t) is a continuous (semi-) group as operator in H 01 ×L2. Our result is read
as follows:
Theorem 1.1. Under Hyp.A–Hyp.C the problem has a global attractor in the space
H 01 (Ω) × L2(Ω). Further A is included in a ball B(R˜) in H 01 (Ω) × L2(Ω) centered
at 0 with the radius R˜ = C(M20 +L+ L˜), and for any bounded set B0 ⊂ H 01 ×L2 we have
the absorbing property
dist
(
U(t)B0,B(R˜)
)
C(B0)(1 + t)−1/2γ , (1.8)
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γ =
{−r/2(r + 1) if −1 < r  0,
r/2 if r  0.
We note that when f ≡ 0 and L = L˜ = 0, the ball B(R˜) is reduced to 0 and the estimate
gives a well-known decay rate of solutions. For the proof of Theorem 1.1 we use an idea in
our earlier paper [13] where the same algebraic decay or stability of the bounded solution
is proved for the case g(x,u) = 0. In [11] the existence of global attractor is proved for
a similar problem, but, the size of the absorbing set nor the absorbing rate as (1.8) is not
derived there.
Secondly, we consider a more delicate case where ρ(x, v) is nonlinear and possibly van-
ishes on some large area in Ω . To state our assumption on the dissipation ρ(x, v) precisely,
we define a set of the boundary Γ (x0) introduced by Russell [17]:
Γ (x0) =
{
x ∈ ∂Ω | (x − x0) · ν(x) > 0
}
,
where x0 ∈ RN and ν(x) is the outward normal vector at x ∈ ∂Ω . Let a(x) be a nonnegative
bounded function on Ω satisfying:
There exist x0 ∈ RN and a relatively open set ω ⊂ Ω¯ such that
Γ (x0) ⊂ ω and a(x) 0 > 0 for x ∈ ω.
Hyp.A˜. ρ(x, v) is measurable in x ∈ Ω for any v ∈ R and differentiable in v = 0 for a.e.
x ∈ Ω , and satisfies
k0a(x)|v|r+2  ρ(x, v)v  k1a(x)|v|r+2 if |v| 1, (1.9)
k0a(x)|v1 − v2|r++2 
(
ρ(x, v1)− ρ(x, v2)
)
(v1 − v2)
 k1a(x)
(|v1 − v2|2 + |v1 − v2|r+2) if |v1|, |v2| 1
(1.10)
and
k0a(x)|v1 − v2|2 
(
ρ(x, v1)− ρ(x, v2)
)
(v1 − v2)
 k1a(x)|v1 − v2|2 if max
{|v1|, |v2|} 1, (1.11)
where k0, k1 > 0, −1 < r < ∞ and a(x) is the function introduced above.
For g(x,u) we need a little more restrictive assumptons than the first case.
Hyp.B˜. g(x,u) is measurable in x ∈ Ω for each v ∈ R and continuous in v for a.e. x ∈ Ω ,
and satisfies the following conditions:
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where 0 β < α < 2/(N − 2)+, d0 > 0, d1  0 and g0(x,u) satisfies∣∣g0(x,u)∣∣K(x) and∣∣g0(x,u1)− g0(x,u2)∣∣ k2(1 + |u1| + |u2|)l |u1 − u2|
with some K(·) ∈ L2(Ω), k2 > 0 and 0 l  2/(N − 2)+, or
(2) d0 = d1 = 0 in the above, that is,∣∣g(x,u)∣∣K(x) and∣∣g(x,u1)− g(x,u2)∣∣ k2(1 + |u1| + |u2|)l |u1 − u2| (1.13)
with K(·) ∈ L2(Ω), k2 > 0 and 0 l  2/(N − 2)+.
We note that the assumption on the Lipschitz continuity of g0 is made only for the
uniqueness and the continuity of solutions.
We set
K20 =
∫
Ω
∣∣K(x)∣∣2 dx.
We can show by a standard way that under the above assumptions, the problem again
defines a continuous semigroup U(t) on H 01 ×L2. Our second resul reads as follows.
Theorem 1.2. Under Hyp.A˜, Hyp.B˜ and Hyp.C, the problem has a global attractor A
in the space H 01 (Ω) × L2(Ω). Further, under Hyp.B˜(1), A is included in a ball B(R˜)
centered at 0 with a radius R˜ = R˜(M0,K0, d0, d1) > 0 and it holds that
dist
(
U(t)B0,B(R˜)
)
 C(B0)e−λt ,
where λ > 0 depends on B0 except for special cases.
Under Hyp.B˜(2), A is included in a ball B(R˜) centered at 0 with a radius R˜ given
R˜2 = C(M20 +K20 ), C > 0,
and it holds that
dist
(
U(t)B0,B(R˜)
)
 C(B0)(1 + t)−1/2γ , (1.14)
where γ is the same as in Theorem 1.1.
Feireisl and Zuazua [7] treated the case ρ(x, v) = a(x)ρ0(v) with ρ0(v) ∈ C1(R),
g(x,u) = g(u) ∈ C2(R) and f (x) ≡ 0 and proved the existence of glabal attractor even
for the critical case α = 2/(N −2)+, N = 3. They assumed that ρ0(v) is strictly increasing
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these conditions if r > 0. So the existence part of the global attractor for r > 0 is essentially
included in [7]. But, no estimate on the size and absorbing rate as (1.14) are given in [7].
Under the conditions on ρ(x, v) as in Theorem 1.2, the decay property for the case
g(x,u) = f (x) = 0 and the existence of periodic solution for the case with g(x,u) = 0 and
f (x, t), T -periodic, are considered in [14,15], respectively. Here, to treat such nonlinear
localized dissipation we use ideas similar to those developed there.
2. A lemma on a difference inequality
In this section we prepare a lemma on a difference inequality which generalizes the one
in [13].
Lemma 2.1. Let φ(t) be a nonnegative continuous function on [0, T ), T > 1, possibly
T = ∞, satisfying
sup
tst+1
φ(s)1+γ  C0
(
φ(t)− φ(t + 1))+K, 0 t  T − 1, (2.1)
with some C0 > 0, K > 0 and γ > 0. Then we have
φ(t)
(
C−10 γ (t − 1)+ +
(
sup
0s1
φ(s)
)−γ )−1/γ +K1/(γ+1), 0 t < T . (2.2)
If (2.1) holds with γ = 0 we have, instead of (2.2),
φ(t) sup
0s1
φ(s)
(
C0
1 +C0
)[t]
+K, 0 t < T . (2.3)
Proof. It is trivial that (2.2) is valid for 0 t  1. We set
β(t) =
(
C−10 γ (t − 1)+ +
(
sup
0s1
φ(s)
)−γ )−1/γ
.
For the proof it will be sufficient to show that if
φ(t) β(t)+K1/(γ+1), (2.4)
for some t  0, then the inequality
φ(t + 1) β(t + 1)+K1/(γ+1) (2.5)
holds. Assume that (2.5) is not true. Then
φ(t + 1) > β(t + 1)+K1/(γ+1). (2.6)
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and hence inequality (2.1) implies
φ(t + 1)γ+1 <K,
i.e.,
φ(t + 1) < K1/(γ+1)
which is a contradiction to (2.6). Thus
φ˜(t) ≡ φ(t) −K1/(γ+1) > 0 and φ˜(t + 1) ≡ φ(t + 1)−K1/(γ+1) > 0.
Then we see
φ˜(t)γ+1 +K  (φ˜(t)+K1/(γ+1))γ+1 = φ(t)γ+1 (2.7)
and hence, by (2.1),
φ˜(t)1+γ  C0
(
φ˜(t)− φ˜(t + 1)). (2.8)
We set further φ˜−γ (t) = ψ(t) and φ˜−γ (t + 1) = ψ(t + 1). Then
ψ(t + 1)−ψ(t) = −
1∫
0
d
dη
(
ηφ˜(t)+ (1 − η)φ˜(t + 1))−γ dη
= γ
1∫
0
(
ηφ˜(t)+ (1 − η)φ˜(t + 1))−γ−1 dη(φ˜(t)− φ˜(t + 1))
 γ φ˜−γ−1(t)
(
φ˜(t)− φ˜(t + 1)) γC−10 ,
where we have used (2.8) at the last inequality. Therefore we have
φ˜(t + 1)−γ = ψ(t + 1)ψ(t)+ γC−10 = φ˜(t)−γ + γC−10 . (2.9)
From (2.9) and (2.4) we see
φ(t + 1) = φ˜(t + 1)+K1/(γ+1) 
(
φ˜(t)−γ + γC−10
)−1/γ +K1/(γ+1)

(
γC−10 (t − 1)+ + sup
0s1
φ(s)−γ + γC−10
)−1/γ +K1/(γ+1)
 β(t + 1)+K1/(γ+1) (2.10)
which contradicts to (2.6). 
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Let (u0, u1) ∈ H 01 (Ω) × L2(Ω) and let u(t) be the solution in C([0,∞);H 01 ) ∩
C1([0,∞);L2) of the problem (1.1), (1.2). We set U(t)(u0, u1) = (u(t), ut (t)). Then U(t)
is a semigroup in H 01 (Ω) ×L2(Ω). It is known by a general theory (cf. [2]) that the prob-
lem (1.1)–(1.2) has a global attractor if the following conditions are fulfilled:
(i) There is a bounded absorbing set B , that is, dist(U(t)B0,B) → 0 as t → ∞ for any
bounded set B0 ⊂ H 01 (Ω)×L2(Ω).
(ii) U(t) is asymptotically compact, that is, for any bounded sequence (un0, un1) ∈
H 01 (Ω) × L2(Ω),n = 1,2, . . . , and a sequence of numbers {tn} with tn → ∞ there
exists a subsequence U(tn′)(un
′
0 , u
n′
1 ) of U(tn)(u
n
0, u
n
1) such that U(tn′)(u
n′
0 , u
n′
1 ) is
convergent in H 01 (Ω) ×L2(Ω).
3.1. Existence of an absorbing set
We set
E(t) = 1
2
(∥∥ut (t)∥∥2 + ∥∥∇u(t)∥∥2)+
∫
Ω
G
(
x,u(x, t)
)
dx +
∫
Ω
f udx (3.1)
and
E˜(t) = E(t)+L+ kM20 , (3.2)
where we take k > 0 such that
E˜(t) 1
4
(∥∥ut (t)∥∥2 + ∥∥∇u(t)∥∥2).
By the assumption on g(x,u) and by Poincaré’s lemma such a choice of k > 0 is possible.
To show the first assertion we prepare the following:
Proposition 3.1. Let (u0, u1) ∈ H 01 × L2 and u(t) be the solution of (1.1)–(1.2). Then we
have
sup
tst+1
E˜(s) C
(
D(t)2 +D(t)2 min{2/(r+2),1} +D(t)4 min{r+1,1}/(r+2)
+D(t)4(p+1)/(p+2) +M20 +L+ L˜
)
, (3.3)
where we set
D(t)2 = E(t)−E(t + 1).
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t+1∫
t
∫
Ω
ρ(x,ut )ut dx ds E(t)−E(t + 1) ≡ D(t)2. (3.4)
From the assumption on ρ(x, v) and (3.4) we easily see
t+1∫
t
( ∫
Ω1(s)
∣∣ut (x, s)∣∣r+2 +
∫
Ω2(s)
∣∣ut (x, s)∣∣p+2dx
)
ds  CD(t)2, (3.5)
where we set
Ω1(t) =
{
x ∈ Ω | ∣∣ut (x, t)∣∣ 1} and Ω2(t) = Ω/Ω1(t).
Here we see
t+1∫
t
∫
Ω1(s)
∣∣ut (x, s)∣∣2 dx ds
⎧⎨
⎩

∫ t+1
t
∫
Ω1(s)
|ut (x, s)|r+2 dx ds if −1 < r < 0,
 C
( ∫ t+1
t
∫
Ω1(s)
|ut (x, s)|r+2 dx ds
)2/(r+2) if 0 r
and
t+1∫
t
∫
Ω2(s)
∣∣ut (x, s)∣∣2 dx ds 
t+1∫
t
∫
Ω2(s)
∣∣ut (x, s)∣∣p+2 dx ds.
Hence, by (3.5), we have
t+1∫
t
∫
Ω
∣∣ut (x, s)∣∣2 dx ds  C
{
D(t)2 if −1 < r < 0,
D(t)4/(r+2) +D(t)2 if r  0 (3.6)
which implies that there exist t1 ∈ [t, t + 1/4], t2 ∈ [t + 3/4, t + 1] such that
∥∥ut (ti)∥∥2  C
{
D(t)2 if −1 < r < 0,
D(t)4/(r+2) +D(t)2 if r  0
for i = 1,2. Next, multiplying the equation u(t) and integrating over [t1, t2] ×Ω we have
t2∫ ∫ (∣∣∇u(s)∣∣2 + g(x,u)u)dx dst1 Ω
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t2∫
t1
∫
Ω
|ut |2 dx ds
+
t2∫
t1
∫
Ω
ρ(x,ut )udx ds +
t2∫
t1
∫
Ω
f udx ds
C
(
D(t)2 +D(t)2 min{2/(r+2),1})
+C(D(t)+D(t)min{2/(r+2),1} +M0) sup
tst+1
∥∥u(s)∥∥
+C
t+1∫
t
∫
Ω1(s)
|ut |r+1|u|dx ds +C
∫
Ω2(s)
|ut |p+1|u|dx
C
(
D(t)2 +D(t)2 min{2/(r+2),1})+C(D(t)+D(t)min{2/(r+2),1}
+D(t)2 min{r+1,1}/(r+2) +D(t)2(p+1)/(p+2) +M0
)
sup
tst+1
√
E˜(s) ≡ A(t)2,
(3.7)
where we have used the following inequalities for the case r < 0:
t+1∫
t
∫
Ω1(s)
|ut |r+1|u|dx ds 
( t+1∫
t
∫
Ω1(s)
|ut |2(r+1) dx ds
)1/2( t+1∫
t
∫
Ω1(s)
|u|2 dx ds
)1/2
 C
( t+1∫
t
∫
Ω1(s)
|ut |r+2 dx ds
)(r+1)/(r+2)
sup
tst+1
√
E˜(s)
 CD(t)2(r+1)/(r+2) sup
tst+1
√
E˜(s)
and for the case r  0:
t+1∫
t
∫
Ω1(s)
|ut |r+1|u|dx ds

t+1∫
t
∫
Ω1(s)
|ut ||u|dx ds  C
( t+1∫
t
∫
Ω1(s)
|ut |2 dx ds
)1/2( t+1∫
t
∫
Ω1(s)
|u|2 dx ds
)1/2
CD(t)2/(r+2) sup
√
E˜(s).tst+1
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t2∫
t1
E˜(s) ds  C
(
A(t)2 + L˜)+L+ kM20 . (3.8)
Here noting that
E˜(t + 1) E˜(t1) 2
t2∫
t1
E˜(s) ds and E˜(t) E˜(t + 1)+D(t)2
we have from the energy identity (see (3.4)),
sup
tst+1
E˜(s) C
(
A(t)2 +L+ L˜+M20
)
. (3.9)
From this we conclude (3.3). 
The following difference inequality will show the existence of an absorbing set.
Proposition 3.2. For the solutions u(t) we have
sup
tst+1
E˜(s)1+γ  C0
(
E˜(t)− E˜(t + 1))+C(M20 +L+ L˜)1+γ , (3.10)
where C0 is a certain constant depending on ‖∇u0‖, ‖u1‖, M0, L and L˜.
Proof. Since
E˜(t) E˜(0) 1
2
(‖u1‖2 + ‖∇u0‖2)+M0‖u0‖ +
∫
Ω
∣∣G(x,u0)∣∣dx +C(L+M20 )
≡ Q0, 0 t < ∞,
we have from the inequality (3.3)
sup
tst+1
E˜(s)CQ21D(t)4 min{r+1,1}/min{r+2,2} +C
(
M20 +L+ L˜
)
, (3.11)
where we set
Q21 =
(
1 +Q2−4 min{r+1,1}/min{r+2,2}0 +Q2 min{2/(r+2),1}−4 min{r+1,1}/min{r+2,2}0
+Q4(p+1)/(p+2)−4 min{r+1,1}/min{r+2,2}).0
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4 min{r + 1,1}
min{r + 2,2} =
2
1 + γ
and
D(t)2 = E(t)−E(t + 1) = E˜(t) − E˜(t + 1)
we obtain (3.10) with C0 = CQ2(1+γ )1 . 
Applying Lemma 2.1 to the difference inequality (3.10) we obtain
∥∥ut (t)∥∥2 + ∥∥∇u(t)∥∥2  CE˜(t)
 C
(
C−10 γ (t − 1)+ +C−γ E˜(0)−γ
)−1/γ +C(M20 +L+ L˜).
(3.12)
When γ = 0, i.e., r = 0 we have
E˜(t) CE˜(0) exp(−λt)+C(M20 +L+ L˜)
for some λ > 0. These estimates show that the set
B ≡ {(u, v) ∈ H 01 ×L2 | ‖∇u‖2 + ‖v‖2  C(M20 +L+ L˜)}
is an absorbing set and the absorbing rate is given by
dist
(
u(t),B
)
 C
(∥∥∇u(0)∥∥+ ‖u1‖)(1 + t)−1/2γ . (3.13)
3.2. Asymptotic compactness
Next we shall show that U(t) is asymptotically compact. For this we consider the dif-
ference w(t) = u(t) − v(t) of two solutions u,v of the problem (1.1), (1.2). Then w(t)
satisfies
wtt −Δw + ρ(x,ut )− ρ(x, vt ) = g(x,u) − g(x, v) ≡ F(x, t) in Ω ×R+, (3.14)
w(x,0) = u0 − v0, wt (x,0) = u1 − v1 and w(x, t)|∂Ω = 0. (3.15)
Applying almost the same argument as that used to derive (3.3) we can show:
Proposition 3.3.
sup Ew(s)1+γ˜  C˜0
(
Ew(t) −Ew(t + 1)
)+ C˜0M˜2(1+γ˜ )/(1+2γ˜ )0 (T ), (3.16)
tst+1
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Ew(t) = 12
(∥∥wt(t)∥∥2 + ∥∥∇w(t)∥∥2), M˜20 (T ) = sup
0tT
t+1∫
t
∥∥F(s)∥∥2 ds
and
γ˜ =
{
max{−r/(r + 1),p/2} if −1 < r  0,
max{r/2,p/2} if r  0.
In the above C˜0 denotes constants depending on ‖∇u0‖ + ‖∇v0‖ + ‖u1‖ + ‖v1‖ + M0 +
M˜0(T ).
Proof. For the proof it will be sufficient to explain the reason why γ˜ appears for γ . We
use, instead of (3.4) and (3.5),
t+1∫
t
∫
Ω
(
ρ(x,ut )− ρ(x, vt )
)
(ut − vt ) dx ds
Ew(t)−Ew(t + 1)+
t+1∫
t
∫
Ω
∣∣F(x, s)∣∣∣∣wt(s)∣∣dx ds ≡ D(t)2 (3.4)′
and
t+1∫
t
( ∫
Ω1(s)
∣∣wt(x, s)∣∣r++2 +
∫
Ω2(s)
∣∣wt(x, s)∣∣p+2 dx
)
ds
 C
t+1∫
t
∫
Ω
(
ρ(x,ut )− ρ(x, vt )
)
(ut − vt ) dx ds  CD(t)2. (3.5)′
For the case r < 0 we note that
t+1∫
t
∫
Ω1(s)
(|wt | + |wt |1+r)|w|dx ds
 C
( t+1∫
t
∫
|wt |2(1+r) dx ds
)1/2( t+1∫
t
∫
|w|2 dx ds
)1/2
Ω1(s) Ω1(s)
M. Nakao / J. Differential Equations 227 (2006) 204–229 217 C
( t+1∫
t
∫
Ω1(s)
|wt |2 dx ds
)(1+r)/2( t+1∫
t
∫
Ω1(s)
|w|2 dx ds
)1/2
 CD(t)r+1 sup
tst+1
√
Ew(s).
Also,
t+1∫
t
∫
Ω2(s)
(|ut | + |vt |)p|wt | |w|dx ds

t+1∫
t
(∥∥ut (s)∥∥pp+2 + ∥∥vt (s)∥∥pp+2)∥∥wt(s)∥∥p+2∥∥w(t)∥∥p+2
 C0D(t)2/(p+2) sup
tst+1
√
Ew(s).
Hence we obtain, instead of (3.7),
t2∫
t1
∫
Ω
∣∣∇w(s)∣∣2 dx ds  A˜(t)2, (3.7)′
where we set
A˜(t)2 ≡ C(D(t)2 +D(t)2 min{2/(r+2),1})+C(D(t)min{2/(r+2),1}
+D(t)min{r+1,1} +C0D(t)2/(p+2)
)
sup
tst+1
√
Ew(s).
From (3.4)′ and (3.7)′ we have
t2∫
t1
Ew(s) ds  CA˜(t)2. (3.8)′
Thus there exists t∗, t1  t∗  t2 such that
Ew(t
∗) CA˜(t)2.
Noting
sup
tst+1
Ew(s)E(t∗)+
t+1∫ ∫ (
ρ(x,ut )− ρ(x, vt )
)
wt(s) dx ds D(t)2t Ω
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)
,we obtain
sup
tst+1
Ew(s) C
(
D(t)2 +D(t)2 min{2/(r+2),1}
+D(t)2 min{r+1,1} +D(t)4/(p+2)). (3.3)′
From (3.3)′ we can derive the boundedness of Ew(t). In fact, if Ew(t)  Ew(t + 1) for
some t  0 we have from (3.3)′ and (3.4)′ that
sup
tst+1
Ew(s)
 C
( t+1∫
t
∫
Ω
∣∣F(s)∣∣∣∣wt(s)∣∣dx ds
)
+C
( t+1∫
t
∫
Ω
∣∣F(s)∣∣∣∣wt(s)∣∣dx ds
)min{2/(r+2),1}
+C
( t+1∫
t
∫
Ω
∣∣F(s)∣∣∣∣wt(s)∣∣dx ds
)min{r+1,1}
+C0
( t+1∫
t
∫
Ω
∣∣F(s)∣∣∣∣wt(s)∣∣dx ds
)2/(p+2
which implies, by Young’s inequality,
sup
tst+1
Ew(s) C0
(
M˜0(T )
2 + M˜0(T )2 max{1/(r+1),1} + M˜0(T )2 min{(1+r)/(1−r),1}
+ M˜0(T )2/(p+1)
)≡ Q2(M˜0(T ))2.
Thus we conclude
Ew(t)max
{
sup
0s1
Ew(s),Q2
(
M˜0(t)
)2} C(Ew(0)+Q2(M˜0(T ))2)
C
(‖∇u0‖2 + ‖∇v0‖2 + ‖u1‖2 + ‖v1‖2 +Q2(M˜0(T )))2 ≡ Q23, t  0.
(3.17)
Returning to (3.3)′ we obtain
sup
tst+1
Ew(s)C0D(t)2 min{2/(r+2),r+1,2/(p+2)}, (3.18)
where we set
C0 = C
(
Q
2(1−min{2/(r+2),r+1})
3 +Q2 min{2/(r+2),1}−min{2/(r+2),r+1}3
+Q2 min{r+1,1}−min{2/(r+2),r+1} +Q2(2/(p+2))−min{2/(r+2),r+1}).3 3
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sup
tst+1
Ew(s)
1+γ˜ C1+γ˜0
(
Ew(t)−Ew(t + 1)+ M˜0
√
sup
tst+1
Ew(s)
)
(3.19)
which shows (3.16). 
Let {(un0, un1)}∞n=1 be a bounded sequence in H 01 × L2 with ‖∇un0‖ + ‖un1‖  R0 for
some R0 > 0, and let {un(t)} be the corresponding solutions of the problem (1.1), (1.2)
with un(0) = un0 , un,t (0) = un1 . We must show that for any unbounded sequence {tn} ⊂ R+
there exists a subsequence {n′} of {n} such that t ′n → ∞ and un′(t ′n) is convergent in the
energy space.
Let T > 0 and consider the solutions
un(tn + t − T ) and um(tm + t − T ).
For large m,n with tn, tm > T these are solutions of Eq. (1.1) for t  0. We know already∥∥un(t)∥∥2E ≡ (∥∥un,t (t)∥∥2 + ∥∥∇un(t)∥∥2) CQ20  C(R0,M0) < ∞ (3.20)
and consequently,
M˜0(T )C(R0,M0) < ∞.
Then applying the inequality in Proposition 3.3 we have
∥∥un(tn + t − T ) − um(tm + t − T )∥∥2E
 C(R0,M0)(1 + t)−1/γ˜
+C(R0,M0)
(
sup
0tT
t+1∫
t
∥∥g(un(tn + s − T ))− g(um(tm + s − T ))∥∥2 ds
)1/(1+2γ˜ )
.
(3.21)
We take t = T in the above. Then∥∥un(tn)− um(tm)∥∥2E
C(R0,M0)(1 + T )−1/γ˜
+C(R0,M0)
(
sup
0lT
1∫
0
∥∥g(un(tn + s + l))− g(um(tm + s + l))∥∥2 ds
)1/(1+2γ˜ )
.
(3.22)
Here we note that by our assumption on α, H 01 is compactly embedded in L
2(α+1) and
hence the set {un(· + tn)} ⊂ C([0,∞);H 0) ∩ C1([0,∞);L2) is compact in C([0, l];1
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converges in C([0, l];L2(α+1)). Since g(x,u) is a Carathéodory continuous g is a con-
tinuous map from L2(α+1) to L2 and consequently, g(x,un′(tn′ + ·)) is convergent in
C([0, l];L2) for any l > 0. Now, for any  > 0 we choose T > 0 satisfying
C(R0,M0)(1 + T )−1/γ˜ < /2. (3.23)
Next we take n′,m′ so large that tn′ , tm′ > T and
C(R0,M0)
(
sup
0lT
1∫
0
∥∥g(un′(tn′ + s + l))− g(um′(tm′ + s + l))∥∥2 ds
)1/(1+2γ˜ )
< /2.
(3.24)
Then we have
∥∥un′(tn′)− um′(tm′)∥∥2E  ,
which proves the asymptotically compactness of U(t).
The proof of Theorem 1.1 is now complete.
4. Proof of Theorem 1.2
Next we consider the case where the dissipation ρ(x,ut ) is localized near a part of the
boundary (see Hyp.A˜) The existence of solution u(t) ∈ C([0,∞);H 01 ) ∩ C1([0,∞);L2)
for each (u0, u1) ∈ H 01 × L2 is standard. Indeed, this follows from very standard en-
ergy estimates. We shall derive a priori estimates in order to prove Theorem 2.2. For
this, by density arguments, we may assume (u0, u1) ∈ (H2 ∩ H 01 ) × H 01 and u ∈ X2loc ≡
W
2,∞
loc ([0,∞);L2)∩W 1,∞loc ([0,∞);H 01 )∩L∞loc([0,∞);H2).
4.1. Existence of an absorbing set
We begin with the following proposition which follows by the same way as in [14]. (See
also [15].) In this section we set
E0(t) = 12
(∥∥ut (t)∥∥2 + ∥∥∇u(t)∥∥2) (4.1)
and
E(t) = E0(t)+ d0
α + 2
∥∥u(t)∥∥α+2
α+2 −
d1
β + 2
∥∥u(t)∥∥β+2
β+2 +
∫
Ω
G0
(
x,u(t)
)
dx −
∫
Ω
f udx.
(4.2)
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exist constants 1 > 0 and C > 0 independent of u such that
d
dt
X(t)+ 1E0(t)+ k
∫
Ω
ρ
(
x,ut (t)
)
ut (t) dx + 1
∥∥u(t)∥∥α+2
α+2
 C
(∫
ω
(∣∣ut (t)∣∣2 + ∣∣u(t)∣∣2)dx +
∫
Ω
(∣∣ρ(x,ut (t))∣∣2 + |f |2)dx
+
∫
Ω
∣∣g0(u)∣∣2 dx + d1‖u‖β+2β+2
)
(4.3)
for any k > 0 and a constant C, where we set
X(t) = kE(t)+
∫
Ω
ut (t)
[
(x − x0)−Ch
] · ∇u(t) dx + (ut (t), (C + η)u(t)) (4.4)
with a constant C, a bounded vector field h(x) and a bounded function η(x). Under the as-
sumption Hyp.B˜, (2), the terms ‖u(t)‖α+2α+2 and ‖u(t)‖β+2β+2 should be dropped and g0(x,u)
should be replaced by g(x,u).
Proof. We sketch an outline. In addition to the standard identities (see (3.4), (3.7)) we
need some more identities. We multiply the equation by h(x) · ∇u(t) to get
d
dt
∫
Ω
ut (t)h(x) · ∇u(t) dx + 12
∫
Ω
(∣∣ut (t)∣∣2 − ∣∣∇u(t)∣∣2)dx
+
∫
Ω
N∑
i,j=1
∂hi
∂xj
∂u(t)
∂xi
∂u(t)
∂xj
dx +
∫
Ω
ρ
(
x,ut (t)
)
ut (t)h(x) · ∇u(t) dx
= 1
2
∫
∂Ω
(h · ν)(∣∣ut (t)∣∣2 − ∣∣∇u(t)∣∣2)dΓ +
∫
∂Ω
∂u(t)
∂n
h(x) · ∇u(t) dΓ
+
∫
Ω
(
d0|u|αu− d1|u|βu+ g0(x,u)h(x) · ∇u(t)
)
dx. (4.5)
Here we note that
∫
|u|αuh(x) · ∇udx = −(α + 1)
∫
|u|αu∇u · hdx −
∫
|u|α+2∇ · hdx
Ω Ω Ω
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Ω
|u|αuh · ∇udx = − 1
α + 2
∫
Ω
|u|α+2∇ · hdx. (4.6)
The same equality holds for |u|βu. We first take h(x) = x − x0. Then combining the iden-
tities we obtain
d
dt
(
kE(t)+
∫
Ω
ut (t)(x − x0) · ∇u(t) dx +C
(
ut (t), u(t)
)
+ 1E0(t)+ k
∫
Ω
ρ
(
x,ut (t)
)
ut (t) dx + 1
∥∥u(t)∥∥α+2
α+2
C
( ∫
Γ (x0)
(x − x0)ν
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ +
∫
Ω
(∣∣ρ(x,ut (t))∣∣2 + |f |2)dx
)
+C
(∫
Ω
∣∣g0(u)∣∣2 dx + ‖u‖β+2β+2
)
(4.7)
with some 1 > 0.
To control the boundary integral on the right-hand side of (4.7) we take h(x) such that
h(x) = ν(x) on Γ (x0) and h(x) = 0 on ω˜c, where ω˜ ∩Ω ⊂ ω. Then
∫
Γ0
∣∣∣∣∂u∂ν
∣∣∣∣
2
dΓ
 d
dt
∫
Ω
uth · ∇udx +
∫
Ω
∣∣ρ(x,ut )∣∣2 dx
+C
∫
ω˜
((|∇u|2 + d0|u|α+2 + d1|u|β+2)dx + (∣∣g0(x,u)∣∣2 + |f |2)dx)dx.
(4.8)
Further we take η ∈ C1(Ω¯) such that η = 1 on ω˜, η(x) = 0 on ω˜c and |∇u|2  Cη. Multi-
plying the equation by ηu and integrating we have∫
ω˜
(|∇u|2 + d0|u|α+2)dx − d
dt
(ut , ηu)+C
∫
ω
(|ut |2 + |u|2 + ∣∣ρ(x,ut )∣∣2)dx
+C
∫
ω
(
d1|u|β+2 +
∣∣g0(x,u)∣∣2 + |f |2)dx. (4.9)
Combining (4.7)–(4.9) we obtain the required inequality. 
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∫
ω
|u|2 dx and ‖u‖β+2β+2 on the right-hand side of
(4.3) as follows:
C
∫
ω
|u|2 dx +Cd1‖u‖β+2β+2 
1d0
2
‖u‖α+2α+2 +C1
(
d
−2/α
0 + d−(β+2)/(α−β)0 d1
)
.
Hence
d
dt
X(t)+ 1E0(t)+ k
∫
Ω
ρ
(
x,ut (t)
)
ut (t) dx + 1
∥∥u(t)∥∥α+2
α+2
 C
(∫
ω
∣∣ut (t)∣∣2 dx +
∫
Ω
(∣∣ρ(x,ut (t))∣∣2 + |f |2)dx +M20 +K20
)
+C(d0, d1). (4.10)
Note that for a fixed large k > 0,
X(t)E0(t) + d0‖u‖α+2α+2 − δ1d1‖u‖β+2β+2 − δ2
(
K20 +M20
)
for some δ1, δ2 > 0, and
X(t) C
(
E0(t)+ d0
∥∥u(t)∥∥α+2
α+2 +K20 +M20
)
.
Then we can take C0(d0, d1) > 0 such that
X˜(t) ≡ X(t)+ δ2
(
K20 +M20
)+C0(d0, d1) 2(E0(t) + d0∥∥u(t)∥∥α+2α+2) 0
with some 2 > 0. Thus, by (4.10) we obtain
t+1∫
t
X˜(s) ds + k
t+1∫
t
∫
Ω
ρ
(
x,ut (t)
)
ut (t) dx ds
 C
(
X˜(t)− X˜(t + 1))+C
( t+1∫
t
(∫
Ω
∣∣ρ(x,ut (t))∣∣2 dx +
∫
ω
|ut |2 dx
)
ds
+M20 +K20
)
+C(d0, d1). (4.11)
Here, by Hyp.B˜, (1), we easily see
t+1∫
t
(∫
Ω
∣∣ρ(x,ut (t))∣∣2 dx +
∫
ω
|ut |2 dx
)
ds C
( t+1∫
t
∫
Ω
ρ
(
x,ut (t)ut
)
dx ds + 1
)
.
(4.12)
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t+1∫
t
X˜(s) ds +
t+1∫
t
∫
Ω
ρ
(
x,ut (t)
)
ut (t) dx ds
C
(
X˜(t)− X˜(t + 1))+C(M20 +K20 )+C(d0, d1) ≡ A(t)2, (4.13)
where we have change C(d0, d1) + C by C(d0, d1). From this we see that there exists t∗,
t  t∗  t + 1, such that
X˜(t∗)A(t)2
and by use of (4.10), the energy identity and the estimates just derived we obtain
sup
tst+1
X˜(s) X˜(t∗)+C(M20 +K20 )+C(d0, d1)
 C
(
X˜(t)− X˜(t + 1))+C(M20 +K20 )+C(d0, d1).
Applying Lemma 2.1 (with γ = 0) to the above we conclude
X˜(t) C
(‖∇u0‖,‖u1‖)e−λt +C(M20 +K20 )+C(d0, d1), (4.14)
which implies that the set
B = {(u, v) ∈ H 10 ×L2 | ‖∇u‖2 + ‖v‖2  C(M20 +K20 )+C(d0, d1)}
is an absorbing set and the abosorbing rate is exponential.
4.2. Asymptotic compactness
To show the asymptotic compactness of U(t) we take two solutions u(t), v(t) and set
w(t) = u(t)− v(t). Since w(t) satisfies
wtt −Δw(t)+ ρ(x,ut )− ρ(x, vt ) = g(x,u) − g(x, v) ≡ F(x, t)
we obtain, by almost the same argument as that used to derive (4.10),
d
dt
Ew(t)+ 1Ew(t)+ k
∫
Ω
(
ρ
(
x,ut (t)
)− ρ(x, vt (t)))(ut (t)− vt (t))dx
 C
(∫
ω
(∣∣wt(t)∣∣2 dx + ∣∣w(t)∣∣2)dx +
∫
Ω
(∣∣ρ(x,ut (t))− ρ(x, vt (t))∣∣2 + |F |2)dx
)
.
(4.15)
We must estimate the term
∫ |w(x, t)|2 dx. For this we prepare:
ω
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t+T∫
t
∫
Ω
∣∣w(s)∣∣2 dx ds  C
t+T∫
t
(∫
ω
∣∣wt(s)∣∣2 dx +
∫
Ω
∣∣ρ(x,ut (t))− ρ(x, vt (t))∣∣2
+ ∣∣F(x, s)∣∣2)dx ds + 
t+T∫
t
Ew(s) ds. (4.16)
(T0 is independent of .)
Proof. We use a contradiction method as in [18]. If the assertion is not true there exist {tn}
and wn(t) = un(t) − vn(t) such that
tn+T∫
tn
∫
Ω
∣∣wn(s)∣∣2 dx ds  n
tn+T∫
tn
(∫
ω
(∫
ω
∣∣wn,t (s)∣∣2 dx +
∫
Ω
∣∣ρ(x,un,t (t))− ρ(x, vn,t (t))∣∣2
+ ∣∣F(x, s)∣∣2)dx)ds + 
tn+T∫
tn
Ewn(s) ds.
(We may regard F(x, t) to be independent of u,v.) We set
tn+T∫
tn
∫
Ω
∣∣wn(s)∣∣2 dx ds = λ2n
and
wn(· + tn)/λ2n = Wn(t), 0 t  T .
Then we see that {Wn} is bounded in L2([0, T ];H 01 ) ∩W 1,2([0, T ];L2) and, along a sub-
sequence,
Wn → W strongly in L2
([0, T ] ×Ω) and weakly∗ in L2([0, T ];H 01 )∩W 1,2([0, T ];L2).
Note that
T∫ ∫ ∣∣W(x, s)∣∣2 dx ds = 1. (4.17)
0 Ω
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T∫
0
∫
ω
∣∣Wn,t (s)∣∣2 dx ds +
T∫
0
∫
Ω
|ρ(x,un,t (t))− ρ(x, vn,t (t))|2
λ2n
dx ds → 0 as n → ∞.
Hence, the limit function W(t) ∈ L2([0, T ];H 01 )∩W 1,2([0, T ];L2) satisfies the equation
Wtt −ΔW = 0 in (0, T )×Ω
and
Wt(x, t) = 0 for (x, t) ∈ ω × [0, T ].
Thus, by a standard unique continuity theorem, we conclude that there exsits a certain
constant T0 > 0 such that if T > T0, W(x, t) ≡ 0 on Ω × [0, T ], which contradicts to
(4.17). 
Combining (4.15) and (4.16) we obtain
t+T∫
t
Ew(s) ds  C
t+T∫
t
(∫
ω
∣∣wt(s)∣∣2 dx +
∫
Ω
∣∣ρ(x,ut (t))− ρ(x, vt (t))∣∣2 dx
+
∫
Ω
∣∣F(x, s)∣∣2 dx)ds. (4.18)
To treat the integrals on the right-hand side of (4.18) concerning wt and ρ(x,ut )−ρ(x, vt )
we set
t+T∫
t
∫
Ω
(
ρ
(
x,ut (t)
)− ρ(x, vt (t)))(ut (s) − vt (s))dx ds
= Ew(t)−Ew(t + T )+
t+T∫
t
∫
Ω
F(s)wt (s) dx ds ≡ D(t)2. (4.19)
We also set
Ω˜1(s) =
{
x ∈ Ω | ∣∣ut (x, s)∣∣ 1 and ∣∣vt (x, s)∣∣ 1} and
Ω˜2(s) = Ω/Ω1(s).
M. Nakao / J. Differential Equations 227 (2006) 204–229 227Then
t+T∫
t
∫
Ω˜1
∣∣ρ(x,ut (s))− ρ(x, vt (s))∣∣2 dx ds +
∫
Ω˜1∩ω
∣∣wt(s)∣∣2 dx ds
 C
t+1∫
t
∫
Ω˜1
a(x)
(|wt |2(r+1) + |wt |2)dx ds

⎧⎨
⎩
C
( ∫ t+T
t
∫
Ω1
a(x)|wt |2 dx ds
)r+1 +C ∫ t+1
t
∫
Ω1
a(x)|wt |2 dx ds if −1 < r  0,
C
∫ t+T
t
∫
Ω1
a(x)|wt |r+2 dx ds +C
( ∫ t+1
t
∫
Ω1
a(x)|wt |r+2 dx ds
)2/(r+2) if r > 0

{
C(D(t)2(r+1) +D(t)2) if−1 < r  0,
C(D(t)2 +D(t)4/(r+2)) if r > 0
≡ A˜(t)2. (4.20)
Similarly,
t+T∫
t
(∫
Ω˜2
∣∣ρ(x,ut )− ρ(x, vt )∣∣2 dx +
∫
Ω˜2∩ω
a(x)|wt |dx
)
ds
 C
t+T∫
t
∫
Ω˜2
a(x)|wt |2 dx ds  CD(t)2. (4.21)
It follows from (4.18), (4.20) and (4.21) that
t+T∫
t
Ew(s) ds  A˜(t)2 +C
t+T∫
t
∣∣F(s)∣∣2 ds. (4.22)
Further, by the identity as (4.18), we obtain
sup
tst+T
Ew(s)C
(
A˜(t)2 + ∥∥F(s)∥∥2). (4.23)
Assume that ‖∇u0‖ + ‖u1‖R0 and ‖∇v0‖ + ‖v1‖R0. Then we already know∥∥∇u(t)∥∥+ ∥∥ut (t)∥∥ C(R0,K0,M0) < ∞
and ∥∥∇v(t)∥∥+ ∥∥vt (t)∥∥C(R0,K0,M0) < ∞.
228 M. Nakao / J. Differential Equations 227 (2006) 204–229We obtain from (4.23),
sup
tst+T
Ew(s)
1+γ˜  C1
(
Ew(t)−Ew(t + T )
)+C1∥∥F(s)∥∥2/(1+γ˜ ), (4.24)
where C1 = C(R0,K0,M0) and γ˜ is the same (with p = 0) as that in Proposition 3.3.
(Note that γ and γ˜ are slightly different if r < 0.) Thus by the same argument as in the
previous section we conclude that U(t) is asymptotically compact.
Finally we shall prove the latter part of Theorem 1.2. Under Hyp.B˜ , (2), we can use
almost the argument as that in deriving (4.18) to obtain
t+T∫
t
E0(s) ds  C
t+T∫
t
(∫
ω
∣∣ut (s)∣∣2 dx +
∫
Ω
∣∣ρ(x,ut (s))∣∣2 dx
)
ds +C(K20 +M20 ).
(4.25)
We set
E˜(t) = E(t)+ k(K20 +M20 )
(
 1
2
E0(t) = 14
(∥∥ut (t)∥∥2 + ∥∥∇u(t)∥∥2)
)
with a large k > 0. Then,
t+T∫
t
∫
Ω
ρ
(
x,ut (t)
)
ut (s) dx ds = E˜(t)− E˜(t + T ) ≡ D(t)2.
We see as in the process deriving (4.20), (4.21) (see also (3.7))
t+T∫
t
(∫
Ω
∣∣ρ(x,ut (s))∣∣2 +
∫
ω
∣∣ut (s)∣∣2dx
)
ds

{
C(D(t)4(r+1)/(r+2) +D(t)2) if −1 < r  0,
C(D(t)2 +D(t)4/(r+2)) if r > 0
≡ A(t)2. (4.26)
We obtain from (4.25) and (4.26) that
sup
tst+T
E˜(s)A(t)2 +C(K20 +M20 ) (4.27)
and, by the same argument used in deriving Proposition 3.2,
sup E˜(s)1+γ  C0
(
E˜(t)− E˜(t + T ))+C(K20 +M20 )1+γ . (4.28)tst+T
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B ≡ {(u, v) ∈ H 01 ×L2 | d‖∇u‖2 + ‖v‖2 C(K20 +M20 )}
and the absorbing rate is given by
dist
(
u(t),B
)
 C
(∥∥∇u(0)∥∥+ ‖u1‖)(1 + t)−1/2γ . (4.29)
The proof of the asymptotic compactness of U(t) is the same as in the case Hyp.B˜(1).
The proof of Theorem 1.2 is now complete.
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