Abstract: This paper provides an analysis of the real-time behaviour of the multimaster Profibus DP network. The analysis presented is compared with a similar work present in literature, pointing out its capability to perform a more accurate evaluation of the performance of the Profibus network. The analysis is based on the evaluation of the worst-case message response time taking into account the coexistence of high and low priority traffic.
INTRODUCTION
The very huge number of limits featured by the point-to-point links in distributed process control systems (e.g. the well known 4-20 mA standard) has led several years ago the beginning of a standardisation activities finalised to the definition of a digital serial communication system, called Fieldbus. Fieldbus networks are nowadays a reality, as they are even more used in control application area. They main feature is the capability to interconnect process controllers, sensors and actuators, at the lower levels of the factory automation hierarchy by means of a multi-point broadcast network, instead of using the traditional point-to-point links. These hierarchical levels have dissimilar message flows, in terms of required response times, amount of information to be transferred, required reliability and message rates (Decotignie and Pleinevaux, 1993) . It is known that time constraints are more stringent as we go down in the automation hierarchy. In the context of this paper, we consider time constraints or deadlines as the maximum allowable time span between a message transfer request and its transmission on the bus. The presence of a shared communication medium in Fieldbus systems introduce an increase in the total message delay with the respect of the traditional point-to-point communication systems. This increase results from multiple factors, such as the access and queuing delays and the protocol processing time. In particular the access delay and queuing delay factors depend on the Medium Access Control (MAC) mechanism used by the Fieldbus network.
Different approaches for the MAC mechanism have been adopted by Fieldbus communication systems. As significant examples, the Timed Token protocol in Profibus (EN 50170, 1996) , the centralised polling in FIP (EN 50170, 1996) and the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) in CAN (EN 50325, 1999) , can be mentioned. As we are dealing with real-time communication across a shared transmission medium, we focus our analysis on the access delay and queuing delay factors. Recently, several studies on the ability of Fieldbus networks to cope with real-time requirements have been presented. One of this is (Tovar and Vasques, 1999) , where the authors addressed the Profibus MAC ability to schedule messages according to their real-time requirements, in order to support real-time distributed applications. A worst-case response time analysis has been done, allowing defining analytical conditions to guarantee the respect of the high priority time constraints. This work may be surely considered a first step forward the pre-run-time schedulability analysis of Profibus networks. However it presents some limitations. First of all the analysis is based on the assumption that each master station is able to transmit only one message per token visit. This assumption is correct but seems too pessimistic. The other limitation is due to the value of the real token rotation time, i.e. the effective time needed to the token to perform a complete cycle among all the nodes in the Profibus network. It was assumed that this value was always equal to the worst one for every token cycle. Also in this case this assumption is correct, as it is relevant to a lower bound of the rotation time, but it seems a very pessimistic assumption and not much realistic. Finally, in the message model adopted in (Tovar and Vasques, 1999 ) some kind of message streams generated by stations are not represented, as will be pointed out in this paper. Overcoming these limitations allows obtaining a worst-case response time analysis less pessimistic than that presented in (Tovar and Vasques, 1999) , able to take into account more realistic information flow scenarios. In (Monforte, et al., 2000) some of these limitations have been overcome, but the analysis presented considered only mono-master Profibus communication systems. In this paper the analysis is extended to the more general multi-master scenario.
A BRIEF OVERVIEW OF THE PROFIBUS PROTOCOL
Profibus was recently considered as one of the Fieldbus solutions of the General-Purpose Fieldbus Communication System European Standard, the EN 50170 (EN 50170, 1996) . The Profibus is based on a token passing procedure implemented at the layer 2 of the OSI reference model, which, in Profibus, is called Fieldbus Data Link (FDL). The token passing procedure is used by master stations to grant the bus access to each one of them. After receiving the token, the measurement of the token rotation time begins. This measurement expires at the next token arrival and results in the real token rotation time (T RR ). A target token rotation time (T TR ) must be defined in a Profibus network. The value of this parameter is common to all masters. When a master station receives the token, the token holding time (T TH ) timer is given the value corresponding to the difference, if positive, between T TR and T RR . An important Profibus concept is the message cycle. A message cycle consists of a master's action frame (request or send/request frame) and the associated responder's acknowledgement or response frame. User data may be transmitted in the action frame or in the response frame. Profibus defines two categories of message cycles: high priority and low priority. These two categories use two independent outgoing queues. If at the arrival, the token is delayed, that is, the real rotation time (T RR ) was greater than the target rotation time (T TR ), the master station may execute, at most, one high priority message cycle. Otherwise, the master station may execute high priority message cycles while T TH >0. T TH is always tested at the beginning of the message cycle execution. This means that once a message cycle is started it is always completed, including any required retries, even if T TH expires during the execution. We denote this occurrence as a T TH overrun. The low priority message cycles are executed if there are no high priority messages pending, and while T TH >0 (also evaluated at the start of the message cycle execution, thus leading to a possible overrun of T TH ). Apart from distinguishing high and low priority message cycles, the Profibus differentiates three subtypes of low priority message cycles: poll list, non-cyclic low priority (application layer and remote management services) and Gap List message cycles. The Gap is the address range between two consecutive master addresses, and each master must periodically check the Gap addresses to support dynamic changes in the logical ring. All the stations, except the token holder (initiator), shall in general monitor all requests. The acknowledgement or response must arrive within a predefined time, the slot time, otherwise the initiator repeats the request. At the network set-up phase, the maximum number of retries, before a communication error report, must be defined in all master stations. The Profibus real-time analysis presented in this paper is based on the knowledge of the message cycle duration. This duration must include the time needed to transmit the action frame and receive the related response, and also the time needed to perform the allowed number of message retries.
NETWORK AND MESSAGE MODELS
We consider a bus topology containing n master stations. A special frame (the token) circulates around the logical ring formed by the masters. We denote the logical ring latency, i.e. the token walk time, including node latency delay, media propagation delay, etc. as λ.
We assume that two kinds of message cycles are present: high and cyclic low priority, both modelled as periodic processes. Requests for message cycles are placed in high priority and cyclic low-priority outgoing queues. Let Sh (Monforte, et al., 2000) . Further, we assume that nh k and nl k are the number of high priority and cyclic low priority message streams, respectively. In the following analysis we will consider the maximum message cycle duration for a request of message stream Sh k i for every message stream inside the master k (i=1,.., nh k and k=1,..., n). This value will be indicated as Ch k max . Similarly, Cl k max will indicate the maximum message cycle duration for a request of message stream Sl k i for the generic master k and for every cyclic low priority message stream inside the master k (i=1,.., nl k and k=1,..., n). It's important to point out that the message model here proposed seems more realistic and accurate than that presented in (Tovar and Vasques, 1999) , where no production period was associated to the low priority information flow. The presence of a period may allow, for example, to model the different low priority message cycles present in the Profibus MAC, as said in the previous section. Moreover, in (Tovar and Vasques, 1999 ) the maximum message cycle duration for a request of high and low priority message streams was considered for every master and for every message stream inside the master. According to the model presented in this paper, maximum message cycle durations are considered separately for each master, as said before. In this way, it's possible to take into account different behaviour of the masters from the length of the message point of view.
TIMING ANALYSIS OF MULTI-MASTER PROFIBUS SYSTEMS
The aim of this section is to find a well-characterised critical instant for the computation of the worst-case response time. In (Liu and Layland, 1973 ) the critical instant has been defined as the time instant at which a request for a given task has the longest response time, i.e. the longest time interval till the end of the response for that request. Moreover, a critical instant for any task occurs whenever the task is requested simultaneously with requests for all higher priority tasks. Considering the Profibus multi-master DP, the following definitions may be taken into account. Definition 1 -Profibus Critical Instant -Considering that requests for all high and low-priority message streams are simultaneously placed on the respective outgoing queues, we define a Profibus critical instant, as the time instant at which a request for a given message stream has the longest response time.
Definition 2 -Initial Blocking -We define the initial blocking as the delay that the first request made at the critical instant may suffer until starting to be processed. Definition 3 -Critical Load -We define the critical load for a given priority class, as the time interval between a critical instant and the time instant when the last request (made at the critical instant) for that priority class has been completely processed.
Assuming that the critical instant for master k occurs immediately after the token has been released for its l th token visit, let us find the conditions that lead to the maximum initial blocking. It should be noted that an increase of the initial blocking is attended only by the token holding periods of the masters following master k in the l th token visit and up to master k in the (l+1) th one. For simplification of the analysis and without loss of generality it is possible to consider that the master k is the first one receiving the token at the l th token visit. Thus, let us introduce the following: Definition 4 -Relative Token Cycle -We define the l th relative token cycle for the master k as the set of all the masters from master k (included) up to master n receiving the token in the l th absolute token visit and all the masters, from the first one up to the master which precedes master k, receiving the token in the (l+1) th absolute token visit. Moreover we denote with k i the i th master in a relative token cycle, where i=0,.., n-1, assuming that master k 0 coincides with master k. Henceforth, unless explicitly specified, token cycles are to be considered relative to master k and master indexes are ordered starting from master k. Moreover, the following notation is used:
• nhπ µ l as the number of high-priority messages processed by master π in its l th token cycle; • ∆h µ l as the value of the token holding time timer at token arrival to master π for its l th token cycle; • H µ l as the value of the token holding period at master π, which can be greater than ∆h µ l , if an overrun occurs. In order to make easier the understanding of the timing analysis in multi-master Profibus DP, it will be carried on through two consecutive steps. In the first, it will be assumed that no low-priority messages are to be processed in the system. At the second step, the low-priority traffic is taken into account, obtaining a complete timing analysis.
Neglecting Low-Priority Traffic
For this preliminary analysis we consider the following theorem. Theorem 1 -In a multi-master Profibus system, the maximum initial blocking follows as a result from the simultaneous occurrence of the following conditions:
• each master k i (i=0,..,n-1) does not use the token for processing message cycles in the (l-1) • a critical instant occurs just after releasing the token for every master k i (i=1,.., n-1) in the (l-1) th token cycle and for master k in the l th token cycle. Proof. Let us assume that no message streams are to be processed by all the masters k i following master k (i.e. i=1,..,n-1), when each of them releases the token in the (l-1) th token cycle. This condition is depicted in Figure 1 , in which it was assumed that master k is master 2 (i.e. k 0 =2), k 1 =3, k 2 =4 and k 3 =1. The figure highlights the (l-1) th relative token cycle. The same figure allows better understanding the maximum value that the initial blocking can assume. As can be seen, a critical instant occurs for every master k i (i=1, 2 and 3) just after releasing the token in the (l-1) th token cycle and for master 2 in the l th token cycle. In this token cycle, on the receipt of the token, master 3 uses the token until it expires. Assuming that the expiration of T TH occurs an instant after the master has started to transmit a high priority message stream, it performs this last transmission before releasing the token. In the worst case, the time needed to complete this last transmission is . The other masters (number 4 and 1) receiving the token in the l Figure 1 , it's clear that the worst-case value of the initial blocking for the master k is given by:
Namely it is possible to bind the initial blocking as follows:
An expression for the blocking the first request issued at the critical instant in master k may suffer can be expressed as: 
We have to prove that under the hypotheses of the theorem this is the maximum allowed value for the initial blocking. Let us assume that exists B k >B k . Therefore, at least for a given j (j=1,..,n-1), it follows that represents the number of high-priority message streams processed in master k j within its l th token cycle. That is, the minimum between the number of requests issued at the critical instant which have not been processed yet and the number of requests, which can be processed having received a given 
Taking into account Low-Priority Traffic
Let us extend the previous analysis in order to take into account low-priority message streams. Hence, let nl k be the number of low-priority message streams released at the critical instant in he generic master k, and t { } k max k max k max Cl , Ch max C = be the maximum message cycle length which should be processed by the generic master k. The theorem 1 concerning the initial blocking is still valid; we have only to make few modification in order to get things work. The lower bound for the maximum initial blocking given by (2) remains unchanged. On the other hand for the upper bound is should be taken into account that low-priority messages can be processed yielding to a low priority overrun. Taking into account the conditions leading to the maximum initial blocking it is clear that at most only one low priority overrun (T TH expiration) may take place before master k processes its first request. Thus, the worst case initial blocking occurs when the master who overruns has the maximum low priority messages cycle. Therefore, the maximum initial blocking in a Profibus multi-master system where both high-priority and low-priority messages streams are considered, can be bounded as: An expression for the maximum blocking the first request issued at the critical instant in master k may suffer can be expressed as:
where:
represents the number of low-priority messages which can be processed by master k i at its l th token visit having:
as the time available for processing low-priority message at the l th token visit to master k i .
WORST CASE RESPONSE TIME
As far as the evaluation of the worst-case response time is concerned, two factors must be taken into account: the initial blocking and the high-priority critical load. As done in the previous section, the worst-case response analysis will be split into two sub-sections.
Neglecting Low-Priority Traffic
The worst-case response time for high-priority messages stream made at the critical instant results from the simultaneous occurrence of:
• the longest initial blocking, that is, the first highpriority request suffers the longest possible delay before being processed; • the longest high-priority critical load, that is, it takes the maximum number of token visits to process all high-priority requests. It is possible to verify that the maximum initial blocking leads to the maximum critical load and thus to the worst-case response time evaluation. In view of the notation previously introduced, the token holding period and the token holding time timer at token arrival to master k can be expressed as and , respectively.
The worst-case response time for nh k high-priority message streams could be expressed as: Note that, while computing the worst-case response time for the nh k requests issued in master k at the critical instant, no new request for such message streams can be issued, otherwise this would mean that a deadline was missed. Hence, for the formulation of nhπ µ l in the previous expression there is no need to consider the periodicity of message streams. On the other hand, for all the masters following master k, the periodicity of the message streams should be taken into account. It should be noted that, new message stream requests may be released at master k i (i=1,..., n) while computing the worst-case response time relative to master k. Hence, the number of high-priority messages processed in master k i (i=1,..., n) within its l th token visit, must be rewritten taking into account also the number of new requests which can be issued for each message stream. Therefore we have:
where represents the number of high-priority message streams issued in master k i k l nhρ i starting from the critical instant up to the l th token visit to that master; it's given by:
In (11), θ l is the span of time relative to master k between the critical instant and the end of its l th token holding period; it's given by: 
Taking into account Low-Priority Traffic
While computing the worst-case response time for master k no low priority messages can be processed by such a master. For this reason, the token holding period for master k is the same as previously introduced.
On the other hand, the token holding period for the masters following master k can be expressed as:
The interference the master k may suffer at next token arrival due to the message streams processed by all the other master in the l th token cycle should be rewritten as:
where: 
NUMERICAL EXAMPLES AND FINAL REMARKS
The aim of this section is to compare the analysis presented in the paper with that proposed in (Tovar and Vasques, 1999) . The same example presented in this last paper will be considered in order to point out the capability of the proposal to make a more accurate evaluation of the worst-case response time.
We consider a scenario made up by six master stations featuring the time requirements shown in Table 1 . The maximum message length for both high and low priority message streams and for all the masters is equal to 2 ms (i.e. Ch k max =Cl k max =2ms, ∀ k). Using a 1-Mpbs network and assuming that request and response frames are made up by 400 bits, the frame duration is 400µs. Considering 260 µs for communication stack and propagation delay, each message cycle will take 660 µs. Configuring each master to support up to two message replies, we get the 2ms figure for the total length of the message cycle. We also assume that T TR =8 ms and λ=0.1 ms. It is important to point out the difficulties in the comparison of the approach here presented and that published in (Tovar and Vasques, 1999) , due to the difference in the model of the low-priority traffic, as explained in Section 3. The model here presented allows specifying the periodicity of the cyclic low priority traffic. In other words, the worst-case time analysis depends on the periodicities of the low priority traffic. The evaluation of the high priority worst case response time made in (Tovar and Vasques, 1999 ) is based on the assumption that low priority message streams are always present in the low priority-outgoing queue in each master. It's clear that this scenario can be obtained in our model assuming that the cyclic low priority message streams feature production periods less or equal to the T TR . In the following it will be assumed that Dl k i =Tl k i =T TR ∀i, k. Table 2 shows the values of the worst-case response time for each master; T WR refers to the results obtained according to the analysis presented in (Tovar and Vasques, 1999) , while R is relevant to the analysis presented in the paper. As can be seen, the analysis proposed in this paper allows obtaining a less pessimistic evaluation of the worst response time. In order to point out better the advantage of the analysis here presented, let us consider a different scenario, obtained varying the length of the low priority messages. Let us consider a length for these messages which implies a maximum amount of time to perform a low priority message cycle higher than that required for a high-priority one. Maintaining all the hypotheses seen before, let us consider the value Cl k max =8ms, ∀ k. Table 3 summarise the results obtained by applying the approach proposed, comparing it with the results obtained according to the theory presented in (Tovar and Vasques, 1999) . As can be seen, again the worst-case response time evaluation is less pessimistic. Moreover, it is very important to point out that according to the results presented in (Tovar and Vasques, 1999) , the constraints about deadline are not satisfied. The values obtained according the proposal here presented allow respecting these constraints. 
