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ABSTRACT
Placement is one of the most important problems in electronic design automation (EDA).
An inferior placement solution will not only affect the chip’s performance but might also make
it nonmanufacturable by producing excessive wirelength, which is beyond available routing
resources. Although placement has been extensively investigated for several decades, it is still
a very challenging problem mainly due to that design scale has been dramatically increased
by order of magnitudes and the increasing trend seems unstoppable. In modern design, chips
commonly integrate millions of gates that require over tens of metal routing layers. Besides,
new manufacturing techniques bring out new requests leading to that multi-objectives should
be optimized simultaneously during placement.
Our research provides high performance algorithms for placement problem. We propose (i)
a high performance global placement core engine POLAR; (ii) an efficient routability-driven
placer POLAR 2.0, which is an extension of POLAR to deal with routing congestion; (iii) an
ultrafast global placer POLAR 3.0, which explore parallelism on POLAR and can make full
use of multi-core system; (iv) some efficient triple patterning lithography (TPL) aware detailed
placement algorithms.
1CHAPTER 1. OVERVIEW
Very-large-scale integration (VLSI) is the process of creating an integrated circuit (IC) by
combining thousands of transistors into a single chip. VLSI began in the 1970s when complex
semiconductor and communication technologies were being developed. An electronic circuit
might consist of a CPU, ROM, RAM and other glue logic. VLSI lets IC designers add all of
these into one chip.
Due to the complexity of VLSI, typically, VLSI design flow is split into several stages,
as shown in Fig. 1.1. The design flow starts from system specification, which describes the
behavior of the target of chip. Then architectural design decides architecture of chip, e.g., RISC
versus CISC and the number of ALUs. Functional design identifies the main functional unit
of system and interconnect requirements between them. It also estimates the area, power and
other parameters of each unit. Logical design describes the control flow, word widths, arithmetic
operations, register allocation and logic operations. Based on the result of logic design, the task
of circuit design is to convert the boolean expressions into a circuit representation by considering
the speed and power requirements of the system. In physical design, the circuit representation
is converted into a geometric representation with specific shapes on multiple layers. Based on
the circuit layout obtained by physical design, the chip is ready for fabrication on a wafer.
At last, each individual chip will be packaged and tested to ensure it meets all the design
specifications and functions properly.
2Figure 1.1 Typical VLSI design flow.
1.1 Physical Design
Physical design is one of the most important steps in VLSI design flow. As show in Fig.
1.1, it is composed of six steps: floorplanning, partition, placement, clock tree synthesis, signal
routing and timing closure.
The first step is floorplanning. Floorplanning is the process of identifying structures that
should be placed close together, and allocating space for them in such a manner as to meet the
sometimes conflicting goals of available space and required performance. A suitable floorplan
is decided based on the area of design and hierarchy. Floorplanning takes many factors into
account, such as the macros used in the design, memory, other IP cores and their placement
requirements, the routing possibilities and also the area of entire design. Floorplanning also
decides the IO structure and aspect ratio of design. A bad floorplan will lead to waste of die
area and routing congestion.
3Partitioning is a process of dividing the chip into small blocks. This is done mainly to
separate different functional blocks and also to make placement and routing easier. Partitioning
can be done in logic design stage. The entire design is partitioned into sub-blocks and then
proceeds to module design. These modules are linked together in the main module called the
top level module. This kind of partitioning is commonly referred to as logical Partitioning.
Placement is performed in four optimization phases: pre-placement optimization, in place-
ment optimization, post-placement optimization (PPO) before clock tree synthesis (CTS)
and PPO after CTS. Pre-placement optimization optimizes the netlist before placement. In-
placement optimization re-optimizes the logic. This can perform cell sizing, cell moving, cell
bypassing, net splitting, gate duplication, buffer insertion and area recovery. Optimization
performs iterations of setup fixing, incremental timing and congestion driven placement. PPO
before CTS performs netlist optimization with ideal clocks. It can fix setup, hold and max
trans/cap violations. It can do placement optimization based on global routing. PPO after
CTS optimizes timing with propagated clock. It tries to preserve clock skew.
CTS is the process of insertion of buffers or inverters along the clock paths of VLSI design
in order to achieve zero/minimum skew or balanced skew. The goal of CTS is to minimize
skew and insertion delay. Apart from these, useful skew is also added in the design by means of
buffers and inverters. Clock is propagated after placement because the exact physical location
of cells and modules are needed for the clocks propagation which in turn impacts in dealing
with accurate delay and operating frequency, and clock is propagated before routing because
when compared to logical routes, clock routs are given more priority. This is because, clock is
the only signal switches frequently which in acts as source for dynamic power dissipation.
The next step is signal routing. There are two types of routing in the physical design process,
respectively global routing and detailed routing. Global routing allocates routing resources that
are used for connections. Detailed routing assigns routes to specific metal layers and routing
tracks within the global routing resources.
Finally, timing closure checks the correctness of the generated layout design. This includes
verifying that the layout complies with all technology requirements: (i) design rule checking
(DRC), (ii) antenna rule checking (ARC) and (iii) electrical rule checking (ERC).
41.2 Placement
Placement is an essential stage in physical design. It assigns exact locations for various
circuit components within the chips core area. An inferior placement solution will not only af-
fect the chip’s performance but might also make it nonmanufacturable by producing excessive
wirelength, which is beyond available routing resources. Consequently, a placer must perform
the placement while optimizing a number of objectives to ensure that a circuit meets its per-
formance requirements. Typical placement objectives include wirelength, timing, congestion
and power. Minimizing the total wirelength is the primary objective of most existing placers,
since wirelength minimization not only helps minimize chip size, and hence cost, but also min-
imizes power and delay, which are proportional to the wirelength. The clock cycle of a chip is
determined by the delay of its longest path, usually referred to as the critical path. Given a
performance specification, a placer must ensure that no path exists with delay exceeding the
maximum specified delay. While it is necessary to minimize the total wirelength to meet the
total routing resources, it is also necessary to meet the routing resources within various local
regions of the chips core area. A congested region might lead to excessive routing detours, or
make it impossible to complete all routes. Power minimization typically involves distributing
the locations of cell components so as to reduce the overall power consumption, alleviate hot
spots, and smooth temperature gradients.
Since the placement problem is very complex, to overcome the complexity issue, it is fur-
ther divided into three steps: global placement, legalization and detailed placement. Global
placement aims at generating a roughly legalized placement solution that may violate some
placement constraints while maintaining a global view of the whole netlist. For example, over-
laps among cells are allowable during global placement. Compared with the other two steps,
global placement plays a key role. It has the most important impact on solution quality, and
has been the focus of most prior research works. Legalization makes the rough solution from
global placement legal by moving modules around locally. Detailed placement further improves
the legalized placement solution in an iterative manner by rearranging a small group of modules
in a local region while keeping all other modules fixed.
51.2.1 Progress and challenge of placement
Markov et al. [1] gave a good introduction on the evolution of placement techniques. Back
to the 1970s, the first netlist partitioning method [2] was developed in the industry, and sub-
sequently motivated improvements in graph partitioning heuristics. Analytical placers [3, 4, 5]
started appearing in the early 1980s, but were eclipsed by combinatorial techniques when sim-
ulated annealing [6] was invented. Annealing-based placers [7, 8, 9] dominated industry use
and academic results for a decade, but by the mid 1990s, annealing was no longer scalable for
larger designs. Despite the steady improvement rate of analytical placement, partitioning-based
methods [10, 11, 12, 13, 14, 15, 16] were improved enough to provide leading-edge performance:
(i) (multilevel) Fiduccia-Mattheyses (FM) heuristics [17, 18, 19, 20, 21] produced much better
results much faster than previous methods, (ii) the use of end-case techniques (optimal par-
titioning and end-case placement) during top-down layout optimization provided high-quality
detailed placement, and (iii) the use of flat and multilevel FM heuristics was carefully optimized,
including cut line selection and hierarchical whitespace allocation. By 2005, several analytical
techniques have matured to the point where they reliably outperformed min-cut placement on
contemporary large global placement instances.
Markov et al. [1] also made a conclusion on the topics of placement, including (i) wirelength-
driven placement [7, 10, 11, 8, 9, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34], (ii) mixed-sized
placement [22, 23, 24, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37] (i.e., simultaneous placement
of both cells and macros), (iii) routability-driven placement [38, 39, 40, 41, 42, 43, 44, 45, 46,
47, 48, 49, 50, 51, 52, 53], (iv) timing-driven [54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 54, 64] and
power-driven placement [65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75], (v) the integration of global
placement into physical synthesis [76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87], (vi) legalization
[88, 89, 90, 91, 92, 93] and detailed placement [94, 95, 96, 97, 98, 99, 100, 101, 102, 103] as well
as (vii) 3D placement [104, 105, 106, 107, 108, 109].
Although placement has been extensively studied for several decades, it is still a very
challenging problem. Firstly, the scale of placement is increasing continuously to tens of millions
cells nowadays. Secondly, placement is used in early design stages (e.g., physical synthesis)
6to guide the design process, and it is typically run many times to explore the design space.
Last but not least, multiple objectives, such as wirelength, timing and routability, should
be optimized simultaneously, and the typical approach is to transform the problem into a
sequence of wirelength-driven placement problems. Therefore, Alpert et al. [110] indicates
that placement is still a hot topic.
1.2.2 State-of-the-art placement techniques
Problem scale has significant impact on the evolution of global placement core engine. In
the early age, simulated annealing based placers (e.g., Timberwolf [7]) perform very well for
small design. Then industry switches to min-cut based placement techniques (e.g., Capo [10]
and Dragon [8]) for medium design. When design scale arrives at hundreds of thousands cells or
even several millions, analytical placers [29, 11, 24, 31, 34, 22, 27, 33, 30, 32, 26] are considered
state-of-the-art.
The traditional wirelength-driven global placement can be formulated as follows. A circuit
can be represented by a hypergraph G = (V,E), where V =
{
v1, v2, . . . , v|V |
}
is the set of
cells and E =
{
e1, e2, . . . , e|E|
}
is the set of nets. Global placement tries to determine physical
positions of cells without violating placement density constraints. We denote the x-coordinates
of cells by a vector x =
(
x1, x2, · · · , x|V |
)
, and the y-coordinates by y =
(
y1, y2, · · · , y|V |
)
, the
objective is to minimize the HPWL which is measured by Formula 1.1 under density constraints.
HPWL(x,y) = Σe∈E [max
i∈e
xi −min
i∈e
xi + max
i∈e
yi −min
i∈e
yi] (1.1)
To model density constraints, the most popular method is to split placement region into a
set of uniform bins B by a m× n grid. If the placement target density λ is given, then density
constraints can be formulated in Formula 1.2, where overlap(vi, bj) is the overlap area between
cell vi and bin bj .
∑
vi∈V
overlap(vi, bj) ≤ area(bj) ∗ λ,∀bj ∈ B (1.2)
There are two branches for analytical placers, respectively quadratic placer and nonlinear
placer. In quadratic placer, HPWL is approximated by a quadratic function, which is also called
7quadratic wirlength. While in nonlinear placer, HPWL is usually approximated by a smooth
differential function except [32]. Chu gave a good introduction on both quadratic placer and
nonlinear placer in [111].
1.2.2.1 Quadratic placer
Assuming that all the nets only connect two different cells in the circuit. For any net, as
shown in Formula 2.1, the HPWL is given by Manhattan distance between the two connected
cells. In quadratic placer, the Manhattan distance is approximated by squared Euclidean
distance of the two connected cells, so the cost function φ of global placement can be defined
in Formula 1.3.
φ =
1
2
xTQxx + c
T
xx +
1
2
yTQyy + c
T
yy + const (1.3)
where the connection matrices Qx and Qy are both sparse symmetric positive definite. Mini-
mizing φ is equal to solving the linear system 1.4.
Qxx + cx +Qyy + cy = 0 (1.4)
In real circuit, many nets have more than 2 pins. Therefore, to get Formula 1.3, multiple-
pin nets are decomposed into 2-pin nets by net model. There are several net models. In clique
model, for a k-pin net with net weight c, the weight of each 2-pin net in the clique is usually
set to either ck−1 [112] for
2c
k [113, 11]. In star model [112, 114], one extra cell called the star
cell is introduced for each net. The star cell is placed together with other movable cells during
placement. Viswanathan [115] et al. proved that the clique model and the star model are
equivalent in quadratic placement if the net weights are set properly. The most widely used
net model is called Bound2Bound (B2B) [31] net model, which can accurately model HPWL
in a quadratic placement framework. The B2B net model is based on the idea of removing all
inner two-pin connections and utilizing only connections to the boundary pins. With this, the
boundary pins span the net, and the property of the HPWL being the distance between the
boundary pins is emulated.
Just minimizing quadratic wirelength would lead to lots of overlap among cells, to reduce
cell overlap, spreading method is applied. There are many ways to generate spreading force.
8Kraftwerk2 [31] and DPlace [25] are based on density gradient; Kraftwerk2 utilizes a Poisson
potential by a generic supply and demand system, while DPlace models the diffusion process by
solving a differential equation relating to cell density. mFAR [116] achieves the spreading forces
by moving cells from those bins with overflow to those without. FastPlace [115] and RQL [23]
move the cells from high density bins to the low density adjacent bins by cell shifting. SimPL-
like placers, such as [27, 28, 117, 33, 42], use roughly legalized placement to guide spreading
while keeping cells’ relative positions.
1.2.2.2 Nonlinear placer
Another category of analytical approach is to formulate the placement problem as a single
nonlinear program. Generally speaking, in nonlinear placer, both HPWL and density con-
straints are approximated by a smooth differential function. To approximate the wirelength,
APlace [29], mPL [24], and NTUPlace [26], ePlace [34] all use the log-sum-exponential wire-
length function described in a patent by Naylor et al. [118]. To smooth the density function,
APlace and NTUPlace use a bell-shaped function proposed also by Naylor et al. [118], mPL
uses inverse Laplace transformation, ePlace uses a new model derived from electric field. Re-
cently, Zhu et al. proposed a non-smooth optimization method [32], which exactly models
HPWL and density constraints rather than approximating them.
In nonlinear placer, density constraints are modeled as a penalty function, and then added
into cost function. Since the models of HPWL and density constraints are nonlinear, the
resulting nonlinear program can be solved by any nonlinear programming algorithms. In APlace
and NTUPlace, the nonlinear program is converted by the quadratic penalty method into
a sequence of unconstrained minimization problems, which are solved by conjugate gradient
method [119]. In mPL, the nonlinear program is solved by the Uzawa algorithm [120]. in [32],
the non-smooth optimization is solved by sub-gradient method [121].
In quadratic placer, quadratic wirelength is minimized by solving a sparse positive definite
symmetric linear system, which is very fast and runtime complexity is almost linear. However,
in nonlinear placer, the cost of solving nonlinear optimization is much higher. Therefore, to
handle large-sized problems, a multilevel scheme is commonly used in nonlinear placers, such as
9NTUPlace3 and mPL. First, a hierarchy of coarser netlists is constructed by clustering heavily
connected modules together. Second, an initial placement of the coarsest netlist is generated.
Finally, the netlist is successively unclustered, and the placement at each level is refined. The
multilevel scheme can improve both the runtime and the solution quality of analytical placement
algorithms. There are several popular clustering algorithms, such as First Choice clustering
technique [18], Best Choice clustering technique [122] and Safe Choice clustering technique
[123].
1.3 Research Contributions
This dissertation includes the following contributions:
• A high performance placement core engine, POLAR [33]. It adopts the popular framework
of rough legalization [27]. An elegant and effective algorithm for look-ahead legalization
is proposed. The experimental results over ISPD 2005 benchmark suite [124] and ISPD
2006 benchmark suite [125] verify that POLAR is very comparable to state-of-the-art
academic placers in both runtime and placement quality.
• An efficient routability-driven placer, POLAR 2.0 [45]. It targets on mitigating rout-
ing congestion by the following two basic approaches: (1) minimizing routing demand
by maintaining a good wirelength-driven placement; (2) spreading the routing demand
properly by a novel routability-driven rough legalization and a history based cell infla-
tion. Experimental results over ICCAD12 benchmark suite [51] show that POLAR 2.0
outperforms all published academic routability-driven placers.
• An ultrafast global placer, POLAR 3.0. It is based on POLAR and explore parallelism.
To achieve high scalability that previous works have not reached to, the global placement
iterations are divided into a series of frame, in which partitioning is applied base on cells’
locations and then placement of each partition is performed simultaneously. Experimental
results show that POLAR 3.0 can make full use of multi-core system and it delivers up to
7-30× speedup over state-of-the-art academic placers, with competitive solution quality.
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• Some efficient TPL-aware detailed placement algorithms: (i) a TPL-aware detailed place-
ment algorithm which can leverage any existing detailed placer as black-box; (ii) a TPL-
aware detailed placement refinement algorithm [126], which optimizes placement pertur-
bations and TPL objectives (such as lithography conflicts and stitch count) simultane-
ously.
1.4 Dissertation Organization
The rest of this dissertation is organized as follows. Chapter 2 introduces our placement core
engine POLAR. Chapter 3 talks about our routability-driven placer POLAR 2.0. Chapter 4
introduces POLAR 3.0. Chapter 5 and Chapter 6 are related to TPL-aware detailed placement
algorithms. Finally, conclusions are made in Chapter 7.
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CHAPTER 2. POLAR: A HIGH PERFORMANCE
WIRELENGTH-DRIVEN PLACER
Wirelength is one of the most important metrics in placement problem. Minimizing wire-
length is not only a beneficial, but also fundamental step to optimize other metrics, such as
timing, power and routability. In this chapter, we propose a high performance mixed-size
wirelengh-driven placer called POLAR. POLAR is based on the recent popular look-ahead le-
galization idea. The goals of our look-ahead legalization are: (i) to achieve a roughly legalized
placement; (ii) to maintain cells’ relative positions of quadratic placement while minimizing
cell movements. To achieve these goals, in POLAR, look-ahead legalization is realized in a
simple and elegant manner. Firstly, all placement density hotspots (where placement overflow
occurs) are detected. Secondly, for each hotspot, an appropriate window is searched to cover it
by enumerating many feasible candidates. Finally, cell-to-bin assignment is performed within
each window by a fast recursive bisection method. The experimental results verify the efficiency
of POLAR over the ISPD 2005 benchmarks [124] and ISPD 2006 benchmarks [125].
2.1 Introduction
Placement is one of the most fundamental problems in electronic design automation (EDA).
Although it has been extensively studied and its solution quality has been improved significantly
during the last decade, a high performance placer is still in urgent need to catch up with
the continual increase of design scale. Besides, considering varieties of new constraints and
objectives introduced due to technology scaling, Alpert et al. [110] indicates that placement is
still a hot topic.
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There are many metrics in placement optimization. Wirelength is one of the most important
metrics, since minimizing wirelength is not only a beneficial but also fundamental step to
optimize other metrics, such as timing, power and routability. Therefore, [1] points out that
designing more efficient wirelength-driven placer is the key step to conquer new emerging
challenges in placement problem.
To solve placement problem, analytical approach defines a suitable analytical cost function
and minimizes the cost function through numerical optimization methods. It is considered the
most promising technique. Depending on the cost function, analytical placers can be subdivided
into the following two categories: nonlinear placer and quadratic placer.
Nonlinear placer approximates half perimeter wirelength (HPWL) by a nonlinear cost func-
tion, e.g., log-sum-exp function. And the placement density constraints are smoothed by differ-
entiable nonlinear function, e.g., bell-shaped function and inverse Laplace transformation [24].
Because solving nonlinear programming is time consuming, nonlinear placers usually apply a
multilevel approach [127, 123] to reduce runtime. Examples of nonlinear placers are APlace
[29], mPL [24] and NTUPlace [26].
Different from nonlinear placer, quadratic placer approximates HPWL by a convex quadratic
function, which is also called quadratic wirelength. Quadratic wirelength can be efficiently min-
imized by solving linear equations. However, minimizing just quadratic wirelength would lead
to considerable cell overlapping. Therefore, many techniques have been proposed to spread out
cells while maintaining quadratic nature of optimization.
Among cell spreading techniques for quadratic placer, iterative force-directed approach is
the most promising one due to its low runtime and good placement quality. It interprets
placement problem as a classical mechanics problem of finding equilibrium configuration for a
spring system. In each placement iteration, the equilibrium state of the corresponding spring
system is achieved by minimizing the quadratic wirelength. Then a cell spreading technique
is applied to generate anchors for movable cells. Based on these anchors, additional spreading
forces are added into spring system. This process gradually spreads out cells until the cell
distribution is almost even and the wirelength is not improved any more. Examples of quadratic
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placers which apply force-directed approach are Kraftwerk2 [31], DPlace [25], mFAR [116],
FastPlace [22], RQL [23], SimPL [27], ComPLx [28] and MAPLE [117].
The main difference among different force-directed quadratic placers is how they spread out
movable cells to generate their anchors. Kraftwerk2 [31] and DPlace [25] are based on density
gradient. Kraftwerk2 utilizes a Poisson potential by a generic supply and demand system, while
DPlace models the diffusion process by solving a differential equation relating to cell density.
mFAR [116] achieves the spreading forces by moving cells from those bins with overflow to those
without. FastPlace [22] and RQL [23] move the cells from high density bins to the low density
adjacent bins by cell shifting. Recently, SimPL [27] proposed a new cell spreading technique
called look-ahead legalization. The key idea of look-ahead legalization is that almost legal
placement is used to guide the anchor generation. Many placers [27, 28, 44, 42, 117] adopt
this idea and produce high quality placements. In SimPL [27], the look-ahead legalization
is implemented by top-down geometric partitioning and non-linear scaling. In ComPLx [28],
the entire placement process is modelled by subgradient primal-dual Lagrange optimization,
whereas look-ahead legalization is modelled by a feasibility projection. In MAPLE [117], the
look-ahead legalization of SimPL is combined with multilevel clustering [127] and improvement
of iterative local refinement [22]. Besides, both SimPLR [44] and Ripple [42] extend SimPL to
handle routing congestion.
In this chapter, we propose a new force-directed quadratic placer called POLAR. POLAR
also adopts the look-ahead legalization idea and the look-ahead legalization is realized in a
simple and elegant manner. We notice that while the placement solution by quadratic based
wirelength minimization may have considerable overlaps, the relative positions of cells can
be trusted in producing a legal placement with good wirelength. Hence, during look-ahead
legalization, our goal is to maintain relative positions of cells as best as we can while minimizing
cell movements. To achieve this goal, firstly, all placement density hotspots are detected.
Secondly, for each hotspot, an appropriate window (which is also called expansion region) is
searched to cover it by enumerating many feasible candidates. Finally, cell-to-bin assignment
is performed within each window by a fast recursive bisection method and then cells within
each bin are spread out.
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Comparing with other SimPL-like placers (which adopt look-ahead legalization such as
[27, 28, 117], there are two main differences in POLAR’s look-ahead legalization approach.
The first one is how to find window for placement density hotspot. POLAR enumerates many
feasible windows in order to maintain quadratic placement maximally. The second one is how to
perform cell spreading in each window. POLAR formulates this step into cell-to-bin assignment
so that it can have better control on the placement density of each bin. The experimental results
over ISPD 2005 and ISPD 2006 benchmarks show that POLAR outperforms other SimPL-like
wirelength-driven placers. Besides, POLAR’s look-ahead legalization approach can be easily
extended to consider routing congestion in [45], which outperforms all the other academic
routability-driven placers both on runtime and quality over ICCAD 2012 routability-driven
placement contest benchmarks [51] so far.
The rest of this chapter is organized as follows. Section 2.2 presents the preliminary. Section
2.3 elaborates the POLAR’s algorithm. Section 2.4 presents some implementation details.
Section 2.5 shows the experimental results. Finally, the conclusions are made in Section 2.6.
2.2 Preliminary
A circuit can be represented by a hypergraph G = (V,E), where V =
{
v1, v2, . . . , v|V |
}
is the set of cells and E =
{
e1, e2, . . . , e|E|
}
is the set of nets. Global placement tries to
determine physical positions of cells without violating placement density constraints. We denote
the x-coordinates of cells by a vector x =
(
x1, x2, · · · , x|V |
)
, and the y-coordinates by y =(
y1, y2, · · · , y|V |
)
, the objective is to minimize the HPWL, which is measured by Formula 2.1.
HPWL(x,y) = Σe∈E [max
i∈e
xi −min
i∈e
xi + max
i∈e
yi −min
i∈e
yi] (2.1)
2.2.1 Quadratic optimization
Assuming that all the nets only connect two different cells in the circuit. For any net, as
shown in Formula 2.1, the HPWL is given by Manhattan distance between the two connected
cells. In quadratic placer, the Manhattan distance is approximated by squared Euclidean
distance of the two connected cells, so the cost function φ of global placement can be defined
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in Formula 2.2.
φ =
1
2
xTQxx + c
T
xx +
1
2
yTQyy + c
T
yy + const (2.2)
where the connection matrices Qx and Qy are both sparse symmetric positive definite. Mini-
mizing φ is equal to solving the linear system 2.3.
Qxx + cx +Qyy + cy = 0 (2.3)
In POLAR, preconditioned conjugate gradient (PCG) method with incomplete Cholesky de-
composition [128] is used to solve linear system 2.3.
2.2.2 Bound-to-bound net model
In real circuit, lots of nets have more than two pins. To get the quadratic cost function in
Formula 2.2, every multi-pin net should be decomposed into a set of 2-pin nets by a net model,
e.g., clique model [11], hybrid model [22] or Bound-to-bound (B2B) model [31]. The net model
determines the connection matrices Qx and Qy, which have big impact on the runtime and
placement quality of quadratic placer. Therefore, it is important to choose suitable net model.
In POLAR, we use B2B net model, which has been shown to both accurate and efficient in
practice.
X
L1 L2
L3
L4 L5
x1
x2
x3
x4
Figure 2.1 B2B net model.
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The B2B net model is based on the idea of removing all inner two-pin connections and
utilizing only connections to the boundary pins. With this, the boundary pins span the net,
and the property of the HPWL being the distance between the boundary pins is emulated. In
x-direction, the two-pin connection weight wxp,q of B2B net model is determined in Formula
2.4. In y-direction, the weight is calculated in the similar way with x-direction. B2B net model
should be updated once cells’ positions are changed in each global placement iteration. Fig.
2.1 gives an example of B2B net model, there are four pins in the given net. The left most
pin is x1 and the right most pin is x4. So the quadratic wirelength of this net in x-direction
is wx1,3(x1 − x3)2 + wx3,4(x3 − x4)2 + wx1,4(x1 − x4)2 + wx1,2(x2 − x1)2 + wx2,4(x2 − x4)2, where
wx1,3 =
1
2L1
, wx3,4 =
1
2L2
, wx1,4 =
1
2L3
, wx1,2 =
1
2L4
and wx2,4 =
1
2L5
.
wxp,q =
 0 if pin p and q are inner pins2
P−1
1
|xp−xq | otherwise
(2.4)
where P is the number of pins in the net.
It is proved that Formula 2.2 based on B2B net model is completely equal to Formula 2.1
if the positions of cells are finally converged using B2B net model in [31].
2.2.3 Spreading force realization
To reduce cell overlapping, spreading forces are added to guide cells toward their anchors
(some papers also call them target positions). [116] proposed a simple way (which is called
fixed-point technique) to add spreading force by pseudo net connecting cell’s original position to
its anchor. Fig. 2.2 gives an example, where the objective function is formulated as a quadratic
penalty function: ρ
[
(x1 − xanch1 )2 + (x2 − xanch2 )2 + (x3 − xanch3 )2 + (x4 − xanch4 )2
]
, where ρ is
the weight of pseudo net. In POLAR, the weight of all pseudo nets are the same. This penalty
function is added to Formula 2.2. Then the connection matrices Qx and Qy are updated and
linear system 2.3 is solved again. In POLAR, we also use the fixed-point technique.
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anchor
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x1
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x4
Figure 2.2 An example of the fixed-point technique.
2.3 POLAR’s Algorithm
2.3.1 Algorithm outline
As shown in Fig. 2.3, POLAR is composed of three stages: initial placement, density-driven
placement and post-global placement.
In the initial placement stage, a good wirelength-driven seed placement without considering
cell overlapping is generated. Firstly, the hybrid net model [103] is responsible to the initial
connection matrices, and linear system 2.3 is solved by PCG to get the initial placement. Next,
the B2B net model updates the connection matrices to further optimize the wirelength iteration
by iteration. Usually, three iterations are enough.
In the density-driven placement stage, POLAR adopts the iterative look-ahead legalization
framework [27]. In each iteration, the look-ahead legalization is used to generate upper bound
wirelength, and the quadratic wirelength achieved by solving linear system (2.3) is considered
as lower bound wirelength1. To realize look-ahead legalization, firstly, all placement density
1This is not a real lower bound on the wirelength of the placement problem because spreading forces that are
generated by heuristics are added to the linear system.
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hotspots are detected. Secondly, for each hotspot, a minimal window is searched to cover it by
enumerating the feasible candidates. Finally, the movable cells are evenly assigned to each bin
within the window by a recursive bisection method and then the cells within each bin are spread
out. After look-ahead legalization is finished, the cells’ new positions are used as anchors to
generate spreading forces and the connection matrices Qx and Qy are also updated based on
anchors’ positions by B2B net model [31]. The density-driven placement runs iteratively until
it satisfies the convergence condition, which is defined as that the gap between lower bound
wirelength and upper bound wirelength is less than 8%.
Finally, in the post-global placement stage, look-ahead legalization is applied once more.
And then legalization and detailed placement are performed by FastDP [103] (using the same
setting as [103]’s) to get a legal placement.
Hybrid  model + PCG
B2B + PCG
# of B2B 
iterations<3
Hotspot detection
Expansion region 
enumeration
Recursive cell 
bisection
Converged? 
Yes
No
Legalization
Circuit info
Initial placement Density-driven placement
No
Yes
Pseudo nets +
B2B + PCG 
Look-ahead legalization
Look-ahead legalization
Post-global placement
Detailed placement
Legal 
placement
Spread cells within 
bins
Figure 2.3 The overview of POLAR.
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2.3.2 Placement density estimation
One of the goals of look-ahead legalization is to achieve a roughly legalized placement. To
evaluate whether a placement is roughly legalized, a method to estimate placement density is
necessary.
A popular and widely used approach is to split the placement region into a set of p × q
uniform bins denoted by B = {b1,1, b1,2, . . . , b1,q, b2,1, b2,2, . . . , bp,q}. To simplify placement
density estimation, we define the following concepts.
Definition 1. For any movable cell vi, if its geometric center is located in bin bx,y, we say that
vi is belonged to bx,y. And the placement density of bin, di,j, is defined as Formula 2.5, where
oi,j and ai,j are the total area of movable cells belonged to bi,j and the available area of bi,j
respectively. For mixed-size placement problem, ai,j can be calculated oﬄine, while oi,j should
be calculated online.
di,j =
oi,j
ai,j
(2.5)
Definition 2. A bin bi,j is considered density overflow if the following condition 2.6 is satis-
fied.
di,j > λ× θ (2.6)
where λ is set to 1.05 in POLAR and θ is the density target of the circuit. Otherwise, we call
bin bi,j underflow.
The size of bin is determined as follows. Suppose the average area of standard cell is area
and the expected number of standard cells in a bin is n, then the bin is a square whose width
(height) is calculated by Formula 2.7. In POLAR, the default value of n is 30, and the bin size
is fixed during the global placement.
Gridh = Gridw =
√
n× area
θ
(2.7)
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(a) Placement density hotspots. (b) Window cover hotspots.
Figure 2.4 Placement density hotspots and windows.
2.3.3 Hotspot detection
The first step of look-ahead legalization is to recognize placement density hotspots. Similar
to SimPL [27], the placement density hotspot is defined as a cluster of overflow bins. Its formal
definition is given as follows.
Definition 3. The grid graph for the uniform bin grid is the graph in which (i) each bin
represents a vertex, and (ii) two vertices are joined by a graph edge if and only if the two bins
for those vertices are directly adjacent, either horizontally or vertically. That is, referring to a
bin by its (row,column) coordinates in the uniform bin grid, bins (i, j) and (k, l) are adjacent
if and only if |k − i|+ |l − j| = 1.
Definition 4. A placement density hotspot is a spatially contiguous collection of overflow
bins, i.e., a connected subgraph of overflow bins in the grid graph. A hotspot is also called a
“clump.” For any pair of bins in the clump, there is a path in the grid graph connecting them.
The edges of the path can only be vertical or horizontal, and this path cannot go through the
bins outside of the clump.
Fig. 2.4(a) gives an example of placement density hotspots. The shadowed bins are overflow,
so there are three placement density hotspots according to our definitions.
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(a) Ill-shaped hotspot and corresponding window. (b) Ill-shaped hotspot decomposition and windows.
Figure 2.5 Ill-shaped hotspot and its decomposition.
The algorithm of hotspot detection is presented in Algorithm 1. Breadth first search (BFS)
is used to traverse all overflow bins. Once the number of overflow bins in currently constructing
density hotspot exceeds 3, a new overflow bin is set as a new start for BFS, the reason is
explained in Section 2.3.4. The time complexity of Algorithm 1 is O(pq), since each bin is
visited at most twice.
2.3.4 Window enumeration
To spread out the cells in placement density hotspot, we define window as follows.
Definition 5. The window of a hotspot is a set of bins which completely cover the hotspot
and has enough available space to accommodate the movable cells within it while satisfying the
density constraints.
As shown in Fig. 2.4(b), the three placement density hotspots in Fig. 2.4(a) are fully
covered by three windows, respectively. Therefore, if the cells are evenly distributed within all
those windows, a roughly legalized placement is expected.
As mentioned before, one goal of look-ahead legalization is to maintain the cells’ relative
positions of quadratic placement while minimizing the cell movements. Generally speaking, for
any placement density hotspot, smaller window means less cell movements so it is preferred.
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Algorithm 1 Placement density hotspot detection
Require: The density of bins are already calculated. The bin grid is p× q. The number of bins in each
hotspot is constricted to 3.
Ensure: The set of placement density hotspots, denoted by Ω.
1: for i = 1→ p do
2: for j = 1→ q do
3: visited[i][j]=0;
4: end for
5: end for
6: for i = 1→ p do
7: for j = 1→ q do
8: if visited[i][j]==1 ‖ di,j ≤ 1.05× θ then
9: continue;
10: end if
11: H = {bi,j}; count = 0; visited[i][j]=1;
12: Initialize an empty queue Q; push bin bi,j into Q;
13: while Q 6= ∅ do
14: pop a bin bx,y from Q;
15: for each bx,y’s adjacent bin bx1,y1 do
16: if visited[x1][y1]=0 && di,j > 1.05× θ then
17: if count > 3 then
18: Ω = Ω ∪ {H}; break;
19: end if
20: H = H ∪ {bx1,y1}; count = count+ 1;
21: visited[x1][y1]=1; push bx1,y1 into Q;
22: end if
23: end for
24: end while
25: end for
26: end for
To avoid unnecessarily big window for ill-shaped hotspot, we simply constrict the number of
overflow bins in each placement density hotspot, as shown in Algorithm 1. As shown in Fig.
2.5, if the number of overflow bins in each hotspot is constricted to 3, the ill-shaped hotspot is
decomposed into three smaller ones.
For any placement density hotspot, there are many candidates of window. According to the
definition of window, the number of candidates is O(p2q2). Enumerating all of the candidates
is time consuming. To trade off runtime and quality, we define τ -enumerated window and the
minimal τ -enumerated window is chosen to spread out placement density hotspot.
Definition 6. For any placement density hotspot, a τ-enumerated window is a rectangular
set of bins, whose geometric center is also the gravity center of corresponding placement density
hotspot. Besides, its aspect ratio is within the range
[
1
τ , τ
]
.
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Algorithm 2 Window enumeration for a placement density hotspot
Require: p× q bins of placement region, a hotspot H, target utilization θ.
Ensure: window (lx, ly, rx, ry) for hotspot H.
1: Calculate the gravity center (gx, gy) of H according to Formula 2.8 and 2.9;
2: Γ = ∅;
3: found = false;
4: τ = 2.5;
5: while notfound do
6: for radiusx = 1→ max {gx, p− gx} do
7: for radiusy = 1→ max {gy, q − gy} do
8: lx = max {0, gx − radiusx};
9: ly = max {0, gy − radiusy};
10: rx = min {p− 1, gx + radiusx};
11: ry = min {q − 1, gy + radiusy};
12: if window (lx, ly, rx, ry) does not cover H then
13: continue;
14: end if
15: Calculate the space utilization ratio γ =
∑
bi,j∈H oi,j∑
bi,j∈H ai,j
of window (lx, ly, rx, ry);
16: if γ < θ &&
ry−ly
rx−lx ∈
[
1
τ , τ
]
then
17: Push window (lx, ly, rx, ry) into Γ;
18: break;
19: end if
20: end for
21: end for
22: if Γ = ∅ then
23: τ+ = 0.5;
24: else
25: found = true;
26: end if
27: end while
28: return the (area) minimal window from Γ;
To calculate the geometric center of window and gravity center of placement density hotspot,
we use the bin coordinate system. A rectangular-shaped window can be represented by a
quadruple (lx, ly, ux, uy), where (lx, ly) is the coordinate of its lower-left bin, and (ux, uy) is the
coordinate of its upper-right bin. Its geometric center is defined as
(
floor(
lx+ly
2 ), f loor(
ux+uy
2 )
)
.
The gravity center (gx, gy) of placement density hotspot H is defined as Formula 2.8 and 2.9.
gx = floor(
∑
bi,j∈H oi,j ∗ i∑
bi,j∈H oi,j
) (2.8)
gy = floor(
∑
bi,j∈H oi,j ∗ j∑
bi,j∈H oi,j
) (2.9)
For instance, as shown in Fig. 2.6, the red rectangular-shaped window is represented by
quadruple (1, 2, 3, 4), and its geometric center is (2, 3). The corresponding placement density
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(b) Non τ -enumerated window.
Figure 2.6 Bin coordinate system and τ -enumerated window.
hotspot is composed of three overflow bins, the total area of movable cells belonged to those bins
are 10, 5 and 2 respectively, its gravity center is (2, 3) according to Formula 2.8-2.9. Therefore,
the red rectangular-shaped window in Fig. 2.6(a) is a τ -enumerated window, whose aspect
ratio τ is equal to 1, while the red rectangular-shaped window in Fig. 2.6(b) is not a valid
τ -enumerated window, since its geometry center is not the same as the gravity center of the
density hotspot. Note that, by only enumerating τ -enumerated windows, POLAR would miss
some candidates of windows. However, the CPU runtime consumption is reduced significantly.
A window whose aspect ratio is either excessively high or excessively low is not beneficial
to wirelength. Because the x-direction wirelength would be sacrificed if using excessively low
aspect ratio window, while the y-direction wirelength would be sacrificed if using excessively
high aspect ratio window. For example, as shown in Fig. 2.7, suppose that the total occupied
area of each overflow bin is 9 and the total occupied area of underflow bins are all 0. If the
available area of each bin is 3 and density target θ is 1, the window in Fig. 2.7(a) is expected
to produce better wirelength than the window in Fig. 2.7(b). (The y-direction wirelength of
Fig. 2.7(b) may be a little better than that of Fig. 2.7(a), but the x-direction wirelength of
Fig. 2.7(b) may be much worse than that of Fig. 2.7(a).)
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The window enumeration method is presented in Algorithm 2. The initial value of τ is set
to 2.5. All the τ -enumerated windows are checked to find the minimal one. If no τ -enumerated
window has enough available area to accommodate the cells within it while satisfying the
density constraint, the value of τ is gradually increased by 0.5.
Algorithm 2 guarantees to return a window for the given hotspot. Its time complexity
is O(τpq) as line 15 (calculating the space utilization ratio of window) can be computed in
constant time by a look-up table method, which we will show next.
In a p× q grid, for any rectangular-shaped window denoted by (0, 0, x, y) whose lower-left
bin is (0, 0) and upper-right bin is (x, y), its available area is denoted by zx,y. Then the available
area of window (lx, ly, ux, uy) which is denoted by a (lx, ly, ux, uy), can be calculated according
to Formula 2.10.
a (lx, ly, ux, uy) = zux,uy − zlx,uy − zux,ly + zlx,ly (2.10)
The same method can be applied to calculate the occupied area of windows. Therefore, if
we maintain two 2-D arrays to store available area and occupied area, the space utilization γ of
window can be computed in constant time. Besides, this kind of 2-D array can be constructed
and updated by dynamic programming based on the following recursive relation 2.11.
zx,y = zx−1,y + zx,y−1 − zx−1,y−1 + ax,y (2.11)
Only the look-up table of occupied area should be updated once the placement is changed.
Once the cell distribution of a window denoted by (lx, ly, ux, uy) is changed and the cell dis-
tribution outside of this window is untouched, the occupied area of three regions should be
updated. They are respectively (1) x ∈ [lx, ux] , y ∈ [ly, uy], (2) x ∈ [ux + 1, p), y ∈ [ly, uy] and
(3) x ∈ [lx, ux] , y ∈ [ly + 1, q). Note that the boundary conditions (e.g. lx = 0 or ly = 0)
and update order should be taken care of. The update of look-up table for occupied area is
presented in Algorithm 3. Algorithm 3 should be invoked each time when a window is roughly
legalized.
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Algorithm 3 Update of look-up table for occupied area
Require: Cell distribution of a window denoted by (lx, ly, ux, uy) is changed. The occupied area in
bin bi,j is denoted by oi,j . The grid size is p × q. The occupied area in window (0, 0, x, y) whose
lower-left bin is (0, 0) and upper-right bin is (x, y) is denoted by Ox,y.
Ensure: Look-up table is update.
1: if lx == 0||ly == 0 then
2: O0,0 = o0,0;
3: for i = 1; i < p; + + i do
4: Oi,0 = Oi−1,0 + oi,0;
5: end for
6: for j = 1; j < q; + + j do
7: O0,j = O0,j−1 + o0,j ;
8: end for
9: end if
10: for i = max {lx, 1} ; i <= ux; + + i do
11: for j = max {ly, 1} ; j <= uy; + + j do
12: Oi,j = Oi−1,j +Oi,j−1 −Oi−1,j−1 + oi,j ;
13: end for
14: end for
15: for i = max {lx, 1} ; i <= ux; + + i do
16: for j = uy + 1; j < q; + + j do
17: Oi,j = Oi−1,j +Oi,j−1 −Oi−1.j−1 + oi,j
18: end for
19: end for
20: for i = max {ux, 1}+ 1; i < p; + + i do
21: for j = max {ly, 1} ; j <= uy; + + j do
22: Oi,j = Oi−1,j +Oi,j−1 −Oi−1,j−1 + oi,j ;
23: end for
24: end for
2.3.5 Recursive bisection based cell spreading
Once the window for placement density hotspot is determined, the cells (within window)
are evenly assigned to each bin (within window) in order to get a roughly legalized placement.
During this cell-to-bin assignment, it is almost impossible to maintain the x- and y-directed
relative cell positions simultaneously, due to the irregular distribution of placement density.
To balance the loss of x and y-directed relative positions, the horizontal and vertical cut are
applied alternatively similar to the slicing tree of [129]. When vertical cut is applied, the cells
are sorted by their x positions, and the cells on left part are assigned to left child, the other
cells are assigned to right child. While the horizontal cut is applied, the cells are sorted by
their y positions, and cells on the bottom and top part are respectively assigned to left and
right child. We define partitioning tree as follows.
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Figure 2.7 Aspect ratio of τ -enumerated window.
Definition 7. For each window, its partitioning tree is a binary tree. Its node can be represented
by four fields: a split line, a left child, a right child and an associated rectangle. Partition tree
of a window satisfies the following conditions:
• The whole window is the associated rectangle of root.
• For each inner node, the split line should be one of the horizontal/vertical lines that divide
the placement region into uniform bins.
• For each inner node, its associated rectangle is split into two parts by its split line. If its
split line is horizontal, the above/below part is associated to its left/right child. Similarly,
if its split line is vertical, the left/right part is associated to its left/right child.
• For each leaf node, its split line is invalid and its associated rectangle is one-to-one mapped
to a bin.
For each inner node, we try to balance the sizes of associated rectangles of its two children by
choosing the split line which is closest to the middle horizontal or vertical line of its associated
rectangle. A simple implementation of this cell-bin assignment is presented in Algorithm 4. At
the beginning, only the root of partitioning tree is in the queue Q. In each iteration, a tree
node is popped from Q and partitioned into two by a horizontal or vertical cut. During the
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partitioning, the space utilization ratios of its two children’s corresponding rectangles are closed
to each other by properly allocating movable cells. The Algorithm 4 stops until the queue Q
is empty, which means that the partitioning tree is constructed completely. For example, Fig.
2.8 is the partitioning tree for an 3 × 3 grid window.
Comparing with [129], there are several differences in our recursive bisection approach.
Firstly, cut line should be strictly one of the split lines that divide placement region into
uniform bins. Secondly, the leaf node should be strictly one-to-one mapped to a bin in order
to control the placement density of each bin, which means that partitioning tree may not be
a complete binary tree. Thirdly, the slice tree proposed by [129] is used to adjust cut line to
handle with routing congestion, while our partitioning tree is served to achieve roughly legal
placement where placement density of each bin is closed to design target.
Algorithm 4 Cell-to-bin assignment within window
Require: The set of cells S and window F (lx, ly, rx, ry).
Ensure: Each cell is assigned to exactly one bin.
1: respectively get the x and y-directed cell ordering;
2: determine the initial cut type T , it is vertical when rx − lx > ry − ly, otherwise horizontal;
3: create a root node R, push the quadruple (R, F , T , S) into a queue Q;
4: while Q is not empty do
5: pop (R, F , T , S) from Q;
6: partition the window and cell set, the results are (F1, S1) and (F2, S2), where F = F1∪F2 and
S = S1 ∪ S2;
7: create two children C1, C2 for inner node R;
8: change cut type T ;
9: if F1 is not a bin and not empty then push (C1, F1, T , S1) into Q
10: end if
11: if F2 is not a bin and not empty then push (C2, F2, T , S2) into Q
12: end if
13: end while
2.3.5.1 Speedup technique
The runtime of Algorithm 4 is dominated by line 6 (partition inner tree node). For each
inner tree node, sorting should be performed to partition cells. Therefore, the time complexity
of Algorithm 4 is O(nlog2n), where n is the number of cells within window. Next, we will show
a clever implementation of Algorithm 4. We can reduce the time complexity to O((p + q)k +
nlog(pq)) for a p× q grid window, where k is a small constant.
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There are two techniques to speedup Algorithm 4. Firstly, cells are not really moved during
the construction of partitioning tree. For each cell, a path from the root to the leaf (the bin
to which it is finally assigned) is maintained. So once the partitioning tree is constructed, each
cell could be assigned to a bin by going through its path. For the convenience of computation,
a bit sequence is maintained to denote this path. Secondly, the construction of partitioning
tree is strictly level-by-level. To generate a new level of partitioning tree, the whole sorted cell
list of window is just scanned once. Therefore, the total number of sorting is reduced to 2 [27].
Besides, we can take advantage of that the ranges of x and y coordinates of cells are known
when the window is given. If we split every bin into k horizontal or vertical stripes like [27],
the x and y-directed sorting can be done by bucket sort only losing little accuracy. And our
experimental results show that the placement quality is not suffered if k is set to a reasonable
value, which is 100 in POLAR.
1 4 7
0 3 6
0
2 5 8
1 2 3 6
4 5 7 8
Figure 2.8 An example of partitioning tree for 3 × 3 window, the vertical cut line is first
applied.
The detail of our speedup technique is presented in Algorithm 5. The inner nodes that
have been partitioned are called dead nodes, otherwise live nodes. For each window, at the
beginning, there is only one live node. The partitioning tree is constructed level by level, and
a queue Q is used to maintain current live nodes. In each level, the same type of cut line is
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applied to all the live nodes in lines 8-19. For any sub window F (lx, ly, ux, uy), it is divided
into two subregions L (left subregion by vertical cut lx+ux2 , or bottom sub-region by horizontal
cut
ly+uy
2 ) and R (right subregion by vertical cut
lx+ux
2 , or top subregion by vertical cut
ly+uy
2 ).
The partitioning pivot is computed based on Formula 2.12.
AL
(AL +AR)
×AM (2.12)
where AL and AR are the available area of L and R respectively, AM is the total area of movable
cells within F . There is a special case during the partitioning. If the sub window is a 1 × 2
(2× 1) grid, the vertical (horizontal) cut line can not be applied apparently, since each leaf of
partitioning tree is one-to-one mapped to a bin. Therefore, partitioning of this sub windows is
delayed to the next level where the cut type is changed, we call this situation level delay.
An example is illustrated in Fig. 2.9. Assuming that the given window F1 is a 3 × 3 grid,
each bin has the same available space. The nine equal sized cells within F1 are {C1, C2, · · · , C9},
the area of each cell is 1. The cells are sorted in ascending order according to their x- and
y-coordinates respectively, the x-directed order is (C3, C4, C1, C2, C5, C6, C0, C7, C8), while the
y-directed order is (C7, C8, C2, C1, C3, C4, C5, C6, C0).
In the first level, the vertical cut line is applied, according to Formula 2.12, the pivot is
3. The cell list is scanned in x-directed order, then C3, C4, C1 should be assigned to left sub-
window, others should be assigned to right sub-window, the partial path of each cell is updated.
In the second level, the horizontal cut line is applied, the partitioning pivots for F2 and F3 are
respectively 1 and 2. Then the cell list is scanned in y-directed order. The first one is C7. Its
partial path is ”1”, which means that it should be assigned to F3 in the last level, and the
current pivot of F3 is 2, so it should be assigned to F5 and its partial path is ”10”. The partial
paths of other cells are updated similarly. In the third level, the vertical cut line is applied and
the cell list is scanned in x-directed order. The first cell is C3, its current partial path is ”01”.
Since the associated rectangle of the node to which C3 is belonged is F4, and F4 a 1× 2 grid,
a level delay happens and we update the partial path of C3 to ”010”. The next cell is C4. The
level delay happens again and its partial path is updated accordingly. The next cell is C1 and
its partial path is ”00”. Since the associated rectangle of the node to which C1 is belonged is
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Figure 2.9 An example for recursive bisection based cell spreading with speedup technique.
already a bin, we do not update its partial path. The next cell is C2 and its partial path is
”11”. In this case, we fetch the pivot of the node to which it is belonged and this pivot is 2.
Therefore, C2 should be assigned to left child and its partial path is updated to ”110”. The
partial paths of other cells are updated similarly.
For any cell, once we know its path from root to leaf in partitioning tree, the bin which it
is finally assigned to can be determined according to line 24-32 in Algorithm 5. For example,
as shown in Fig. 2.9, the path of C8 is ”101” and cur node in Algorithm 5 is set to root
(represented by F1) initially. The first bit of the path is ”1”, so cur node is set to F3 which is
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Algorithm 5 Speed up technique for cell-to-bin assignment
Require: The set of cells S and window F (lx, ly, rx, ry)
Ensure: Each cell is assigned to exactly one bin.
1: perform x and y-directed cell sorting by bucket sort;
2: determine the initial cut type T , it is vertical when rx − lx > ry − ly, otherwise horizontal;
3: create a root node R, push the (R, F , pivot) into a queue Q;
4: while true do
5: Φ = ∅; . Φ stores the next level sub windows
6: if Q is empty then break; . all the leaf nodes have been generated
7: end if
8: while Q is not empty do
9: pop (R, F , pivot) from Q;
10: if F is a 1× 2 (2× 1) grid && the cut is vertical (horizontal) then
11: Φ = Φ ∪ F ;
12: else if F is not bin then
13: partition F into F1 and F2 based on pivot;
14: create two children C1 and C2 for R;
15: calculate the pivot for F1 and F2, denoted by pivot1, pivot2;
16: Φ = Φ ∪ {(C1, F1, pivot1), (C2, F2, pivot2)};
17: update the bit sequence for each cell;
18: end if
19: end while
20: change the cut type T ;
21: push each element of Φ into Q;
22: end while
23: for each cell in S do
24: cur node := root of partitioning tree;
25: for each bit in the bit sequence of the cell do
26: if current bit is 0 then
27: cur node: = cur node’s left child;
28: else
29: cur node: = cur node’s right child;
30: end if
31: end for
32: assign this cell to the bin associated to cur node;
33: end for
the right child of F1. The second bit is ”0”, so cur node is set to F5 which is the left child of
F3. Finally, the last bit is ”1”, so it should be assigned to bin 6 in Fig. 2.8.
We analyze the time complexity of Algorithm 5 as follows. Line 1 needs O((p + q)k + n).
The level of partitioning tree is the same as its height, which is O(log(pq)). In each level, the
whole cell list is scanned once by either x-directed or y-directed order, so the line 4-22 needs
O(nlog(pq)). For each cell, O(log(pq)) is needed to scan its path (bit sequence). Therefore, the
total time complexity of Algorithm 5 is O((p+ q)k + nlog(pq)).
33
2.3.6 Cell spreading within bins
After recursive bisection based cell spreading, the information that which cell belongs to
which bin is known. However, the concrete positions of cells in each bin are still undetermined.
Here, similar with [27], we use a scaling method [103] to handle with this issue. To calculate
x-coordinates of the cells within a bin, these cells are sorted in ascending order according to
their original x-coordinates before look-ahead legalization. Then all these cells are put side by
side in x-direction based on the above ordering. Since the total cell width may be longer than
the width of bin, the x-coordinates of cells are scaled to make sure the centers of all the cells
are between bin’s left boundary and right boundary. Similarly, y-coordinates of the cells within
a bin can be calculated. The details are presented in Algorithm 6.
Algorithm 6 Cell spreading in a bin
Require: The cells belong to the bin.
Ensure: The positions of cells.
1: Get the coordinate of bin’s lower-left corner, denoted by (binx, biny) ;
2: Sort the cells in ascending order based on original x-coordinates before look-ahead legalization
3: total width = 0;
4: for each cell v do
5: total width+ = v’s width;
6: end for
7: cur posx = 0;
8: for each cell v do
9: v’s x-coordinate = binx +
cur posx
total width ;
10: cur posx+ = v’s width;
11: end for
12: Calculate the y-coordinate of each cell by similar method;
Algorithm 7 Look-ahead legalization of POLAR
Require: A placement and target utilization θ.
Ensure: The density of each bin is closed to θ.
1: Build up the look-up table (see Formula 2.10).
2: Placement density hotspot detection (see Algorithm 1).
3: Sort all the density hotspots in descending order of density (the ratio of cell area and available area
within hotspot).
4: for each density hotspot H do
5: In H, subtract the bins that have been covered by previous windows.
6: Find an expansion window F for H (see Algorithm 2).
7: Cell-to-bin assignment within F (see Algorithm 5).
8: Update the look-up table because the cell distribution of F is changed (see Algorithm 3).
9: end for
10: Spread the cells within bins (see Algorithm 6).
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2.3.7 Complete algorithm of look-ahead legalization
Algorithm 7 combines all the above together. The input could be any uneven placement.
Firstly, the density estimation of given placement is performed to update the loop-up table
mentioned in Section 2.3.4. Then Algorithm 1 is applied to find all the density hotspots. Density
hotspots are sequentially handled according to their density. For each hotspot H, Algorithm
2 is used to find its window, within which Algorithm 5 finishes the cell-to-bin assignment.
Since some bins of hotspot H may have been already covered by previous windows and are not
overflow any more, they are subtracted from H. Note that the cell distribution of placement
is changed after applying Algorithm 5, so the look-up table should be updated by Algorithm
3. At the end, cells within each bin are simply spread out by Algorithm 6. To illustrate our
look-ahead legalization, placement migration of circuit adaptec1 is shown in Fig. 2.10, where
both lower bound and upper bound placement are presented.
2.3.8 Force modulation
After all the anchors of cells are determined, the linear system 2.3 is updated and solved
again. Firstly, the B2B net model is refreshed based on anchor positions of cells. Then, for
each movable cell, a two-pin pseudo net connecting it to its anchor is added into the spring
system. The weight ρ of pseudo net is calculated according to Formula 2.13, where i means
the ith iteration of density driven placement.
ρ =

ε if i = 0
ε ∗ αi−1 if 1 ≤ i ≤ 20
ε ∗ α19 ∗ βi−20 if i > 20
(2.13)
It is a two-stage force modulation, where ε is a small value and β > α. At the early stage,
ρ is small in order to avoid significant change of placement. While at the latter stage, ρ is
increased more quickly to speedup the convergence. For ISPD 2005 and 2006 benchmark suites
[124, 125], the default value of ε, α, β are respectively 1e-5, 1.05, 1.15.
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(a) The lower bound placement in the 5th iteration. (b) The upper bound placement in the 5th iteration.
(c) The lower bound placement in the 15th iteration. (d) The upper bound placement in the 15th itera-
tion.
(e) The lower bound placement in the 30th iteration. (f) The upper bound placement in the 30th iteration.
(g) The lower bound placement in the last iteration. (h) The upper bound placement in the last iteration.
Figure 2.10 Placement migration of circuit adaptec1.
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2.3.9 Handling with movable macros
To handle with movable macros, there are many existent methods such as [130, 35, 36, 37].
We used a light-weight approach which can be easily integrated into Algorithm 7 as shown in
Algorithm 8.
The idea originates from [130] and [28]. Each movable macro is sliced into a set of equal-
sized pieces. Similar with [28], these sliced pieces share the same central position as the movable
macro which they are from just before look-ahead legalization. Different from [130], these sliced
pieces are not connected by fake nets, so this approach does not touch matrix generation. In
other words, exactly the same as standard cell, each movable macro is treated as an entity
rather than a set of sliced pieces during matrix generation. The size of each piece is about the
average size of standard cells. Since POLAR tries to maintain the relative positions of cells,
most of the sliced pieces belonged to the same macro would be very close to each other. And
the position of movable macro is the gravity center of its sliced pieces just after look-ahead
legalization. Therefore, even few of its sliced pieces maybe a little far away from the majority
of others, it has little impact on the final position of movable macro.
Algorithm 8 Handle with movable macros
1: Shredding moveable macros into slices;
2: Apply Algorithm 7;
3: Resembling the slices into macros;
2.4 Experimental Results
POLAR is implemented in C++. The binaries of several modern academic placers such as
NTUPlacer3[26], mPL6 [24], FastPlace3 [22], SimPL [27] and ComPLx [28] are also obtained.
However, MAPLE [117] is not available since it is a commercial tool. All results (excepts those
of MAPLE) are generated in the same platform, which is a Linux PC with 16GB of memory
and Intel Core-i3 3.3GHz CPU. Note that some academic placers such as SimPL and ComPLx
have paralleled implementation, while some other do not. To make the comparison fair, we
only allow to use one core for all placers. The ISPD 2005 benchmark suite [124] and ISPD 2006
benchmark suite [125] are used to verify the efficiency of POLAR.
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2.4.1 Benchmark characteristics
The characteristics of ISPD 2005 benchmark suite and ISPD 2006 benchmark suite are
listed in Table 2.1 and Table 2.2. For the ISPD 2005 benchmark suite, the density target θ
is set to 1, which means that the whitespace in each bin could be occupied by movable cells
completely. However, for the ISPD 2006 benchmark suite, the density target of each benchmark
is fixed by contest organizers. The range of number of cells (including both movable cells and
fixed macros/pins) in those benchmarks is from 0.2 millions to 2.5 millions.
Table 2.1 Characteristics of ISPD 2005 benchmark suite
benchmark # of V # of E design utility density target
adaptec1 211447 221142 57.34% 100%
adaptec2 255023 266009 44.32% 100%
adaptec3 451650 466758 33.52% 100%
adaptec4 496045 515951 27.14% 100%
bigblue1 278164 284479 44.67% 100%
bigblue2 557866 577235 37.78% 100%
bigblue3 1096812 1123170 56.48% 100%
bigblue4 2177353 2229886 42.29% 100%
Table 2.2 Characteristics of ISPD 2006 benchmark suite
benchmark # of V # of E design utility density target
adaptec5 843128 867798 49.97% 50%
newblue1 330474 338901 83.20% 80%
newblue2 441516 465219 61.66% 90%
newblue3 494011 552199 26.30% 80%
newblue4 646139 637051 46.45% 50%
newblue5 1233058 1284251 49.55% 50%
newblue6 1255039 1288443 38.78% 80%
newblue7 2507954 2636820 49.31% 80%
2.4.2 Comparison on ISPD2005 benchmark suite
For the ISPD 2005 benchmark suite, the quality of placement is measured by wirelength.
The experimental results are presented in Table 2.3. On average, POLAR achieves the best
quality (respectively improve the wirelength by 7.87%, 2.68%, 6.67%, 2.32%, 1.30% and 0.14%
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compared with NTUPlacer3, mPL6, FastPlace3, SimPL, ComPLx and MAPLE) and it is also
very fast. Comparing with SimPL which is fastest one, POLAR improves the wirelengh by
2.32% at the cost of 6% increase in the runtime. Comparing with MAPLE which produces
similar wirelength with POLAR, we get 6.73× speedup 2.
2.4.3 Comparison on ISPD2006 benchmark suite
In the ISPD 2006 benchmark suite, the circuit newblue1 has several movable macros. The
quality of placement is measured by scaled wirelength. The scaled wirelength is composed of
two parts: wirelength and the penalty of overflow. The contest official script [125] is used to
calculate the scaled wirelength, and the experimental results are presented in Table 2.4 and
Table 2.5. On average, POLAR achieves improvement of 3.54%, 5.74%, 11.68%, 0.79% and
0.44% on scaled wirelength versus NTUPlace3, mPL6, FastPlace3, ComPLx and MAPLE. We
do not have the results of SimPL, since it currently does not support to run on ISPD 2006
benchmark suite. For the runtime, on average, POLAR is 2.59×, 8.91×, 1.00×, 1.05× faster
than NTUPlacer3, mPL6, FastPlace3 and ComPLx. The runtime of MAPLE on ISPD 2006
benchmark suite was not reported in [117], so we cannot compare POLAR with it either directly
or indirectly.
2.4.4 Runtime analysis
The runtime breakdown of POLAR is shown in Table 2.6. It is divided into three compo-
nents: global placement, legalization, and detailed placement. The runtime of global placement
is further divided into three parts: PCG, look-ahead legalization (which includes hotspot detec-
tion, window enumeration and recursive bisection based cell spreading) and others (e.g. B2B
net model update, wirelength calculation and I/O).
On average, global placement takes about 76% of total runtime, while legalization and
detailed placement respectively take about 7% and 17% of total runtime. In global placement
stage, PCG takes about 50% of total runtime, look-ahead legalization takes 14% ( window
2The binary of MAPLE is not released, so MAPLE’s runtime is scaled according to [117] which show that it
is 7.14 × slower than SimPL
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enumeration uses 2% and recursive bisection based cell spreading uses 9%) and others take
12% of total runtime.
Table 2.4 Placement quality comparison on ISPD 2006 benchmark suite
benchmark NTUPlace3 mPL6 FastPlace3 ComPLx MAPLE POLAR
sWL overflow sWL overflow sWL overflow sWL overflow sWL overflow sWL overflow
adaptec5 444.41 28.51 428.31 1.03 472.72 8.17 415.77 1.93 407.33 4.76 411.91 6.42
newblue1 61.01 0.70 72.62 9.02 74.11 1.04 64.75 1.02 69.25 1.05 67.2 1.11
newblue2 194.8 1.82 201.91 1.44 206.04 1.00 193.06 1.05 191.66 1.01 192.8 1.18
newblue3 275.08 0.05 285.26 0.66 297.46 0.55 274.64 0.93 268.07 0.77 270.58 1.01
newblue4 296.62 13.6 298.2 1.70 308.35 4.22 292.82 1.45 282.49 5.86 282.67 3.31
newblue5 537.92 20.3 535.8 1.47 621.47 7.21 507.74 1.76 515.04 4.05 502.96 5.36
newblue6 534.96 0.28 523.47 1.41 549.87 1.02 501.05 1.14 494.82 1.08 497.86 1.39
newblue7 1096.16 2.01 1085.68 1.19 1105.43 1.30 1041.21 1.40 1032.6 1.70 1025.4 1.01
Norm. +3.54% 2.07 +5.74% 1.62 +11.68% 1.01 +0.79% 0.73 +0.44% 1.01 +0.00% 1.00
Table 2.5 Runtime comparison on ISPD 2006 benchmark suite
benchmark NTUPlace3 mPL6 FastPlace3 ComPLx POLAR
adaptec5 45.2 118.2 16.6 15.0 13.7
newblue1 8.9 27.1 4.2 3.6 6.9
newblue2 17.4 66.4 6.7 8.6 6.9
newblue3 15.1 102.4 8.6 7.7 7.1
newblue4 26.4 89.1 9.2 9.6 9.0
newblue5 58.1 161.8 21.4 23.6 21.5
newblue6 50.0 133.9 21.1 19.1 17.8
newblue7 120.3 377.1 33.2 47.4 38.5
Norm. 2.59× 8.91× 1.00× 1.05× 1.00×
2.5 Conclusions
In this chapter we have proposed a high performance mixed-size wirelength-driven placer
called POLAR. It adopts the popular framework of legalization. An elegant and effective
algorithm for look-ahead legalization is proposed. The experimental results on ISPD 2005
benchmark suite and ISPD 2006 benchmark suite verify that our placer is very comparable to
the state-of-the-art placers in both runtime and placement quality.
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Table 2.6 Runtime breakdown of POLAR
benchmark global placement legalization DP total runtime
PCG LAL others
window enumeration cell spreading others
adaptec1 66 3 11 5 22 7 32 146
adaptec2 86 3 15 7 25 7 59 202
adaptec3 208 14 29 9 42 21 107 430
adaptec4 203 8 35 11 41 19 111 428
bigblue1 95 3 16 6 27 6 51 204
bigblue2 279 9 30 13 49 32 76 488
bigblue3 436 12 102 29 87 61 261 988
bigblue4 1072 46 187 50 215 122 400 2092
adaptec5 431 15 91 26 90 103 63 819
newblue1 260 1 52 7 55 23 19 417
newblue2 196 5 42 10 43 89 27 412
newblue3 175 29 31 28 40 26 98 427
newblue4 273 7 55 18 58 48 82 541
newblue5 630 20 173 27 127 94 217 1288
newblue6 610 15 120 41 127 64 92 1069
newblue7 1253 129 242 80 245 232 128 2309
Normalize 0.50 0.02 0.09 0.03 0.12 0.07 0.17 1.00
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CHAPTER 3. POLAR 2.0: AN EFFICIENT ROUTABILITY-DRIVEN
PLACER
A wirelength-driven placer without considering routability would lead to unroutable results.
To mitigate routing congestion, there are two basic approaches: (i) minimizing the routing
demand; (ii) distributing the routing demand properly. In this chapter, we propose a new placer
POLAR 2.0 [45] emphasizing both approaches. To minimize the routing demand, POLAR 2.0
attaches very high importance to maintaining a good wirelength-driven placement in the global
placement stage. To distribute the routing demand, cells in congested regions are spread out
by a novel routability-driven rough legalization in a global manner and by a history based cell
inflation technique in a local manner. The experimental results based on ICCAD 2012 contest
benchmark suite [51] show that POLAR 2.0 outperforms all published academic routability-
driven placers.
3.1 Introduction
Placement is one of the most important and ancient problems in Electronic Design Automa-
tion (EDA). Its quality has been greatly improved during the last two decades. However, with
the gradually increasing scale of design, a high quality while extremely fast placer is still in
urgent need. Besides, [131, 132] pointed out that the commonly used wirelength metric might
not capture the key aspects of solution quality. Overemphasis of wirelength as in traditional
placement formulation inevitably results in bad quality in other metrics such as power, timing
and routability, although optimizing wirelength is beneficial to those metrics to some extent.
Among varieties of metrics, routability is now becoming more and more important due
to a significant mismatch between the objectives of wirelength and routing congestion. A
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wirelength-driven placer without considering routability usually leads to irresolvable routing
congestion problem. In the recent years, a series of contests (ISPD 2011, DAC 2012, ICCAD
2012) were held to promote the research in routability-driven placement, and some academic
routability-driven placers [44, 133, 42, 24, 43, 134, 46] such as coPR [133], Ripple 2.0 [43] and
NTUplace4h [46] were produced. Besides, SRP [41] and Ropt [135] try to refine routability-
driven placement by using the routing information feedbacked by global router.
There are two challenges in routability-driven placement problem. The first challenge is that
the routing congestion is expected to be detected accurately in short runtime. Since directly
invoking the whole routing process in the global placement stage is very time consuming, many
routing congestion estimation methods were proposed. Fast global routers such as FastRoute
[136] and BFG-R [137] have been incorporated into some placers [44, 133, 42, 43] to achieve
relatively accurate estimation. RUDY [138] adopts a L-shaped probability model and half
perimeter wirelength (HPWL) to estimate the actual routing demand. Ripple [42] and NTU-
Place4h [46] further extend RUDY’s method. Ripple utilizes rectilinear minimum spanning tree
(RSMT) to replace HWPL, while NTUPlace4h applies Guassian smoothing to smooth the L-
shaped approximation model. The second challenge is that the cells within routing congestion
region should be spread out to balance the routing supply and routing demand. Many placers
[47, 139, 49, 42, 43, 44, 133, 24] apply cell inflation. CROP [140] adjusts the boundary of each
G-Cell to make sure it has enough available area and routing supply. NTUPlace4h formulates
routing congestion as an additional constraint into its non-linear programming framework.
In this chapter, we propose a new routability-driven placer, POLAR 2.0, which mitigates
routing congestion by the following two basic approaches: (i) minimizing the routing demand;
(ii) spreading the routing demand properly. To minimize the routing demand, the new placer
attaches very high importance to maintaining a good wirelength-driven placement in the global
placement stage. To distribute the routing demand, cells in congested regions are spread out
by a novel routability-driven rough legalization in a global manner and by a history based cell
inflation technique in a local manner. Experimental results on ICCAD 2012 Contest benchmark
suite show that POLAR 2.0 outperforms all published academic routability-driven placers.
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Compared with SimPLR [44], CoPR [133], Ripple 2.0 [43] and NTUPlace4h [46], our placer
respectively achieves 5.1%, 3.0%, 2.8% and 1.1% improvement on the scaled HPWL.
The key ideas of POLAR 2.0 are highlighted as follows.
• Maintaining a good wirelengh-driven placement is attached very high importance in our
routability-driven optimization flow, in order to minimize the routing demand.
• A novel routability-driven rough legalization is applied to distribute the routing demand.
In this technique, routing congestion on the horizontal and vertical directions are han-
dled separately, and the routing congestion regions are effectively spread out in a global
manner.
• A history based cell inflation is adopted as a complement in a local manner. Different
from some previous cell inflation techniques, the inflation amount is accumulated and
kept until the global placement is finished.
The remainder of this chapter is organized as follows. Section 3.2 reviews the preliminar-
ies. Section 3.3 presents the framework of POLAR 2.0. Section 3.4 illustrates POLAR 2.0’s
algorithm. Section 3.5 shows the experimental results. Finally, Section 3.6 are the conclusions.
3.2 Preliminaries
The routability-driven placement relies on the traditional wirelength-driven placement en-
gine. A circuit can be represented by a hypergraph G = (V,E), where V is the set of cells
and E is the set of nets. The placement tries to determine the physical positions of the cells
without violating the placement density constraints. We denote the x-coordinates of cells by
a vector x =
(
x1, x2, · · · , x|V |
)
, and y-coordinates by y =
(
y1, y2, · · · , y|V |
)
, the objective is to
minimize the half-perimeter wirelength (HPWL):
HPWL(x,y) = Σe∈E [max
i∈e
xi −min
i∈e
xi + max
i∈e
yi −min
i∈e
yi] (3.1)
POLAR 2.0 is a natural extension of POLAR [33]. POLAR adopts the rough legalization
idea [27], but rough legalization is realized in a different manner: for each density hotspot,
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POLAR enumerates the optional reasonable windows to find the smallest one that can ac-
commodate all the cells within it, and then a tree-based bisection method spreads the cells
evenly.
A good wirelength-driven placement is beneficial to router, since the wirelength has direct
influence on the routing demand. Usually, better total wirelength means less total routing
demand. However, excessively optimizing the wirelength would lead to routing congestion,
since the cells which have lots of connections are pulled together resulting into that the local
routing demand substantially exceeds the local routing supply.
Routability-driven placement essentially is to distribute the routing demand rationally ac-
cording to the routing supply. To simplify the routability formulation, the routing resources
are given by a 2-D m× n mesh, since 3-D mesh can be easily transformed to 2-D mesh by ac-
cumulating the routing resources of different layers. The grid in the 2-D mesh is usually called
G-Cell, which is denoted by a coordinate (x, y), where 0 ≤ x < m and 0 ≤ y < n. For any pair
of adjacent horizontal G-Cells, the connecting routing channel is called H-edge, while for any
pair of adjacent vertical G-Cells, the connecting routing channel is called V-edge. Therefore,
for each G-Cell, it is at most associated to two H/V-edges respectively. And the number of
trunks in each H/V-edge is fixed as the routing supply. As shown in Fig. 3.1, it is a 4× 4 2-D
mesh, for the G-Cell (1, 2), the two associated H-edges are colored red, while the two associ-
ated V-edges are colored blue. The horizontal/vertical routing supply(H/V-supply) of G-Cell
is defined as the total number of trunks in its associated H/V-edges. The horizontal/vertical
routing demand(H/V-demand) of G-Cell is defined as the number of wires that goes through
its associated H/V-edges, the H-demand and V-demand of G-Cell (2, 2) are respectively 2 and
2.
To capture a clear picture of design routability, [50] introduced average congestion of G-Cell
edges(ACE). Optimizing ACE not only minimizes the total routing overflow but also produces
rational distribution of the routing demand. In this chapter, the same as previous works
[44, 133, 43, 46], the objective of routability-driven placement is to minimize both HPWL and
ACE.
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Figure 3.1 The 2-D routing mesh.
3.3 Overview
There are two basic approaches to optimize the routability: (i) minimizing the routing
demand; (ii) spreading the routing demand properly. On one hand, since routing overflow
is calculated by routing demand minus routing supply, roughly speaking, minimizing routing
demand is beneficial to decrease routing overflow. On the other hand, for each H/V-edge, its
routing demand is expected to be not higher than its routing supply. Therefore, the distribution
of routing demand should be done properly based on the known distribution of routing supply.
POLAR 2.0 targets on the above two approaches to optimize the routability. Its overview
is presented in Fig. 3.2. The whole placement is partitioned into three stages: (i) wirelength-
driven seed placement generation; (ii) routability-driven cell spreading; (iii) post-global place-
ment.
To minimize the routing demand, in POLAR 2.0, maintaining a good wirelength-driven
placement is attached very high importance. In the first stage, POLAR [33] is used to generate
a good wirelength-driven seed placement: the global placement loop of POLAR is not stopped
until the number of iterations is greater than 50 and the gap between the upper bound wirelengh
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Figure 3.2 The overview of POLAR 2.0.
and the lower bound wirelength is less than 15%. Besides, in routability-driven cell spreading
stage, for each round of routing analysis, the steps of quadratic programming and routability-
driven rough legalization are iterated 5 times to maintain a good wirelength-driven placement.
In the routability-driven cell spreading stage, routing analysis is applied to calculate H/V-
demands of G-Cells, and to model the migration of routing demand, H/V-demands of G-
Cells are amortized to H/V-demands of movable cells. Based on movable cells’ H/V-demands,
POLAR 2.0 simultaneously distributes area demand, horizontal routing demand and vertical
routing demand by the following two approaches. Firstly, in a global manner, we propose
a routability-driven rough legalization which is a natural extension of POLAR’s [33] rough
legalization idea. During routability-driven rough legalization, both area and routing congestion
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hotspots are detected. For each hotspot, the smallest window (expansion region) which has
enough area and routing resources to satisfy all demands of the enclosed cells is searched by
enumeration. Then a tree based bisection spreading technique is applied to distribute those
cells within the window. Secondly, to avoid local routing congestion when distributing the cells
within the window, a history based cell inflation technique is proposed. The details of this
stage are presented in Section 3.4.
Finally, in the post-global placement stage, we adopt the same method as Ripple 2.0’s [43],
which has three components: (i) displacement-driven legalization, (ii) congestion aware detailed
placement and (iii) simultaneous placement and routing refinement [41].
3.4 Routability Optimization
3.4.1 Routing analysis
3.4.1.1 Routing supply calculation
3-D routing can easily be transformed to 2-D routing by accumulating the total routing
resources of all metal layers. Since different metal layers have different wire pitches, we need
to sum up the number of tracks of each metal layer. In addition, there are many fixed rout-
ing blockages occupying the routing resources on the metal layers, the supply of H/V-edges
need to exclude these blocked routing resources. The work [43] gives the details about the
transformation from 3-D routing to 2-D routing.
3.4.1.2 Routing demand estimation
Different from the routing supply, the routing demand relays on the placement and routing
solution. To calculate the exact routing demand, legalized placement and detailed routing are
necessary. However, invoking legalization and detailed router during the global placement stage
is very time consuming. Therefore, in POLAR 2.0, the routing demand is estimated based on
roughly legalized placement and global routing instead: we use roughly legalized placement to
calculate the pin locations, and then the congestion aware pattern routing of FastRoute [136]
is applied to estimate the routing demand.
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(a) (b)
Figure 3.3 The congestion map with/without using routability-driven rough legalization.
When the cells are moved, routing demand would be migrated. During the routability
optimization, POLAR 2.0 maintains a good wirelength-driven placement, in which the relative
positions of cells are only allowed to modified a little bit. Under this condition, for most of the
cells, moving around would not change its H/V-demand much.
To trade off accuracy and runtime, we perform routing demand estimation infrequently. As
shown in Fig. 3.2, the routing demands are updated only once every five times the placement
solution is refined. To model the migration of routing demands, we associate the demands to
movable cells by introducing two new attributes, the horizontal and vertical routing demand
(H/V-demand), for each movable cell. Consider a movable cell i located in G-Cell j. Let the
H/V-demand of G-Cell j be denoted by HDj and V Dj , respectively, and the number of movable
cells within G-Cell j be denoted by kj . Then the H/V-demand of cell i, denoted respectively
by hdi and vdi, is given by Formula 3.2 and 3.3:
hdi =
HDj
kj
(3.2)
vdi =
V Dj
kj
(3.3)
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3.4.2 Routability-driven rough legalization
After routing analysis, each movable cell has three attributes: area demand, H-demand and
V-demand. And the routability-driven placement essentially is to distribute these three de-
mands based on the given supplies (available area, horizontal routing supplies, vertical routing
supplies). To realize this goal in a global manner, we propose a novel routability-driven rough
legalization technique.
Algorithm 9 Routability-driven rough legalization
Require: The H/V-demands of movable cells are known, placement is rough legalized.
Ensure: Good wirelengh is maintained, routability is optimized.
1: Detect the area/routing congestion hotspots; . The method is similar to POLAR’s [33]
2: for each hotspot s do
3: Γ = ∅;
4: for each window w whose geometrical center is the same as s do
5: as = the available area of w;
6: hs = total H-supplies of the G-Cells contained by w;
7: vs = total V-supplies of the G-Cells contained by w;
8: ad = total areas of the movable cells located in w;
9: hd = total H-demands of the movable cells located in w;
10: vd = total V-demands of the movable cells located in w;
11: rt = the aspect ratio of w;
12: if as ≥ ad && hs ≥ α× hd && vs ≥ α× vd && rt ∈ [ 13 , 3] then
13: Γ = Γ ∪ {w};
14: end if
15: end for
16: Distribute the cells within the minimal window of Γ by tree based bisection [33].
17: end for
The pseudo code of routability-driven rough legalization is presented in Algorithm 9. In the
original POLAR’s [33] rough legalization, for each placement density hotspot, a minimal expan-
sion window is found by enumerating the ones which have enough available area and reasonable
aspect ratio, and then the cells are spread out evenly by a tree-based bisection within the cho-
sen window. While, in the routability-driven rough legalization, not only placement density
hotspots, but also routing congestion hotspots are detected. Besides, any expansion window
w should have enough Horizontal and vertical routing supplies by satisfying the following two
additional constraints.
Σj∈wHSj ≥ α× Σi∈whdi (3.4)
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Σj∈wV Sj ≥ α× Σi∈whdi (3.5)
Where HSj and V Sj are respectively the routing supplies of the associated H-edges and
V-edges of G-Cell j, α is a parameter due to the inaccuracy of routing estimation. When α is
higher than 1, it means that the routing congestion is underestimated; on the contrary, α is less
than 1 means that the routing congestion is overestimated. Experimental results verify that
α is less than 1, mainly because the time consuming maze routing is not used during routing
analysis in POLAR 2.0.
This routability-driven rough legalization technique can effectively distribute the routing
demand by mitigating the routing demand to the places which have enough routing supply
without being used. Fig. 3.3 shows the congestion map of benchmark superblue16 with/without
this technique. Fig. 3.3(a) is the one with POLAR’s [33] rough legalization instead of POLAR
2.0’s routability-driven rough legalization during routability-driven cell spreading stage. Note
that the congestion value is scaled from -40 to 40, higher value means more congestion. The
congestion map was drew based on the results of FastRoute’s pattern routing [136]. It can be
seen that with this technique, the routing congestion is spread out so that the scaled HPWL
is significantly improved.
3.4.3 History based cell inflation
For any design, the distribution of area supply/demand, horizontal routing supply/demand
and vertical routing supply/demand are usually not the same. The tree based bisection spread-
ing technique used in routability-driven rough legalization only distributes cells evenly accord-
ing to area supply/demand. Therefore, for some G-Cells, there are enough available areas
to accommodate its enclosed cells, but may no enough horizontal/vertical routing resources
to satisfy the routing demands of its enclosed cells. To avoid local routing congestion that
routability-driven rough legalization cannot resolve, similear to previous works, the routing
demands of some cells are transformed into inflated area by a history based cell inflation.
The pseudo code of history based cell inflation is presented in Algorithm 10. The principle
is that only the movable cells located in the most congested G-Cells are inflated by a small
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(a) (b)
(c) (d)
Figure 3.4 Density map shows effectiveness of POLAR 2.0.
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Algorithm 10 History based cell inflation
Require: Routing analysis is just done intermediately.
Ensure: The movable cells located in the most congested G-Cells are inflated by a small ratio.
1: φ = ∅;
2: for any G-Cell j do
3: HDj = the H-demand of G-Cell j;
4: V Dj = the V-demand of G-Cell j;
5: HSj = the H-supply of G-Cell j;
6: V Sj = the V-supply of G-Cell j;
7: if HDj > HSj then
8: add the ordered pair (j,HDj −HSj) into φ;
9: end if
10: if V Dj > V Sj then
11: add the ordered pair (j, V Dj − V Sj) into φ;
12: end if
13: end for
14: Sort the φ based on the overflow (the second item of ordered pair) in descending order;
15: for each ordered pair t in the top 10% of sorted φ do
16: for each movable cell i in G-Cell t.first do
17: Inflate the area of cell i by 10%;
18: end for
19: end for
ratio and the inflation is accumulated until the routability cannot be improved. Its insight is
derived from the history based global routing technique [141] (In global routing, detour is not
preferred, but usually inevitable. To route a design, [141] adds a big penalty to detour at the
beginning to see whether all the nets can be routed without overflow. If the answer is no, then
the detour penalty is decreased slightly and rerouteing is performed. This process is continued
until all the nets are finally routed without overflow.) This approach is similar to other cell
inflation techniques [47, 139, 49, 42, 43, 44, 133, 24] functionally. It is simple and works well
according to our experimental results.
3.5 Experimental Results
POLAR 2.0 was implemented in C++ and complied by g++-4.7.2. The benchmarks of
ICCAD 2012 contest [51] are ran on a Linux PC with Intel Xeon X5550 2.67GHz CPU and
16GB RAM to verify the efficiency of POLAR 2.0. Routability evaluation is performed by
official script in the ICCAD 2012 contest [51]. The placement solution is routed by the designate
global router-NCTRgr [142]. The scaled wirelength is calculated according to HPWL and ACE
[50] penalty.
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Table 3.1 Runtime breakdown on ICCAD 2012 benchmarks
Benchmark Wirelengh-driven Routability optimization Post-global Total runtime (s) time ratio
seed generation Routing analysis cell spreading others placement POLAR 2.0/POLAR[33]
superblue1 411 84 564 273 280 1612 2.49
superblue3 425 75 534 295 431 1760 2.33
superblue4 240 58 490 267 205 1260 2.36
superblue5 328 55 162 141 414 1100 1.69
superblue7 814 61 375 252 361 1863 1.66
superblue10 579 119 316 243 1689 2946 3.09
superblue16 334 41 240 121 292 1028 1.83
superblue18 266 116 420 248 228 1278 2.59
Normalize 0.27 0.06 0.26 0.15 0.26 1.00 2.26
3.5.1 Runtime analysis
The runtime of our placer is shown in Table 3.1. It is broken down into three components:
wirelengh-driven placement seed generation, routability optimization which includes routing
analysis, history based cell inflation and window based cell spreading, and post-global place-
ment. On average, routability optimization seed generation takes 47% of the total runtime,
while wirelengh-driven placement seed generation and post-global placement respectively takes
27% and 26% of the the total runtime. And during the routability optimization, routing anal-
ysis uses 6% , window based cell spreading uses 26%, and the rest (such as cell inflation and
quadratic programming) uses 15% of the total runtime.
Besides, compared with pure wirelength-driven placer POLAR [33], the proposed routability-
driven placer is only 2.26× slower. Considering the fact that routablity-driven placement prob-
lem is much more complex than pure wirelength-driven placement, POLAR 2.0 is very fast.
3.5.2 Compared with previous works
The solution quality (including HPWL and ACE [50]) of POLAR 2.0 is shown in Table
3.2. It can be seen that the ACE [50] penalty is decreased to a very low level, which means
that POLAR 2.0 can effective immigrate the routing congestion. Fig. 3.4 shows the global
placement and routing congestion map of benchmark superblue7 just before/after the routabil-
ity optimization stage. Fig. 3.4(a) and Fig. 3.4(b) are respectively the global placement just
before/after routability optimization. Fig. 3.4(c) and Fig. 3.4(d) are the congestion map of
benchmark superblue7 just before/after routability optimization. Note that the congestion
value is scaled from -30 to 50, higher value means more congestion. The congestion map
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Table 3.2 ACE on ICCAD 2012 benchmarks
Benchmark ACE(%) RC HPWL sHPWL
0.50 1.00 2.00 5.00 (%) (×107) (×107)
superblue1 102.48 101.24 100.62 100.25 101.15 2.72 2.82
superblue3 102.29 101.15 100.57 100.23 101.06 3.23 3.33
superblue4 102.08 101.04 100.52 100.21 100.96 2.18 2.24
superblue5 101.51 100.76 100.38 100.15 100.70 3.44 3.51
superblue7 101.77 100.88 100.44 100.18 100.82 3.97 4.07
superblue10 102.40 101.20 100.60 100.24 101.11 6.01 6.21
superblue16 102.81 101.41 100.70 100.28 101.30 2.61 2.72
superblue18 103.17 101.58 100.79 100.32 101.47 1.61 1.69
Table 3.3 Comparison on ICCAD 2012 benchmarks
Benchmark SimplR [44] coPR [133] Ripple2 [43] NTTPlacer4 [46] POLAR 2.0
sHPWL Time (s) sHPWL Time (s) sHPWL Time (s) sHPWL Time (s) sHPWL Time (s)
superblue1 2.79 2319 2.86 2453 2.89 10213 2.79 8759 2.82 1612
superblue3 3.44 2706 3.46 2603 3.60 15114 3.67 7193 3.33 1760
superblue4 2.43 1257 2.37 1816 2.27 8575 2.31 4866 2.24 1260
superblue5 3.60 2154 3.51 2345 3.49 10833 3.59 7322 3.51 1100
superblue7 4.31 3249 4.36 3570 4.29 23017 3.96 15005 4.07 1863
superblue10 6.91 4837 6.51 5098 5.98 26312 6.17 12352 6.21 2946
superblue16 2.86 1797 2.80 1234 2.84 9494 2.78 6024 2.72 1028
superblue18 1.82 1645 1.68 1342 1.84 10989 1.64 4622 1.69 1278
Normalize 1.051 1.54 1.030 1.56 1.0282 8.83 1.0111 5.22 1.000 1.00
was drew based on the results of FastRoute’s pattern routing [136]. It can be seen that the
shape of wirelengh-driven placement seed is roughly maintained, while the routing congestion
is significant spread out.
As shown in Table 3.3, our placers outperforms other academic routability-driven placers
on ICCAD 2012 benchmark suite [51]. Considering the scaled HPWL, on average, our placer
respectively achieves 5.1%, 3.0% , 2.8% and 1.1% improvement versus SimPLR [44], coPR [133],
Ripple2 [43] and NTUPlace4 [46]. Considering the runtime, on average, we believe POLAR 2.0
is faster than SimPLR, coPR, Ripple2 and NTUPlace4. 1
1 For SimPLR [44], Ripple 2.0 [43] and NTUPlace4h [46], their results were referred from the ICCAD 2012
contest [51]; for coPR [133], its runtime was computed based on [133] which claimed that it was 1.01 slower than
SimPLR. Besides, the machine used in the ICCAD 12 contest is with Intel Xeon X7560 2.27GHz CPU(much more
expensive and powerful than the CPU used in our experimental environment) and 16GB memory. Therefore,
the datas in Table III are relatively correct.
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3.6 Conclusions
In this chapter, we propose a very simple and fast routability-driven placer, POLAR 2.0,
which targets on mitigating routing congestion by the following two basic approaches: (i)
minimizing routing demand by maintaining a good wirelength-driven placement; (ii) spreading
the routing demand properly by a novel routability-driven rough legalization and a history
based cell inflation.
Experimental results show that even without applying many techniques that others pro-
posed (such as narrow channel blocking [46, 24], routing path based inflation [133, 43], and
reserving space around macros [135], etc), POLAR 2.0 yet outperforms all published academic
routability-driven placers. For future work, we will investigate the use of those techniques.
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CHAPTER 4. POLAR 3.0: AN ULTRAFAST GLOBAL PLACEMENT
ENGINE
Placement is one of the most important problems in electronic design automation. Although
it has been investigated for several decades, a more efficient core engine is critically needed for
the following reasons: (i) design scale becomes huge; (ii) placement is typically run again
and again to explore the design space at early design stages (e.g., physical synthesis); (iii)
placement core engine is called many times to iteratively optimize other objectives (e.g., timing
and routability). In this chapter, we propose a new ultrafast global placement engine called
POLAR 3.0, which explores parallelism in state-of-the-art quadratic placer. POLAR 3.0 can
make full use of multi-core system and it delivers 7-30× speedup over state-of-the-art academic
placers by using a 8-core CPU, while the solution quality is competitive.
4.1 Introduction
Placement is considered to be one of the most important problems in electronic design
automation (EDA). Although it has been extensively studied for decades, it is still a very chal-
lenging problem and more efficient placers are critically needed. Firstly, the scale of placement
is increasing continuously to tens of millions cells nowadays. Secondly, placement is used in
early design stages (e.g., physical synthesis) to guide the design process, and it is typically run
many times to explore the design space. Last but not least, multiple objectives, such as wire-
length, timing and routability, should be optimized simultaneously, and the typical approach is
to transform the problem into a sequence of wirelength-driven placement problems. Therefore,
[1] emphasizes the importance of developing a high performance placement core engine, which
minimizes wirelength.
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Problem scale has significant impact on the evolution of global placement core engine. In
the early age, simulated annealing based placers (e.g., Timberwolf [7]) perform very well for
small design. Then industry switches to min-cut based placement techniques (e.g., Capo [10]
and Dragon [8]) for medium design. When design scale arrives at hundreds of thousands cells or
even several millions, analytical placers [29, 11, 24, 31, 34, 22, 27, 33, 30, 32, 26] are considered
the only effective method . However, when we are talking about huge design which might have
hundreds of millions cells, the existing placers are still not fast enough considering modern
design flow is iterative and placement should be performed many rounds.
To catch up with continuously increasing design scale, multi-threading has been widely
used in EDA industry. However, it is challenging to achieve high parallelism for placement
problem. For quadratic placer, such as SimPL [27] and POLAR [33], wirelength is minimized
by quadratic programming (QP), which is solved as a sparse symmetric positive definite linear
system by a preconditioned conjugate gradient (PCG) method. Wirelength minimization by QP
dominates the total runtime of global placement stage. Since the x- and y-directed wirelengths
are independent of each other, the two directions of wirelength optimization can be easily
parallelized with two threads, one thread for each direction. However, PCG is known to be
hard to parallelize [128] due to limited memory bandwidth and data dependency. Speedup
does not scale well with more CPU cores.
For nonlinear placers [29, 24, 26, 34, 32], nonlinear programming consumes most of CPU
runtime. In nonlinear placer, all the constraints are transformed into penalty functions. As a
result, the cost function is not decomposable into two independent functions as in quadratic
placers. Therefore, it is even more difficult to parallelize nonlinear placers.
In this chapter, we systematically study the performance bottleneck of parallelism in quadratic
placer. We propose an ultrafast global placement engine called POLAR 3.0. To achieve high
scalability that previous works have not reached, the global placement iterations are divided
into a series of frames, in which partitioning is applied based on cells’ locations and then place-
ment of each partition is performed simultaneously. To reduce loss of solution quality, frames
are configured to allow varied partitioning, in order to prevent cells from being restricted in
the same partition. Experimental results show that POLAR 3.0 can make full use of multi-core
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system and it delivers 7-30× speedup over state-of-the-art academic placers with competitive
solution quality by using a 8-core CPU. The main contributions of this chapter are concluded
as follows.
• We systematically study the performance of state-of-the-art quadratic placers and point
out that parallelizing global placement with high scalability is a very challenging rather
than simple problem.
• We propose a new global placer to make full use of multi-core system. It is almost
one order of magnitude faster than state-of-the-art academic placers, with competitive
solution quality.
The rest of this chapter is organized as follows. Section 4.2 is a preliminary to global
placement. In Section 4.3, we point out the inherent challenges of parallelizing global placement
with high scalability. In Section 4.4, we illustrate the ultrafast global placement engine POLAR
3.0. Experimental results are presented in Section 4.5. Finally, in the Section 4.6, we make
conclusions.
4.2 Preliminary
In placement problem, a circuit can be represented by a hypergraph G = (V,E), where
V =
{
v1, v2, . . . , v|V |
}
is the set of cells and E =
{
e1, e2, . . . , e|E|
}
is the set of nets. Global
placement tries to determine physical positions of cells without violating density constraints.
We denote the x-coordinates of cells by a vector x =
(
x1, x2, · · · , x|V |
)
, and the y-coordinates
by y =
(
y1, y2, · · · , y|V |
)
. The objective is the half perimeter wirelength (HPWL), which is
measured by Formula 4.1.
HPWL(x,y) = Σe∈E [max
i∈e
xi −min
i∈e
xi + max
i∈e
yi −min
i∈e
yi] (4.1)
4.2.1 Quadratic placement
In quadratic placer, a multi-pin net can be decomposed into a set of two-pin nets by
bound2boubd (B2B) net model [31]. The Manhattan distance of two connected pins is ap-
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proximated by their squared Euclidean distance, so the cost function φ of global placement can
be defined in Formula 4.2.
φ =
1
2
xTQxx + c
T
xx +
1
2
yTQyy + c
T
yy + const (4.2)
where the connection matrices Qx and Qy are both sparse symmetric positive definite. Mini-
mizing φ is equal to solving the linear systems 4.3 and 4.4.
Qxx = −cx (4.3)
Qyy = −cy (4.4)
To reduce cell overlapping, [116] proposed a simple way to add spreading force by pseudo
net connecting cell’s original position to its anchor (i.e., desirable location). Then the linear
systems are updated and solved again.
Since quadratic placement formulation was first proposed, there are many improvements
in academic quadratic placers. The most recent progress is a spreading approach called rough
(look-ahead) legalization [27]. Many placers [27, 28, 42, 33, 45] based on rough legalization
produce competitive results on the placement contests [124, 125, 52, 50, 51].
4.3 Challenge Of Parallelization
Parallelizing state-of-the-art quadratic global placers, such as SimPL [27], to achieve high
scalability is a very challenging rather than simple problem. The common global placement
framework with rough legalization [27] is presented in Fig. 4.1. The three most time consuming
components are respectively linear system generation by B2B model, solving linear system by
PCG and rough legalization.
Firstly, linear system generation is difficult to parallelize. Without loss of generality, let us
look into how to generate linear system 4.3 for x-direction. Compressed row storage (CRS) [128]
is the most efficient format to store the non-zero elements of sparse matrix in our application.
Since Qx is symmetric, we only need to store its lower triangular part. For any non-zero element
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Qx[i][j] (i ≥ y), multiple nets may contribute to it. For example, suppose there are two-pin nets
N1 and N2 connecting movable cells C1 and C2, N1 and N2 contribute a and b to the non-zero
element Qx[2][1] respectively, then Qx[2][1] = a+ b. Therefore, nets have to be scanned one by
one to generate all the non-zero elements 1. Since linear systems 4.3 and 4.4 are independent
of each other, two threads can are used for generating them, one is for 4.3 and the other is for
4.4. However, this is all where we can apply parallelism. The experiments show that SimPL
[143] can only achieve 1.86× speedup in this step by using 8 threads. The theoretical speed
cannot be more than 2× speedup.
Figure 4.1 The global placement framework with rough legalization. The three most time
consuming components are highlighted.
Secondly, rough legalization is intrinsically sequential, since density hotspots are dealt with
one by one. For each hotspot, it should get through two steps: expansion region search and
cell spreading in expansion region. The runtime bottleneck is the second step, and the runtime
1Another method is to add lock for each non-zero element. Although nets can be scanned parallelly, the
overhead of adding/releasing locks would overwhelm that benifet of parallelism and make the program extremely
slow.
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Figure 4.2 Parallelizing Jacobi PCG solver in Intel MKL library in quadratic placement ap-
plication. The y-axis is speedup.
of the first step can be ignored compared with that of the second step. Although parallelism
is applied in the second step, [143] shows that SimPL only achieves 1.62× speedup in rough
legalization by using eight threads. For POLAR [33], parallelizing the second step is even
harder since it has already been highly optimized for runtime by lazy update technique. Table
4.1 gives the average runtime of rough legalization per global placement iteration for SimPL
and POLAR, runtime is measured in seconds. The experiment was performed on the same
machine over ISPD2005 benchmarks [124].
Table 4.1 Average runtime of rough legalization per global placement iteration
benchmark SimPL POLAR
adaptec1 0.52 0.12
adaptec2 0.61 0.16
adaptec3 1.87 0.31
adaptec4 1.57 0.36
bigblue1 1.79 0.21
bigblue2 1.65 0.28
bigblue3 3.79 1.01
bigblue4 9.87 1.72
Norm. 1.00 0.21
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Thirdly, PCG is widely used in science and engineering and there is still not effective
algorithm to parallelize it so far [128]. To verify this, the performance of cutting edge PCG
solver in Intel MKL library [144] was measured by using a Intel Xeon E5-2640 v3 CPU, which
has 8 cores. We used B2B net model to generate linear systems over ISPD2005 benchmarks
[124], and then solved them by using different number of threads. The experimental results are
presented in Fig. 4.2. It shows that the speedup is less than 2× and is increasing extremely
slowly as the number of threads is increased. Note that, Running PCG solver with 16 threads
is even a little slower than that with 8 threads in the experiment. That is because a core can
launch 2 hyper-threads and these two hyper-threads share the same execution resources, such
as L1 and L2 cache, and are not truly parallel.
To further demonstrate the challenge by experiment, we implemented POLAR [33] and
parallelized it in the following way using OpenMP: (i) parallelize every loop that can be par-
allelized; (ii) all the computation that related to x-direction is parallel to that of y-direction.
We set the number of threads to 1, 2, 4, 8 and 16 respectively, and ran POLAR over ISPD2005
benchmarks. Fig. 4.3 shows that we only get less than 1.8× speedup. Note that, launching
more threads even slows down the program over some test cases. This is not abnormal for
complex applications, for example, the ones whose bottleneck is memory bandwidth.
To sum up, existing methods [27, 33] has not reached to 2× speedup, and how to break
through this limit while maintain good solution quality is the major challenge of this work.
4.4 POLAR 3.0
To resolve the above challenge, we resort to an ancient while powerful strategy–divide and
conquer. Divide and conquer used to be applied in global placement, such as partitioning based
methods [12, 13, 14, 15, 16]. However, since analytical techniques were proposed, partitioning
based approaches are considered inferior. In POLAR 3.0, we show that partitioning is not
outdated and can be leveraged to speed up analytical placer without sacrificing solution quality
significantly.
We chose POLAR as our base engine and built up a new global placer on it. The basic idea
is to divide global placement iterations into a series of frames, in which partitioning is applied
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Figure 4.3 Run POLAR by multi-threading. The y-axis is speedup.
based on cells’ locations and placement of each partition can be performed independently by
multi-threading.
4.4.1 Framework
The framework of POLAR 3.0 is presented in Fig. 4.4. The first stage is initial placement,
and then rough legalization. In the next stage, global placement iterations are divided into a
series of frames. Each frame begins with a roughly legalized placement. Partitioning is applied
based on cells’ locations, and then placement of each partition (also called sub-placement in
the rest of chapter) is performed independently by multi-threading. Each sub-placement goes
through several iterations of four processes: linear system generation, adding move force, solving
linear system and rough legalization. Once all the sub-placements finish, POLAR 3.0 enters
into synchronization, where the locations of all the cells are updated. POLAR 3.0 continues
until the wirelength is not improved.
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Figure 4.4 The global placement framework of POLAR 3.0.
4.4.2 Placement-driven partitioning
In each frame, POLAR 3.0 starts with a roughly legalized placement. Partitioning is per-
formed based on cells’ locations. Therefore, we call it placement-driven partitioning. Different
from traditional partitioning based approaches, connection information (i.e., netlist) is never
used. The goal of placement-driven partitioning is to divide the whole circuit into many small
partitions with similar size, while traditional methods, such as hMETIS [18], try to minimize
the number of connections among different partitions.
The whole circuit is divided into a set of partitions by horizontal and vertical cut lines.
A partitioning scheme is represented by a tuple (xx, yy, dd), where xx − 1 and yy − 1 are
respectively the number of horizontal and vertical cut lines. If dd is 0, POLAR 3.0 applies
horizontal cut first and then vertical cut. On the contrary, if dd is 1, vertical cut is applied
before horizontal cut. Fig. 4.5 gives two instances of partitioning schemes, vertical cut is
applied firstly in Fig. 4.5(a), while horizontal cut is applied firstly in Fig. 4.5(b).
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(a) Scheme: (5, 3, 1) (b) Scheme: (5, 3, 0)
Figure 4.5 Two partitioning schemes.
Each partition is composed of a region, a set of cells and a set of nets, so it can be considered
as a small instance of circuit. For each partition, if a net connects at least one cell inside of
it, this net is kept in (belongs to) this partition. Besides, pins are considered fixated at their
current locations if they are outside of partition. For example, as shown in Fig. 4.6, the whole
circuit is divided into four partitions. The top-left partition contains three cells A, B and C.
There are three nets associated with at least one of A, B and C. For the red net, it connects
to cell I, which is outside of top-left partition, so cell I is considered fixated for the top-left
partition. By above setting, placements of partitions are independent of each other, and each
sub-placement is an placement instance. Note that, once all the sub-placements finish, all the
cells’ positions are updated before going to next frame.
To maximize parallelism, each partition is expected to have a similar number of cells.
Otherwise, the placement of the partition which has the most number of cells would become
the runtime bottleneck in all the sub-placements. Algorithm 11 gives the method of placement-
driven partitioning. The placement region is split into a set of uniformed bins by a m×n grids.
The number of cells in each bin is calculated, and then a lookup table can be built to quickly
return the number of cells in any rectangular region which is composed of bins. When a
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Figure 4.6 Pins are considered fixated at their current locations if they are outside of partition.
rectangular region (e.g., the whole placement) is partitioned, the locations of cut lines can be
easily computed by Algorithm 122.
Algorithm 11 Placement-driven partitioning
Require: Placement is split into a set of uniformed bins.
Require: A roughly legalized placement and a partitioning scheme (xx, yy, dd).
Require: Horizontal (or vertical) cut line should be exactly one of the lines that are used to
split placement into bins.
Ensure: Each partition has similar number of cells.
1: Build up a lookup table to quickly return the number of cells in any rectangular region;
2: Apply horizontal (or vertical) cut first if dd = 0 or 1;
3: for any rectangular region produced in the last step do
4: Apply vertical (or horizontal) cut if dd = 0 or 1;
5: end for
4.4.3 Varied partitioning scheme
If placement-driven partitioning is only applied once and then sub-placements are performed
until the end of global placement stage, it would result in significant quality loss because each
cell is restricted in the same partition and cannot be migrated from one partition to another,
which leads to limitation of solution space. To resolve this issue, we introduce the concept of
varied partitioning scheme.
2Without loss of generality, Algorithm 12 presents how to compute the locations of horizontal cuts. For
vertical cuts, the method is similar.
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Algorithm 12 Find the locations of cut lines
Require: A rectangular region represented by (lx, ly, rx, ry) in bin coordinate system, where
(lx, ly) and (rx, ry) are respectively the coordinates of its left-bottom and right-up bins.
Require: : The number of horizontal cut lines, denoted by k.
Ensure: The locations of horizontal cut lines, stored in an array p[1..k].
1: Initialize an array n[ly..ry] = 0;
2: for i = ly to ry do
3: n[i] = the number of cells in rectangular region (lx, ly, rx, i);
4: end for
5: m =
n[ry ]
k+1 ;
6: for i = 1 to k do
7: find the index l and u, that satisfy n[l] ≤ m ∗ i ≤ n[u];
8: if m ∗ i− n[l] < n[u]−m ∗ i then
9: p[i] = l;
10: else
11: p[i] = u;
12: end if
13: end for
A frame is composed of a partitioning scheme and several global placement iterations, so
it can be represented as a tuple (xx, yy, dd, n), while (xx, yy, dd) is the scheme of placement-
driven partitioning and n is the number of global placement iterations applied in the frame.
To prevent cells from being restricted in the same partition, the frame configuration is varying
from one frame to next. For example, if frame (4, 4, 0, 5) is used first and then (1, 1, 0, 1), it
means that we apply a 4× 4 placement-driven partitioning to get 16 partitions and perform 16
sub-placements in the next 5 global placement iterations, and then one flat global placement
iteration is performed to allow cells to move outside of their partitions, in order to get better
locations.
The design of frame configuration is important for runtime performance and solution quality.
For example, If all the frames are configured to (1, 1, 0, 1), then POLAR 3.0 is degenerated to
POLAR [33] and cannot leverage multi-core system. However, if all the frames are configured
to (5, 5, 0, 1), then placement quality is significantly suffered. Therefore, the design of frame
configuration is a trade-off between runtime performance and placement quality. In Section 4.5,
we will further discuss about how to choose proper configuration of frames in the experiments.
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4.4.4 Support partitioning efficiently
To make sub-placements run independently, a straight forward idea is to reconstruct the
data structures (such as nets and cells) for each partition. It is the initial implementation of
POLAR 3.0. However, this idea has several performance issues.
Firstly, memory usage is increased as the number of partitions is increased. For one thing,
the memory to store a cell is doubled. One copy is for the whole circuit, and the other is for
the partition to which this cell belongs. For another thing, which is even worse, a net (contains
a set of pins) which crosses over k partitions has k copies, since each partition has one copy.
Overall all, the whole memory usage is increased by several times. Huge memory footprint
not only limits the scalability, but also slows down the program (e.g., results in higher cache
miss rate). Besides, we observed that reconstructing netlist for each partition is relatively time
consuming (about 20% of total runtime in the initial implementation).
To address the above issues, we redesigned the architecture of POLAR [33] in order to
support partitioning efficiently. The key idea is to let partition share memory from the whole
circuit. Therefore, there is only one copy for each cell/net/pin in the memory. By this new
architecture, the runtime of partitioning is reduced to less than 1% of total runtime in the final
implementation of POLAR 3.0, and can support partitioning as many as possible.
Fig. 4.7 presents the memory footprints of the whole circuit and the four partitions for
the instance in Fig. 4.6. In the whole circuit, as shown in the top table of Fig. 4.7, we have
a cell list, net list and pin list. Cells, nets and pins are stored in different kind of structures
maintaining their own variety of information (e.g., width, height and location for cell, weight
for net, offset (or cell id that it may have) for pin). Each net has a pair of values to store the
start and end index of its pins in the pin list. In the partition, for each cell (or net), which
belongs to this partition, only its id rather than its structure is stored. A hash table is used to
map cell id in the whole circuit to a new id in the partition. This hash table has two functions:
(1) check whether a cell belongs to this partition; (2) used in linear system generation, the new
id of cell in its partition is exactly the same as its row index in the matrix Qx (Qy). Besides,
the boundary of placement region should be stored for the whole circuit and partitions.
70
Scanning netlist on circuit (or partition) is the most fundamental operation in placement
algorithm. It is the basic to implement a placer and widely used in many places, such as
generating linear system and calculating total wirelength. Algorithm 13 shows how to scan
netlist on partition. The hash table is used to check the condition in line 6.
Algorithm 13 Scan netlist on a partition
1: for any net id belongs to the partition do
2: fetch the corresponding net structure;
3: get the start and end index of its pins in the pin list, denoted by s and e;
4: for i = s; i ≤ e; i = i+ 1 do
5: fetch the corresponding pin structure;
6: if this pin belongs to some cell in the partition then
7: //it is a movable pin;
8: else
9: //it is a fixed pin;
10: end if
11: end for
12: end for
4.5 Experimental Results
POLAR 3.0 is implemented in C++, and OpenMP is used to support parallelism. To verify
the efficiency of POLAR 3.0, we obtained binaries of some state-of-the-art academic placers,
such as FastPlace [22], NTUplace3 [26], ComPLx [28] and ePlace [34], and ran them over the
same benchmarks on the same platform.
The machine that was used in the experiments is a x86 64 Linux server, which has a Intel(R)
Xeon(R) E5-2640 v3 CPU (with 8 cores, 2.6GHz frequency and 20M cache) and 132 GB RAM.
The benchmarks were downloaded from the official websites of some contests, including
ISPD2005 [124], ISPD2006 [125], ISPD2011 [52], DAC2012 [50]3. For those benchmarks from
routability-driven placement contests [52, 50], routing information is ignored since all the above
placers are wirelength-driven. The benchmarks from recent ISPD detailed routing-driven place-
ment contests [53, 145] are not used in the experiments, because (i) all the above placers do not
have an interface to read lef/def format files; (ii) those large benchmarks are generated based
3The benchmarks of ICCAD2012 contest [51] are the same as those of ISPD2011 and DAC2012 contest.
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on previous contests [52, 50, 51]. Although POLAR 3.0 supports users to set target density,
the target density is set to 1 for all the benchmarks based on the following two considerations:
(i) only ISPD2006 contest benchmarks are specified target density; (ii) Specifying arbitrary
target density does not make sense, since the placement density is significantly influenced by
other factors, such as routability and timing.
In the experiments, we use the same frame configuration for all the benchmarks. As men-
tioned in Section 4.3, the design of frame configuration is to trade-off runtime and solution
quality. If many partitions are used in the previous frame, then there are fewer partitions in
the next frame to make up quality loss. Besides, flat placement is tried to avoid as much as
possible, since it cannot make full use of multi-core system. We tried several frame configura-
tions and picked a pretty good one for experiments. In this configuration, every four frames
(3, 5, 0, 5), (1, 1, 0, 1), (5, 3, 1, 5) and (1, 1, 0, 1) are defined as a group and applied repeatedly.
Each sub-placement would use at most two threads, for example, when generating (or solv-
ing) linear systems 4.3 and 4.4 simultaneously. Therefore, POLAR 3.0 would launch at most
30 threads. Note that this configuration of frames does not necessarily give the best average
results for all the benchmarks. Besides, the CPU used in the experiments only has 8 cores.
Theoretically speaking, POLAR 3.0 could get more speedup by using a CPU which has more
cores4.
The experimental results are presented in Table 4.2, where runtime is measured in seconds.
All the detailed placement are performed by the detailed placer inside of NTUplace3. We
reported the wirelength and runtime of both global and detailed placement for each placer.
”G-WL” and ”G-RT” represent the wirelength and runtime of global placement, while ”D-
WL” and ”D-RT” represent the wirelength and runtime of detailed placement. FastPlace
crashes on some benchmarks, which are annotated ”crash”. ePlace does not converge on some
benchmarks, which are annotated ”fail”.
On average, compared with ePlace, POLAR 3.0 is about 4% worst on wirelength, while
31.8× faster. Compared with FastPlace, NTUplace3 and ComPLx, POLAR 3.0 is at least not
worse or even better on solution quality, while significantly faster. The average wirelength ratio
4We currently do not have 16-core or 32-core CPU to verify this, but will do it later.
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among FastPlace, NTUplace3, ComPLx and POLAR 3.0 is 1.07:1.04:1.00:1.00, and runtime
ratio is 6.88:32.9:7.55:1.00.
For all these placers, the runtime of detailed placement is roughly comparable. To previous
academic placers (not only FastPlace, NTUplace3, ComPLx and ePlace), global placement
stage is more time consuming than detailed placement stage. Besides, global placement stage
has more impact on solution quality compared with detailed placement stage. Therefore, much
less works pay attention to detailed placement. However, for POLAR 3.0, on the contrary,
detailed placement stage uses much more runtime than global placement stage. From runtime
perspective, we hope that POLAR 3.0 would inspire more research on detailed placement.
Besides, we believe that detailed placement stage is relatively easy to parallelize compared
with global placement stage5. Therefore, we are confident that it can achieve similar speedup
combing global and detailed placement stage and we will parallelize detailed placement stage
in our future work.
Table 4.2 Comparison with the state-of-the-art academic placers
benchmark test case
FastPlace NTUplace3 ComPLx ePlace POLAR 3.0
G-WL G-RT D-WL D-RT G-WL G-RT D-WL D-RT G-WL G-RT D-WL D-RT G-WL G-RT D-WL D-RT G-WL G-RT D-WL D-RT
ISPD05
adaptec1 80.6 73 79.2 44 81.5 217 80.3 33 80.2 92 78.1 40 73.1 190 75.6 82 78.6 12 78.9 34
adaptec2 94.7 107 93.6 64 91.4 245 90.2 49 90.7 103 90.0 53 83.5 250 84.9 46 86.5 15 86.8 48
adaptec3 214.5 209 215.5 112 239.8 570 233.8 105 206.0 261 206.2 96 193.9 906 196.5 82 206.1 26 207.2 92
adaptec4 201.9 208 198.7 131 222.5 689 215.0 134 186.5 221 184.3 113 178.1 956 179.0 94 187.0 28 188.6 95
bigblue1 100.7 103 97.6 70 96.2 432 98.7 49 96.2 175 94.3 51 89.6 298 91.0 41 95.0 16 95.2 48
bigblue2 160.4 205 155.7 177 162.9 998 158.3 163 147.7 242 145.3 159 139.8 504 142.0 137 144.1 29 145.3 142
bigblue3 371.8 487 373.4 329 351.3 1100 346.3 208 326.4 486 334.7 271 299.5 1432 308.2 207 324.2 64 329.6 340
bigblue4 855.2 1024 840.6 663 852.2 3233 829.1 539 796.1 1379 788.9 542 738.6 3682 752.8 416 805.7 160 808.0 492
ISPD2006
adaptec5 329.0 473 366.6 405 345.8 1238 344.6 177 324.0 428 322.4 211 294.8 1074 301.1 171 327.1 57 329.6 198
newblue2 193.4 183 203.4 119 188.4 627 191.7 75 185.9 264 189.6 98 171.5 361 184.3 91 181.4 25 189.4 102
newblue3 298.8 185 293.1 177 284.4 505 275.9 175 265.9 216 261.4 153 259.4 585 262.6 134 266.7 20 264.8 162
newblue4 254.7 270 250.7 171 252.2 1036 247.6 149 237.1 328 232.9 138 216.1 882 222.9 114 238.2 38 239.0 127
newblue5 424.7 616 472.4 481 429.1 2080 426.9 299 411.6 707 406.2 331 372.0 1578 383.1 257 410.4 88 415.6 289
newblue6 516.1 595 506.3 376 505.0 1936 498.2 330 477.0 736 470.8 323 433.0 2136 443.1 255 478.1 88 479.6 291
newblue7 1086.4 1063 1072 958 1114.4 3886 1100.2 525 998.1 1907 989.8 776 937.8 2612 956.9 648 984.6 187 990.8 683
ISPD11
superblue1 292.4 280 287.1 328 271.9 1620 267.9 180 259.5 261 256.5 248 269 6589 250.3 178 253.2 48 253.5 221
superblue2 crash crash crash crash 615.0 2778 609.7 211 605.9 323 608.2 382 fail fail fail fail 592.8 52 592.5 273
superblue4 crash crash crash crash 217.8 757 216.5 121 214.4 187 212.3 152 fail fail fail fail 209.0 26 209.3 132
superblue5 358.6 242 355.1 237 352.9 1391 345.1 181 349.2 229 337.7 219 fail fail fail fail 338.8 37 336.5 184
superblue10 crash crash crash crash 557.7 1356 551.2 215 538.3 377 535.6 246 520.9 1644 527.8 204 531.6 54 534.8 212
superblue12 277.1 543 271.4 601 241.6 5804 238.7 333 242.9 642 237.8 479 206.5 3158 212.1 291 240.5 98 238.7 370
superblue15 313.5 264 310.1 240 295.8 2124 297.3 155 297.2 385 295.0 191 280.9 892 283.9 175 292.2 51 294.8 188
superblue18 157.0 190 152.2 169 139.1 1414 139.9 114 141.5 169 137.7 147 137.9 641 136.9 118 137.4 27 137.3 128
DAC12
superblue3 322.4 324 317.5 351 309.3 1493 302.9 219 314.1 267 304.8 282 fail fail fail fail 299.0 45 300.1 228
superblue6 crash crash crash crash 318.6 1819 319.8 209 319.5 358 318.5 291 fail fail fail fail 313.4 53 315.4 247
superblue7 404.7 541 395.6 422 379.8 3467 377.3 294 388.6 530 385.0 395 366.1 1788 368.6 301 375.7 83 375.7 318
superblue9 239.2 308 236.1 278 222.0 2285 221.8 204 219.7 305 217.2 233 fail fail fail fail 214.6 46 215.2 219
superblue11 crash crash crash crash 335.9 1465 335.7 179 334.9 277 337.4 202 774.6 5399 391.5 623 338.5 48 337.4 199
superblue14 236.4 197 234.7 202 224.2 1310 229.9 136 222.2 197 220.4 165 fail fail fail fail 218.6 28 219.1 156
superblue16 269.1 208 271.4 223 259.1 1662 262.8 120 253.9 192 256.7 190 fail fail fail fail 260.4 37 258.7 144
superblue19 154.1 204 155.8 216 143.9 1587 144.8 157 147.1 152 147.8 181 fail fail fail fail 145.7 25 145.3 164
Norm. 1.08 6.88 1.07 1.37 1.05 32.9 1.04 0.95 1.01 7.55 1.00 1.15 1.01 31.8 0.96 1.05 1.00 1.00 1.00 1.00
5Take FastDP [103] for example, global swap can be parallelized using divide and conquer by restricting
swapping scope. Parallelizing row compact is even simple, since every row is independent of others.
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4.5.1 POLAR 3.0 runtime analysis
We analyzed the runtime of POLAR 3.0 by using different number of threads. The method
is to change the number of partitions in frame. As shown in Table 4.3, for example, to
measure the runtime of POLAR 3.0 using 8 threads, we can repeatedly apply frame group
(2, 2, 0, 5), (1, 1, 0, 1), (2, 2, 1, 5) and (1, 1, 0, 1). POLAR 3.0 would launch maximally 8 threads,
since each partition would use 2 threads for generating (or solving) linear systems 4.3 and
4.4 simultaneously. The experimental results are shown in Table 4.4, where ”WL” is the
wirelength of detailed placement and ”G-RT” is the CPU runtime of POLAR 3.0 in global
placement stage, all the runtime is measured in seconds. To measure the runtime of 1-thread
and 2-thread, placement-driven partitioning is not applied. The difference between 1-thread
and 2-thread is that generating (or solving) linear systems 4.3 and 4.4 are parallel (one thread
for each direction) in 2-thread. Besides, we also added a group of frames called ”speedy”. We
can use speedy to gain more speedup at the cost of sacrificing solution quality.
Table 4.3 Frame configuration to measure runtime of POLAR 3.0 by using different number
of threads
# of threads Configuration of frame group
1-thread (1,1,0,1) (1,1,0,1) (1,1,0,1) (1,1,0,1)
2-thread (1,1,0,1) (1,1,0,1) (1,1,0,1) (1,1,0,1)
4-thread (2,1,0,5) (1,1,0,1) (1,2,1,5) (1,1,0,1)
8-thread (2,2,0,5) (1,1,0,1) (2,2,1,5) (1,1,0,1)
16-thread (2,4,0,5) (1,1,0,1) (4,2,1,5) (1,1,0,1)
speedy (3,5,0,5) (5,3,1,5) (3,5,0,5) (5,3,1,5)
default (3,5,0,5) (1,1,0,1) (5,3,1,5) (1,1,0,1)
By using 2/4/8/16/30 threads, POLAR 3.0 can achieve similar solution quality with PO-
LAR, while gain 1.43/1.59/2.5/4.0× runtime speedup. Note that compared with 2-thread,
4-thread only gains little speedup. The main reason is that the number of nets kept in each
partition is very close to that of whole circuit, so the runtime of generating (or solving) linear
systems is also very closed to that of the whole placement.
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Table 4.4 Comparison of POLAR 3.0 with different number of threads
benchmark test case
1-thread 2-thread 4-thread 8-thread 16-thread default speedy
WL G-RT WL G-RT WL G-RT WL G-RT WL G-RT WL G-RT WL G-RT
ISPD05
adaptec1 76.9 59 76.9 42 77.7 32 79 20 79.1 14 78.9 12 85.9 9
adaptec2 86.5 72 86.5 51 87.5 39 86.2 24 86.8 17 86.8 15 91.1 10
adaptec3 200.1 128 200.1 89 199.3 63 202.7 41 204.8 33 207.2 26 241.5 20
adaptec4 181.6 129 181.6 88 184.9 64 185.4 40 188.4 30 188.6 28 201.2 18
bigblue1 95.7 80 95.7 56 92.9 42 93.7 26 95.4 20 95.2 16 106.1 11
bigblue2 143.3 133 143.3 93 143.9 73 144.9 44 145.6 32 145.3 29 147.5 18
bigblue3 320.4 311 320.4 220 322.9 171 326.2 112 326.1 73 329.6 64 362.5 42
bigblue4 787.7 704 787.7 508 795.3 426 800.5 260 811.4 188 808 160 835.4 108
ISPD2006
adaptec5 313 258 313 181 320 154 319.6 98 324.6 65 329.6 57 363.2 40
newblue2 189.2 123 189.2 87 188 65 187.8 37 187.1 29 189.4 25 193.1 16
newblue3 262.7 93 262.7 63 263.3 51 264.3 32 265.5 25 264.8 20 267.6 15
newblue4 231.7 184 231.7 132 228.8 104 234 61 233.4 46 239 38 256.9 28
newblue5 407.7 407 407.7 298 404.5 225 406.9 149 410.6 107 415.6 88 432.6 64
newblue6 473 399 473 282 469.9 229 471.6 147 477.3 105 479.6 88 498.7 60
newblue7 986.8 841 986.8 603 982.1 472 978.6 300 980.4 223 990.8 187 1000.9 130
ISPD11
superblue1 251.3 208 251.3 144 249.3 114 251.5 74 251.5 49 253.5 48 258.7 30
superblue2 585 215 585 149 586.1 119 587.6 77 586.6 56 592.5 52 593.8 36
superblue4 207.5 114 207.5 79 205.6 58 207.9 42 208.3 31 209.3 26 214.8 17
superblue5 333.1 160 333 111 334.2 84 333.4 55 335.7 39 336.5 37 340.9 24
superblue10 534.7 220 534.7 149 532.6 132 533.6 87 534.1 61 534.8 54 540.1 38
superblue12 225.5 484 225.5 332 229.4 230 232.4 154 235.8 114 238.7 98 258.7 68
superblue15 294.7 210 294.7 145 290 134 291.1 82 295.8 61 294.8 51 311.7 38
superblue18 135.9 119 135.9 84 135.2 66 135.1 40 135.4 32 137.3 27 162.3 20
DAC12
superblue3 296.6 207 296.6 145 292.4 124 297.4 77 299.8 57 300.1 45 308.9 32
superblue6 311 229 311 160 311.1 142 313.2 88 312.2 62 315.4 53 320.6 39
superblue7 372.3 352 372.3 248 373.4 226 377.8 139 386.3 97 375.7 83 392.2 59
superblue9 210.6 207 210.6 147 213.9 123 221.1 78 221.6 55 215.2 46 236.6 32
superblue11 337.9 207 337.9 143 336.4 123 335.5 76 337 50 337.4 48 349.9 33
superblue14 219.1 135 219.1 94 219.9 83 218.9 49 218.2 35 219.1 28 222.9 21
superblue16 255.3 164 255.3 118 255.1 96 257.2 60 257.7 43 258.7 37 271.1 26
superblue19 145.1 120 145.1 83 145.2 63 145.7 43 147.2 31 145.3 25 150.9 17
Norm. 1.000 1.00 1.000 0.70 1.000 0.63 1.006 0.4 1.012 0.25 1.015 0.22 1.069 0.15
4.6 Conclusions
In this chapter, we systematically study the problem of parallelizing state-of-the-art quadratic
placer. The main challenge is that the major runtime components, such as solving quadratic
problem, are difficult to parallel. Experiments show that existing method can only achieve less
than 1.8× speedup by using 16 threads provided by a modern 8-core CPU.
To resolve this challenging problem, we built up a new global placer (POLAR 3.0) based on
POLAR to fully leverage multi-core system. In POLAR 3.0, we propose placement-driven par-
titioning and verify partitioning scheme to trade-off runtime and solution quality. We demon-
strate that by reasonable designing of frames, POLAR 3.0 could achieve competitive solution
quality while reducing runtime significantly.
Since POLAR 3.0 runs much faster than existing detailed placement tools, detailed place-
ment stage becomes the runtime bottleneck. We will try to parallelize existing detailed place-
ment methods in our future work.
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Figure 4.7 Memory footprints for supporting partitioning efficiently. The placement instance
is shown in Fig. 4.6.
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CHAPTER 5. TPL LAYOUT GENERATION AND DECOMPOSITION
WITH BLACK-BOX DETAILED PLACER
Triple patterning lithography (TPL) is considered one of the most promising solutions for
sub-16nm technology nodes. To ensure that a layout after detailed placement is TPL de-
composable, TPL constraints must be considered during detailed placement. Some previous
works co-optimize detailed placement and layout decomposition by repeatedly performing lay-
out decomposition during detailed placement steps. However, those algorithms are very time
consuming. Besides, they only optimize wirelength, lithography conflict count and stitch count.
Other placement objectives like timing and routability are hard to incorporate. In this chapter,
we propose a new approach to perform detailed placement with TPL decomposition. Our ap-
proach is highly efficient and enables any existing detailed placer to be used as a black-box. The
key idea is that we estimate how much space should be reserved around each type of standard
cell such that a random placement is likely decomposable without any lithography conflict. By
inflating each cell accordingly, any existing detailed placement tool can be used to generate a
layout with the desired space reservation. This layout can then be easily refined to eliminate
any lithography conflict at the cost of minimal cell displacement. Experimental results verify
the effectiveness and efficiency of our approach.
5.1 Introduction
As the technology node scales to sub-16nm, double patterning lithography has reached its
limits. TPL, which is a natural extension along the paradigm of multiple patterning lithography,
is widely considered as one of the most promising solutions, along with extreme ultra violet,
electron beam, and directed self-assembly.
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In TPL, layout is decomposed into three masks. For any two layout features which are
assigned to the same mask, a lithography conflict occurs if their distance is less than a threshold
value dmin. To resolve lithography conflicts, stitches are used to split a feature into several parts,
which could be assigned to different masks.
Many previous works on TPL layout decomposition assume that the layout is fixed and
could not be modified. [146] proved that TPL layout decomposition is NP-complete, then
proposed a semi-definite programming based approach. [147] pointed out that [146] would miss
some legal stitches by the projection method [148], then proposed a better algorithm to find
more legal stitches. [149] further improved the identification of legal stitches, then used graph
simplification techniques to divide the problem into many smaller sub-problems. [150] tried
to leverage existing DPL layout decomposition techniques with the help of an advanced data
structure – SPQR tree. [151] considered TPL layout decomposition of row-structure layout.
However, all these previous works cannot guarantee to generate solutions with minimum number
of conflicts.
To ensure that a layout is decomposable, a pioneer work [152] suggested to consider lithogra-
phy constraints during detailed placement. [153, 154] followed this suggestion, they considered
DPL and TPL layout decomposition of row-structure layout respectively.
In [154], a branch and bound algorithm was applied to enumerate non-redundant coloring
solutions for each type of standard cell in its first stage. Then in its second stage, TPL-aware
detailed placement is performed to eliminate conflicts between standard cells. However, its
second stage is time consuming and some complex placement quality metrics such as routability
and timing are difficult to incorporate.
In this chapter, a simple and effective approach for TPL layout generation and decomposi-
tion is proposed with the help of any existing detailed placer. The key idea is that we estimate
how much space should be reserved around each type of standard cell so that a random place-
ment is likely decomposable without any lithography conflict. By inflating each cell accordingly,
any existing detailed placer can be used as a black-box to generate a layout with the desired
space reservation. This layout can be easily refined to eliminate any lithography conflict at the
cost of minimal cell displacement. The contributions of our work are summarized as follows.
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• A three-stage flow is proposed for TPL layout generation and decomposition. Our flow
targets on not only satisfying TPL constraints, but also maintaining good placement
quality by leveraging any existing detailed placer as a black-box.
• The desired space around each type of standard cell is effectively computed by a prob-
abilistic method. By inflating the cells accordingly, any existing detailed placer can be
used to generate a TPL-friendly and high-quality placement solution.
• A local cell swapping/recoloring and a displacement-driven cell packing are proposed to
efficiently resolve lithography conflicts at the cost of minimal cell displacement.
• Experimental results show that our approach outperforms the state of the art, on both
solution quality and CPU runtime.
The rest of this chapter is organized as follows. Section 5.2 presents preliminaries. Section
5.3 is an overview of our approach. From Section 5.4 to Section 5.5, the details of our approach
are illustrated. Experimental results are shown in Section 5.6. Finally, conclusions are made
in Section 5.7.
5.2 Preliminaries
5.2.1 Problem definition
As in previous work [154], we assume that layout is a standard-cell based design with row
structure. Given a standard cell library, the cells of different types are with the same height.
Since the most complex layout features originate from metal 1 (M1) layer, in the rest of this
chapter, we focus on M1 layer. In each row, the power/ground rails are going from the very
left to the very right. Fig. 5.1 gives a simple row structure based layout.
The row structure layout has some good properties. [151, 154] pointed out that there was no
lithography conflict between two M1 wires or contacts that are from different rows. Therefore,
layout decomposition can be carried out for each row independently. Besides, the power/ground
rails can be pre-colored without loss of generality. They can either be assigned the same color,
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Figure 5.1 An instance of row structure layout and its TPL decomposition.
or different colors. The exact color to use is not an issue since we can generate other solutions
from existing ones by permuting colors [151].
The problem can be formulated as follows. Given a standard cell library and an initial
placement, the goal is to assign a coloring solution for each standard cell and perform detailed
placement with respect to any placement metrics (e.g., wirelength, timing and routability)
while minimizing the number of lithography conflicts and stitches.
5.3 Overview Of Our Approach
Basically, we divide our approach into three stages: (i) library pre-processing; (ii) black-box
detailed placement; (iii) lightweight co-optimization. The overview of our approach is shown
in Fig. 5.2.
In the first stage, standard cell pre-coloring is first performed. Then some look-up tables
are constructed and the desired space around each type of standard cell is computed. All the
information is stored in a database. Note that the first stage is only performed once off-line for
all circuits using the same standard cell library.
In the second stage, standard cells are inflated according to their desired spaces from the
database. And detailed placement is performed to generate a layout with desired space reser-
vation. In this stage, any existing detailed placer can be leveraged as a black-box.
In the final stage, an initial layout decomposition (mask assignment) is performed based on
the generated layout of the second stage. If all rows already have enough capacities (spaces)
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to avoid lithography conflicts, we skip lightweight local cell swapping/recoloring. Otherwise,
lightweight local cell swapping/recoloring is applied. At the end, displacement-driven cell pack-
ing is used to achieve TPL-friendly detailed placement at the cost of minimal cell displacement.
Displacement is minimized in order to preserve the optimization performed in black-box de-
tailed placement.
5.4 Library Pre-processing
5.4.1 Standard cell pre-coloring
In order to generate all non-redundant coloring solutions for each type of standard cell, we
leverage the branch and bound algorithm used in [154]’s first stage. For i-th type of cell ti, it has
a set of coloring solutions denoted by c1i , c
2
i , · · · , cnii , where ni is the number of coloring solutions
for ti. The corresponding stitch counts for c
1
i , c
2
i , · · · , cnii are respectively s1i , s2i , · · · , snii . The
width of ti is denoted by wi.
5.4.2 Construction of look-up tables
After all coloring solutions are generated, two look-up tables are built for future use.
The first one stores the minimal allowable spacing between two adjacent cells without
resulting in conflict. For dj,qi,p, the left cell’s type is ti and its chosen coloring solution is c
p
i , and
the right cell’s type is tj and its chosen coloring solution is c
q
j .
The second one D ((j, p) , i, (k, q)) stores a pair (d, η) as shown in Formulas 5.1-5.2, where
d is the minimal allowable spacing among three consecutive cells without resulting in conflict
and η is the corresponding color solution of the middle cell. In here, the middle cell’s type is
ti, its left neighbor’s type is tj and its chosen coloring solution is c
p
j , and its right neighbor’s
type is tk and its chosen coloring solution is c
q
k.
D ((j, p) , i, (k, q)) .d = min
1≤z≤ni
{
di,zj,p + d
k,q
i,z
}
+ wi (5.1)
D ((j, p) , i, (k, q)) .η = arg min
1≤z≤ni
{
di,zj,p + d
k,q
i,z
}
(5.2)
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5.4.3 Standard cell desired space calculation
Lithography conflict between a pair of adjacent cells could be easily resolved as long as
enough space is reserved in the vicinity of these two cells. By reversing desired space around
each standard cell during detailed placement, a TPL-friendly layout is expected to generate.
Since the final coloring solution for each standard cell is not determined yet, a probabilistic
method is used to estimate the desired space.
For any type of standard cell ti, suppose its left adjacent cell’s type is tj . Assuming that ti
and tj use random coloring solution. To avoid lithography conflict, the expected minimal space
Ei,j between these two cells can be calculated by Formula 5.3. Then the desired space around
ti, denoted by µi, is defined by Formula 5.4. α is a parameter which is introduced to control
the amount of space reserved. It is set to 0.9 for all the benchmarks used in our experiments.
The Fig. 5.3 illustrates the idea. We will analyze the impact of α on solution quality in Section
5.7.
Ei,j =
∑
1≤p≤ni
∑
1≤q≤nj d
j,q
i,p
ni ∗ nj (5.3)
µi = α ∗
(∑
1≤j≤nEj,i
2n
+
∑
1≤k≤nEi,k
2n
)
(5.4)
5.5 Black-box Detailed Placement
The reserved space around each type of standard cell is provided to detailed placer as
follows: for the standard cell whose type is ti, its width is inflated to wi+µi. Then any existing
detailed placer can be used as a black-box to generate a layout with desired space reservation.
Besides, the placement metrics such as wirelength and timing, are taken care of by detailed
placer (and this is the beauty of our approach). All cell widths are restored after this stage.
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5.6 Lightweight Co-optimization
In this section, we focus on avoiding lithography conflicts. At the beginning, the suffi-
cient condition of zero-conflict is pointed out. Then we present how to initialize mask (color)
assignment based on the layout generated by black-box detailed placer. Next, coloring and
placement are further refined by a lightweight local cell swapping/recoloring in order to satisfy
the sufficient condition. Finally, it is displacement-driven cell packing.
5.6.1 Sufficient condition
The cell orderings of the generated layout by black-box detailed placer are preferred to
maintain. We define threshold capacity for each row as follows.
Definition 8. Threshold capacity is the minimal capacity that is enough to accommodate the
cells without introducing lithography conflicts.
It is easy to see that zero-conflict can be achieved if the threshold capacity of each row
is less than its capacity. The threshold capacity of each row can be efficiently solved by the
following dynamic programming.
The cells in the i-th row are denoted by b1i , b
2
i , · · · , brii ordering from left to right, where
ri is the number of cells in the row. Their types are respectively t
1
i , t
2
i , · · · , trii . Let K =
max1≤i≤n {ni}, where n is the number of standard cell types in library. K is the maximal
number of coloring solutions over all standard cell types. A two-dimensional array A [1..ri] [1..K]
is maintained, where A[x][y] stores the leftmost position of cell bxi if it is assigned its y-th coloring
solution. A[x][y] can be computed recursively in Formula 5.5.
A[x][y] =

∞ if y > ntxi
0 if x = 1
min1≤z≤n
tx−1
i
{A[x− 1][z] + dtxi ,y
tx−1i ,z
}+ wtx−1i otherwise
(5.5)
The threshold capacity can be calculated by Formula 5.6.
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λi = wtrii
+ min
1≤z≤n
t
ri
i
A[ri][z] (5.6)
5.6.2 Initialize mask assignment
The threshold capacity is the absolutely minimal capacity required no matter how many
stitches are used. However, to incorporate stitch count, in our dynamic programming routine,
we use weighted leftmost position A′[x][y] to replace A[x][y] as follows, where sztxi is the stitch
count and β is used to balance threshold capacity and stitch count.
A′[x][y] =

∞ if y > ntxi
0 if x = 1
min1≤z≤n
tx−1
i
{A′[x− 1][z] + dtxi ,y
tx−1i ,z
+ β ∗ sztxi }+ wtx−1i otherwise
(5.7)
Given the placement by the black-box detailed placer, we apply the dynamic programming
based on Formula 5.7 to obtain an initial mask assignment. Then we define request capacity
as follows.
Definition 9. Based on current coloring solution for each standard cell, request capacity is
the minimal capacity that is enough to accommodate the cells without introducing lithography
conflicts. For a row, if its request capacity is greater than its capacity, we call this row overflow,
otherwise we call it underflow.
If the number of overflow cells is 0, then we can move to displacement-driven cell packing.
Otherwise, lightweight local cell swapping/recoloring is applied to eliminate all overflow rows.
5.6.3 Lightweight local cell swapping/recoloring
For any cell bji (the j-th cell in i-th row) in an overflow row, we define a rectangular window
covering bji as its neighborhood. The cells within this neighborhood are called the neighbors of
bji . Suppose b
v
u (the v-th cell in the u-th row) is a neighbor of b
j
i , if either one of the two following
cell swapping/recoloring conditions is satisfied, then they can be swapped and recolored.
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1. The u-th Row is underflow. After swapping/recoloring, the request capacity λi of i-th
row is decreased and the u-th row is still underflow.
2. The u-th row is overflow. After swapping/recoloring, the request capacity λi of i-th row
and λu of u-th row are both decreased.
Let us look a case of local cell swapping/recoloring between bji and b
v
u, where b
j
i and b
v
u have
both left and right adjacent cells. The request capacity are calculated by Formula 5.8. We
use ηji to denote the coloring solution of b
j
i . If swapping/recoloring is allowable, η
j
i and η
v
u are
updated by Formula 5.8. For other cases, such as that bji does not have left adjacent cell, the
analysis is similar.

λi = λ
o
i −DST (
(
tj−1i , η
j−1
i
)
,
(
tji , η
j
i
)
,
(
tj+1i , η
j+1
i
)
) +D(
(
tj−1i , η
j−1
i
)
, tvu,
(
tj+1i , η
j+1
i
)
).d
λu = λ
o
u −DST (
(
tv−1u , η
v−1
u
)
, (tvu, η
v
u) ,
(
tv+1u , η
v+1
u
)
) +D(
(
tv−1u , η
v−1
u
)
, ti,j ,
(
tv+1u , η
v+1
u
)
).d
(5.8)

ηji = D(
(
tv−1u , η
v−1
u
)
, ti,j ,
(
tv+1u , η
v+1
u
)
).η
ηvu = D(
(
tj−1i , η
j−1
i
)
, tvu,
(
tj+1i , η
j+1
i
)
).η
(5.9)
local cell swapping/recoloring may introduce stitches. To limit the use of stitches, a stitch
budget is provided as input parameter. If the stitch budget is used up, the local cell swap-
ping/recoloring that would lead to stitch increment is forbidden.
Local cell swapping/recoloring is presented in Algorithm 14. Lines 2-12 perform local cell
swapping/recoloring. The neighbor cells of bji are considered as swapping/recoloring candidates
in first-come first-in order. Line 14 enlarges the neighborhood if the row is still overflow. The
outer loop is never stopped until either i. the row is underflow or ii. the neighborhood is too big.
According to our experimental results, the second criterion has never happened, because the
layout generated by black-box detailed placer is already easy to decomposed. When it happens,
it means that our approach could not eliminate all conflicts, but it still tries to optimize the
total number of conflicts. To limit cell displacement, the initial neighborhood for cell bji is set
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to x ∈ [xji − 3 ∗ wtji , x
j
i + 3 ∗ wtji ], y ∈ [y
j
i − H, yji + H], where H is the standard row height,
(xji , y
j
i ) is the coordinate of b
j
i . Each time the neighborhood is enlarged by 2∗wtji in x-direction
and 2 ∗H in y-direction.
Algorithm 14 Local cell swapping/recoloring to eliminate overflow row
Require: Placement is legalized. The i-th row is overflow. Stitch budget S.
Ensure: The i-th row is underflow.
1: while the i-th row is overflow do
2: for each pair of
(
bji , b
v
u
)
do
3: if bji and b
v
u can be swapped then
4: Swap bji and b
v
u;
5: Update ηji and η
v
u;
6: Update λi and λu;
7: Update S;
8: if S < 0 then
9: Cancel swap/recolor and recover S;
10: end if
11: end if
12: end for
13: if the i-th row is overflow then
14: Enlarge the neighborhood;
15: if neighbourhood is too big then
16: Cannot obtain zero-conflict solution and exit;
17: end if
18: end if
19: end while
Algorithm 15 always either return a layout which could be decomposed without introduc-
ing conflicts or exit in line 16 based on the following observation. According to cell swap-
ping/recoloring conditions, if case (i) happens, then λi is reduced without introducing addi-
tional overflow row. If case (ii) happens, both λi and λu are reduced. Therefore, in both cases,
λi is reduced without introducing additional overflow rows. So the theorem is established.
5.6.4 Displacement-driven cell packing
The goal of cell packing is to minimize cell displacement with respect to the placement by
black-box detailed placer. We define displacement-driven cell packing problem as follows.
Definition 10. Displacement-driven cell packing: Given a detailed placement, find positions
and coloring solutions for cells in each row under constraint that cell orderings are fixated. The
objective is to minimize cell displacement, conflict and stitch count.
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Displacement-driven cell packing can be solved optimally by simply modifying the TPL-
OSR’s optimal algorithm proposed by [154]. However, its time complexity is O(Krimi), where
mi and ri are respectively the number of sites and cells in the i-th row. So it is very expensive.
We propose a two-step speed-up heuristic method only sacrificing insignificant quality. In
the first step, we assign coloring solution to each cell by the dynamic programing approach based
on Formula 5.7. In the second step, only cell shifting is allowed to optimize the displacement. In
[103], an efficient single-segment clustering algorithm was proposed to solve fixed-order single
segment placement problem optimally. In our method, the second step has similarity with
fixed-order single segment placement problem. There are two differences. Firstly, the objective
is displacement rather than wirelength. Since cell displacement of cell bji can be modeled easily
by adding a two-pin pseudo net from a fixed pseudo pin located in the current position of bji to
bji , the wirelengh of this pseudo net is equal to the displacement of b
j
i . Secondly, the minimal
distance between two adjacent cells without introducing conflicts should be enforced. This can
be easily realized by cell inflation. Therefore, [103]’s single-segment clustering algorithm can
be reused.
The time complexity of our two-step heuristic method is O(riK). The first step needs
O(riK), while the second step needs O(ri) [103]. Compared with TPL-OSR’s optimal algorithm
[154], our method is faster by O(mi).
For a row, if the above method could not achieve zero-conflict, we return to TPL-OSR’s
optimal algorithm [154]. Based on our experimental results, for all the benchmarks, our two-
step heuristic method works very well and it is extremely fast.
5.7 Experimental Results
5.7.1 Experimental configuration
Our approach is implemented in C++, and the latest version of [154]’s C++ implementation
is also obtained. Both are run on the same Linux machine with 3.4GHz CPU, 4GB main
memory. Benchmarks are the same as [154]’s. FastDP [103] is used as black-box detailed
placer in our approach.
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Table 5.1 The characteristics of benchmarks used in TPL-aware detailed placement
benchmark |V | |E| Util(%) infl (%)
alu-70 2110 2445 70.00 4.55
alu-80 2110 2445 80.22 5.53
alu-90 2119 2445 90.14 5.99
byp-70 4416 5732 70.01 2.64
byp-80 4416 5732 80.04 3.04
byp-90 4416 5732 90.14 3.53
div-70 3758 4487 70.14 3.65
div-80 3758 4487 80.14 4.16
div-90 3758 4487 90.12 4.63
ecc-70 1322 1552 70.13 2.82
ecc-80 1322 1552 80.10 3.18
ecc-90 1322 1552 90.25 3.72
efc-70 1183 1314 70.03 2.77
efc-80 1183 1314 80.26 3.39
efc-90 1183 1314 90.27 3.79
ctl-70 1694 2039 70.04 2.73
ctl-80 1694 2039 80.00 3.06
ctl-90 1694 2039 90.24 3.70
top-70 14793 15448 70.08 4.00
top-80 14793 15448 85.10 4.58
top-90 14793 15448 90.06 5.10
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The characteristics of benchmarks are presented in Table 5.1. The second column |V | is the
number of movable cells. The third column |E| is the number of nets. The design utilization
is in the forth column and cell inflation ratio (the ratio of extra inflated area and die area) is
given in the last column. It shows that by inflating cells just a little bit, a TPL-friendly layout
can be generated by existing detailed placers.
5.7.2 Space reservation analysis
We have studied the effect of α in Formula 5.4 to the results. If α is too large, too much
space would be reserved and the placement quality would be degraded. If α is too small, there
may not be enough space to resolve all lithography conflicts. In our experimental results, we
notice that as long as α is between 0.6 and 1.1, the results are good and are not very sensitive
to the value of α. In our experiments, we set α to 0.9 for all benchmarks. It is not surprising
that the value of α can be less than 1. It is because the cell coloring solutions can be optimized
to make the space required to be less than the average.
5.7.3 Runtime analysis
The look-up tables are only built once off-line and stored in the main memory to be reused.
(The memory used to store look-up table is less than 100M bytes). Therefore, the CPU run-
time of building look-up table are excluded for both [154] and our approach. The CPU runtime
breakdown of our approach is shown in Fig. 5.4, where the y-axis is the CPU runtime percent-
age. We can see that calling the black-box detailed placer dominates the total CPU runtime,
so our approach has similar scalability with the black-box detailed placer and is very suitable
for large scale design.
5.7.4 Solution quality comparison with previous work
The experimental results are listed in Table 5.2. Compared with [154]’s slow mode, on
average, our approach achieves 4.2% improvement on wirelength, 33% reduction on the number
of stitches and about 96.9× speed up on CPU runtime. Compared with [154]’s fast mode (which
reports error on alu 90), on average, our approach achieves 6.5% improvement on wirelength,
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4% reduction on the number of stitches and about 2.66× speedup. Besides, it can be observed
that our approach is very suitable for the circuits which have high utilization, such as alu 90,
div 90 and efc 90. While [154] does not perform well on these circuits.
Table 5.2 Experimental results of TPL-aware detailed placement
benchmark [154]’s slow mode [154]’s fast mode our approach
CN ST WL runtime(s) CN ST WL runtime(s) CN ST WL runtime(s)
alu-70 0 880 2.622 28.8 0 622 2.637 0.57 0 610 2.563 0.14
alu-80 0 926 2.613 26.7 0 624 2.657 0.69 0 610 2.561 0.16
alu-90 0 1054 2.965 34.5 0 * * * 0 610 2.566 0.41
byp-70 0 1375 11.78 47.9 0 1176 11.78 0.94 0 1134 11.52 0.41
byp-80 0 1544 11.51 46.9 0 1180 11.53 1.79 0 1134 11.28 0.36
byp-90 0 1781 11.85 91.2 0 1175 12.16 1.75 0 1134 11.49 0.96
div-70 0 1555 4.793 23.3 0 1384 4.799 0.64 0 1316 4.668 0.45
div-80 0 1713 4.602 43.5 0 1375 4.616 1.22 0 1316 4.506 0.39
div-90 0 1838 4.691 71.5 0 1371 5.380 1.75 0 1316 4.442 0.76
ecc-70 0 278 2.071 6.31 0 262 2.071 0.15 0 258 2.029 0.15
ecc-80 0 290 1.955 5.72 0 260 1.960 0.26 0 258 1.928 0.25
ecc-90 0 325 1.969 12.5 0 259 1.982 0.24 0 258 1.872 0.3
efc-70 0 748 1.054 5.18 0 688 1.056 0.14 0 671 1.000 0.2
efc-80 0 823 1.015 4.74 0 691 1.022 0.12 0 671 0.987 0.2
efc-90 0 885 1.164 11.1 0 695 1.377 0.32 0 671 1.015 0.35
ctl-70 0 333 2.529 8.45 0 297 2.530 0.22 0 275 2.473 0.24
ctl-80 0 381 2.376 8.08 0 293 2.385 0.2 0 275 2.346 0.35
ctl-90 0 441 2.388 15.8 0 287 2.418 0.55 0 275 2.335 0.41
top-70 0 5548 17.43 204 0 4803 17.45 4.59 0 4731 16.68 1.36
top-80 0 6124 16.49 193 0 4832 16.53 9.09 0 4731 15.95 1.14
top-90 0 6822 16.78 430 0 4789 19.72 13.1 0 4731 15.81 1.15
norm 1 1.33 1.042 96.9 1 1.04 1.065 2.66 1 1 1 1
5.8 Conclusions
In this chapter, we propose an efficient approach for TPL layout generation and decomposi-
tion. The key idea is that by space reservation and cell inflation, a layout generated by detailed
placement is already TPL-friendly. And the lithography conflicts can be easily eliminated by
lightweight method. Besides, by leveraging existing detailed placers, unlike [154], we do not
need to develop new algorithms to incorporate different placement metrics (e.g, timing and
routability). Our approach maximally maintains the quality of a given initial placement, and
its scalability is also determined by the black-box detailed placer used.
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Figure 5.2 The overview of our TPL-aware detailed placement approach.
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and its left adjacent cell
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Figure 5.3 Space reservation: the shadow parts are reserved space.
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Figure 5.4 The runtime breakdown of our TPL-aware detailed placement approach.
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CHAPTER 6. TPL-AWARE DETAILED PLACEMENT REFINEMENT
WITH COLORING CONSTRAINTS
To minimize the effect of process variation for a design in triple patterning lithography
(TPL), it is beneficial for all standard cells of the same type to share a single coloring solution.
In this chapter, we investigate the TPL-aware detailed placement refinement problem under
these coloring constraints. Given an initial detailed placement, the positions of standard cells
are perturbed and a TPL solution complying with the coloring constraints is derived while
minimizing cell displacement, lithography conflicts and stitches. We prove that this problem
is NP-complete and show that it can be formulated as a mixed integer linear program. Since
mixed integer linear programming is very time consuming, we propose an effective heuristic
algorithm. In our approach, important adjacent pairs of standard cells are recognized firstly,
since they have significant impact on cell displacement. Then a tree-based heuristic is applied
to generate a good initial solution for our linear programming-based refinement. Experimental
results show that compared with mixed integer linear programming, our heuristic approach is
comparable in solution quality while using very short CPU runtime.
6.1 Introduction
With the technology node scaling to sub-16nm, electron beam (E-beam), extreme ultraviolet
lithography (EUVL) and TPL are considered the most promising lithography technologies. In
this chapter, we are focusing on TPL.
There are many previous works on TPL optimization. The fundamental problem of TPL is
to eliminate lithography conflicts while minimizing stitch count. [146, 147, 149, 150, 151, 155,
156, 157] are related to TPL layout decomposition. [146, 147, 149, 150] focus on 2-Dimension
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B A
A C
(a) Given initial detailed placement.
B A
A C
(b) One solution: try to optimize the displacement
of the second row.
B A
A C
(c) Another solution: try to optimize the displace-
ment of the first row.
Figure 6.1 An instance of problem: choosing different coloring solutions for types A, B and
C plus cell shifting.
layout decomposition. [151, 155] focus on row-based 1-Dimension layout decomposition. [158,
159] consider TPL during detailed routing stage.
Recently, [154] presents a TPL aware detailed placement approach in which layout decom-
position and placement are resolved simultaneously. The approach is effective in resolving
lithography conflicts. However, the approach only considers the optimization of wirelength
together with lithography conflicts and stitch number. It is not clear how to incorporate other
placement objectives like timing and routability.
Besides, [155] points out the advantage of assigning the same lithography pattern for the
same standard cell type during TPL layout decomposition. This would minimize the effect of
process variation and best guarantee that those standard cells of the same type eventually have
similar physical and electrical characteristics. However, [155] only considers the decomposition
of a fixed layout, and hence often cannot completely satisfy these constraints.
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In this chapter, we investigate the TPL-aware detailed placement refinement problem under
the coloring constraints that all standard cells of the same type should share the same TPL
coloring solution. Given an initial detailed placement, the positions of standard cells are per-
turbed and a TPL solution complying with the coloring constraints is derived while minimizing
total cell displacement, lithography conflicts and stitches simultaneously.
Different from [154], our approach is applied to an optimized detailed placement under
any conventional placement metrics. By refining it with minimal perturbation, the quality of
the detailed placement can be preserved. In addition, we consider the coloring constraints.
Compared with [155], as placement perturbation is allowed, the coloring constraints are always
satisfied in our approach. We prove that this problem is NP-complete and show that it can
be formulated as a mixed integer linear program (MILP). Since the MILP is time consuming
to solve, we propose an effective heuristic algorithm to solve it. In our algorithm, important
adjacent pairs of standard cells are recognized firstly, since they have significant impact on cell
displacement. Then a tree-based heuristic is applied to generate a good initial solution which
is then refined by a linear programming (LP)-based technique. Experimental results show that
compared with MILP solution, the heuristic method is comparable in solution quality while
using very limited CPU runtime. The contributions of this chapter are summarized as follows.
• We formulate a new TPL optimization problem considering TPL coloring constraints for
standard cells during detailed placement.
• We prove that this new problem is NP-complete.
• We propose a MILP formulation for this new problem.
• Since MILP is very time consuming to solve, we propose an effective heuristic algorithm.
The rest of this chapter is organized as follows. In Section 6.2, we gives the formal problem
definition and its MILP formulation. In Section 6.3, we prove that this problem is NP-complete.
In Section 6.4, we illustrate the heuristic algorithm. In Section 6.5, we present the experimental
results. Finally, we make our conclusions in Section 6.6.
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6.2 Problem Definition
Given a standard cell library, all feasible coloring solutions for each cell type are found
out firstly. Since each cell contains only a small number of layout features, the enumerative
approach proposed in [154] works well. Besides, this step is performed once per library. For
the i-th type of cell denoted by ti, there are ni feasible coloring solutions p
1
i , p
2
i , · · · , pnii . The
corresponding stitch counts are s1i , s
2
i , . . . , s
ni
i . The width of ti is wi. There are k types of
standard cells in the library. Given a detailed placement, which has n rows. For the j-th row,
the types of standard cells ordered from left to right are c1j , c
2
j , · · · , crjj , where rj is the number
of cells in the j-th row.
The TPL-aware displacement-driven detailed placement with coloring constraints is defined
as follows.
Given a standard cell library with a set of feasible coloring solutions for each standard
cell type, and an initial detailed placement, eliminate all lithography conflicts by choosing one
coloring solution for each type of standard cell and shifting the standard cells without changing
the cell ordering in each row. The objective is to minimize the total cell displacement and the
number of stitches.
Fig. 6.1 gives an instance of this problem. By choosing coloring solutions for types A, B
and C and shifting cells, conflicts are eliminated. In Fig. 6.1(a), an initial detailed placement
with two rows is given. In Fig. 6.1(b), cell displacement of the second row is optimized well
while that of the first row is not. On the contrary, in Fig. 6.1(c), cell displacement of the first
row is optimized well while that of the second row is not. It shows that different TPL solutions
may lead to significantly different cell distribution in each row.
6.2.1 MILP formulation
The above problem can be formulated as a MILP. We use a binary variable bji to denote
whether the coloring solution pji is assigned to standard cell type ti. In the i-th row, the origi-
nal central x-coordinates of cells ordered from left to right are o1i , o
2
i , · · · , orii , their new central
x-coordinates are x1i , x
2
i , · · · , xrii , their displacement are q1i , q2i , · · · , qrii . For any two adjacent
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cells, the type of left one is ti and its coloring solution is p
u
i , the type of right one is tj and its
coloring solution is pvj . To avoid lithography conflict, the minimal distance between these two
cells is a constant denoted by du,vi,j . For any two adjacent cells in the row i, let x
j−1
i and x
j
i be
their central x-coordiniates, their actual distance is denoted by zji . Besides, the width W of
placement region is also given. The problem can be formulated into the following mathematical
programming. Note that in this chapter, for any pair of adjacent cells, the distance is from the
center of the left one to the center of the right one.
Minimize: α
n∑
i=1
ri∑
j=1
n
c
j
i∑
k=1
bk
cji
× sk
cji
+ β
n∑
i=1
ri∑
j=1
qji
S.T:
ni∑
j=1
bji = 1, ∀1 ≤ i ≤ k
xji − xj−1i = zji , ∀1 ≤ i ≤ n ∧ 2 ≤ j ≤ ri
zji ≥
n
c
j−1
i∑
u=1
n
c
j
i∑
v=1
bu
cj−1i
× bv
cji
× du,v
cj−1i ,c
j
i
, ∀1 ≤ i ≤ n ∧ 2 ≤ j ≤ ri
xji − oji ≤ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
oji − xji ≤ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≥
w
c
j
i
2 , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≤W −
w
c
j
i
2 , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
bji = 0 or 1, ∀1 ≤ i ≤ k ∧ 1 ≤ j ≤ ni
The objective is a weighted sum of total cell displacement and stitch count. The first con-
straint represents that standard cells of the same type should have the same coloring solution.
The second and third constraints represent that for any two adjacent cells, there is enough
distance to avoid lithography conflict. The fourth and fifth constraints represent cell displace-
ment. Finally, the last two constraints mean that cells should be put inside of placement region.
The product of two binary variables in the third constraint can be transformed into linear con-
straints as follows: c = a ∗ b⇔ a+ b− c ≤ 1∧ a− c ≥ 0∧ b− c ≥ 0, where a, b, c are all binary
variables. Therefore, the problem can be formulated as a MILP.
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x1
x2
x3
x4
(a) An instance of 3-coloring problem. The three colors are RED, BLUE and GREEN.
t1 t2 t0 t1 t0t3 t2 t3 t0 t3 t4
(b) An instance of single-row version. The widths of cells are 1. The width of row is 11.
For any type of standard cell ti, it has three feasible coloring solutions
(
p1i , p
2
i , p
3
i
)
. p1i , p
2
i
and p3i are respectively corresponding to RED, BLUE and GREEN.
Figure 6.2 The reduction from 3-coloring problem to single-row version.
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6.3 Complexity Of Problem
To see the complexity of this problem, let us look at a special version of its decision problem
firstly.
Definition 11 (Single-row version). The given initial detailed placement has only one row.
The problem is to decide whether there is a feasible solution to accommodate all cells without
conflicts.
Theorem 1. The single-row version is NP-complete.
Proof. It is easy to see that the single-row version is NP. We show that the 3-coloring problem
can be reduced to single-row version. Since the 3-coloring is NP-complete [160], the single-row
version is NP-complete.
Suppose in a 3-coloring problem instance, there are n nodes denoted by x1, x2, · · · , xn
. There are m edges denoted by e1, e2, · · · , em. We can construct the following single-row
version instance.
Each node xi is corresponding to one type of standard cell ti, which has three feasible
coloring solutions p1i , p
2
i , p
3
i . p
1
i , p
2
i and p
3
i are corresponding to RED, BLUE and GREEN
respectively. There is a special type of standard cell t0. The width of standard cells are all 1.
We define the minimal distance between ti and tj to eliminate conflict as follows.
du,vi,j =

1 if u 6= v and i 6= 0 and j 6= 0
2 if u = v and i 6= 0 and j 6= 0
1 if i = 0 or j = 0
It means that for any pair of adjacent cells, if the type of either one is t0, the minimal
distance between these two cells to avoid conflict is 1 no matter what the final coloring solutions
are. Otherwise, if the left one is assigned the coloring solution which is corresponding to pki
(1 ≤ k ≤ 3) and the right one is assigned the coloring solution which is corresponding to pkj ,
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the minimal distance between these two cells to avoid lithography conflict is 2. Otherwise the
minimal distance is 1.
For any two nodes xi and xj , suppose i < j without loss of generality. If there is an edge
e = (xi, xj), then we construct a pair of adjacent cells (ti, tj). Besides, we add a standard cell
of type t0 between any two pairs of constructed adjacent cells. And the width of row is defined
as the number of constructed standard cells, i.e., 3m-1. Fig. 6.2(b) shows the corresponding
single-row version instance of the 3-coloring problem instance in Fig. 6.2(a).
If the above 3-coloring problem instance is true, then in the constructed single-row version
instance, for any two adjacent cells ti and tj (i < j), we can choose the coloring solutions so
that the minimal distance between these two cells to avoid lithography conflict is 1. Therefore,
all the constructed standard cells can be put inside of the row. Similarly, if single-row version
instance is true, then we can find a solution that satisfies the corresponding 3-coloring problem
instance.
The displacement-driven TPL-aware detailed placement with ordering and coloring con-
straints is a generalization of the single-row version, so it is also NP-complete [160].
6.4 Methodology
Since the problem is NP-complete and MILP is very time consuming, we propose an effective
heuristic algorithm to solve this problem. In this section, we firstly show the motivation of our
approach. Next, we present its overview which is composed of three stages. Finally, we illustrate
these three stages respectively.
6.4.1 Motivation
Since standard cells of the same type should have the same coloring solution, we define
adjacent pair as follows.
Definition 12. An adjacent pair is a pair of types of two adjacent standard cells.
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B C B BC
B C B BC
(a) The upper figure represents that all the cells are put inside of row if the minimal distances
(to eliminate lithography conflicts) of adjacent pairs are optimized well. On the contrary,
in the lower figure, the right most cell B is outside of row if those minimal distances of
adjacent pairs are not optimized well.
B C C CC
B C C CC
(b) In the upper figure which represents the original placement, the left-most adjacent pair
(cell B and cell C) is the most important one to optimize cell displacement. If the minimal
distance of this pair to eliminate conflict is not optimized well, all the other cells on the
right hand side would be shifted right as shown in lower figure.
Figure 6.3 The two examples reveal the motivation of our heuristic approach.
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For example, if the type of left cell is ti and the type of right one is tj , the corresponding
adjacent pair is (ti, tj). The minimal distances of adjacent pairs to avoid lithography conflicts
have significant impact on solution quality of this problem. There are two reasons. Firstly, if
these minimal distances are not optimized well, then it would be difficult to put all cells inside
of the row region, as shown in Fig. 6.3(a). Secondly, different adjacent pairs have different
impact on total cell displacement, as shown in Fig. 6.3(b). Therefore, our method tries to
focus on the minimal distances of important adjacent pairs.
6.4.2 Overview
Our approach is composed of three stages. In the first stage, we propose a method to
recognize the important adjacent pairs. In the second stage, we try to optimize minimal
distances of important adjacent pairs and a tree-based heuristic is applied to get a good initial
solution. In the last stage, we apply LP-based method to refine the solution. The overview is
presented in Fig. 6.4.
6.4.3 Important adjacent pair recognition
We use a positive integer to represent how important an adjacent pair is. We call this
integer the weight of adjacent pair. Higher weight means more important. For example, as
shown in Fig. 6.3(b), apparently, the adjacent pair (B,C) should have the highest weight. We
use weight[i][j] to denote the weight of adjacent pair (ti, tj).
At this stage, we do not know what the final coloring is. Therefore, we propose a simple
method to estimate the new cell distribution. For any adjacent pair (ti, tj), we calculate the
average minimal distance davei,j to avoid lithography conflict. This value is given by the following
Formula 6.1.
davei,j =
ni∑
u=1
nj∑
v=1
du,vi,j
ni ∗ nj (6.1)
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Figure 6.4 The overview of our heuristic approach.
The minimal total cell displacement can be achieved by LP as follows.
Minimize:
n∑
i=1
ri∑
j=1
qji
Subject to:
xji − xj−1i ≥ davecj−1i ,cji ,∀1 ≤ i ≤ n ∧ 2 ≤ j ≤ ri
xji − oji ≤ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
oji − xji ≥ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≥
w
c
j
i
2 , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≤W −
w
c
j
i
2 ,∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
Then we define shifting direction of standard cell below.
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Definition 13. For the j-th standard cell in row ri, its shifting direction is left if x
j
i < o
j
i , and
right if xji > o
j
i , otherwise no shifting. We use → to denote left shifting, ← for right shifting,
and = for no shifting.
Algorithm 16 gives the method to calculate the weights of adjacent pairs. The idea is that
for a pair of adjacent cells, if their minimal distance to eliminate conflict is increased, the weight
of this pair would roughly reflect the increment of total cell displacement. Let us look at an
example. A placement row contains six cells and five adjacent pairs. The shifting directions
of these six cells are →,→,→,→,→,→. The five adjacent pairs’ weights ordered from left
to right are respectively 5, 4, 3, 2 and 1. The weight of the left-most one is 5, because if its
minimal distance is increased by 1 unit, the total cell displacement would be increased by 5
units roughly.
Algorithm 15 Method to calculate the weights of adjacent pairs
1: Calculate davei,j for each pair of adjacent pair (ti, tj);
2: Solve the LP to get the shifting direction of each standard cell;
3: for each placement row do
4: [start, end] is the index range of cells (in ascending order of their x-coordinate) in this row;
5: for any adjacent pair P = (ti, tj) in the row do
6: ll and rr are the indexes of ti and tj in the row;
7: if the left cell is ← then
8: for k from ll to start do
9: if the cell whose order is k is ← or ’=’ then
10: weight[i][j]+ = 1;
11: else
12: break;
13: end if
14: end for
15: end if
16: if the right cell is → then
17: for k from ll + 1 to end do
18: if the cell whose order is k is → or ’=’ then
19: weight[i][j]+ = 1;
20: else
21: break;
22: end if
23: end for
24: end if
25: end for
26: end for
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6.4.4 Tree-based heuristic
After the weights of all adjacent pairs are computed, a solution graph can be constructed
as follows. In the solution graph, each node represents a standard cell type. The edge between
two nodes represents an adjacent pair.
Let fi be the coloring solution that standard cell type ti uses. The cost costi of node ti and
the cost costi,j of edge connecting ti and tj in the solution graph are defined in the following
two Formulas 6.2 and 6.3.
costi[fi] = β ∗ weight[i][i] ∗ dfi,fii,i + α ∗ sfii (6.2)
costi,j [fi, fj ] = β ∗ [weight[i][j] ∗ dfi,fji,j + weight[j][i] ∗ dfj ,fij,i ] (6.3)
The purpose of our tree-based heuristic is to find the coloring solution for each standard cell
type, so that the total cost including cost of nodes and edges in the solution graph is minimized.
It is not hard to see that if solution graph is of a tree structure, then dynamic programming
can be applied to get the optimal coloring solution. Fortunately, it is observed that solution
graphs for industrial benchmarks are sparse graphs. Next, we propose a method to leverage
this observation.
6.4.4.1 Maximum spanning tree generation
The basic idea to leverage the observation is to ignore some relatively less important adjacent
pairs and turn the solution graph into a tree. The cost of each edge connecting ti and tj in
solution graph is replaced by Formula 6.4, where dmaxi,j and d
min
i,j are defined in Formula 6.5 and
6.6 respectively.
cost′i,j = α ∗ [weight[i][j] ∗
(
dmaxi,j − dmini,j
)
+ weight[j][i] ∗ (dmaxj,i − dminj,i )] (6.4)
dmaxi,j = max
1≤u≤ni
max
1≤v≤nj
du,vi,j (6.5)
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dmini,j = min
1≤u≤ni
min
1≤v≤nj
du,vi,j (6.6)
It is easy to see that for any edge connecting ti and tj , if cost
′
i,j is small, then no matter
what the final coloring solutions for ti and tj are, the cost of this edge in the solution graph is
similar. Therefore, we use maximum spanning tree to replace the original solution graph. Note
that, cost′i,j is only used during generating maximum spanning tree rather than the following
dynamic programming.
6.4.4.2 Dynamic programming solution
After maximum spanning tree is generated, dynamic programming could be applied to find
an initial coloring solution. We use the node which has maximal out-degree as the root to
generate the tree topology. Then bottom-up method is adopted to construct optimal solutions
in the tree. For any node ti, we maintain a vector Best[i]. The entry Best[i][j] stores the
best cost over all possible coloring solutions for the sub-tree rooted at node ti if ti is choosing
coloring solution pji . Suppose it has m children (x1, x2, · · · , xm), and the vectors for these m
children have already been constructed. The vector for ti can be constructed by the follow-
ing Formula 6.7. The final total cost is the minimal element of Best[i] if ti is the root of the tree.
Best[i][j] = costi[p
j
i ] +
∑
1≤p≤m
min
1≤z≤nxp
(
Best[xp][z] + costi,xp [p
j
i , p
z
xp ]
)
(6.7)
6.4.5 LP-based refinement
The LP-based refinement technique is presented in Algorithm 17. The idea is that we
enumerate all the coloring solutions for one standard cell type while others are fixated. The
node whose associated edges’ costs are larger is given a higher priority. In Line 4 of Algorithm
17, once the coloring solutions for all the cells are fixed, it is easy to see that minimal cell
displacement can be achieved by solving the following LP, where d
cj−1i ,c
j
i
is the minimal distance
to eliminate conflict for adjacent cells cj−1i and c
j
i in the i-th row.
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Minimize:
n∑
i=1
ri∑
j=1
qji
S.T:
xji − xj−1i ≥ dcj−1i ,cji , ∀1 ≤ i ≤ n ∧ 2 ≤ j ≤ ri
xji − oji ≤ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
oji − xji ≥ qji , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≥
w
c
j
i
2 , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
xji ≤W −
w
c
j
i
2 , ∀1 ≤ i ≤ n ∧ 1 ≤ j ≤ ri
Algorithm 16 LP-based refinement
1: Calculate the associated edges’ costs of each node;
2: for each node in descending order of associated edges’ costs do
3: for each coloring solution for this node do
4: Minimize the total cell displacement by solving the LP in Section 6.4.5;
5: if the value of cost function is better than the current best then
6: Update the current best;
7: Update the coloring solution for this node.
8: end if
9: end for
10: end for
6.5 Experimental Results
Our approach is implemented in C++ on a Linux server with Intel Xeon X5550 2.67GHz
CPU, 94GB main memory. The benchmarks are derived from [154]’s. Gurobi [161] is used to
solve MILP and LP. Since the problem is NP-complete and it cannot be expected to get the
optimal solutions for some benchmarks within limited CPU runtime. We limit the MILP solver
to run 7200s and report the best solutions within the time limit of MILP solver.
The experimental results are shown in Table 6.1. Compare with MILP solutions, our
heuristic approach achieves the same number of stitches. For total cell displacement, the
heuristic method is only 2.9% worse than that of MILP solutions on average. However, the
heuristic method gets 207× speed up on average. Besides, our method only increases wirelength
by less 1% over the initial detailed placement.
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Table 6.1 Experiment results: MILP V.S. Heuristic
benchmark MILP Heuristic
displacement # of conflicts # of stitches runtime(s) displacement # of conflicts # of stitches WL increase runtime(s)
alu-70 2.88E+05 0 610 1245 2.94E+05 0 610 0.6% 12
alu-80 6.76E+05 0 610 7200 6.87E+05 0 610 1.4% 14
alu-90 1.94E+06 0 610 7200 1.97E+06 0 610 4.0% 15
byp-70 1.04E+05 0 1134 739 1.04E+05 0 1134 0.0% 21
byp-80 3.85E+05 0 1134 7200 3.68E+05 0 1134 0.1% 28
byp-90 1.54E+06 0 1134 7200 1.60E+06 0 1134 0.7% 31
div-70 1.60E+05 0 1316 3042 1.60E+05 0 1316 0.1% 28
div-80 3.53E+05 0 1316 7200 3.64E+05 0 1316 1.7% 35
div-90 3.62E+06 0 1316 7200 3.61E+06 0 1316 3.8% 32
ecc-70 2.76E+04 0 258 13 2.90E+04 0 258 0.0% 4
ecc-80 8.91E+04 0 258 11 1.09E+05 0 258 0.1% 5
ecc-90 3.55E+05 0 258 23 3.55E+05 0 258 0.9% 6
efc-70 2.84E+04 0 671 420 3.15E+04 0 671 0.0% 6
efc-80 1.14E+05 0 671 4127 1.16E+05 0 671 0.3% 8
efc-90 5.95E+05 0 671 4800 6.00E+05 0 671 2.4% 8
ctl-70 4.55E+04 0 275 351 4.89E+04 0 275 0.0% 10
ctl-80 1.38E+05 0 275 4345 1.40E+05 0 275 0.0% 12
ctl-90 3.49E+05 0 275 7200 3.50E+05 0 275 0.6% 13
top-70 4.95E+05 0 4731 3165 5.12E+05 0 4731 0.0% 326
top-80 1.48E+06 0 4731 7200 1.51E+06 0 4731 0.2% 391
top-90 7.36E+05 0 4731 7200 7.19E+05 0 4731 0.1% 482
Norm. 0.971 1 1 207 1.000 1 1 0.8% 1
6.6 Conclusions
In this chapter, we are focusing on displacement-driven TPL optimization in detailed place-
ment stage under coloring constraints. We recognize this problem as NP-complete, then propose
two solutions. The first one is MILP, the other is heuristic approach. We show that the heuristic
approach is very efficient compared with MILP by experiment. The proposed heuristic method
can produce competitive solution quality within very limited CPU runtime.
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CHAPTER 7. Conclusions
Placement is one of the most fundamental problems in VLSI physical design. Although it
has been investigated for several decades, it is still hot and challenging mainly because of the
continuous increase of design scale. To catch up with this rising tendency of design scale, in
this dissertation, we propose several high performance algorithms both in global placement and
detailed placement.
In global placement, we propose a very efficient core engine–POLAR, which aims at opti-
mizing wirelength purely. POLAR adopts the rough legalization (look-ahead legalization) idea,
and the main contribution is a more efficient algorithm to perform rough legalization. Com-
pared with other academic placers with rough legalization, POLAR achieves the best result
on average over academic benchmarks while it has been fastest of all so far. To handle with
routing congestion, we extend POLAR by applying the following two ideas. The first idea is
routability-driven rough legalization, which is used to migrate congestion globally. The second
one is history-based cell inflation, which is used to eliminate very most congested hotspot. This
routability-driven placer is called POLAR 2.0. POLAR 2.0 is simple and efficient, it achieves
very competitive solution quality while only 2× slower than POLAR. Last but no least, to
leverage multi-core system, we explore parallelism in POLAR and propose an ultrafast global
placer–POLAR 3.0. We show that parallelizing placement is a challenging problem rather than
simple problem. Partitioning used to be considered as out-of-date for large scale placement
problem. However, to achieve high scalability, we demonstrate that partitioning is still useful
and can be applied within state-of-the-art quadratic placer to trade-off runtime and solution
quality. The idea of POLAR 3.0 is to divide global placement iterations into a series of frames.
In each frame, it begins with a roughly legalized placement. Placement-driven partitioning is
applied based on the current locations of cells, and then the placement of each partition can be
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performed simultaneously. To prevent cells from being restricted in the same partition, varied
partitioning scheme is proposed in the frame. Experimental results over academic benchmarks
show that POLAR 3.0 is almost one order of magnitude faster than the existing academic
placers while still can achieve competitive solution quality.
In detailed placement, we consider the impact of triple patterning lithography (TPL) in de-
tailed placement stage. We propose two efficient algorithms for TPL-aware detailed placement
with/without coloring constraints. For the problem without coloring constraints, we propose
a TPL generation and decomposition method that can leverage existing detailed placement
tool as black-box and minimize TPL conflicts and stitch count while maintaining the quality
of initial placement maximally. For the problem with coloring constraints, we prove that this
problem is NP-hard and give an integer linear programming formulation (ILP). Since solv-
ing ILP is time consuming, an efficient heuristic algorithm is proposed to replace ILP to get
competitive solution within reasonable runtime.
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