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This diploma thesis deals with the automated classification of stellar spectra using
artificial neural networks (ANN). The developed networks are optimized to classify
spectra of stars with an effective temperature between 5500 and 10000 K. These spectra
within the aforementioned temperature range are characterized by their very distinctive
absorption lines, in particular the hydrogen and calcium lines Ca ii (H + K). These
features are particularly well suited for the pattern recognition with an ANN. A total of
31932 spectra from the Sloan Digital Sky Survey (SDSS) were used for the classification
process.
The neural network has to be trained before it is capable to perform the desired task. For
this purpose, the target sample was divided in different subgroups (classes) according
to astrophysical parameters. In the learning phase, different patterns of all classes
were taken as an input to the network. It is essential how neural network patterns are
established for a successful solution of the specific problem. In this thesis two different
approaches were selected and extensively tested.
In the first approach, the neural network was trained with synthetic spectra. Although
several attempts were undertaken adapting the synthetic training patterns to the spec-
tra of the SDSS, the network was not able to classify them successfully.
In the second approach, the spectra were first classified with the specific pipeline of the
SDSS. This pipeline is able, to some extent, to determine the effective temperature,
surface gravity, and metallicity from an individual spectrum. According to these stellar
parameters, the targets were divided into the classes for which the training patterns
were taken. In contrary to the ANN with the synthetic spectra, it turned out that this
method supplied a useful training pattern from the SDSS dataset.
This particular training pattern gave excellent results. The success rate of a neural
network depends on several factors, including both the ideal training pattern and the
quality of the spectra. More than 80 % of the spectra from the SDSS dataset have a
signal-to-noise ratio (SNR) of < 30. Based on the low SNR scores, only the spectra
with the best SNR results were classified. The result of this test showed a success rate
of more than 90 %. In the next phase, a further attempt was made to classify the
whole dataset. As expected, the quality of the dataset was still reflected in the results.
Nevertheless the causes of the problems can be well described and a very excellent
overall classification was achieved.
In addition, several statistical analysis of the target sample, including photometric and
dynamical data, is presented.
III
Zusammenfassung
Diese Diplomarbeit bescha¨ftigt sich mit der automatisierten Klassifikation von Stern-
spektren mittels neuronaler Netze. Die Netze sollten in der Lage sein, Spektren von
Sternen mit einer Effektivtemperatur von 5500 bis 10000 K zu klassifizieren. Dieser
Temperaturbereich wurde ausgewa¨hlt, weil sich die Spektren dieser Sterne vor allem
durch ihre stark ausgepra¨gten Absorptionslinien auszeichnen, insbesondere die Wasser-
stoﬄinien und die Kalziumlinien Ca ii (H + K). Diese ausgepra¨gten Merkmale eignen
sich besonders gut fu¨r die Mustererkennung mit einem neuronalen Netz. Insgesamt
wurden 31932 Spektren aus der Sloan Digital Sky Survey (SDSS) fu¨r die Klassifikation
verwendet.
Damit ein neuronales Netz klassifizieren kann, muss es zuna¨chst trainiert werden. In
der Lernphase werden dem Netz verschiedene Muster aus allen Klassen pra¨sentiert, mit
denen das Netz trainiert wird. Die Frage, mit welchen Trainingsmuster das neuronale
Netz lernen soll, ist dabei von entscheidender Bedeutung. In dieser Arbeit wurden hin-
sichtlich dieses Problems zwei unterschiedliche Zugangsweisen gewa¨hlt. In einem ersten
Versuch wurde das neuronale Netz mit synthetischen Spektren trainiert. Die Anwen-
dung des trainierten Netzes auf die Spektren der SDSS erwies sich jedoch als sehr
schwierig. Obwohl mehrere Versuche unternommen wurden, die synthetischen Trai-
ningsmuster an die SDSS-Spektren anzupassen, war das Netz nicht in der Lage, die
SDSS-Spektren erfolgreich zu klassifizieren.
Im zweiten Versuch wurden die Spektren zuna¨chst mithilfe einer speziellen Pipeline
der SDSS klassifiziert. Diese Pipeline kann unter anderem die Effektivtemperatur, die
Schwerebeschleunigung und die Metallha¨ufigkeit bestimmen. Mit diesen stellaren Pa-
rametern konnten die Sterne in Klassen eingeteilt werden, aus denen dann die Trai-
ningsmuster entnommen wurden. Anders als mit den synthetischen Spektren war es
mit dieser Methode mo¨glich, Trainingsmuster aus dem zu klassifizierenden Datensatz
zu verwenden.
Mit den Trainingsmuster, die aus dem zu klassifizierenden Datensatz stammen, konnten
hervorragende Ergebnisse erzielt werden. Wie erfolgreich ein neuronales Netz schlus-
sendlich klassifizieren kann, ha¨ngt jedoch von mehreren Faktoren ab. Neben den
”
rich-
tigen“ Trainingsmuster spielt auch die Qualita¨t der Spektren eine wichtige Rolle. Mehr
als 80 % der Spektren aus dem Datensatz haben ein Signal-zu-Rausch Verha¨ltnis von
< 30. Aufgrund dieser niedrigen Werte wurden zuna¨chst nur Spektren mit dem bes-
ten Signal-zu-Rausch Verha¨ltnis klassifiziert. Es zeigte sich dabei eine Erfolgsquote von
u¨ber 90 %. Damit war ein wichtiger Schritt getan und es konnte versucht werden,
den gesamten Datensatz zu klassifizieren. Wie erwartet spiegelten sich die erschwerten
Bedingungen in den Ergebnissen wider. Bei genauer Betrachtung ko¨nnen jedoch die
Ursachen der Probleme sehr gut beschrieben werden. Unter Beru¨cksichtigung dieser
Probleme zeigte sich auch hier eine erstaunlich gute Klassifikation.
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Die Spektroskopie ist eine der wichtigsten Untersuchungsmethoden in der Astronomie
und bietet die Grundlage fu¨r viele astrophysikalische Bereiche. Durch die spektrosko-
pische Analyse von astronomischen Objekten lassen sich viele Parameter ableiten, die
fu¨r das Versta¨ndnis wichtiger Zusammenha¨nge von essentieller Bedeutung sind.
Die ersten Versuche der astronomischen Spektroskopie machte Joseph Fraunhofer, der
1814 etwa 600 Linien im Sonnenspektrum registrierte. So alt wie die astronomische
Spektroskopie ist auch die Spektralklassifikation. Nachdem Fraunhofer das Sonnen-
spektrum intensiv studiert hatte, spektroskopierte er die hellsten Sterne am Himmel.
Die daraus gewonnenen Erkenntnisse erlaubten es ihm, im Jahre 1823 eine einfache
Klassifikationssequenz mit vier Gruppen herzuleiten.
In den folgenden Jahren gab es viele Versuche, ein zufriedenstellendes Klassifikations-
schema zu entwickeln. Da die vorhandenen Daten sta¨ndig wuchsen, mussten auch die
Klassifikationsschemas sta¨ndig angepasst werden. Secchi hat 1863 die Sterne in nur zwei
Klassen eingeteilt, in farbige und in weiße. Danach hat er sein Schema jedoch mehrmals
angepasst, bis es schließlich fu¨nf Klassen umfasste. Secchi hat bereits darauf hingewie-
sen, dass sich die Typen durch unterschiedliche Temperaturen unterscheiden, obwohl
eine korrekte physikalische (quantenmechanische) Interpretation der Spektrallinien zu
dieser Zeit noch nicht mo¨glich war.
Um 1900 setzte sich dann das einfach strukturierte Harvard-System durch. E. C. Picke-
ring und seine Mitarbeiterinnen klassifizierten die Sterne des ersten Henry Draper Ka-
talogs auf der Basis der Secchischen Klassifikation. Die vorerst alphabetisch geordnete
Sequenz wurde spa¨ter noch etwas abgea¨ndert, insbesondere durch A. J. Cannon, um ei-
ne absteigende Temperaturfolge zu bekommen. Damit waren die Grundzu¨ge der heute
noch verwendeten Harvard-Sequenz im Wesentlichen festgelegt.
In den vierziger Jahren des letzten Jahrhunderts entwickelten W. W. Morgan und P. C.
Keenan ein erweitertes Schema, welches neben der Temperatur als zweiten Parameter
auch noch die Leuchtkraftklasse beru¨cksichtigt. Das MK System (Morgan, Keenan) ist
u¨ber eine Reihe von Standardsternen definiert und basiert auf Spektren im klassischen
visuellen Bereich. Mit der Publikation An Atlas of Stellar Spectra, with an outline of
Spectral Classification pra¨sentierten sie 1943 den ersten MK-Atlas fu¨r Sternspektren.
Nancy Houk und ihre Mitarbeiterinnen und Mitarbeiter haben in den siebziger Jahren
begonnen, die Sterne des Henry Draper Katalogs mit dem MK-System zu klassifizieren
und haben damit eine der gro¨ßten homogenen Datenbanken fu¨r klassifizierte Sterne
erstellt. Bis heute gibt es insgesamt fu¨nf dieser Kataloge, Michigan Catalog vol. I - V,
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sie umfassen u¨ber 160000 Sterne und decken dabei große Bereiche in Effektivtempera-
tur und Schwerebeschleunigung ab. Die Klassifikation dieser enormen Menge wurde in
mu¨hsamer Arbeit von Experten bewerkstelligt.
Der bislang gro¨ßte Katalog fu¨r klassifizierte Sternspektren wurde von B. S. Skiff erstellt,
er ist eine Kollektion von allen bekannten Katalogen, die klassifizierte Sternspektren
enthalten. Der aktuellste Katalog (2008) umfasst u¨ber 300000 Sterne.
In den letzten Jahren haben große Fortschritte der Beobachtungsinstrumente es ermo¨g-
licht, eine große Anzahl von Sterne automatisiert zu spektroskopieren. Dies hat dazu
gefu¨hrt, dass sich enorme Datenmengen angesammelt haben, die sta¨ndig wachsen. Die
Sloan Digital Sky Survey (SDSS) kann bei optimalen Beobachtungsbedingungen bis zu
5760 Himmelsobjekte pro Nacht spektroskopieren. Man kann sich leicht vorstellen, dass
es fast unmo¨glich geworden ist, diese riesigen Mengen
”
von Hand“ zu klassifizieren.
Nicht nur der große Zeitaufwand stellt ein Problem dar. Die manuelle Klassifikation ist
ein subjektiver Prozess, das heißt es gibt immer individuelle Klassifikationsunterschiede.
Jeder Experte klassifiziert ein wenig anders. Sogar ein und derselbe Experte kann ein
Muster bei zweimaliger Betrachtung verschieden einordnen.
Diese Probleme ko¨nnen durch automatisierte Techniken reduziert oder sogar ganz aus-
geschaltet werden. Obwohl es heute noch kein Standardverfahren gibt, werden viele
mo¨glichen Algorithmen getestet.
Neuronale Netze ko¨nnen als Klassifikatoren sehr erfolgreich sein, und durch die stets
gro¨ßer werdenden Datenbanken haben neuronale Netze auch in der Astronomie immer
mehr Beachtung gefunden. Eine der Pionierarbeiten auf diesem Gebiet hat von Hippel
et al. (1994) verfasst. Diese Publikation wird in Kapitel 3 vorgestellt.
Seit dieser Arbeit gibt es eine Reihe weiterer Versuche, die Zuverla¨ssigkeit eines neu-
ronalen Netzes als Klassifikator zu untersuchen. Die meisten mit gutem Erfolg. Es gilt
jedoch zu Beachten, dass bei fast allen Publikationen sehr homogene und rauschfreie
Daten verwendet wurden. Eine erfolgreiche Klassifikation war deshalb auch sehr wahr-
scheinlich.
In dieser Diplomarbeit stellte sich die Aufgabenstellung etwas schwieriger dar. Ziel
der Arbeit war es, SDSS-Spektren mit einem neuronalen Netz zu klassifizieren. Die
Spektren der SDSS sind zwar homogen, da sie alle vom gleichen Teleskop und vom
gleichen Spektrographen stammen, ein gutes Signal-zu-Rausch Verha¨ltnis ist jedoch bei
den meisten Spektren nicht gegeben. Dies ist darauf zuru¨ckzufu¨hren, dass die SDSS in
erster Linie Galaxien und Quasare und deshalb erst ab einer Gro¨ßenklasse von ca. 15
mag beobachtet.
Da die Sternspektren der SDSS ein spin-off Produkt und deshalb noch weitgehend
unbearbeitet sind, war die Arbeit mit diesen Daten umso interessanter.
Kapitel 2
Einfu¨hrung in die Theorie
neuronaler Netze
Ku¨nstliche Neuronale Netze (KNN) wurden erstmals in den 1940er Jahren entwickelt
mit der Motivation, die Funktionsweise des menschlichen Gehirns in einfachster Weise
zu modellieren.
Nach anfa¨nglichen Schwierigkeiten schafften sie den großen Durchbruch erst in den
1980er Jahren. Seit dem hat dieses Wissenschaftsfeld viel Aufmerksamkeit auf sich ge-
zogen. Durch eine Vielzahl von verschiedenen Netzarchitekturen und Lernstrategien
ko¨nnen heute die unterschiedlichsten Problemstellungen behandelt werden. Mittler-
weile nutzen Wissenschaftler aus den verschiedensten Fachbereichen die Vielseitigkeit
ku¨nstlicher neuronaler Netze und arbeiten an ihrer Weiterentwicklung. In der Astro-
physik ist die Anwendung ku¨nstlicher neuronaler Netze u¨berschaubar, lediglich eine
Hand voll wissenschaftlicher Arbeiten wurden vero¨ffentlicht. In Bezug auf meine Ar-
beit sind drei Publikationen von besonderem Interesse, da ihre Verfasser vor a¨hnlichen
Problemen standen und diese auf unterschiedliche Art und Weise zu lo¨sen versuchten.
Auf diese Publikationen werde ich spa¨ter noch etwas genauer eingehen.
Das Fachgebiet der ku¨nstlichen neuronalen Netze ist sehr groß und eine umfassende
Einfu¨hrung ist im Rahmen dieser Arbeit leider nicht mo¨glich. Ich beschra¨nke mich
deshalb auf die Netze und Lernverfahren, die fu¨r die Mustererkennung in dieser Arbeit
von Bedeutung sind. Die hierfu¨r verwendeten Theorien wurden hauptsa¨chlich aus den
Bu¨chern von A. Zell (2003) und B. Lenze (2003) u¨bernommen.
2.1 Das ku¨nstliche Neuron
Ku¨nstliche neuronale Netze bestehen aus einzelnen kleinen Bauteilen, den ku¨nstlichen
Neuronen. Sie haben eine a¨hnliche Funktionsweise wie die eines realen Neurons in einem
lebenden Organismus, wenn auch stark vereinfacht.
Dieses formale Neuron, wie es heute verwendet wird, wurde urspru¨nglich 1943 von W.
S. McCulloch und W. Pitts definiert. Wie ein reales Neuron hat es die Aufgabe, mehrere
Einga¨nge zu verarbeiten und dann entsprechend u¨ber seine Aktivierung zu reagieren.
Die Funktionsweise eines ku¨nstlichen Neurons soll anhand der Abbildung 2.1 etwas
genauer erla¨utert werden. Zuerst treffen n Eingangssignale ~x = (x1, x2, ..., xn) am Neu-
ron ein. Dabei wird jedes Eingangssignal mit einem speziellen Gewicht wi, 1 ≤ i ≤ n
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Abbildung 2.1: Funktionsweise eines ku¨nstliches Neurons
multipliziert. Die Netzeingabe net entspricht also einem Gesamtreiz und kann als Ska-






Ein Gewicht mit einem positiven Vorzeichen wirkt erregend oder exhibitorisch, es leis-
tet einen positiven Beitrag zum Gesamtreiz. Im Gegensatz dazu ist ein Gewicht mit
negativem Vorzeichen inhibitorisch und wirkt hemmend. Setzt man ein Gewicht gleich
Null, repra¨sentiert man damit eine nicht-existierende Verbindung.




Mit dem Schwellwert la¨sst sich die Ausgabe des Neurons sensibilisieren. Ist dieser Wert
sehr groß, muss auch der Gesamtreiz groß sein, damit das Ergebnis positiv bleibt. Ist im
Gegensatz θ klein, genu¨gen schon wenige Reize, um einen positiven Wert zu erzeugen.
2.2 Aktivierungsfunktion








Fu¨r die Aktivierung kommen verschiedene Funktionen in Frage. Im Folgenden werden
drei kurz vorgestellt, die sehr ha¨ufig verwendet werden.
2.2. AKTIVIERUNGSFUNKTION 5
2.2.1 Identita¨tsfunktion
Die Ausgabe eines Neurons wird durch die Formel 2.2 definiert. Viele Neuronen, wie
beispielsweise auch die Eingangsneuronen, geben nur einen Wert weiter, ohne ihn zu
verarbeiten. Rein mathematisch gesehen ist fu¨r ein solches Neuron der Schwellwert
gleich Null gesetzt und die Aktivierungsfunktion ist eine triviale Identita¨tsfunktion,
die nur ihr Argument zuru¨ck gibt.
Da die Identita¨tsfunktion eigentlich nichts macht, sondern nur fu¨r die mathematische
Korrektheit von Bedeutung ist, wird sie im Folgenden nicht mehr erwa¨hnt. Tatsa¨chlich
wird sie jedoch u¨berall dort verwendet, wo keine Aktivierungsfunktion explizit angege-
ben wird.
2.2.2 Stufenfunktion
Diese Aktivierunsfunktion gibt einen bina¨ren Wert aus, zum Beispiel Null oder Eins.
Sie simuliert in etwa das Verhalten, welches bei realen Neuronen beobachtet wird. Ist
die Erregung groß genug, wird der Schwellwert u¨berschritten und das Neuron feuert
(1-Ausgang). Wird das Neuron nicht genu¨gend erregt, feuert es nicht (0-Ausgang).
ϕ(x) =
{
0, falls x < 0
1, falls x ≥ 0
Abbildung 2.2: Stufenfunktion
2.2.3 Sigmoidale Funktion
Die Sigmoidale Funktion ist die wohl am ha¨ufigsten verwendete Aktivierungsfunktion.
In diesem Fall gibt es neben den zwei Ausga¨ngen feuern oder nicht-feuern noch alle
mo¨glichen Zwischenzusta¨nde im Intervall [0, 1]. Je gro¨ßer der Gesamtreiz, desto sta¨rker
ist das Ausgangssignal.




Abbildung 2.3: Sigmoidale Funktion mit
Stauchungsparameter α = 5
Diese Funktion bietet jedoch noch andere Vorteile. So ist zum Beispiel der Stauchungs-
parameter α frei wa¨hlbar, er repra¨sentiert die Steigung der Funktion. Wa¨hlt man diesen
Parameter sehr groß, na¨hert sich die sigmoidale Funktion der Stufenfunktion an. Da-
mit kann man auch das Verhalten einer sigomidalen Aktivierungsfunktion dem einer
Stufenfunktion angleichen.
Ein weiterer Vorteil dieser Aktivierungsfunktion ist ihre Differenzierbarkeit. Diese Ei-
genschaft ist eine notwendige Voraussetzung fu¨r viele Lernalgorithmen, dazu spa¨ter
mehr.
2.3 Das ku¨nstliche neuronale Netz
Neuronale Netze bestehen aus einer beliebig großen Anzahl ku¨nstlicher Neuronen (Kno-
ten), die miteinander verbunden sind. Die Verbindungen (Kanten) zwischen den ein-
zelnen Knoten sind unterschiedlich stark. Je sta¨rker eine Verbindung, desto gro¨ßer ist
die gegenseitige Beeinflussung. Formal wird eine Verbindung durch das Gewicht wij
ausgedru¨ckt.
Die Topologie eines Netzes ist stark von der Problemstellung abha¨ngig. Leider gibt
es fu¨r die Wahl des
”
richtigen“ Netzes keine allgemeingu¨ltige Regel und muss durch
Versuch und Irrtum ermittelt werden. Fu¨r viele Probleme ist das einfach aufgebaute
Feed-Forward Netz, also ein vorwa¨rts gerichtetes Netz, die beste Lo¨sung. Solche Netze
bieten viele Vorteile, wie beispielsweise der klar strukturierte Informationsfluss und
damit die einfache Implementierung in einem Programm-Code.
Die Information der Feed-Forward Netze la¨uft immer von links nach rechts. Weiters
sind diese Netze in sogenannte Schichten aufgeteilt, wobei jedes Neuron in einer be-
stimmten Schicht mit jedem Neuron in der na¨chsten Schicht verbunden ist. Innerhalb
einer Schicht gibt es keine Verbindungen und es gibt auch keine Ru¨ckkopplung, das
heißt die Neuronen ko¨nnen sich nicht selbst beeinflussen.
2.4 Lernen und Ausfu¨hren
Prinzipiell arbeitet ein neuronales Netz immer in zwei Modi, in einem Lernmodus und
in einem Ausfu¨hrmodus. Im Ausfu¨hrmodus sind die Aktivierungsfunktionen, Schwell-
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Abbildung 2.4: Beispiel eines zweischichtigen Feed-Forward Netzes
werte und Gewichte bekannt, und es la¨sst sich mit der bekannten Formel aus einem







, 1 ≤ i ≤ n, 1 ≤ j ≤ m (2.3)
Im Lernmodus hat das Netz die Aufgabe, mit einem bestimmten Lernverfahren die
Gewichte und Schwellwerte zu lernen. Die Topologie des Netzes und die Aktivierungs-
funktion sind dabei fest vorgegeben und bleiben unvera¨ndert. Ziel des Trainings ist es
schließlich, eine sinnvoll interpretierbare Assoziation zwischen dem Eingangssignal und
dem Ausgangssignal zu bekommen.
Die Lernstrategien fasst man in Lernen mit oder ohne Unterweisung zusammen. Ler-
nen ohne Unterweisung bedeutet, das Netz muss eigensta¨ndig versuchen, verschiedene
Eingangsmuster in Klassen einzuteilen. In dieser Arbeit werden jedoch immer nur Lern-
strategien mit Unterweisung verwendet. Lernen mit Unterweisung bedeutet, die Klassen
sind bereits vorgegeben. Dem Netz wird dabei eine Menge an Trainingsassoziationen
u¨bergeben. In der Trainingsphase ist demnach der Ausgang ~y fu¨r jeden Eingang ~x be-
reits bekannt. Mit einem entsprechenden Lernalgorithmus werden die Gewichte und
Schwellwerte soweit angepasst, bis das Netz in der Lage ist, die Eingangsmuster selb-
sta¨ndig der richtigen Klasse zuzuordnen.
2.4.1 Generalisierung
Wenn der Lernprozess abgeschlossen ist, sollten nicht nur die Trainingsassoziationen
richtig erkannt werden, sondern auch Assoziationen, die den Trainingsassoziationen
a¨hnlich sind. Eingangssignale, die in der Na¨he eines Trainings-Eingangssignal ~x liegen,
sollten auch Ergebnisse liefern, welche in der Na¨he des entsprechenden Trainings-Out-
puts ~y liegen. Das bedeutet, ein neuronales Netz sollte auch in der Lage sein, nicht-
gelernte Muster richtig zu erkennen.
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2.5 Die Hebb-Lernregel
Donald Hebb hat versucht, eine biologische Lernstrategie auf ku¨nstliche Neuronale
Netze zu u¨bertragen und formulierte 1949 die Hebb-Regel (Hebb, 1949). Sie besagt
sinngema¨ß, dass die Verbindung zweier Neuronen, welche gleichzeitig feuern, versta¨rkt
wird. Oder anders ausgedru¨ckt, durch sta¨ndiges Wiederholen wird eine Assoziation
versta¨rkt. Diese Idee ist die Grundlage der meisten Lernalgorithmen. Mathematisch
kann man diese Sachverhalt wie folgt beschreiben:
Dem Netz wird eine Menge von t zu lernenden Assoziationen
(~x(1), ~y(1)), (~x(2), ~y(2)), . . . , (~x(t), ~y(t))










i , 1 ≤ i ≤ n, 1 ≤ j ≤ m (2.4)
Fu¨r jedes Trainingspaar (~x(s), ~y(s)) wird die multiplikative Simultanaktivita¨t y
(s)
j · x(s)i
gebildet. Ist dieser Wert groß, wird auch die Verbindung wij entsprechend gesta¨rkt. Es
gilt hier zu beachten, dass die Schwellwerte alle gleich Null gesetzt sind und demnach
fu¨r die Hebb-Regel keine Verwendung finden.
Als Bemerkung sei hier noch erwa¨hnt, dass dieses Lernverfahren auch einige Nachteile
hat. So werden zum Beispiel die Gewichte bei jedem Lernzyklus modifiziert, auch dann,
wenn ein Trainingspaar (~x(s), ~y(s)) bereits richtig erkannt werden ko¨nnte. Die Gewichte
wachsen selbst bei richtiger Klassifizierung sta¨ndig an, was alles andere als erwu¨nscht
ist. Zudem wird der Schwellwert und damit ein wichtiges Mittel zur Sensibilisierung
des Netzes nicht genutzt.
2.6 Das Perzeptron
Frank Rosenblatt (1958) hat aufgrund dieser erheblichen Schwa¨chen die Hebb-Regel
etwas modifiziert. Das Prinzip bleibt dasselbe, jedoch sollten die Gewichte nur noch
dann gelernt werden, wenn eine Assoziation noch nicht beherrscht wird.
Wird dem Netz wieder eine Menge zu lernende Trainingsassoziationen u¨bergeben
(~x(1), ~y(1)), (~x(2), ~y(2)), ..., (~x(t), ~y(t))


















j − (y(s)j − y(s))~x(s) (2.7)
Im ersten Schritt wird ein y mit der Formel des Ausfu¨hrmodus berechnet. Dabei wer-
den beliebige Anfangswerte fu¨r die Gewichte und Schwellwerte verwendet, im Idealfall
Zufallszahlen zwischen −1 und +1. Das y wird dann mit dem vorgegebenen Wert y
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verglichen. Das y ist also ein IST-Wert und das y ein SOLL-Wert. Die Differenz der
beiden Werte kann als Fehler interpretiert werden, mit dem die Gewichte und Schwell-
werte durch eine Multiplikation mit x angepasst werden. Auch hier steckt also wieder
die multiplikative Simultanaktivita¨t y
(s)
j ·x(s)i drin, nur dass in diesem Fall nur noch die
Differenz zwischen IST- und SOLL-Wert mit x multipliziert wird. Diese Vorgehenswei-
se hat den großen Vorteil, dass bei kleinem Fehler die Gewichte und Schwellwerte auch
nur geringfu¨gig gea¨ndert werden. Wenn das Netz perfekt arbeitet, wa¨re das y gleich
dem y und aus den Formeln 2.6 und 2.7 wu¨rde w(s−1) = w(s) oder θ(s−1) = θ(s) folgen.
2.7 Das XOR-Problem
Zweischichtige Feed-Forward Netze sind in der Regel sehr unflexibel. Damit ein sol-
ches Netz perfekt arbeiten kann, muss es mit streng linear separierbaren Assoziationen
trainieren, was im Allgemeinen nicht der Fall ist. Die lineare Separierbarkeit soll hier
anhand des nicht linear separierbaren XOR-Problems kurz erla¨utert werden.














Abbildung 2.5: Grafische Darstellung des XOR-Problems. Der Vektor x repra¨sentiert
den zweidimensionalen Eingangsvektor, y repra¨sentiert den Ausgangswert.
Es gibt genau einen Ausgang, der entweder 0 oder 1 annehmen kann. Bei zwei glei-
chen Einga¨ngen (0, 0) oder (1, 1) soll eine 0 ausgegeben werden, bei unterschiedlichen
Einga¨ngen (1, 0) oder (0, 1) soll eine 1 ausgegeben werden. In der Abbildung 2.5 sind
die Einga¨nge ~x als Punkte in einem Koordinatensystem dargestellt. Wie man leicht
sehen kann, ko¨nnen die Ausga¨nge mit gleichem Wert, in der Abbildung schwarze oder
weiße Punkte, nicht durch eine Gerade separiert werden. Dieses Beispiel soll zeigen,
dass es kein zweischichtiges Netz gibt, welches das XOR-Problem lo¨sen kann.
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2.8 Dreischichtige neuronale Netze
Fu¨r komplexere Probleme, wie etwa auch das XOR-Problem, ist es no¨tig, eine zu-
sa¨tzliche Schicht einzufu¨hren. Ku¨nstliche neuronale Netze, wie sie heute verwendet
werden, bestehen meistens aus drei Schichten: Einer Eingabeschicht (Input Layer),
einer verborgenen Schicht (Hidden Layer) und einer Ausgabeschicht (Output Layer).
Abbildung 2.6: Beispiel eines dreischichtigen Feed-Forward Netzes
Fu¨r die zusa¨tzliche Schicht wird natu¨rlich auch ein weiterer Gewichtsvektor ~g einge-
fu¨hrt. Er kann als Verbindungen zwischen der verborgenen Schicht und der Ausgabe-
schicht betrachtet werden. Der j-te Ausgangsknoten hat somit den Gewichtsvektor
~gj = (g1j, g2j, ..., gqj)
Im Ausfu¨hrmodus liefert das Netz fu¨r einen Eingangsvektor ~x = (x1, x2, ..., xn) den










, 1 ≤ j ≤ m (2.8)
Aktivierungsfunktionen und Schwellwerte werden hier nur in der verborgenen Schicht
verwendet. Formal gesehen sind die Schwellwerte in den anderen beiden Schichten auf
Null gesetzt und die Aktivierungsfunktionen sind einfache Identita¨tsfunktionen. Prinzi-
piell ko¨nnen beliebig viele Zwischenschichten mit vielen unterschiedlichen Aktivierungs-
funktionen und Schwellwerte eingefu¨hrt werden. Die Erfahrung zeigt jedoch, dass im
Allgemeinen das Netz so einfach wie mo¨glich gehalten werden sollte. Eine komplexere
Problemstellung bedeutet in den meisten Fa¨llen nicht, dass auch das Netz dementspre-
chend an Komplexita¨t zunehmen muss.
2.9 Gradientenverfahren
Fu¨r die weiteren Berechnungen ist es notwendig, einen Algorithmus zu definieren, der
die lokalen Minima von mehrdimensionalen Funktionen finden kann. Dafu¨r wird das
Gradientenverfahren verwendet, welches hier kurz vorgestellt wird.
2.10. DIE BACKPROPAGATION-LERNREGEL 11
Abbildung 2.7: Minimumsuche mit Gradientenverfahren
Die Strategie dieser Methode ist einfach: Falls an einem beliebigen Startpunkt x(0) die
Ableitung > 0 ist, wandert man ein Stu¨ck nach links, ist die Ableitung am Punkt
x(0) < 0, wandert man ein Stu¨ck nach rechts. Abbildung 2.7 zeigt eine graphische
Darstellung dieser Methode.
Formal kann man dieses iterative Verfahren folgendermaßen beschreiben:
x(k) := x(k−1) − λf ′(x(k−1)), λ > 0, k ≥ 1 (2.9)
Die Wahl der Schrittweite λ kann entscheidend sein. Wa¨hlt man λ groß, besteht die
Gefahr, dass u¨berhaupt kein Minimum gefunden wird. Bei zu kleinem λ wird nur sehr
geringfu¨gig korrigiert und die Suche kann sehr lange dauern. Auf der Suche nach einem
globalen Minimum kann es zudem passieren, dass man bei zu klein gewa¨hltem λ in
lokalen Minima stecken bleibt.
Der eindimensionale Fall la¨sst sich ohne weiteres auf mehrdimensionale Funktionen
u¨bertragen, da der negative Gradient stets in eine Richtung zeigt, in der die Funktion
lokal abnimmt. Die Funktion f muss partiell differenzierbar sein mit jeweils stetigen
partiellen Ableitungen. In diesem Fall gilt:
~x(k) := ~x(k−1) − λ grad f(~x(k−1)), λ > 0, k ≥ 1 (2.10)
2.10 Die Backpropagation-Lernregel
Die Backpropagation-Lernregel ist eine der meist verbreitetsten Lernmethoden fu¨r
neuronale Netze. Der große Vorteil dieses Algorithmus liegt darin, die Gewichte und
Schwellwerte in mehreren Schichten modifizieren zu ko¨nnen. A¨hnlich wie bei der Per-
zeptron-Lernregel wird das Netz zuerst mit beliebigen Zufallszahlen initialisiert und
dann die Differenz zwischen dem SOLL-Wert yj und dem IST-Wert berechnet. Dem
Netz wird eine Menge von t zu lernenden Assoziationen
(~x(1), ~y(1)), (~x(2), ~y(2)), ..., (~x(t), ~y(t))
pra¨sentiert. Der quadrierte Fehler eines Ausgangsneurons ergibt sich dann aus der
Formel














Der zweite Term dieser Formel kann als IST-Wert betrachtet werden. Er berechnet sich
mit der bereits bekannten Formel fu¨r den Ausfu¨hrmodus bei dreischichtigen Netzen.


















Dieser Gesamtfehler F (s) stellt die mehrdimensionale Funktion dar, die es zu minimie-
ren gilt. Sie ist abha¨ngig von allen Gewichten wip, gpj und Schwellwerten θp. Fu¨r die
Adjustierung der einzelnen Parameter wird die Funktion F partiell nach den Gewichten
und Schwellwerten abgeleitet und im Sinne des Gradientenverfahrens modifiziert. Es
gilt:
gneupj := gpj − λFg(s)pj (2.13)
wneuip := wip − λFw(s)ip (2.14)
θneup := θp − λFθ(s)p (2.15)
2.11 Stuttgart Neural Network Simulator
Der Stuttgart Neural Network Simulator (SNNS) ist ein Simulator fu¨r ku¨nstliche neu-
ronale Netze und wurde an der Universita¨t Stuttgart von Prof. Dr. Andreas Zell und
Mitarbeiter entwickelt. Der Simulator soll eine effiziente und flexible Umgebung zu
schaffen, mit der neuronale Netze erstellt, trainiert und visualisiert werden ko¨nnen. Es
gibt eine Reihe von Vorteilen, die schlussendlich dazu gefu¨hrt haben, diese Software zu
benutzen.
• Der SNNS ist eine Open-Source Software und steht auf der Homepage der Univer-
sita¨t Tu¨bingen zum freien Download (http://www.ra.cs.uni-tuebingen.de/SNNS/).
• Die grafische Bedienung ist einfach, zudem wurde eine umfassende Anleitung zu
diesem Programm geschrieben.
• Zusa¨tzlich zur grafischen Oberfla¨che besteht noch die Mo¨glichkeit, in einem rein
textbasierten Modus mit dem Simulator zu interagieren.
• Zur Auswahl steht eine Vielzahl von verschiedenen Lernalgorithmen. So kann mit
wenig Aufwand getestet werden, welches Netz fu¨r die jeweilige Problemstellung
optimal ist.
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2.11.1 Lo¨sung des XOR-Problems mit dem SNNS
Fu¨r die Lo¨sung des XOR-Problems wird ein dreischichtiges neuronales Netz gewa¨hlt
mit zwei zusa¨tzlichen Neuronen in der verborgenen Schicht. Wie in der Abbildung 2.8
zu erkennen ist, geht die Fehlerfunktion gegen Null. Der Lernalgorithmus hat also ein
Minimum gefunden. Die Tatsache, dass dafu¨r mehrere tausend Lernzyklen durchlaufen
werden mu¨ssen, zeigt, dass dieses Problem alles andere als trivial ist.
Abbildung 2.8: Grafische Benutzeroberfla¨che des SNNS. Die Abbildung links zeigt das
neuronale Netz, das fu¨r die Berechnung des XOR-Problems verwendet wurde. Rechts
ist der Gesamtfehler als Funktion der Lernzyklen aufgetragen. Der Backpropagation-
Algorithmus hat bei ca. 10000 Lernzyklen ein Minimum gefunden.
Kapitel 3
Spektralklassifikation mit KNN in
der Astronomie
In der Astrophysik sind automatisierte Klassifikationen mit neuronalen Netzen noch
nicht sehr verbreitet. In den Arbeiten, die bis Dato vero¨ffentlicht wurden, geht es
hauptsa¨chlich um Studien von bereits klassifizierten
”
Muster-Datensa¨tzen“. Das be-
deutet, alle Spektren aus diesen Datensa¨tzen sind sehr homogen und mit einem hohen
Signal-zu-Rausch Verha¨ltnis. Zudem lassen sich alle Spektren eindeutig in eine Klasse
einordnen. Diese Arbeiten haben gezeigt, dass solche Klassifikatoren sehr erfolgreich
sein ko¨nnen. Die Abhandlungen von T. von Hippel und von C. A. L. Bailer-Jones sind
in dieser Hinsicht sehr informativ.
Die dritte Arbeit, die in diesem Kapitel vorgestellt wird, wurde von Mahdi und Mit-
arbeiter verfasst und behandelt nicht-klassifizierte SDSS-Spektren. Da sie Spektren
verwendet haben, die aus dem gleichen Datensatz stammen wie die Spektren in meiner
Arbeit, standen sie auch vor vergleichbaren Problemen. Allerdings versuchten sie diese
auf eine andere Art und Weise zu lo¨sen, was ihnen scheinbar nur teilweise gelang.
3.1 Automated classification of stellar spectra - I.
Initial results with artificial neural networks
Die Arbeit von T. von Hippel et al. (1994) ist eine der ersten Publikationen, die sich mit
Spektralklassifikation mittels neuronalen Netzen bescha¨ftigt und gilt als Pionierarbeit.
Fu¨r die Studie wurden 575 Spektren aus dem Michigan Catalog verwendet. Die Spektren
umfassen einem Wellenla¨ngenbereich von 3850 bis 5100 A˚. Sie stammen alle aus einem
bereits klassifizierten Datensatz, so dass ein Vergleich und damit eine gute statistische
Auswertung der Resultate mo¨glich war.
Fu¨r die Klassifikation wurden drei neuronale Netze mit drei verschiedenen Mustern
verwendet. Das erste Netz soll nur anhand der Absorptionslinien, das zweite Netz nur
mit dem Kontinuum klassifizieren. Beim dritten Netz wurde eine Kombination von
Linien und Kontinuum verwendet.
Die Architektur war bei allen drei Netzen gleich. Sie besteht aus einem dreischichtigen
Feed-Forward Netz mit 383 Eingangsneuronen, 3 Neuronen in der Zwischenschicht und
nur einem Neuron in der Ausgabeschicht. Das hier ein einzelnes Neuron als Output
verwendet wurde, ist eher ungewo¨hnlich. U¨blicherweise werden n verschiedene Klas-
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sen auch durch einen n-dimensionalen Ausgangsvektor repra¨sentiert. Da jedoch die
U¨berga¨nge zwischen den einzelnen Klassen fließend sind, hat man versucht, keine klar
aufgeteilten Klassen zu definieren sondern verwendete stattdessen Fließkommazahlen
zwischen Null und Eins. Der ku¨hlste Stern (M9) wurde demnach mit einer Eins asso-
ziiert und der heißeste Stern (O3) mit einer Null. Die Werte der anderen Sterne liegen
innerhalb dieses Intervalls. Gelernt wurden die Assoziationen mit dem bekannten Back-
propagation-Lernalgorithmus.
Die Fehler lagen schließlich alle in der Gro¨ßenordnung von zwei Unterklassen, wobei
die Klassifikation der Linien etwas darunter lag und die Klassifikation des Kontinuums
etwas daru¨ber. Die besten Werte lieferte das kombinierte Netz.
Ein paar Bemerkung sollten hier noch erwa¨hnt werden:
• In dieser Arbeit wurden nur ausgewa¨hlte Spektren verwendet, sowohl fu¨r das
Training als auch fu¨r die Tests. Die Spektren stammen alle vom selbem Datensatz
und sind alle bereits klassifiziert. Das Signal-zu-Rausch Verha¨ltnis ist sehr hoch
und es gibt keine Spektren, die in keine Klasse passen. In diesem Sinne sind alle
Spektren fu¨r die Mustererkennung sehr gut geeignet und es ist somit auch zu
erwarten, dass die Muster relativ gut erkannt werden.
• In der Klassifikation wurden keine Leuchtkraftklassen beru¨cksichtigt
Trotz dieser einfachen Studie ist die Arbeit sehr wertvoll und bietet eine Basis fu¨r
schwierigere Aufgaben.
3.2 Automated classification of stellar spectra - II.
Two-dimensional classification with neural net-
works and principal components analysis
Die Nachfolgearbeit von T. von Hippel et al. (1998) ist um vieles umfassender als die
Erste. Im Bereich von M7 bis B2 Sterne wurden u¨ber 5000 Sterne klassifiziert, zudem
beru¨cksichtigt die Klassifikation neben dem Spektraltyp auch die Leuchtkraftklasse.
Die verwendeten Daten stammen auch hier aus dem Michigan Catalog.
Fu¨r die beiden Parameter, Spektraltyp und Leuchtkraftklassen, wurden unterschiedli-
che Zugangsweisen gewa¨hlt. Der große Unterschied liegt dabei in der Klasseneinteilung.
Wie in der ersten Arbeit wurden die Spektraltypen durch ein einzelnes Neuron in der
Ausgabeschicht repra¨sentiert. Sie wurden in Fließkommazahlen zwischen Null und Eins
eingeteilt. Bei den Leuchtkraftklassen sorgen drei Ausgangsneuronen fu¨r die Klassenein-
teilung. Da die ausgewa¨hlten Spektren nur Leuchtkraftklassen III, IV und V enthalten,
wurde jeder Leuchtkraftklasse ein Neuron in der Ausgabeschicht zugeordnet.
In der ersten Arbeit wurde das komplette Spektrum mit insgesamt 350 Punkten ein-
gelesen. Die Spektren, die in der zweiten Arbeit verwendet wurden, sind um einiges
gro¨ßer, so dass es notwendig war, die Daten zu reduzieren. Dafu¨r wurde eine Haupt-
komponentenanalyse durchgefu¨hrt, die die 850 Datenpunkte auf 50 oder 25 reduziert.
Fu¨r die Klassifikation wurden verschiedene Netze ausprobiert, dreischichtige und vier-
schichtige mit verschiedener Anzahl an Neuronen in der Zwischenschicht. Es wurde auch
beru¨cksichtigt, dass gleiche Netzwerkarchitekturen unterschiedliche Ergebnisse liefern
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ko¨nnen. Durch die Tatsache, dass neuronale Netze mit Zufallszahlen initialisiert wer-
den, sind auch die Ergebnisse immer leicht unterschiedlich.
Die besten Ergebnisse bei der Spektraltyp-Klassifikation lieferten vierschichtige Netze
mit 50 Eingangsneuronen, je 5 Neuronen in den beiden Zwischenschichten und einem
Neuron in der Ausgabeschicht. Die Fehler liegen in einem Bereich von 0.8 bis 1.5 Un-
terklassen.
Bei den Leuchtkraftklassen waren es ebenfalls vierschichtige Netze, die am erfolg-
reichsten waren. Interessanterweise wurde Leuchtkraftklasse III und V mit u¨ber 90 %
Trefferquote sehr gut erkannt, bei Leuchtkraftklasse IV hatte das Netz jedoch erheb-
liche Probleme. Lediglich 40 % der klassifizierten Spektren stimmten auch mit den
Werten aus dem Katalog u¨berein.
Weitere Bemerkungen:
• A¨hnlich wie im ersten Teil wurde in dieser Arbeit zwischen Mustererkennung nur
anhand der Absorptionslinien und Mustererkennung anhand der Linien plus dem
Kontinuum unterschieden. Auch hier zeigte die kombinierte Variante die besseren
Ergebnisse.
• Die Theorie der Hauptkomponentenanalyse wurde hier nur kurz erwa¨hnt und
nicht weiter beschrieben. Die Reduktion der Spektren ist ein wesentlicher Be-
standteil dieser Arbeit.
• Durch die Reduktion mit der Hauptkomponentenanalyse war es auch mo¨glich, das
Rauschen erheblich zu reduzieren. Man sollte jedoch beachten, dass die Spektren
mit niedrigem Signal-zu-Rausch Verha¨ltnis immer noch relativ gut sind im Ver-
gleich zu den meisten Spektren im SDSS-Datensatz.
3.3 Automated Classification of Sloan Digital Sky
Survey (SDSS) Stellar Spectra using Artificial
Neural Networks
Mahdi et al. (2008) haben wie auch in meiner Arbeit SDSS-Spektren verwendet. Fu¨r
die Klassifikation wurden rund 5000 Spektren ausgewa¨hlt.
Da es keine klassifizierten Standardsterne im SDSS-Datensatz gibt, wurden fu¨r das
Training 158 Standardspektren von Jacoby et al. (1984) verwendet. Mit einer ent-
sprechenden Faltung und einer Spline-Fitting Methode wurden die Spektren aus beiden
Datensa¨tzen auf 561 Flusswerte mit einer Schrittweite von 5 A˚ pro Flusswert gebracht.
Die Mustererkennung wurde mit einem Probabilistic Neural Network (PNN) durchge-
fu¨hrt. Ein PNN ist etwas anders aufgebaut als die KNNs, die in meiner Arbeit ver-
wendet werden. Als besondere Eigenschaft dieser Netze werden alle Trainingsmuster
im Netz abgespeichert. Zudem erfolgt die Trainingsphase nicht in Lernzyklen, sondern
in einem einzigen Durchlauf. Beide hier erwa¨hnten Eigenschaften sind nur dann von
Vorteil, wenn die Anzahl der Trainingsmuster nicht allzu groß ist, bei 158 Spektren ist
die Wahl dieses Netzes gerechtfertigt.
Die publizierten Ergebnisse schauen vielversprechend aus, einige kritische Fragen blei-
ben jedoch offen und sind an dieser Stelle nicht zu kla¨ren:
3.3. MAHDI ET AL. - AUTOMATED CLASSIFICATION OF SDSS SPECTRA 17
• Nach welchem Auswahlkriterium wurden die Spektren selektiert?
• In dem Datensatz gibt es eine betra¨chtliche Anzahl an Galaxienspektren (ca.10 %),
die nicht explizit gekennzeichnet sind.
• Bei jedem klassifizierten Spektrum wird ein χ2-Wert angegeben, der nicht genauer
spezifiziert ist.
Ein Vergleich von Stichproben hat gezeigt, dass ein großer Teil der Spektren nicht
richtig klassifiziert wurde. Eine genaue Analyse der Ergebnisse konnte im Rahmen
dieser Arbeit leider nicht durchgefu¨hrt werden.
Kapitel 4
Das Spektrum eines Sterns
4.1 Spektrallinien
Die astronomische Spektroskopie bietet die Grundlage unseres Wissens u¨ber die Sterne
und die Galaxien. Mit Hilfe eines stellaren Spektrums lassen sich viele wichtige Parame-
ter ableiten wie beispielsweise Temperatur, Leuchtkraft, chemische Zusammensetzung,
Radialgeschwindigkeit oder Rotation, um nur einige zu nennen.
Um das Spektrum eines Sterns verstehen zu ko¨nnen, bedarf es Kenntnis u¨ber die Ener-
gieverha¨ltnisse eines Atoms. Die hier ausgefu¨hrten Erla¨uterungen beziehen sich auf
das einfach aufgebaute Wasserstoffatom und dem Atommodell von Bohr-Sommerfeld.
Obwohl dieses Modell la¨ngst u¨berholt ist, ist es fu¨r eine grobe Beschreibung der Ener-
gieverha¨ltnisse ausreichend.
Nach Bohr-Sommerfeld kann sich das Elektron nur in bestimmten diskreten Bahnen
um den Atomkern aufhalten. Die innerste Bahn wird als Grundzustand oder n = 1 be-
zeichnet. Die weiteren erlaubten Bahnen werden mit fortlaufenden natu¨rlichen Zahlen
bezeichnet, also n = 2 fu¨r die zweite erlaubte Bahn usw.
Da ein Elektron vom Atomkern elektrisch angezogen wird, ist es immer bestrebt, den
Grundzustand einzunehmen. Will man das Elektron gegen diese Anziehungskraft vom
Kern entfernen, muss dazu Energie aufgebracht werden. Umgekehrt wird Energie wieder
frei, wenn sich das Elektron dem Kern na¨hert. Befindet sich beispielsweise ein Elektron
im Zustand n = 2, wird es versuchen, in den Grundzustand zuru¨ckzukehren. Dabei wird
ein Photon mit einer bestimmten Energie ausgesendet. Diese Energie entspricht exakt
der Differenz zwischen den beiden Zusta¨nden n = 1 und n = 2. Mit der Beziehung
4.1 la¨sst sich die Wellenla¨nge λ eines emittierten Photons bestimmen. Im Falle des
angefu¨hrten Beispiels betra¨gt sie 1216 A˚.











Allgemein la¨sst sich jedem U¨bergang eine Energie oder dementsprechend eine Wellen-
la¨nge zuordnen. Diese Wellenla¨ngen sind im elektromagnetischen Spektrum als Spek-
trallinien sichtbar. Die Anzahl der Linien ist enorm, sie werden deshalb in sogenannte
Serien eingeteilt. Die zu n = 2 geho¨rige Serie ist die bekannteste und wurde nach ihrem
Entdecker Johann Balmer benannt. Sie ist deshalb so bekannt, weil sich ihre Energi-
en oder Wellenla¨ngen im sichtbaren Bereich befinden. Der U¨bergang von n = 3 nach
n = 2 entspricht der Linie mit der kleinsten Energie in dieser Serie und somit der gro¨ß-
ten Wellenla¨nge bei λ = 6563 A˚. Sie wird auch als Hα bezeichnet. Der U¨bergang von
n = 4 nach n = 2 entspricht der na¨chstho¨heren Linie Hβ bei einer Wellenla¨nge von
λ = 4861 A˚. Umso ho¨her die Energiezusta¨nde, desto dichter liegen die Linien beieinan-
der. Auf einer Wellenla¨ngenskala ha¨ufen sie sich schließlich zu einer Grenzwellenla¨nge
von 3646 A˚ hin. Diese Grenze entspricht der Ionisationsenergie, also die Energie die
beno¨tigt wird, um ein Elektron im Zustand n = 2 vom Atom zu trennen.
Abbildung 4.1: Energieniveaus eines Wasserstoffatoms mit den ersten drei Linienserien
Lyman, Balmer und Paschen
Auch andere Serien sind nach ihren Entdeckern benannt. Die Lymanserie bezeichnet
alle Zustandspaare mit einer Beteiligung des Grundzustandes. Sie sind mit entspre-
chend ho¨heren Energien verbunden und befinden sich im nicht sichtbaren ultraviolet-
ten Bereich. Die erste Linie dieser Serie liegt bei λ = 1216 A˚ (2 → 1) und heißt Lyα.
Die Grenzwellenla¨nge liegt bei λ = 912 A˚ und entspricht einer Ionisationsenergie von
13,6 eV. Im Infraroten Bereich befindet sich die Paschenserie, diese Serie beginnt bei
λ = 18751 A˚ (4 → 3) und endet bei einer Grenzwellenla¨nge von λ = 8208 A˚.
4.2 Absorptionslinien
Wa¨hrend der U¨bergang von ho¨heren zu niedrigeren Niveaus spontan erfolgt, beno¨tigt
der umgekehrte Fall eine Energie, die das Elektron dazu veranlasst, in ein ho¨heres
Niveau zu springen. Diese Energie kann zum Beispiel durch eine Kollision mit einem
anderen Atom oder durch ein eintreffendes Photon aufgebracht werden. Um beispiels-
weise ein Elektron vom Grundzustand in den na¨chstho¨heren Zustand n = 2 zu bringen,
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wird ein Photon mit einer Wellenla¨nge von exakt 1216 A˚ beno¨tigt. Wird nun eine An-
sammlung Wasserstoffatome mit dem Licht eines schwarzen Ko¨rpers bestrahlt, ko¨nnen
die Atome die Photonen mit den erforderlichen Wellenla¨ngen verschlucken. Die Elek-
tronen springen dabei in einen Energiezustand auf ho¨herem Niveau. Ein schwarzer
Ko¨rper strahlt Licht in allen Wellenla¨ngen, also auch diese, die gerade den Energien
des Wasserstoffatoms entsprechen. Um die Elektronen in ein ho¨heren Zustand zu brin-
gen, werden also nur ganz bestimmte Energien entnommen, welche dann als dunkle
Linien in einem kontinuierlichen Spektrum beobachtet werden ko¨nnen.
4.3 Kirchhoffscher Satz
1859 haben Gustav Kirchhoff und Robert Bunsen die Grundlagen der Spektralanalyse
mit Hilfe von Laborversuchen entwickelt. Laut Kirchhoffschem Satz ist das Verha¨ltnis
zwischen dem Emissionskoeffizienten λ(T ) und dem Absorptionskoeffizienten κλ(T )
konstant fu¨r Strahlen gleicher Wellenla¨nge und gleicher Temperatur:
λ(T )
κλ(T )
= Bλ(T ) (4.2)
Die Auswirkungen des Kirchhoffschen Satzes kann folgendermaßen zusammengefasst
werden:
1. Ein glu¨hender, fester oder flu¨ssiger Ko¨rper sowie Gase unter hohem Druck und
bei hoher Temperatur erzeugen ein kontinuierliches Spektrum.
2. Heiße, leuchtende Gase geringer Dichte zeigen ein Emissionslinienspektrum. Jedes
chemische Element erzeugt dabei seine eigenen Linienserien. Das Emissionsli-
nienspektrum eines leuchtenden Gases gibt also Auskunft u¨ber deren chemische
Zusammensetzung.
3. Wenn das Licht eines Ko¨rpers mit einem kontinuierlichen Spektrum ein ku¨hleres
Gas durchla¨uft, zeigen sich auf dem Kontinuum genau bei den Wellenla¨ngen
dunkle Linien, bei denen das Gas im alleinigen Leuchtzustand Emissionslinien
erzeugen wu¨rde.
Die meisten Sterne zeigen ein Absorptionslinienspektrum, wie es in Punkt drei erla¨u-
tert wurde. Die Photonen, die aus den tieferen Zonen eines Sterns stammen, erzeugen
ein kontinuierliches Spektrum. Wenn diese Photonen das ku¨hlere Gas in den a¨ußeren
Schichten des Sterns durchlaufen, entsteht das charakteristische Absorptionsspektrum.
4.4 Linienprofil
Wie oben bereits erwa¨hnt wurde, sind Spru¨nge zwischen den Energielevels immer mit
quantisierten Energiepaketen verbunden. Das wu¨rde jedoch bedeuten, dass auch die
dadurch erzeugten Linien sehr scharf sein mu¨ssten. In Wahrheit kann die Energie in
den erlaubten Bahnen leicht variieren. Das hat zur Folge, dass auch die Linien eine
gewisse Breite und damit eine innere Struktur aufweisen. Eine solche Struktur einer
Absorptions- oder Emissionslinie wird durch das Linienprofil beschrieben.
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Abbildung 4.2: Darstellung der Linienstruktur. Das Intensita¨tsminimum (oder Maxi-
mum bei Emissionslinien) wird mit c (Kern) bezeichnet. Die U¨bergangsbereiche in das
Kontinuum haben die Bezeichnung w (Flu¨gel). [Jaschek & Jaschek 1990]
Eine einzelne Spektrallinie wird unterteilt in einen Kern, begleitet von zwei Flu¨gel,
die dann in das Kontinuum u¨bergehen. Es gibt Spektrallinien, bei denen die Flu¨gel
beinahe komplett fehlen, siehe dazu Abbildung 4.2(c). Um die Linienbreite zu charak-
terisieren, wird die Breite (AC = ∆) bei der halben zentralen Tiefe genommen. Siehe
dazu Abbildung 4.3.








Obwohl die Integration in Formel 4.3 von −∞ bis∞ geht, wird normalerweise nur u¨ber
ein kurzes Intervall integriert. Die A¨quivalentbreite entspricht der Seitenla¨nge eines
Rechtecks mit gleicher Fla¨che wie die absorbierte Intensita¨t, also die Fla¨che innerhalb
der Spektrallinie.
Die A¨quivalentbreite ist jedoch schwer zu bestimmen, da sie stark davon abha¨ngig ist,
wie das Kontinuum definiert ist.
Abbildung 4.3: Links die Parameter, die eine Spektrallinie beschreiben. l = Linientiefe,
lc = zentrale Linientiefe, 1−lc = zentrale Residuen-Intensita¨t. Das Kontinuum ist definiert
als Ic = 1. Rechts eine Veranschaulichung der A¨quivalentbreite. ∆ = AC = Linienbreite
bei halber zentraler Tiefe. [Jaschek & Jaschek 1990]
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4.4.1 Druckverbreiterung
Bei vielen stellaren Spektren ist die Druckverbreiterung der dominante Mechanismus,
der fu¨r eine Verbreiterung der Linien sorgt. Sie kommt bei Sto¨ßen zwischen Atomen,
Moleku¨len, Ionen, freien Elektronen oder freien Protonen zustande. Wenn sich zwei
solcher Teilchen na¨hern, werden die Elektronenbahnen der Atome leicht gesto¨rt oder
verbogen. Dadurch werden auch die beteiligten Energien leicht vera¨ndert, abha¨ngig von
der Entfernung, Art und Eigenschaften der betroffenen Teilchen. Betrachtet man den
Gesamtzustand eines Gases, so erscheint jeder Energiezustand etwas verschmiert, was
schließlich zu einer Verbreiterung der Spektrallinien fu¨hrt. Mit zunehmendem Druck
eines Gases sind immer mehr Atome immer sta¨rker gesto¨rt, und so werden auch die
Spektrallinien immer breiter. Das erkla¨rt die breiten Flu¨gel eines kompakten Hauptrei-







































Abbildung 4.4: Die beiden Grafiken zeigen die Hβ-Linie von zwei synthetischen Spek-
tren mit gleicher Temperatur (9000 K). Links ein Hauptreihenstern mit einer Schwerebe-
schleunigung logg von 5.0 cms−2, rechts ein Riesenstern mit einem logg von 2.0 cms−2.
4.4.2 Stellare Rotation
Unter dem Einfluss der Rotation werden die Spektrallinien unscharf. Diese Unscha¨rfe
nimmt zu, umso ho¨her die Rotationsgeschwindigkeit ist. Bei sehr hohen Rotations-
geschwindigkeiten bekommen die Profile die Form einer Schale, der Kontrastverlust
gegenu¨ber dem Kontinuum wird sehr groß, siehe dazu Abbildung 4.5. Generell wird
die Rotationsgeschwindigkeit durch V sin i charakterisiert, wobei V der a¨quatorialen
Rotationsgeschwindigkeit entspricht und i dem Inklinationswinkel zwischen der Sicht-
linie und der Rotationsachse. Obwohl die Rotationsgeschwindigkeit alle Spektrallinien
beeinflussen, wird in der Praxis der Wert anhand der Linienprofile von He i bei 4026 A˚
und Mg ii bei 4481 A˚ berechnet. Diese Linien wurden ausgewa¨hlt, da sie sich u¨ber einen
großen Bereich Spektraltypen kaum vera¨ndern.
Angenommen, die Sichtlinie steht senkrecht auf der Rotationsachse, dann unterscheidet
sich die Radialgeschwindigkeit V0 je nachdem, ob uns die Strahlung von der linken
Kante des Sterns (V0−Vec) oder von der rechten Kante des Sterns (V0 +Vec) erreicht. V0
ist dabei die Radialgeschwindigkeit des Baryzentrums. Der Unterschied zwischen beiden
Kanten betra¨gt somit 2Vec. Bei einem Winkel i zwischen Sichtlinie und Rotationsachse
entspricht das einem Wert von 2Vec sin i. Man kann sich vorstellen, dass jeder Punkt
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Abbildung 4.5: Einfluss der stellaren Rotation auf die Spektrallinien. Die beiden Ab-
bildungen zeigen die gleiche Absorptionslinie bei unterschiedlichen Rotationsgeschwin-
digkeiten. [Jaschek & Jaschek 1990]
auf der stellaren Scheibe eine separate Spektrallinie erzeugt. Die komplette Linie im
Spektrum setzt sich daher aus allen Linien zusammen. Es muss jedoch beachtet werden,
dass die extremen Werte V0 ± Vec aus vergleichsweise kleinen Bereichen stammen, und
demnach gilt nicht 2Vec sin i, sondern ungefa¨hr 1.5Vec sin i.
Wir wissen, dass die Radialgeschwindigkeit aufgrund des Dopplereffekts eine Verschie-







kann schliesslich ein ∆λ berechnet werden. Es gilt
∆λ =
λ× 1.5Vec sin i
c
(4.5)
Der Punkt, an dem die Rotation anfa¨ngt, die Linienprofile zu beeinflussen, ha¨ngt von
der reziproken DispersionDrez ab. In der Regel kann die Rotation nicht mehr festgestellt
werden, wenn
V sin i ≤ Drez (4.6)
gilt. Bei einer reziproken Dispersion von Drez in A˚mm
−1 ergibt sich aus Formel 4.5:
∆λ =





Um die Unscha¨rfe sichtbar zu machen, muss dieser Wert gro¨ßer sein als die Auflo¨sung
des Detektors. Bei einem CCD-Detektor mit einer Pixelgro¨ße von 20 µm ergibt sich





Durch Umformung ergibt sich schließlich die Relation
Vec sin i ≥ 20 cDrez
λ× 1.5× 1000 (4.9)
Ab einer Wellenla¨nge von λ ∼ 4000 A˚ wird V sin i ≥ Drez.
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Das bedeutet, bei einem Drez = 20 A˚mm
−1 und einem V sin i von 20 kms−1 sind die
Linien noch nicht von der Rotation beeinflusst.
Hohe Rotationsgeschwindigkeiten haben viele unerwu¨nschte Effekte. Durch die hohe
Unscha¨rfe ko¨nnen nicht nur Linien schwer identifiziert werden, sie u¨berlappen auch
benachbarte Spektrallinien. Leider gibt es keine zufriedenstellenden Hilfsmittel, um
den Effekt der U¨berlappung zu minimieren.
Wie bereits erwa¨hnt wurde, sind alle Spektrallinien von der Rotationsgeschwindigkeit
betroffen. Trotzdem ist es mo¨glich, dass in einem Spektrum mit hohem V sin i neben
den unscharfen auch scharfe Linien auftreten. Wenn sich beispielsweise eine interstellare
Wolke in der Sichtlinie befindet, sind zusa¨tzliche scharfe Linien von der Wolke im
Spektrum sichtbar. Diese sind auch dadurch identifizierbar, dass sie unterschiedliche
Radialgeschwindigkeiten besitzen, da sie sich an einem anderen Ort befinden und sich
mit unterschiedlicher Geschwindigkeit bewegen.
4.4.3 Weitere Effekte
Es gibt noch viele andere Mechanismen, die Linien verbreitern oder allgemein die Struk-
tur des Profils vera¨ndern ko¨nnen. Die Auflo¨sung der SDSS Spektren ist jedoch nicht
hoch genug, so dass diese Effekte keinen Einfluss auf die Spektren haben. Aus diesem
Grund werden diese Mechanismen nur kurz erwa¨hnt und nicht genauer erla¨utert.
• Neben der Rotation gibt es noch weiter Effekte, die durch den Dopplereffekt
zustande kommen. Das sind zum Beispiel thermische Bewegungen der Teilchen
oder aber auch Turbulenzen und Konvektionsstro¨me.
• Auch pulsierende Sterne ko¨nnen sich durch den Dopplereffekt bemerkbar machen.
Wenn sich ein Stern ausdehnt, kommt die Oberfla¨che des Objekts auf uns zu und
die Spektrallinien verschieben sich leicht in den blauen Bereich. Bei Kontrakti-
on tritt der umgekehrte Fall ein und die Spektrallinien werden leicht ins Rote
verschoben.
• Doppelsterne umkreisen sich meist in sehr engem Radius, so dass eine Trennung
nur durch hochaufgelo¨ste Spektren mo¨glich ist. Dabei spalten sich die Spektral-
linien in regelma¨ßigem Abstand. Auch das ist eine Folge des Dopplereffekts. Die
Linien der auf uns zukommenden Komponente ru¨cken ein wenig ins Blaue, gleich-
zeitig verschieben sich die Linien der anderen Komponente leicht ins Rote.
Falls eine Komponente des Systems eine gro¨ßere Leuchtkraft besitzt als ihr Be-
gleiter, ist auch nur das Spektrum der hellen Komponente sichtbar. Die Spektral-
linien dieses Spektrum pendeln jedoch leicht hin und her, so dass dadurch auf die
Anwesenheit eines Begleiters geschlossen werden kann.
• Bei starken Magnetfelder ko¨nnen durch den Zeeman-Effekt die Spektrallinien
mehrfach aufgespalten werden. Obwohl manche Sterne sehr starke Magnetfelder
besitzen, wirkt sich dieser Effekt selbst in hoch aufgelo¨sten Spektren allenfalls
durch eine leichte Verbreiterung des Linienprofils aus. Der Grund dafu¨r liegt
darin, dass das Spektrum eines Sterns aus allen mo¨glichen Positionen der Stern-
enscheibe zusammengesetzt ist. Die Aufspaltung der Spektrallinien durch den
Zeeman Effekt kann jedoch nur dann beobachtet werden, wenn das Licht aus
einer einzigen Sichtlinie stammt.
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• Bei hoch aufgelo¨sten Spektren bewirken aktive Regionen auf der Sternoberfla¨che
leichte Verformungen der Spektrallinien. Rotiert der Stern, wandern die Aktivita¨t-
en mit der Rotation mit. Im Spektrum kann folglich eine periodisch vera¨nderliche
Spektrallinie beobachtet werden. Aufgrund dieser Beobachtungen ist es sogar
mo¨glich, mit Hilfe von Oberfla¨chenrekonstruktionstechniken (Doppler Imaging)
eine zweidimensionale Karte von der Oberfla¨che zu erstellen.
4.5 Radialgeschwindigkeit
Die Radialgeschwindigkeit ist die relative Geschwindigkeit eines Himmelsko¨rpers ent-
lang der Sichtlinie und bewirkt eine Verschiebung des Spektrums. Wenn eine Lichtquelle
auf uns zukommt, verschiebt sich das Spektrum in den kurzwelligen Bereich, es ist blau-
verschoben. Wenn sich die Lichtquelle von uns wegbewegt, wird das Spektrum in den
langwelligen Bereich verschoben und bewirkt eine Rotverschiebung. Die Verschiebung











λ0 Laborwellenla¨nge, gemessen bei ruhender Lichtquelle
vr Radialgeschwindigkeit
c Lichtgeschwindigkeit
Nach Konvention haben Geschwindigkeiten, die sich von uns wegbewegen, einen posi-
tiven Wert.
Die relative Verschiebung ∆λ/λ wird oft mit z bezeichnet. Nach Gleichung 4.10 wu¨rde
das bedeuten, dass bei z = 1 die Lichtgeschwindigkeit erreicht ist. Betrachtet man weit
entfernte Objekte, zeigen sich jedoch Werte bis z = 5 und gro¨ßer.
Gleichung 4.10 gilt also nur fu¨r Geschwindigkeiten, die viel kleiner als die Lichtgeschwin-
digkeit sind (v  c). Ab Geschwindigkeiten von ca. 10000 kms−1 muss fu¨r eine korrekte











(z + 1)2 − 1
(z + 1)2 + 1
(4.12)
Die meisten Sterne in unserer Galaxie bewegen sich mit Geschwindigkeiten zwischen
-30 und +30 kms−1. Extrem schnelle Sterne erreichen Werte bis ±500 kms−1. Ferne
Galaxien und Quasare unterliegen der kosmologischen Rotverschiebung und ko¨nnen
Werte bis u¨ber 90 % der Lichtgeschwindigkeit erreichen. Dieses Pha¨nomen ist eine Folge
der Expansion des Weltalls. Die Geschwindigkeit, die auf die Ausdehnung des Raumes
zuru¨ckzufu¨hren ist, heißt Fluchtgeschwindigkeit. Je gro¨ßer die Distanz zwischen zwei
Objekten, umso gro¨ßer ist die Fluchtgeschwindigkeit.
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Tabelle 4.1 zeigt ein paar Beispiele fu¨r die Auswirkung der Radialgeschwindigkeit auf
die Spektrallinien. Bei Objekten mit einer Geschwindigkeit von 250000 kms−1 wird
beispielsweise die Lyα Linie, die sich bei ruhender Lichtquelle im ultravioletten Bereich
befindet, bis in den optischen Bereich verschoben. Andererseits muss die Hβ Linie bei
gleicher Geschwindigkeit im mittleren Infrarotbereich beobachtet werden.
Tabelle 4.1: Auflistung von verschiedenen Radialgeschwindigkeiten und den entspre-
chenden Verschiebungen des Spektrums, gemessen fu¨r zwei Spektrallinien Lyα und Hβ.
Gerechnet wurde hier mit Ruhewellenla¨ngen von 1216.0 A˚ (Lyα) und 4861.3 A˚ (Hβ).
vr in kms
−1 z Lyα in A˚ Hβ in A˚
20 0.00007 1216.1 4861.6
10000 0.034 1257.2 5026.1
180000 1.0 2432.0 9722.6
250000 2.3 4033.0 16123.1
284000 5.0 7346.5 29369.6
4.6 Kenngro¨ßen eines Spektrographen
Um das Spektrum einer Lichtquelle zu bekommen, muss das Licht in seine Anteile ver-
schiedener Wellenla¨ngen zerlegt werden. Das geschieht mit dispergierenden optischen
Elementen wie einem Prisma oder einem Gitter. In einem Spektrographen gibt es zwei
wesentliche Kenngro¨ßen, die Dispersion und das Auflo¨sungsvermo¨gen. Die Dispersion
gibt an, wie stark das Licht mit einem dispergierenden Element zerlegt wird. Sie wird
durch die reziproke Dispersion Drez angegeben und gibt die Anzahl Angstro¨m an, die
auf einen Millimeter des Empfa¨ngers treffen.
Die Wellenla¨nge λ kann als Funktion der Position x auf dem Detektor angegeben wer-
den. Bei einem Gitter gilt aufgrund der linearen Dispersion die Beziehung:
x = A+ λB (4.13)









Die reziproke Dispersion ist also unabha¨ngig von der Wellenla¨nge. Bei einem Prisma
als dispergierendes Element ist die Dispersion nicht mehr linear, es gilt somit folgende
Relation:
x− C = E
(λ− F )n (4.15)
C, E, F und n sind Konstanten. Die reziproke Dispersion ergibt sich wieder durch die
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Im klassischen Wellenla¨ngenbereich ist die reziproke Dispersion Drez laut Konvention
immer bei Hγ (λ = 4340 A˚) angegeben.
Die na¨chste wichtige Spezifikation ist das Auflo¨sungvermo¨gen R des Detektors. R wird





In anderen Worten, alle Details eines Spektrums innerhalb von R bleiben fu¨r den Be-
trachter verborgen. Hat beispielsweise ein Detektor ein R von 7 A˚, erscheinen zwei
Spektrallinien in einem Abstand von 5 A˚ als eine einzige Linie. Das Limit des Auflo¨-
sungsvermo¨gen wird durch den Detektor bestimmt, das heißt durch die fotografische
Emulsion bei der Fotoplatte oder durch die Pixelgro¨ße bei einem CCD-Detektor.
Ein weiterer wesentlicher Parameter ist die Spaltbreite d. U¨blicherweise wird die Spalt-
breite d ≤ R gewa¨hlt. Wenn d > R, ist jede Spektrallinie breiter als der Spektrograh
auflo¨sen kann. Es sollte beachtet werden, dass das Bild eines Sterns einen Durchmesser
δ besitzt, der stark von den atmospha¨rischen Turbulenzen (Seeing) abha¨ngt. Norma-
lerweise betra¨gt δ ∼ 1′′ − 2′′ oder mehr. Wenn der Spalt sehr klein gewa¨hlt werden
muss, um einen Wert von d ∼ R zu erreichen, bedeutet ein hoher Wert von δ auch ein
großer Lichtverlust.
4.6.1 Das spektrographische System der SDSS
Das spektrographische System der SDSS war eine große Herausforderung fu¨r die Kon-
strukteure. Das System sollte in der Lage sein, bis zu 640 Objekte gleichzeitig zu
spektroskopieren. In diesem Kapitel wird die Konstruktion und das theoretische Leis-
tungsvermo¨gen des Systems etwas genauer betrachtet.
Die zu leistende Arbeit wird von einem fasergekoppelten Multi-Objekt Spektrographen
u¨bernommen. Fu¨r jeden Bereich des Himmels wurde eine Platte mit maximal 640
Lo¨cher fu¨r die wissenschaftliche Spektroskopie angefertigt. Weitere 11 Lo¨cher, die auf
jeder Platte verteilt angeordnet sind, dienen zur Aufnahme von guiding stars. Mit Hilfe
der guiding stars lassen sich die Fehler in der Positionierung der Platte bestimmen.
Die Platte liegt in der Fokalebene, von dort aus wird das Licht mittels Glasfasern zu den
Spektrographen geleitet. Theoretisch ko¨nnen insgesamt 9 Platten pro Beobachtungs-
nacht ausgewechselt werden, das ergibt ein Maximum von 5760 Spektren. Praktisch
ha¨ngt die tatsa¨chliche Anzahl der Spektren stark von den Beobachtungsbedingungen
ab, 6 Platten (3840 Spektren) pro Nacht sind ein guter Durchschnittswert.
Der Durchmesser der Fasern betra¨gt 180 µm, das entspricht 3′′ am Himmel. Objekte,
deren Abstand weniger als 55′′ betra¨gt, ko¨nnen nicht mit der selben Platte erfasst
werden.
Ein CCD-Detektor besteht aus 2048 × 2048 Pixel mit einer Pixelgro¨ße von 24 × 24 µm.
Bei einer Auflo¨sung von R = 2000 reicht ein einzelner Detektor nicht aus, um den kom-
pletten Wellenla¨ngenbereich von 3800 bis 9100 A˚ abzudecken. Es werden aus diesem
Grund zwei Spektrographen verwendet. Mittels eines Beamsplitters wird der Lichtstrahl
in einen blauen und einen roten Bereich geteilt. Der erste Spektrograph ist fu¨r die kurz-
en Wellenla¨ngen von 3800 bis 6100 A˚ zusta¨ndig, das zweite Instrument spektroskopiert
den langwelligen Bereich von 5900 bis 9100 A˚.
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Abbildung 4.6: Optisches Layout des Spektrographen [SDSS Project Book, Princeton
University]
Als dispergierendes Element wird ein Grism verwendet. Ein Grism kombiniert die Idee
eines Beugungsgitters und die eines Prismas in einem Instrument. Grism werden ha¨ufig,
wie auch hier, in Multi-Objekt Spektrographen eingesetzt.
Hinter den beiden Spektrographen sind die Kameras angebracht, die das Licht auf den
CCD-Chips detektieren. Das O¨ffnungsverha¨ltnis einer Kamera betra¨gt f/1.3 bei einer
Brennweite von 240 mm. Das O¨ffnungsverha¨ltnis der Fasern liegt bei f/4. Der Kollima-
tor erzeugt einen parallelen Lichtstrahl mit einem Durchmesser von 150 mm. Das ergibt
eine Verkleinerung (Demagnification) von einem Faktor 2.5. Fu¨r die Aufnahme eines
Faserduchmessers von 180 µm wu¨rden demnach 3 Pixel beno¨tigt werden (180 µm/2.5
= 3 × 24 µm). Mit dem erforderlichen Abstand wird schließlich mit ca. 390 µm pro
Faser gerechnet. Das ergibt dann 320 Spektren pro CCD-Chip. Insgesamt sind daher
vier Kameras fu¨r 640 Spektren in Verwendung.
Die Empfindlichkeit des Spektrographen ha¨ngt in erster Linie von der Quanteneffizienz
des Detektors und dem Lichtdurchlass des Transmissionsgitters ab. Die Effizienz im
blauen Bereich ist außerordentlich gut, vgl. dazu die Abbildungen 4.7 und 4.8.
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Abbildung 4.7: Effizienz der verschiedenen Komponenten. [SDSS Project Book, Prin-
ceton University]
Abbildung 4.8: Lichtdurchlass des Spektrographen. Hier sind Lichtverluste vom Tele-




Taxonomie bedeutet, Gegensta¨nde oder Ereignisse in Kategorien einzuteilen. In der
Astrophysik sind Klassifikationen oft ein schweres Unterfangen, da astronomische Ob-
jekte sehr weit weg sind und sich deshalb ihre Erforschung erschwert. Wenn wir bei-
spielsweise Sterne klassifizieren wollen, ko¨nnen wir dies nur anhand der verfu¨gbaren
Parameter tun, auch wenn diese nicht unbedingt fu¨r eine Klassifikation geeignet sind.
Es gibt viele messbare Parameter fu¨r Sterne wie die Temperatur, Farbe, Spektraltyp,
Leuchtkraft, Eigenbewegung, Radialgeschwindigkeit, Radius, Magnetfeld, Rotations-
geschwindigkeit, chemische Zusammensetzung usw. Die meisten davon sind jedoch fu¨r
eine Klassifikation nicht geeignet, da sie zu wenig Aussagekraft in Bezug auf den ge-
samten Stern haben.
Eine essentielle Bedingung fu¨r die Klassifikation ist es, bestimmte Parameter fu¨r eine
große Zahl von Sternen zu kennen. Tabelle 5.1 zeigt eine Auflistung von verfu¨gbaren
Parametern bei Sternen.
Tabelle 5.1: Anzahl der Sterne bei bekannten Parameter
Parameter Anzahl







Chemische Zusammensetzung 2× 103
Aus dieser Hinsicht sind offensichtlich nur die ersten drei Parameter aus Tabelle 5.1
fu¨r eine Klassifikation geeignet. Die Eigenbewegung kommt fu¨r eine Klasseneinteilung
jedoch nicht in Frage, da diese Eigenschaft mit der Natur des Sterns nichts zu tun
hat. Es bleiben noch zwei Parameter, die Farbe und das Spektrum eines Sterns. Beide




Die Einteilung der Sterne anhand von Spektren ist prinzipiell einfach. Man vergleicht
zwei Spektren, wenn sie sich gleichen, geho¨ren sie zur selben Gruppe, wenn nicht,
kommt eine neue Gruppe hinzu. Diese Prozedur wird fu¨r alle verfu¨gbaren Spektren
wiederholt, bis eine mo¨glichst kleine Anzahl an Gruppen entsteht. Bei N gegebenen
Spektren, die in m Gruppen eingeteilt sind, entha¨lt jede Gruppe mn Spektren, die





Harvard-Astronomen haben mit dieser Methode ca. 2×105 stellare Spektren in weniger
als 100 Gruppen unterteilt.
Die na¨chste Frage ist nun, wie sich solche Gruppen beschreiben lassen. Die erste Idee
war, die Gruppen in alphabetischer Reihenfolge zu sortieren. Diese Gruppen ko¨nnen
dann weiter unterteilt werden. Beispielsweise sind A und B große Gruppen, und A0 und
A1 stehen fu¨r kleinere Gruppierungen. Die Gruppe A1 steht demnach zu der Gruppe
A0 und A2 eng in Relation. Eine genaue Beschreibung der Harvard-Klassifikation wird
in Kapitel 5.3.1 gegeben.
5.3 Klassifikationssysteme
Seit der zweiten Ha¨lfte des 19. Jahrhunderts bescha¨ftigen sich Astronomen mit der
Spektralklassifikation. In diesem Kapitel werden zwei Systeme betrachtet, die sich u¨ber
die Jahre zu den heute verwendeten Klassifikationssysteme entwickelt haben: Das Har-
vard und das Yerkes System.
5.3.1 Das Harvard System
In den Jahren vor den beru¨hmten Harvard-Astronomen ist besonders das Klassifikati-
onssystem von Pater Angelo Secchi hervorzuheben. Er hat als erster eine Temperatur-
abha¨ngige Einteilung der Sternspektren vorgenommen. Secchi hat sein Klassifikations-
system selbst mehrmals angepasst, bis es schließlich fu¨nf Klassen umfasste.
Aufbauend auf den Secchi-Klassen hat Edward Charles Pickering Ende des 19. Jahr-
hunderts ein neues Klassifikationsschema entwickelt. Das Secchi-Schema war bereits
eine temperaturabha¨ngige Sequenz, die fu¨nf Klassen waren jedoch fu¨r eine genauere
Klassifikation nicht ausreichend. Durch die sta¨ndig wachsende Zahl der aufgenomme-
nen Spektren war es notwendig, ein System mit mehr Klassen einzufu¨hren. Pickering
hat die Spektren in Großbuchstaben von A bis Q in alphabetischer Reihenfolge einge-
teilt. Die genaue Bezeichung der Klassen mit Bezug auf das Secchi-System zeigt Tabelle
5.2.
Damit entstanden 1890 die ersten Harvard-Spektralkataloge, finanziert aus dem Erbe
von Henry Draper. Die Harvard-Kataloge wurden in den Harvard Annals publiziert
und im Henry Draper Memorial zusammengefasst.
In den folgenden Jahren wurde die urspru¨ngliche Sequenz von Pickering immer wieder
abgea¨ndert. Manche Gruppen wurden abgeschafft, andere wurden vertauscht oder zu-
sammengefasst. Klasse C musste beispielsweise entfernt werden, weil die Doppellinien
auf fehlerhafte Fotoplatten zuru¨ckzufu¨hren waren.
Pickering hat wa¨hrend seiner Zeit als Direktor des Harvard Observatoriums mehrere
Frauen angestellt, die ihm bei der Bearbeitung von astronomischen Daten behilflich
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Tabelle 5.2: Die urspru¨nglichen Harvard-Spektraltypen. [James B. Kaler 1994].
Secchi Harvard (Draper)
I A nur Wasserstoﬄinien sichtbar
B wie A, zusa¨tzlich noch He i bei 4026 und 4471 A˚ sichtbar
C wie A und B, jedoch Hδ und Hγ als Doppellinien sichtbar
D mit Emissionslinien
II E Ca ii Linien H und K sowie Hβ sind sichtbar
F a¨hnlich wie E, aber alle Wasserstoﬄinien erkennbar
G wie F, aber mit zusa¨tzlichen Linien
H wie F, aber mit einem Helligkeitsabfall im Blauen
I wie H, aber mit zusa¨tzlichen Linien
K Moleku¨lbanden im Spektrum
L Sonderformen und Abwandlungen von K
III M Secchis Typ III
IV N Secchis Typ IV
Pickering
V O hauptsa¨chlich Emissionslinien (Wolf-Rayet-Sterne)
P Planetarische Nebel
Q alles andere (ab 1922: Novae)
sein sollten. Die Frauen lieferten bei der Weiterentwicklung der Spektralklassifikation
einen wichtigen Beitrag und sind als Picikering’s Harem bekannt geworden. Beson-
ders hervorzuheben ist das beru¨hmte Damentrio W. P. Flemming, Antonia Maury und
Annie Cannon. Maury erkannte, dass die Klasse B eigentlich vor der Klasse A stehen
sollte. Weiters schlug sie vor, Klasse O an den Anfang der Sequenz zu stellen. Mit
ihrer Hilfe wurde eine temperaturabha¨ngige Sequenz erreicht werden, die heute noch
verwendet wird:
O - B - A - F - G - K - M









Annie Cannon hat diese Sequenz durch eine zusa¨tzliche Unterteilung der einzelnen
Klassen von 0 bis 9 erweitert. Damit konnte die Harvard-Sequenz weiter verfeinert
werden. Ein A5 Stern steht beispielsweise genau zwischen einem A0 und einem F0
Stern. Eine Beziehung des Spektraltyps zur Effektivtemperatur gibt Tabelle 5.3.
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Abbildung 5.1: Pickering’s Harem, aufgenommen im Jahre 1913. [Center for Astro-
physics, Harvard]
5.3.2 Das Yerkes System
Das Yerkes System wurde von den Astronomen W. W. Morgan und P. C. Keenan entwi-
ckelt. Daraus leitet sich auch die oft verwendete Bezeichnung MK (Morgan und Keenan)
ab. Das Yerkes System ist eine Weiterentwicklung des Harvard Systems. Die große
Erneuerung war die Einfu¨hrung eines zusa¨tzlichen Parameters: die Leuchtkraftklasse.
Bereits 1914 haben Adams und Kohlschu¨tter (Adams et al., 1914) gezeigt, dass Riesen
und Zwerge unterschiedliche Verha¨ltnisse von bestimmten Linien zeigen. Zwerge sind
kompaktere Sterne als Riesen. Durch die erho¨hte Teilchendichte ko¨nnen die Elektro-
nen leichter rekombinieren, das Verha¨ltnis von hoch ionisierten zu weniger ionisierten
Atomen muss bei gleicher Temperatur geringer sein. Besonders bei ku¨hleren Sternen
wird diese physikalische Eigenschaft zur Bestimmung von Leuchtkraftklassen benutzt.
Bei heißeren Sternen mit ausgepra¨gten Wasserstoﬄinien ist die Druckverbreiterung das
auffa¨lligste Merkmal zur Bestimmung der Leuchtkraftklasse. Durch die hohe Gasdichte
erho¨ht sich der Druck und durch die dadurch erho¨hten Wechselwirkungen werden die
Energieniveaus unscharf.
In Hinblick auf die Klassifikation entspricht Leuchtkraftklasse I einem Riesen mit
großem Radius und geringer Schwerebeschleunigung. Sterne mit Leuchtkraftklasse V
sind Hautpreihensterne. Ihr Radius ist kleiner und aufgrund ihrer Kompaktheit haben
sie eine entsprechend gro¨ßere Schwerebeschleunigung.
Auch in Bezug auf die Entwicklungsgeschichte spielt die Leuchtkraftklasse eine wichtige
Rolle. Ein Stern befindet sich von Entstehung an und wa¨hrend ungefa¨hr 90 % seines
Lebens auf der Hauptreihe (Leuchtkraftklasse V) und fusioniert dabei Wasserstoff zu
Helium. Ist der Wasserstoff aufgebraucht, beginnt das Heliumbrennen und der Stern
wird zum Riesen. Der genaue Entwicklungsweg ist in erster Linie von der Masse, aber
auch von anderen Parametern wie beispielsweise der Metallizita¨t abha¨ngig.
Tabelle 5.4 zeigt die Einteilung und Bezeichnung der Leuchtkraftklassen. In den drei
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Spalten rechts sind typische Werte absoluter Helligkeiten angegeben.
Tabelle 5.4: Schema der MK-Leuchtkraftklassen. Die Unterteilung in ”a“ und ”b“ weist
auf unterschiedliche visuelle Helligkeiten der jeweiligen Klasse hin. [James B. Kaler 1994]
Leuchtkraftklasse Bezeichnung B0 F0 M0
0 (Null) extrem helle U¨berriesen −9.0
Ia helle U¨berriesen −6.7 −8.2 −7.5
Ib weniger helle U¨berriesen −6.1 −4.7 −4.6
II helle Riesen −5.4 −2.3 −2.3
III normale Riesen −5.0 +1.2 −0.4
IV Unterriesen −4.7 +2.0
V Hauptreihensterne (Zwerge) −4.1 +2.6 +9.0
sd (VI) Unterzwerge (selten) +10.0
D, wd (VII) Weiße Zwerge +10.2 +12.9
Trotz den physikalischen Korrelationen sollte beachtet werden, dass es in erster Linie
um die Klassifikation von Sternspektren und nicht um eine physikalische Interpretation
geht. Das bedeutet, die Sterne werden prinzipiell aufgrund ihrer speziellen Merkmale im
Spektrum klassifiziert, und nicht aufgrund physikalischer Eigenschaften. Diese Methode
hat den Vorteil, dass die Klassifikationsschemas auch dann noch Bestand haben, wenn
es neue physikalische Interpretationen gibt. τ Sco beispielsweise bleibt aufgrund der
spektralen Charakteristiken ein B0V Stern, obwohl Temperatur und absolute Helligkeit
bereits mehrmals neu bestimmt wurden.
Abbildung 5.2: Darstellung der Leuchtkraftklassen im Hertzsprung-Russell-Diagramm.
Leuchtkraftklasse V repra¨sentiert die Hauptreihe. [Weigert, Wendker & Wisotzki 2004]
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5.4 Spektraltyp A, F und G
Das neuronale Netz soll Sterne in einem Temperaturbereich von ca. 5500 bis 10000 K
klassifizieren ko¨nnen. In diesem Bereich befinden sich Sterne vom Typ A, F und teilwei-
se auch G. Sterne dieses Typs verdienen aus diesem Grund besondere Aufmerksamkeit.
In diesem Kapitel werden die charakteristischen Merkmale dieser Sterne etwas genauer
betrachtet.
Abbildung 5.3: Die Grafik zeigt die Liniensta¨rke als Funktion der Temperatur oder des
Spektraltyps. Die Wasserstoff- und Kalziumlinien dominieren die Spektren u¨ber weite
Strecken. Definitionsgema¨ß liegt das Maximum der Wasserstoﬄinien beim Spektraltyp
A2. [http://www.sdss.org/]
5.4.1 A-Sterne
Ein typischer Vertreter dieser Klasse ist Sirius, der hellste Stern am Nachthimmel. Er
hat eine Helligkeit von -1.46 mag. Sirius ist ein A0V-Stern, also ein Hauptreihenstern.
Weitere helle A-Sterne sind Wega (A0V), Fomalhaut (A3V), Atair (A7V) und Deneb
(A2Ia).
A-Sterne zeichnen sich besonders durch die stark ausgepra¨gten Wasserstoﬄinien aus.
Neben den dominanten Wasserstoﬄinien gibt es aber auch Metalllinien, die vom Typ
A0 bis A9 stetig zunehmen. Ein typischer Unterschied von einem A-Stern zu einem
B-Stern sind die fehlenden He i Linien bei A-Sternen. Der Unterschied von einem A-
Stern zu einem F-Stern besteht darin, dass sich in Spektren von F-Sternen viel mehr
und sta¨rker ausgepra¨gte Metalllinien befinden. Dieses Verhalten ist an den beiden Ca ii
Linien H (3968 A˚) und K (3933 A˚) deutlich zu erkennen. Wa¨hrend bei einem A0-Stern
diese Linien noch sehr schwach sind, zeigt ein A5-Stern bereits deutliche Ca ii Linien,
die etwa halb so stark sind wie die H-Linie (Dies gilt natu¨rlich nur fu¨r Sterne mit
a¨hnlicher Metallha¨ufigkeit wie die Sonne, fu¨r weitere Erla¨uterungen zur Metallizita¨t
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siehe Kapitel 8.3.6). Die H-Linie hat ihr Minimum bei 3970 A˚, sie ist also sehr dicht
bei der H-Linie. Deswegen ko¨nnen sie bei den meisten Spektren nicht unterschieden
werden und sind als einzelne Spektrallinien sichtbar (H + H). Bei F0-Sternen ist die
Intensita¨t der K-Linie ungefa¨hr gleich stark wie die von H + H.
Fu¨r eine genaue Klassifikation sollten auch andere, schwa¨che Metalllinien herangezogen
werden. Typische Elemente, die in Spektren von A-Sternen sichtbar sind, sind Fe i und
Fe ii, Cr i und ii sowie Ti i und ii. Die Anzahl der Metalllinien wird gro¨ßer in Richtung
der F-Sterne. Als Folge davon werden die Linien auch immer mehr vermischt. Es ist
aus diesem Grund von Vorteil, die reziproke Dispersion zu kennen. Eine Spektrallinie,
die bei 2 A˚mm−1 noch isoliert erkennbar ist, kann bei 10 A˚mm−1 bereits ein Gemisch
aus 2 Linien sein, bei einer reziproken Dispersion von 100 A˚mm−1 ist die sichtbare
Linie ein Gemisch aus noch mehr Linien.
Abbildung 5.4: Spektren von vier Hauptreihensternen [R. O. Gray, http://nedwww.
ipac.caltech.edu/]
5.4.2 F-Sterne
Gema¨ß des Harvard-Systems zeichnen sich F-Sterne hauptsa¨chlich durch ihre stark
ausgepra¨gten Kalziumlinen Ca ii (H und K) aus. Diese beiden Linien sind viel sta¨rker
als die Balmerlininen, die hier wieder etwas schwa¨cher werden. Weiters kommen viele
mehr oder weniger starke Metalllinien dazu. Ein Kontinuum ist durch die zunehmende
Anzahl von schwachen Spektrallinien immer schwerer zu erkennen.
Bekannte Vertreter dieser Klasse sind beipsielsweise der Polarstern (F8I) oder ρ Cassio-
peiae. ρ Cassiopeiae ist ein vera¨nderlicher Stern und besitzt bei seiner Maximalhelligkeit
den Spektraltyp F8Ia.
Ein wichtiges Merkmal bei F-Sternen ist das G-Band des CH-Moleku¨ls in einem Bereich
bei 4300 A˚. Es ist ab ungefa¨hr F3 zu sehen und wird in Richtung G0 sta¨rker.
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Durch die Vielzahl von schwachen Metalllinien, die dazukommen, wird es auch immer
schwerer, einzelne Linien zu identifizieren. Auch hier ist die reziproke Dispersion und
das Signal-zu-Rausch Verha¨ltnis entscheidend. Das G-Band eines F5-Sterns ist bei einer
reziproken Dispersion von 100 A˚mm−1 als ein breites Band zu erkennen, bei 20 A˚mm−1
sieht man durch die hohe Auflo¨sung kein Band mehr, sondern isolierte Spektrallinien.









Fu¨r die Klassifikation der Leuchtkraftklassen sollten vermehrt Linienverha¨ltnisse her-
angezogen werden, da die Flu¨gel der Wasserstoﬄinien bei ku¨hleren Sternen nicht mehr
stark variieren. Mo¨gliche Linienverha¨ltnisse sind in Tabelle 5.5 aufgezeigt.
5.4.3 G-Sterne
Der wichtigste Vertreter dieser Klasse ist natu¨rlich die Sonne. Gema¨ß des Yerkes-
Systems ist die Sonne ein G2V-Stern. Allgemein sind G-Sterne charakterisiert durch
ihre vielen Metalllinien. Einige davon sind bereits so stark wie die Wasserstoﬄinien, die
wiederum schwa¨cher werden. Moleku¨lbanden wie etwa das G-Band sind bereits sehr
deutlich sichtbar.
Der genaue Spektraltyp wird durch Vergleiche von Wasserstoﬄinien und Metalllinien,
wie zum Beispiel Fe λ4384/Hδ, bestimmt. Bei Sternen mit sonnena¨hnlicher Metall-
ha¨ufigkeit haben diese Linien bei einem G8-Stern ungefa¨hr die gleiche Intensita¨t. Bei
metallarmen Sternen sollten fu¨r eine Spektralklassifikation nur Verha¨ltnisse von zwei
Metalllinien herangezogen werden.
Effekte, die die Leuchtkraft betreffen, sind am deutlichsten in den CN-Banden zu er-
kennen. Die CN-Banden bei λ4216, λ4150 und λ3889 sind besonders bei Riesen des
Typs G7 bis K2 sehr ausgepra¨gt. Im Gegensatz dazu sind diese Banden bei Hauptrei-
hensternen nicht auffa¨llig. Falls die Spektren nicht mit geringer reziproken Dispersion
aufgenommen wurden, sollten wie auch bei den F-Sternen Linienverha¨ltnisse herange-
zogen werden. Beispiele dafu¨r sind Sr ii λ4077/Fe λ4063 oder Fe λ4216/Ca λ4226.
Kapitel 6
Datenselektion
Ein homogener Datensatz ist eine wichtige Voraussetzung fu¨r eine erfolgreiche Klassi-
fikation mit einem neuronalen Netz. Die Spektren der SDSS eignen sich deshalb be-
sonders gut fu¨r eine solche Klassifikation. Alle Spektren stammen vom selben Teleskop
und vom selben spektrographischen System.
Die Spektren der SDSS bieten aber noch andere Vorteile. Zum Beispiel sind große Da-
tenmengen verfu¨gbar, so dass auch eine robuste statistische Analyse mo¨glich ist. Wei-
ters sind die Sternspektren noch gro¨ßtenteils unbearbeitet, da das Hauptaugenmerk
bei dieser Durchmusterung auf Galaxien und Quasare gelegt wird. Wie ich bereits in
der Einfu¨hrung erwa¨hnt habe, sind die Sternspektren ein Spin-off Produkt. Es gibt nur
wenige Publikationen, die sich an eine Spektralklassifikation dieser Spektren gewagt ha-
ben. Dies ist ein weiterer Grund, weshalb die Spektralklassifikation der SDSS-Spektren
so interessant ist.
6.1 Sloan Digital Sky Survey
Die Sloan Digital Sky Survey ist die umfangreichste optische Himmelsdurchmusterung,
die jemals durchgefu¨hrt wurde. Sie hat das Ziel, einen großen Teil des Himmels zu
vermessen und damit eine dreidimensionale Karte mit u¨ber einer Million Galaxien
und Quasaren zu erstellen. Die erste Phase der Durchmusterung dauerte 5 Jahre und
wurde im Juni 2005 abgeschlossen (SDSS-I). Die zweite Phase dauerte weitere 3 Jahre
(SDSS-II) und wurde 2008 fertiggestellt. Insgesamt wurden wa¨hrend diesen 8 Jahren
u¨ber 12000 Quadratgrad vermessen. Der Katalog der vermessenen Himmelsbereiche
umfasst u¨ber 350 Millionen Objekte. Die Daten enthalten auch Spektren von 930000
Galaxien, 120000 Quasare und 460000 Sterne.
Das Projekt benutzt ein eigens dafu¨r gebautes 2.5 m Weitwinkel-Teleskop am Apache
Point Observatory in New Mexico. Im Einsatz sind zwei Instrumente, eine 120 Megapi-
xel-Kamera und ein fasergekoppelter Spektrograph. Fu¨r die Verarbeitung der enormen
Datenmenge sorgen verschiedene automatisierte Datenanalysealgorithmen.
Die Daten wurden in regelma¨ßigen Absta¨nden als sogenannte Datarelease vero¨ffent-
licht. Am 31. Oktober 2008 ist die siebte Release (DR7) erschienen. DR7 ist die letzte,
abschließende Vero¨ffentlichung von SDSS-II. Sie beinhaltet alle Daten, die wa¨hrend den
8 Jahren gesammelt wurden. Die zweite Phase (SDSS-II) ist gekennzeichnet durch drei
Bereiche: Die Sloan Legacy Survey, SEGUE und die Sloan Supernova Survey.
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SDSS Legacy umfasst alle photometrischen und spektroskopischen Daten in einem Be-
reich von 7500 Quadratgrad im galaktischen Norden plus 3 Streifen im galaktischen
Su¨den von 740 Quadratgrad. Fast alle Daten der Legacy Survey stammen von der
ersten Phase der Durchmusterung, SDSS-I.
SEGUE soll Aufschluss u¨ber die Struktur, die dynamische und chemische Entwicklung
sowie die Verteilung der dunklen Materie in der Milchstraße geben. Fu¨r die erforderli-
chen Daten wurden ca. 4000 Quadratgrad außerhalb des urspru¨nglichen Bereiches von
SDSS-I und Legacy aufgenommen. Die Regionen befinden sich in tieferen galaktischen
Breiten (|b| < 35◦), um Sterne in den a¨ußeren Bereichen der galaktischen Scheibe und
im Halo besser untersuchen zu ko¨nnen.
Zusa¨tzlich zu den photometrischen Daten wurden u¨ber 240000 Sterne spektroskopiert.
Mit Hilfe einer speziellen Pipeline (Segue Stellar Parameter Pipeline) wurden verschie-
dene Parameter wie etwa die Effektivtemperatur Teff , Schwerebeschleunigung logg,
Metallizita¨t [Fe/H] und auch Radialgeschwindigkeiten abgeleitet.
Der dritte Bereich der SDSS-II ist die Supernova Survey. Im Gegensatz zu den anderen
Surveys wurden hier verschiedene Bereiche mehrmals aufgenommen, im Durchschnitt
jede fu¨nfte Nacht. Mit den gewonnenen Daten konnten Lichtkurven in den Filter ugriz
bestimmt werden. Die Supernovaes befinden sich gro¨ßtenteils in einem Bereich zwischen
0.05 ≤ z ≤ 0.35. Neben den ca. 500 Supernovaes wurden auch andere Objekte wie zum
Beispiel variable Sterne oder aktive Galaxienkerne beobachtet.











Abbildung 6.1: Transmissions-Kurven der ugriz Filter. Bei den durchgezogenen Linien
ist die atmospha¨rische Extinktion (bei einer Luftmasse von 1.3) bereits miteingerech-
net. Die strichlierten Linien zeigen die Transmissionskurven ohne Beru¨cksichtigung der
atmospha¨rischen Extinktion. Die Einheit der Wellenla¨nge ist A˚.
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6.1.1 Photometrische Daten
Das photometrische System der SDSS setzt sich aus den 5 Breitbandfilter ugriz zusam-
men mit den zentralen Wellenla¨ngen bei 3551, 4686, 6165, 7481 und 8931 A˚ (Fukugita
et al., 1996), siehe dazu Abbildung 6.1. Dieses System wurde von drei anderen Filter-
systemen abgeleitet und auf die speziellen Bedu¨rfnisse der SDSS angepasst, uvgr von
Thuan & Gunn (1976), ri von Wade et al. (1979) und griz von Schneider et al. (1983).
Da hauptsa¨chlich lichtschwache Objekte aufgenommen werden, sollte der Lichtverlust
so gering wie mo¨glich gehalten werden. Weiters sollte das Filtersystem den gesamten
optischen Wellenla¨ngenbereich abdecken.
Die Objekte werden mit insgesamt 30 (6 × 5) 2048 × 2048 Tektronix CCDs detek-
tiert und anschließend in verschiedenen Pipelines reduziert. Die astrometrische Pipeline
(Astrom) bestimmt die exakten Positionen der aufgenommenen Objekte. Die photome-
trische Kalibrierung wird von der Monitor Telescope Pipeline (mtpipe) u¨bernommen.
Diese Kalibration wird mit helleren Sternen durchgefu¨hrt, die mit einem kleineren
0.5 m Kalibrationsteleskop (SDSS Photometric Telescope) am selben Observatorium
aufgenommen wurden. Mit diesem Teleskop wird unter anderem die atmospha¨rische
Extinktion bestimmt, die fu¨r die Korrektur der photometrischen Daten beno¨tigt wird.
Die photometrische Pipeline PHOTO korrigiert die Bilder in mehreren Schritten, be-
stimmt verschiedene Parameter und erstellt Statistiken. Außerdem werden mit dieser
Pipeline alle Objekte vermessen und klassifiziert, zum Beispiel in Punktquellen (point
source) oder in ausgedehnte Lichtquellen (extended source).
6.1.2 Spektroskopische Daten
Alle Spektren sind im Fits-Format (Flexible Image Transport System) mit dem Pra¨-
fix
”
spSpec“ gespeichert. Der Name eines solchen Files spSpec-mmmmm-pppp-fff.fit
entha¨lt ein modifiziertes Julianisches Datum (mmmm), die Plattennummer (pppp) und
die Fasernummer (fff). Einschließlich DR7 gibt es 1987 verschiedene Platten/MJD
Kombinationen, die Fasernummer la¨uft von 1 bis 640. Ein und dasselbe Objekt hat in
allen Datarelease die gleiche Plattennummer, die MJD und im Allgemeinen auch die
Fasernummer haben in verschiedenen Datarelease auch verschiedene Nummern.
Die Headerdatei der spSpec-Files umfasst viele Parameter wie zum Beispiel die Ob-
jektidentifikation, Koordinaten, Rotverschiebung und Informationen u¨ber die Beobach-
tungsbedingungen. Jedes Fits-File besteht aus vier Reihen, jede Reihe aus anna¨hernd
4000 Pixel. In der ersten Reihe ist das flusskalibrierte Spektrum abgebildet, in der zwei-
ten Reihe steht das Gleiche Spektrum nochmal, jedoch normiert mit einem Polynom
vierten Grades. Eine weitere Reihe steht fu¨r den Fehler und schließlich noch eine Reihe
fu¨r eine bitmask. Mit der bitmask ko¨nnen zusa¨tzliche Informationen u¨ber das Spektrum
im Fits-File abgespeichert werden.
Das gesamte Spektrum erstreckt sich von 3800 bis 9200 A˚. Fu¨r eine genaue Umrechnung
von Pixelnummer in Wellenla¨nge stehen in der Headerdatei zwei Koeffizienten COEFF0
und COEFF1 zur Verfu¨gung. Die Wellenla¨nge λ berechnet sich dann wie folgt:
λ = 10COEFF0+COEFF1∗i (6.1)
wobei i die Pixelnummer ist.
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6.1.3 Datenbeschaffung
6.1.3.1 Spektren
Auf der SDSS-Homepage (http://www.sdss.org/) stehen viele Daten zur Verfu¨gung.
Fu¨r die Suche von bestimmten Spektren gibt es eine spezielle Abfrage (Spectroscopic
Query Form), mit der man durch verschiedene Parameter die Suche eingrenzen kann.
Fu¨r meine Arbeit habe ich nach Sternen im Bereich von 5500 bis 10000 K gesucht,
daher point sources mit folgenden Farbindizes:
+0.5 < u− g < +1.2
−0.4 < g − r < +0.7
Der Farbindex g − r zeigt a¨hnlich wie der Johnson B − V -Index einen gleichma¨ßigen
Temperaturgradienten. Er eignet sich besonders gut fu¨r eine Temperaturselektion, vgl.
dazu Abbildung 6.2. Fu¨r eine zusa¨tzliche Eingrenzung wurde auch der Farbindex u− g
herangezogen. Damit ko¨nnen die Sterne von Galaxien und Quasaren getrennt werden.
Die genauen Bereiche der ausgewa¨hlten Farben g − r und u − g wurden von Smolcic
et al. (2004) und aus den Isochronen von Girardi et al. (2004) entnommen.
Innerhalb dieser Suchkriterien wird eine Liste mit 31932 Fits-Files ausgegeben. U¨ber
den Data Archive Server (DAS) bekommt man mit der Fits-File Liste eine neue Liste
mit Links. Diese ko¨nnen dann mit einer Download-Software, zum Beispiel wget, herun-
tergeladen werden.











Abbildung 6.2: Korrelation der Effektivtemperatur mit dem Farbindex g − r.
42 KAPITEL 6. DATENSELEKTION
6.1.3.2 Farben
In der Headerdatei der Fits-Files sind zwar die Helligkeiten in den einzelnen Filter
(ugriz) angegeben, jedoch stimmen sie nicht exakt mit den tatsa¨chlichen Werten u¨ber-
ein. Die Helligkeiten wurden nicht mit der photometrischen Pipeline reduziert, es sind
rohe Flusswerte in den verschiedenen Filter. Da die korrekten Werte fu¨r weitere Be-
rechnungen erforderlich sind, mussten diese u¨ber einen SQL-Server der SDSS abgefragt














Abbildung 6.3: Zweifarbendiagramme der insgesamt 31932 Sterne, die ich fu¨r meine
Arbeit verwendet habe. In den Diagrammen sind jeweils zwei Isochronen (Girardi et al.,
2004) mit unterschiedlichen Ha¨ufigkeiten eingezeichnet. Die rote, untere Linie entspricht
einer Metallizita¨t von Z = 0.019 (sonnenha¨ufig), die gru¨ne, obere Linie entspricht einer
Metallizita¨t von Z = 0.0004 (stark unterha¨ufig). Die Sterne sind nicht entfa¨rbt. Durch die
Verfa¨rbung sind die Sterne Parallel und in entgegengesetzter Richtung zum eingezeichne-
ten Entfa¨rbungsvektor verschoben. Die La¨nge der Entfa¨rbungsvektoren entspricht jeweils
einer halben Magnitude in AV .
Im ersten Schritt werden die Positionen der Objekte angefragt. Dies geschieht u¨ber die
spektroskopische U¨bereinstimmungs-Identifikation (Spectro CrossID) der SDSS. Dazu
muss fu¨r die erwu¨nschten Parameter die genaue SQL-Abfrage angegeben werden:
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Im zweiten Schritt konnte mit den erhaltenen Positionen nach den Helligkeiten gesucht
werden. Auf der Seite CrossID Upload kann wie im vorgherigen Schritt diese Liste als





p.u, p.Err_u, p.g, p.Err_g, p.r, p.Err_r, p.i, p.Err_i, p.z, p.Err_z
ROM #x x, #upload u, PhotoObjAll p
WHERE u.up_id = x.up_id and x.objID=p.objID
ORDER BY x.up_id
Die Ausgabe dieser Abfrage beinhaltet den Namen des Objekts, die ID-Nummer, die
Koordinaten und die Werte der Helligkeiten in ugriz plus Fehler:
name objID ra dec type u Err_u g Err_g r Err_r i Err_i z Err_z
292-51609-254 587722981745360936 192.05 -1.14 STAR 17.0 7.9E-3 16.0 5.3E-3 . . .
282-51658-88 587722981737562128 174.20 -1.08 STAR 15.9 4.6E-3 14.8 2.4E-3 . . .
305-51613-392 587722984440070220 215.72 0.93 STAR 16.9 7.7E-3 16.1 3.3E-3 . . .
. . .
Die oben aufgefu¨hrte Darstellung wurde aus Platzgru¨nden etwas komprimiert. Als zu-
sa¨tzliche und hilfreiche Information ist bei der Ausgabe type=STAR angegeben. Sie dient
zur U¨berpru¨fung, ob es sich auch tatsa¨chlich um eine Punktquelle handelt.
Mit diesen Werten war es nun mo¨glich, ein korrektes Zweifarbendiagramm zu erstellen
(Abbildung 6.3).
6.1.3.3 Parameter
U¨ber die Spectro CrossID lassen sich noch viele andere Informationen abfragen. Die
wichtigsten im Bezug auf meine Arbeit waren Teff , logg, [Fe/H], die Radialgeschwin-
digkeit sowie auch die galaktischen Koordinaten. Die Werte stammen von der SEGUE
Stellar Parameter Pipeline (SSPP), dazu mehr in Kapitel 8.3.
Die galaktischen Koordinaten der Sterne aus meinem Datensatz sind in Abbildung
6.5 zu sehen. Ein Vergleich mit der kompletten Abdeckung der SDSS zeigt eine gu-
te U¨bereinstimmung. Die ausgewa¨hlten Sterne sind u¨ber den gesamten Bereich der
Durchmusterung verteilt.
Eine Analyse der Parameter Teff , logg und [Fe/H] erfolgt in Kapitel 8, Abschnitt 8.3.
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Abbildung 6.4: Galaktische Koordinaten der gesamten Sloan-Durchmusterung. Die ho-
rizontale Achse entspricht der galaktischen La¨nge, die vertikale Achse entspricht der ga-
laktischen Breite. [http://www.sdss.org/]




IRAF (Image Reduction and Analysis Facility) ist ein Software-Paket, das speziell fu¨r
astronomische Aufgabenstellungen entwickelt wurde. Es wird hauptsa¨chlich fu¨r die Re-
duktion von astronomischen Beobachtungen verwendet. Das gesamte Software-Paket
ist sehr umfangreich und erlaubt es, eine Vielzahl von astronomischen Aufgaben erle-
digen zu ko¨nnen.
Fu¨r diese Arbeit hat IRAF die Aufgabe, die originalen Fits-Files der SDSS in ein
ASCII-File mit zwei Spalten fu¨r Wellenla¨ngen und Flusswerte zu konvertieren. Ein
großer Vorteil bei der Verwendung dieser Software liegt darin, große Listen von Files mit
relativ wenig Aufwand bearbeitet zu ko¨nnen. Dazu mu¨ssen die Namen der Files lediglich
in einem Textfile abgespeichert werden, und so kann mit der Bezeichnung @listenname
eine beliebig große Menge an Files eingelesen werden. Ist diese Vorgehensweise nicht
mo¨glich, kann auch ein Batch-File, in dem verschiedene Befehle aufgelistet sind, die
Aufgaben u¨bernehmen.
Die Bedienung des Programms erfolgt durch ein Kommandozeilen-Interface. Fu¨r eine
bestimmte Aufgabe muss erst das entsprechende Paket geladen werden. Ein Paket
besteht wiederum aus mehreren Tasks.
IRAF wird dafu¨r verwendet, die Fits-Files in ein dispersionskorrigiertes Spektrum in
ASCII-Format umzuwandeln. Dazu sind vier Schritte notwendig, die im Folgenden
erkla¨rt werden.
• Zuerst mu¨ssen die Fits-Files in ein IRAF-Format konvertiert werden. Diese Auf-
gabe u¨bernimmt der Task rfits aus dem Paket dataio. Der genaue Befehl lautet:
cl> rfits @listenname1 @listenname2
• Als na¨chstes wird eine bestimmte Zeile ausgelesen. Wie bereits erwa¨hnt wurde,
bestehen die Fits-Files aus vier Zeilen. Da fu¨r das neuronale Netz die nicht-nor-
mierten Spektren verwendet werden, wird die erste Zeile beno¨tigt. Dafu¨r wird der
Task imcopy aus dem Paket images verwendet. Fu¨r diese Aufgabe muss allerdings
ein Batch-File eingelesen werden, dies kann mit dem einfachen Kommando:
cl> < Batchfile
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erfolgen. In dem File Batchfile werden die Befehle einzeln aufgefu¨hrt. Die ent-
sprechende Zeile des Batchfiles lautet dann:
imcopy File-alt[*,1] File-neu
• Jetzt kann die Dispersion der Spektren korrigiert werden. In dem Paket onedspec
stehen fu¨r die Bearbeitung von eindimensionalen Spektren mehrere Tasks zur
Verfu¨gung. Fu¨r die Dispersionskorrektur lautet der Befehl:
cl> dispcorr @listenname1 @listenname2
• Als letztes werden die Spektren mit dem Tool listpix in ASCII-Format ausge-
geben. Hier muss zusa¨tzlich noch der Parameter wcs=world angegeben werden.
WCS bedeutet World Coordinate System und definiert die Beziehung zwischen
Pixelkoordinaten und Wellenla¨ngen. Die einzelnen Befehle werden dazu wieder
als Batchfile eingelesen. Die entsprechende Zeile in diesem File lautet:
listpix File-alt wcs=world > File-neu
Das ASCII-File besteht dann aus zwei Spalten. In der ersten Spalte steht die Wellenla¨n-
ge λ in A˚, in der zweiten Spalte der Energiefluss in Einheiten von 10−17 erg s−1 cm−2 A˚−1.
7.2 Signal-to-Noise
Das Signal eines astronomischen Objekts erreicht uns als Fluss von Photonen. Um zu
messen, wie stark ein Signal ist, werden Photonen auf den Detektoren geza¨hlt. Jedes
Signal entha¨lt jedoch ein Rauschen, das die Qualita¨t der Aufnahmen beeinflusst. Das
Rauschen ist eine zufa¨llige Variation eines Signals und ist in jeder Lichtquelle enthalten.
Photonen treffen nicht gleichma¨ßig, sondern zufa¨llig am Empfa¨nger ein. Die Auftreff-
wahrscheinlichkeit wird auch shot noise genannt und folgt einer Poissonverteilung. Bei
einem gegebenen Mittelwert x¯ ist die Wahrscheinlichkeit P (x, t), dass x Photonen pro
Sekunde geza¨hlt werden demnach




Wenn das durchschnittliche Signal der Aufnahmen x¯ Photonen entha¨lt, dann entha¨lt
eine einzelne Aufnahme x¯±√x¯ Photonen. x¯ ist also der Mittelwert und √x¯ die Stan-




Um die Signalqualita¨t zu quantifizieren, wird das Signal-zu-Rausch Verha¨ltnis, oder
auch SNR (Signal-to-noise ratio) verwendet. Dieses Verha¨ltnis ist nichts anderes als








Daraus folgt ein einfacher Grundsatz: Je mehr Photonen im Signal, desto geringer ist
der Fehler. Angenommen es gibt zwei Signale, eins entha¨lt 25 Photonen un das andere
entha¨lt 100 Photonen. Im 25-Photonen-Signal ist die erwartete Variation
√
25, oder
5 Photonen, wa¨hrend im 100-Photonen-Signal die erwartete Variation
√
100 oder 10
Photonen betra¨gt. Obwohl die erwartete Variation beim 100-Photonen-Signal doppelt
so groß ist, bleibt das Signal-zu-Rausch Verha¨ltnis gro¨ßer.
Es gibt natu¨rlich noch andere Rauschquellen, die aber hier nicht alle explizit erkla¨rt
werden. Bei lichtschwachen Objekten, die mit einem CCD-Detektor aufgenommen wer-





N∗ + npix(NS +ND +N2R)
(7.4)
N∗ Gesamtphotonenzahl des Objekts
npix Anzahl der Pixel fu¨r die S/N Berechnung
NS Gesamtphotonenzahl pro Pixel vom Hintergrund
ND Dunkelstrom in Elektronen pro Pixel








Abbildung 7.1: Signal-zu-Rausch Verha¨ltnis aller Sterne aus dem SDSS-Datensatz fu¨r
drei Farbfilter. Die durchgezogene Linie entspricht der Verteilung im g-Band, die punk-
tierte Linie zeigt die S/N Verteilung im r-Band, die strichlierte Linie zeigt das i-Band.
Bei lichtstarken Objekten dominiert das Signal von der Quelle und die einfache Formel
7.3 reicht aus.
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Umso gro¨ßer das Signal-zu-Rausch Verha¨ltnis, desto besser die Qualita¨t der Aufnah-
me. Bei einem SNR von 100 entspricht das Rauschen 1 % vom totalen Signal N∗. In
Magnituden liegt dieser Wert bei ca. 0.01 mag. Tabelle 7.1 zeigt ein paar Beispiele mit
der einfachen Formel 7.3.
Tabelle 7.1: Fehler in Magnituden bei gegebenem Signal-zu-Rausch Verha¨ltnis







Das Signal-zu-Rausch Verha¨ltnis liegt bei ca. 20000 der 31932 ausgewa¨hlten Spektren
zwischen zehn und dreißig. Etwa 4500 Spektren haben sogar ein SNR von weniger als
zehn. Im Hinblick auf eine Klassifikation ko¨nnen Spektren mit einem sehr niedrigen
SNR problematisch werden, da bei diesen Spektren einzelne Absorptionslinien kaum
mehr zu erkennen sind. Abbildung 7.2 zeigt zwei Spektren mit einem SNR von ca. fu¨nf.
Als Folge der Quanteneffizienz beim CCD-Detektor liegen die besten Werte beim mitt-































Abbildung 7.2: Zwei Beispiele fu¨r Spektren mit einem Signal-zu-Rausch Verha¨ltnis von
ca. fu¨nf. Die Einheit der Ordinate ist 10−17erg s−1 cm−2 A˚−1.
7.3 Korrektur der Radialgeschwindigkeiten
Eine physikalische Beschreibung der Radialgeschwindigkeit und die Auswirkungen auf
ein Spektrum wurde bereits in Kapitel 4, Abschnitt 4.5 gegeben. Durch den Doppler-
Effekt verschiebt sich das Spektrum je nachdem, ob eine Lichtquelle auf uns zukommt
oder ob sie sich von uns weg bewegt. Diese Verschiebung ist fu¨r ein neuronales Netz von
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großem Nachteil. Die Muster, mit denen das Netz lernt, sollten so homogen wie mo¨glich
sein. Das bedeutet unter anderem auch, dass sich die Minima der Absorptionslinien
immer an den gleichen Positionen befinden sollten. Aus diesem Grund ist es notwendig,
die Spektren zu korrigieren.
Abbildung 7.3: Fu¨r die Bestimmung der exakten Minima wurde ein Polynom vierten
Grades durchgelegt. Die Differenz dieser verfeinerten Methode ist deutlich zu erkennen.
Die Rotverschiebung und Radialgeschwindigkeit der Sloan-Spektren werden von einer
speziellen Pipeline bestimmt. Dies geschieht mit einem Cross Correlation Algorithmus.
Dabei werden verschiedene Spektren mit hohem Signal-zu-Rausch Verha¨ltnis als soge-
nannte Templates bestimmt. Mit diesen Templates werden dann die Programmspek-
tren verglichen und nach U¨bereinstimmungen von Absorptions- oder Emissionslinien
gesucht. Aus der Rotverschiebung wird dann die Radialgeschwindigkeit berechnet. Im
Mittel wird ein Fehler von ca. 5 km s−1 angegeben, abha¨ngig von der Qualita¨t des
Spektrums.
Leider ist der Fehler oft gro¨ßer als angegeben, ein Fehler von 5 km s−1 ist nicht rea-
listisch. Es wurde deshalb versucht, mit einem selbst geschriebenen C-Programm eine
etwas genauere Radialgeschwindigkeit zu bestimmen.
In einem ersten Versuch wurden die Minima der ersten vier Wasserstoﬄinien Hα, Hβ,
Hγ und Hδ gesucht und mit Formel 4.10 fu¨r jede Linie die Radialgeschwindigkeiten
berechnet. Von diesen vier Werten konnte dann ein Mittelwert genommen werden, und
mit der daraus resultierenden gemittelten Radialgeschwindigkeit wurde das Spektrum
neu berechnet.
Trotz dieser Korrektur unterlagen die Radialgeschwindigkeiten immer noch großen Feh-
lern, die hauptsa¨chlich auf zwei Ursachen zuru¨ckzufu¨hren waren. Zum Einen konnte bei
vielen Spektren nicht bei allen vier Wasserstoﬄinien ein Minimum gefunden werden.
Das hatte zur Folge, dass falsche Radialgeschwindigkeiten berechnet wurden und auf-
grund dessen der Mittelwert nicht korrekt war. Dies galt vor allem fu¨r stark verrauschte
Spektren. Das andere Problem ist auf die reziproke Dispersion der SDSS-Spektren zu-
ru¨ckzufu¨hren. Durch die reziproke Dispersion von 1.4 A˚ pro Pixel entspricht der kleinste
Pixelwert nicht genau dem Kern der Absorptionslinie und fu¨hrt daher zu einem Fehler
in der Radialgeschwindigkeitsbestimmung.
Das C-Programm wurde aufgrund dieser Problematik neu geschrieben. Die Methode















Abbildung 7.4: Korrelation der Radialgeschwindigkeiten von der SDSS-Pipeline zu den
selbst bestimmten. Die identischen Abbildung (gerade Linie) zeigt die gute U¨bereinstim-
mung der zwei unterschiedlichen Methoden. Die Einheit der Geschwindigkeit ist kms−1.
wurde zwar beibehalten, jedoch noch weiter verfeinert. Um das Problem der zu großen
reziproken Dispersion zu lo¨sen, wurden die Absorptionslinien mit einem Polynom vier-
ten Grades gefittet und dann von diesem Polynom das Minimum berechnet, vgl. dazu
Abbildung 7.3.
Noch gravierender war das Problem, dass fu¨r die Radialgeschwindigkeitsbestimmung oft
falsche Absorptionslinien herangezogen wurden. Das Programm sollte deshalb die Ra-
dialgeschwindigkeiten der einzelnen Absorptionslinien vergleichen und gegebenenfalls
aussortieren. Je nach dem wurden fu¨r die Berechnung zwei, drei oder vier Absorptions-
linien verwendet.
Die Ergebnisse waren sehr gut, jedoch nicht entscheidend besser. Ein kleiner Fehler
blieb bestehen, der leider nicht korrigierbar war. Abbildung 7.4 zeigt eine Korrelation
der Radialgeschwindigkeiten von der Sloan-Pipeline zu den selbst berechneten Werten.
Da das Hauptaugenmerk der SDSS auf Galaxien liegt und es sich hier auch nicht um
hochaufgelo¨ste Spektren handelt, ist ein kleiner Fehler in der Radialgeschwindigkeits-
bestimmung nicht von Bedeutung und auch kaum bemerkbar. Fu¨r das neuronale Netz
ist es aber unbedingt notwendig, dass sich die Minima der Absorptionslinien immer an
den gleichen Stellen befinden. Eine andere Methode sollte hier den erwu¨nschten Effekt
bringen, dazu mehr in Abschnitt 7.5.
Die Spektren in Abb. 7.2 lassen erahnen, wie schwer eine Radialgeschwindigkeitskorrek-
tur fu¨r Spektren mit sehr schlechtem SNR ist. Nach der oben beschriebenen Methode
beno¨tigt das selbst geschriebene Programm mindestens zwei Wasserstoﬄinien, um die
Radialgeschwindigkeit zu berechnen. Wenn diese jedoch nicht zu finden sind, ist auch
eine Korrektur nicht mo¨glich. Alle Spektren mit einem Fehler von > 50 km s−1 wurden
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an dieser Stelle aussortiert, das waren rund 10 %. Von den urspru¨nglichen 31932 Spek-
tren blieben schließlich noch 29128 u¨brig, mit denen weitergearbeitet werden konnte.
7.4 Photometrische Korrelation zwischen SDSS und
NOMAD
Bereits in der Einfu¨hrung wurde erwa¨hnt, dass die gro¨ßten Kataloge fu¨r Sternspektren
(Michigan und Skiff) viele tausend klassifizierten Sterne enthalten. Die SDSS entha¨lt
im Gegensatz zu diesen Katalogen jedoch hauptsa¨chlich lichtschwache Objekte, und so
gibt es leider nur eine sehr kleine Schnittmenge zwischen den publizierten Katalogen
und den SDSS-Sternen. In anderen Katalogen, die auch lichtschwache Objekte enthal-
ten, gibt es hauptsa¨chlich photometrische Informationen in verschiedenen Filtern, aber
keine Spektralklassen. Trotzdem wurde auch in solchen Katalogen gesucht, hauptsa¨ch-
lich in NOMAD (Naval Observatory Merged Astrometric Dataset), um eine zusa¨tzliche
Information u¨ber die Sloan-Sterne zu erhalten.
NOMAD (Zacharias et al., 2004) beinhaltet astrometrische und photometrische In-
formationen von u¨ber einer Milliarde Sterne. Die Daten wurden von den Katalogen
Hipparcos, Tycho-2, UCAC2, USNO-B1.0 und 2MASS abgeleitet, wobei jeweils die
”
besten“ Werte genommen und in einem einzelnen Datensatz zusammengefasst wur-
den.






















Abbildung 7.5: Links eine Korrelation zwischen den Helligkeiten der SDSS-Sterne im
g-Band und den U¨bereinstimmungen der Sterne im NOMAD-Katalog im V -Band. Die
Grenzhelligkeit liegt im V -Band bei 18.3 mag. Rechts ein Vergleich der Helligkeiten im
z-Band, aufgetragen gegen die gleichen Sterne im J-Band aus dem NOMAD-Katalog.
Mit den Koordinaten der SDSS-Sterne wurde nach U¨bereinstimmungen im NOMAD-
Katalog gesucht und gro¨ßtenteils auch gefunden. Etwa 90 % der SDSS-Sterne aus mei-
nem Datensatz sind auch im NOMAD-Katalog enthalten. Interessant waren vor allem
die Helligkeiten in den Filtern BV R sowie JHK (2MASS). Die Abbildung 7.5 zeigt
zwei Helligkeitskorrelationen.
Zur U¨berpru¨fung der Daten wurden die ugriz-Helligkeiten der Sloan-Sterne in Johnson
BV R-Helligkeiten umgerechnet werden. Auf der SDSS-Homepage stehen mehrere For-
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meln zur Auswahl. Die Formeln, die ich verwendet habe, wurden von Lupton (2005)
hergeleitet (http://www.sdss.org/):
B = u− 0.8116 ∗ (u− g) + 0.1313 (7.5)
V = g − 0.5784 ∗ (g − r)− 0.0038 (7.6)
R = r − 0.2936 ∗ (r − i)− 0.1439 (7.7)
Die Abbildung 7.6 zeigt zwei Umrechnungen von g in Johnson V und r in Johnson R.




























Abbildung 7.6: Korrelationen zwischen den Helligkeiten im g- und r-Band zu den
umgerechneten Helligkeiten im V - bzw. R-Band. Da auf die g- und r-Helligkeiten nur
eine Formel angewendet wurde, ist eine exakte Gerade auch zu erwarten.
Mit den einfachen Formeln 7.5, 7.6 und 7.7 sowie den Helligkeiten in u, g, r und i war
es also mo¨glich, BV R-Helligkeiten zu bestimmen. Es waren jetzt BV R-Helligkeiten fu¨r
NOMAD und fu¨r die SDSS-Sterne vorhanden, die gegeneinander aufgetragen wurden.
Wie man in Abbildung 7.7 erkennen kann, stimmen die R-Filter von NOMAD mit den
umgerechneten R-Filter der SDSS-Sterne sehr gut u¨berein. Bei den Filter B und V
liegen jedoch die Werte um einen mehr oder weniger konstanten Faktor u¨ber der Ge-
raden, was zuna¨chst nicht erkla¨rbar war, da sich eigentlich eine identische Abbildung
ergeben sollte.
Um die Ursache fu¨r diese Abweichung zu finden, wurden zufa¨llig ausgewa¨hlte Sterne
aus dem Stetson Katalog entnommen (Stetson, 2000). Der Stetson Katalog ist ein aner-
kannter Katalog fu¨r Standardsterne mit geringen Helligkeiten. Die Sterne des Katalogs
enthalten Helligkeiten in UBV RI Johnson/Kron-Cousins mit einem Fehler von 0.02
mag bei mindestens zwei Filter.
Die selben Sterne, die aus dem Stetson Katalog entnommen wurden, wurden dann auch
im NOMAD Katalog gesucht. Nun war es mo¨glich, die photometrischen Werte der Ster-
ne, die in zwei verschiedenen Katalogen publiziert wurden, zu vergleichen. Siehe dazu
Abbildung 7.7 rechts. Dabei ist deutlich zu erkennen, dass die Helligkeiten der licht-
schwachen Objekten im NOMAD Katalog um einen nahezu konstanten Faktor vom tat-
sa¨chlichen Wert abweichen. Die helleren Sterne stimmen mit den Stetson-Helligkeiten
gut u¨berein. Auch die Helligkeiten im R-Filter passen sehr gut.
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Die Helligkeiten der lichtschwachen Objekte, die im NOMAD Katalog publiziert wur-
den, weisen einen Fehler auf, der nicht zu unterscha¨tzen ist. Gleichzeitig konnte gezeigt
werden, dass die Umrechnung von ugriz in Johnson BV R mit den verwendeten For-
meln relativ gut passt.
7.5 Konvertierung des IRAF-Outputs in ein Netz-
Input
Nach der Bearbeitung der originalen Fits-Files mit IRAF stehen ASCII-Files mit jeweils
zwei Spalten fu¨r die Wellenla¨ngen und Flusswerte zur Verfu¨gung. Um ein homogenes
Muster fu¨r das neuronale Netz zu bekommen, mu¨ssen die Files jedoch noch weiter-
verarbeitet werden. Fu¨r die Aufgaben, die es dabei zu bewerkstelligen gibt, wurde ein
C-Programm geschrieben, welches in diesem Abschnitt etwas genauer erkla¨rt wird.
Das Programm soll zuerst ein File mit zwei Spalten einlesen. In der ersten Spalte stehen
die Filenamen der Spektren, in der zweiten Spalte steht das jeweils dazugeho¨rige Signal-
zu-Rausch Verha¨ltnis im r-Band. Danach wird ein File nach dem anderen geo¨ffnet,
bearbeitet und unter einem neuen Namen wieder abgespeichert. Die Bearbeitung erfolgt
in vier Schritten:
• Da die Wellenla¨nge fu¨r das erste Pixel leicht variiert, muss zuerst das Spektrum
abgeschnitten werden. Der Nullpunkt wurde fu¨r alle Spektren bei 3850 A˚ definiert.
• Als na¨chstes wird das Spektrum normiert. Der einfachste Weg wa¨re, den maxi-
malen Flusswert zu suchen und alle anderen Werte durch dieses Maximum zu
dividieren, so dass nur Werte zwischen Null und Eins angenommen werden. In
diesem Fall ha¨tte das Maximum den Wert Eins.
Eine bessere Normierung wird dadurch erreicht, wenn nicht der maximale Fluss-
wert den Wert Eins annimmt, sondern das Maximum des Kontinuums. Um dieses
Maximum abscha¨tzen zu ko¨nnen, wird abha¨ngig vom Signal-zu-Rausch Verha¨lt-
nis ein Durchschnitt der gro¨ßten Werte berechnet. Bei starkem Rauschen mu¨ssen
dementsprechend mehr Werte herangezogen werden, um das Maximum des Kon-
tinuum zu finden, vgl. dazu Abb. 7.9. Die Flusswerte liegen dann zwischen Null
und ca. 1.2, was fu¨r das neuronale Netz in Ordnung ist.
• Wie weiter oben erla¨utert wurde, bleibt bei der Radialgeschwindigkeitskorrektur
ein kleiner systematischer Fehler bestehen, der nicht korrigierbar ist. Fu¨r das neu-
ronale Netz ist eine exakte U¨bereinstimmung der Minima aber absolut notwendig,
und deshalb wurde hier eine etwas unkonventionelle, aber erfolgreiche Metho-
de gewa¨hlt. Der Trick dabei besteht darin, dass zwischen den Wasserstoﬄinien
ein kleiner Teil weggeschnitten, und so das ganze Spektrum etwas zusammenge-
staucht wird. Das Spektrum unterscheidet sich somit optisch kaum vom Original,
und der gewu¨nschte Effekt, dass die die Minima exakt u¨bereinstimmen, ist damit
gewa¨hrleistet. Natu¨rlich ist nach dieser Prozedur eine Umrechnung auf Wellen-
la¨ngen nicht mehr mo¨glich. Das ist jedoch fu¨r die vorliegende Aufgabenstellung
nicht relevant.
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Abbildung 7.7: Die Korrelationen zeigen Helligkeiten in den Filter B, V und R. Auf
der linken Seite sind jeweils die Sterne von der SDSS und von NOMAD gegeneinander
aufgetragen. Auf der rechten Seite zum Vergleich ein Sample aus dem Stetson Kata-
log, aufgetragen gegen die gleichen Sterne aus dem NOMAD Katalog. Die eingefu¨gten
Geraden repra¨sentieren die identischen Abbildungen.
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Abbildung 7.8: Dieselben Korrelationen wie in Abbildung 7.7 rechts, jedoch anders
skaliert. Man kann erkennen, dass die Helligkeiten bei den helleren Sternen gut u¨berein-
stimmt. Bei lichtschwachen Objekten zeigt sich im B- und im V-Band eine Abweichung.






















































Abbildung 7.9: Beispiel fu¨r die Normierung von zwei Spektren mit unterschiedlichem
Signal-zu-Rausch Verha¨ltnis. Die oberen zwei Abbildungen zeigen ein Spektrum mit ei-
nem SN-Verha¨ltnis von 35.2. Abha¨ngig von diesem Wert wurde fu¨r die Normierung ein
Durchschnittswert der ersten 80 gro¨ßten Flusswerte berechnet. Die unteren zwei Abbil-
dungen zeigen ein Spektrum mit einem SN-Wert von 85.4. Fu¨r die Normierung wurden
hier die gro¨ßten 20 Werte herangezogen. Zudem wurden allen Spektren bei 3850 A˚ und
bei 7000 A˚ abgeschnitten. Die Fluss-Einheit der nicht-normierten Spektren ist 10−17erg
s−1 cm−2 A˚−1.
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• Zuletzt sollte das Spektrum noch etwas verkleinert werden. Trotz der Stauchung
durch die Anpassung der Minima sind es immer noch ca. 1800 Werte. Obwohl
es theoretisch mo¨glich wa¨re, fu¨r jedes Pixel ein Neuron zu verwenden, scheint es
sinnvoller zu sein, diese Anzahl zu reduzieren.
Fu¨r diese Reduktion wird eine Maske angewendet, die nur die Abschnitte eines
Spektrums auswa¨hlt, welche fu¨r eine Klassifikation entscheidend sind. Fu¨r A- und
F-Sterne sind das die Wasserstoﬄinien, die beiden Kalziumlinien Ca ii (H+K) und
das G-Band bei ca. 4300 A˚. Die Maske soll an diesen Stellen ungefa¨hr jedes zweite
Pixel ausschneiden, außerhalb dieser Bereiche nur etwa jedes zwanzigste. Damit
lassen sich viele Werte zwischen den gewa¨hlten Absorptionslinien wegstreichen,
die nur sehr wenig Information enthalten. Je nachdem, wie die Maske gewa¨hlt
wird, kann das urspru¨ngliche Spektrum mehr oder weniger stark reduziert werden.
In den Abbildungen 7.10 und 7.11 enthalten die Muster noch 184 Punkte. Diese
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Abbildung 7.10: Links ein SDSS-Spektrum mit einer Effektivtemperatur von ca. 8000
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Abbildung 7.11: Die selbe Maske wurde hier auf ein SDSS-Spektrum mit einer Effektiv-
temperatur von ca. 6000 bis 6500 K angewendet. Durch die Reduktion des Spektrums ist
es mo¨glich, wichtige Merkmale hervorzuheben. Ein wichtiges Merkmal fu¨r die Klassifizie-
rung von Spektren in diesem Temperaturbereich ist beispielsweise das G-Band, welches




Das neuronale Netz sollte in der Lage sein, Sternspektren im Temperaturbereich von
ca. 5500 bis 10000 K zu klassifizieren. Der Grund fu¨r diesen ausgewa¨hlten Bereich
besteht darin, dass hier die Absorbtionslininen, insbesondere die Wasserstoﬄinien und
die zwei Kalziumlininen Ca ii (H+K) besonders ausgepra¨gt sind und sich deshalb als
pra¨gnantes Muster fu¨r eine Klassifikation besonders gut eignen. Auch bei niedrigem
Signal-zu-Rausch Verha¨ltnis kann man diese Linien immer noch sehr deutlich erkennen.
Im Unterschied dazu zeichnen sich ku¨hle Sterne durch vielen Metalllinien aus, die meis-
tens nicht sehr ausgepra¨gt sind. So kann es sein, dass bei schlechtem Signal-zu-Rausch
Verha¨ltnis das Rauschen sta¨rker ist als die Absorptionslinie selbst und deswegen es
nur noch schwer mo¨glich ist, einzelne Linien zu identifizieren. In diesem Fall wa¨re eine
erfolgreiche Klassifikation mit einem neuronalen Netz problematisch.
8.1 Training
Bei der Frage, mit welchen Spektren das Netz lernen soll, gibt es ein paar wesentli-
che Faktoren, die zu beachten sind. Zum Beispiel soll die Anzahl der Trainingsmuster
mo¨glichst groß sein. Je mehr verschiedene Muster pro Klasse dem Netz pra¨sentiert
werden, desto leichter ist es spa¨ter im Ausfu¨hrmodus, auch nicht-gelernte Muster zu
erkennen. Weiters sollten fu¨r jede Klasse ungefa¨hr gleichviel Trainingsassoziationen zur
Verfu¨gung stehen, mit denen das Netz lernen kann. Werden spa¨ter bestimmte Mus-
ter nicht oder nur schwer erkannt, kann man fu¨r die entsprechenden Klassen weitere
Trainingsassoziationen dazunehmen und das Netz weiter trainieren lassen.
Im Folgenden werden drei mo¨gliche Lo¨sungen erla¨utert, die diese Kriterien mehr oder
weniger erfu¨llen.
• Grundsa¨tzlich geht man bei Klassfikationsproblemen so vor, dass ungefa¨hr ein
Viertel der zu klassifizierenden Muster aus dem Datensatz entnommen werden
und diese
”
von Hand“ klassifiziert werden. Mit diesen klassifizierten Muster wird
dann das Netz trainiert. Unglu¨cklicherweise gibt es keine SDSS-Standardsterne,
und da eine manuelle Klassifikation von so vielen Sternen eine sehr mu¨hsame
Angelegenheit ist, wurde diese Methode vorerst ausgeschlossen.
Eine weiter Mo¨glichkeit, aus dem Datensatz klassifizierte Spektren zu bekommen,
ist der Umweg u¨ber die Segue Stellar Parameter Pipeline (SSPP) der SDSS. Die-
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se Pipeline berechnet unter anderem die Effektivtemperatur, Schwerebeschleuni-
gung und Metallizita¨t. Aus diesen Parametern ko¨nnte dann eine Spektralklasse
hergeleitet werden, dazu mehr in Kapitel 8.3.
• Eine andere Lo¨sung besteht darin, klassifizierte Standardsterne aus anderen Be-
obachtungen zu verwenden. Es ist jedoch sehr schwer, die erforderliche Anzahl
an Spektren pro Klasse zu finden. Idealerweise werden fu¨r eine erfolgreiche Klas-
sifikation 100 oder mehr Muster pro Klasse beno¨tigt. Dabei sollten die Spek-
tren alle homogen sein. Mu¨sste man stattdessen klassifizierte Standardsterne von
verschiedenen Quellen entnehmen, wa¨re die Homogenita¨t der Daten nicht mehr
gewa¨hrleistet.
• Eine letzte Alternative, die sich anbietet, sind synthetische Spektren. Auch hier
ergibt sich das Problem, dass das Netz nicht mit Muster aus dem zu klassifizie-
renden Datensatz lernen wu¨rde. Es gibt aber auch eine Reihe von Vorteilen, wie
zum Beispiel die eindeutige Zuordnung von Muster und Klasse, aber auch die
außerordentlich große Vielfalt von verschiedenen Spektren pro Klasse.
8.2 Synthetische Spektren
Aus den erwa¨hnten Gru¨nden schien es das naheliegendste zu sein, das neuronale Netz
mit synthetischen Spektren zu trainieren. Der erste Versuch galt somit dieser Methode.
Fu¨r die Berechnung von synthetischen Sternspektren werden zuna¨chst verschiedene Mo-
dellatmospha¨ren beno¨tigt. Fu¨r diese Sternatmospha¨ren wurde das NEMO-Gitter (vi-
enna NEw MOdel grid of stellar atmospheres) verwendet, dass am Astronomischen In-
stitut der Unversita¨t Wien entwickelt wurde (http://www.univie.ac.at/nemo). NEMO
ist eine Verfeinerung und Erweiterung von ATLAS9 (Kurucz et al. 1993). Das NEMO-
Gitter besteht aus vier Parametern: Temperatur, Metallizita¨t, Schwerebeschleunigung
und Mikroturbulenz. Zusa¨tzlich ko¨nnen noch verschiedene Konvektionsmodelle gewa¨hlt
werden, wie etwa MLT (Mixing Length Theory), CM (Canuto-Mazzitelli) oder CGM
(Canuto-Goldman-Mazzitelli). Innerhalb dieser Parameter sind nahezu beliebige Kom-
binationen mo¨glich.
Die Modellatmospha¨ren sind in sogenannten mod-Files abgespeichert. Ein mod-File
von NEMO ist aufgeteilt in 72 Zeilen, je eine Zeile pro Atmospha¨renschicht. Jede Zeile
entha¨lt Informationen u¨ber eine bestimmte Schicht in der stellaren Atmospha¨re wie
die Massenverteilung, Temperatur, Gasdruck, Elektronendichte, den Rosselandschen
Absorptionskoeffizienten, Strahlungsdruck und Geschwindigkeit der Mikroturbulenz.
8.2.1 SPECTRUM
SPECTRUM ist ein Programm zur Berechnung von synthetischen Spektren und wur-
de von R. O. Gray an der Appalachian State University entwickelt (http://www.phys.
appstate.edu/). Urspru¨nglich wurde es fu¨r ATLAS9 Atmospha¨ren geschrieben, es las-
sen sich aber ohne weiteres auch Atmospha¨ren aus dem NEMO-Grid verwenden. Der
Zugang zu diesem Programm erfolgt u¨ber eine textbasierte Schnittstelle. Es werden
eine Reihe von Inputs beno¨tigt, die hier kurz beschrieben werden.
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Parameter Bereich Schrittweite Einheit
Teff 4000 - 10000 (20000) 200 (500) [K]
Gravitation +2.0 bis +5.0 0.2 log [cm s−2]
[M/H] −2.0 bis +1.0 0.0, ±0.1, ±0.2, ±0.3, log [N/Nsun]±0.5, ±1.0, −1.5, −2.0
vmicro 0.0 bis +4.0 0, 1, 2, 4 km s
−1
Tabelle 8.1: Parameter der NEMO-Modellatmospha¨ren. Die Temperatur-Schrittweite
von 500 K gilt fu¨r den Bereich von 10000 bis 20000 K.
Zuerst wird dem Programm ein mod-File von ATLAS9 oder NEMO u¨bergeben.
Enter name of stellar atmosphere data file > T10000G320_2p00.mod
Dieses mod-File steht fu¨r einen Stern mit einer Effektivtemperatur von 10000 K, einem
logg von 3.2 cm s−2, einem vmicro von 2 km s−1 und einer Metallizita¨t von 0.0. Die
Metallizita¨t wird in logarithmischer Skala angegeben und ist auf die Ha¨ufigkeit der
Sonne normiert. Ein Wert von 0.0 bedeutet demzufolge, der Stern ist sonnenha¨ufig.
Als na¨chstes beno¨tigt das Programm eine Liste von allen bekannten Atom- und auch
vielen Moleku¨llinien (luke.lst). Diese Liste entha¨lt u¨ber 500000 Linien.
Enter name of linelist file: (default = luke.lst) > luke.lst
Im Weiteren wird noch der Name des Output-Files, die Mikroturbulez in km s−1, den
Wellenla¨ngenbereich und die Schrittweite eingegeben. Die letzten beiden Werte jeweils
in A˚.
Enter name of output file > T10000G320_2p00.dat
Enter microturbulence (km/s) > 2.0
Enter beginning and ending wavelengths (A) > 3800.0,7000.0
Enter wavelength step (A) > 0.02
Mit der Annahme von lokalem thermischen Gleichgewicht und den gegebenen Informa-
tionen kann SPECTRUM ein synthetisches Spektrum rechnen. Das Output-File wird
im ASCII-Format ausgegeben und besteht aus zwei Spalten, in der ersten stehen die
Wellenla¨ngen, in der zweiten die Flusswerte. Dieses
”
rohe“ Spektrum unterscheidet
sich durch die sehr gering gewa¨hlte Schrittweite noch stark von einem beobachteten
Spektrum, vgl. dazu Abbildung 8.1 links. Fu¨r die notwendige Anpassung gibt es in
dem SPECTRUM-Paket ein Hilfsprogramm mit dem Namen SMOOTH2. Damit kann
das Output-File des SPECTRUM Programms gegla¨ttet werden. Es sollte hier beru¨ck-
sichtigt werden, dass die reziproke Dispersion, auf die das Spektrum gebracht werden
soll, ein ganzzahliges Vielfaches der gerechneten Schrittweite ist, andernfalls liefert
SMOOTH2 verzerrte Spektren. Fu¨r die Anpassung an die SDSS-Spektren wurde eine
reziproke Dispersion von 1.4 A˚ pro Pixel gewa¨hlt.
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Fu¨r die Klassifikation werden so viele Spektren wie mo¨glich in einem Temperaturbe-
reich von 5500 bis 10000 K beno¨tigt. Das NEMO-Gitter erlaubt eine Abstufung von
200 K. Das ergibt insgesamt 23 Temperaturwerte. Fu¨r jeden dieser Werte werden al-
le mo¨glichen Parameter fu¨r logg und die Metallizita¨t gerechnet. Die Mikroturbulenz
spielt keine große Rolle, da sich die Geschwindigkeit von vmicro nur marginal auf das
Spektrum auswirkt. Es bleiben alles in allem rund 6000 Spektren, die fu¨r das Training
des neuronalen Netzes verwendet werden ko¨nnen.
Alle Kombinationen sind wegen fehlender Konvergenz leider nicht mo¨glich. Das ist ein
rein numerisches Problem und bedeutet, dass bei manchen Kombinationen keine sta-
bilen Zusta¨nde in den Atmospha¨renschichten erreicht werden ko¨nnen. Bei der großen




























Abbildung 8.1: Links ein synthetisches Spektrum eines Sterns mit einer Effektivtem-
peratur von 8800 K, gerechnet mit SPECTRUM. Rechts das gleiche Spektrum mit dem
Programm SMOOTH2 auf eine reziproke Dispersion von 1.4 A˚ pro Pixel gegla¨ttet. Die































Abbildung 8.2: Die Abbildung links entspricht einem synthetischen Spektrum mit einer
Effektivtemperatur von 9400 K. Zum Vergleich dazu rechts ein SDSS-Spektrum, das etwa
die gleiche Effektivtemperatur besitzt. Dieses Beispiel soll verdeutlichen, wie gut die
Anpassung der synthetischen Spektren an die SDSS-Spektren gelungen ist. Die Fluss-
Einheit der SDSS-Spektren ist 10−17erg s−1 cm−2 A˚−1.



























Abbildung 8.3: Der selbe Vergleich fu¨r einen ku¨hleren Stern. Auch hier erkennt man
eine sehr gute U¨bereinstimmung zwischen dem synthetischen Spektrum bei 6200 K (links)
und einem SDSS-Spektrum bei a¨hnlicher Effektivtemperatur (rechts).
8.2.2 Architektur des neuronalen Netzes
Fu¨r eine erfolgreiche Klassifikation muss eine Netzarchitektur gewa¨hlt werden, die fu¨r
eine bestimmte Problemstellung optimal ist. Das große Problem ist nun, dass es keine
Regel gibt, wie so eine Architektur aussehen soll. Aus der Literatur wird ersichtlich, dass
fu¨r die meisten Aufgaben mit drei Schichten gearbeitet wird. Es ist jedoch durchaus
sinnvoll, auch zweischichtige Netze oder eventuell sogar vierschichtige Netze zu testen.
Weiters bleibt die Frage offen, wie viele Neuronen in den einzelnen Schichten ideal sind.
Wie bereits erwa¨hnt wurde, repra¨sentieren die Eingangsneuronen das Muster, das ge-
lernt werden soll und die Ausgangsneuronen die Anzahl der Klassen. Die Anzahl der
Neuronen in der verdeckten Schicht ist frei wa¨hlbar. Im Prinzip sind fast beliebige
Kombinationen mo¨glich. An dieser Stelle bleibt nichts anderes u¨brig, als viele mo¨gli-
che Kombinationen zu testen. Grundsa¨tzlich sollte man zuerst mit wenigen Neuronen
anfangen und dann bei Bedarf weitere hinzufu¨gen. Auch fu¨r komplexe Problemstellun-
gen sind oft die einfachsten Netze am erfolgreichsten. Zudem ist der Mehraufwand an
Rechenleistung bei gro¨ßerer Vernetzung erheblich.
Ein durchschnittlicher Computer beno¨tigt fu¨r ein dreischichtiges Netz mit 300-50-9
Neuronen und 3000 zu lernenden Assoziationen ungefa¨hr 0.1 Sekunden pro Lernzyklus.
Bei 10000 Lernzyklen sind das bereits 15 Minuten. Fu¨gt man weitere Neuronen hinzu,
nimmt die Anzahl an Verbindungen und damit auch die Rechenzeit exponentiell zu.
8.2.3 Muster - Netzinput
In Kapitel 7.5 wurde beschrieben, wie die SDSS-Spektren bearbeitet wurden, um mit
einer Maske ein einheitliches Muster zu bekommen. Die Maske schneidet nur bestimmte
Bereiche des Spektrums aus. Dabei wird fu¨r jedes Spektrum dieselbe Maske verwen-
det. Die gleiche Maske muss natu¨rlich auch auf die Trainingsmuster, die synthetischen
Spektren, angewendet werden. Schließlich sollte das Netz nach dem Training mit den
synthetischen Spektren in der Lage sein, die SDSS-Spektren korrekt zu klassifizieren.
Wie das Beispiel in Abbildung 8.3 verdeutlichen soll, passen die synthetischen Spek-
tren sehr gut mit den SDSS-Spektren u¨berein. Somit war es mo¨glich, die Maske, die
eigentlich fu¨r die SDSS-Spektren geschrieben wurde, mit nur kleinen A¨nderungen auf
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die synthetischen Spektren anzuwenden. Abbildung 8.4 zeigt ein Muster eines synthe-
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Abbildung 8.4: Die linke Abbildung zeigt ein Beispiel fu¨r ein Muster, mit dem das neu-
ronale Netz trainiert. Dieses Muster stammt von einem synthetischen Spektrum. Rechts
zum Vergleich ein Muster von einem SDSS-Spektrum mit a¨hnlichen Parametern.
Das originale Spektrum wurde mit der hier verwendeten Maske auf 172 Punkte redu-
ziert. Alle Spektren sind auf eins normiert, und auch die Minima der Absorptionslinien
stimmen exakt u¨berein. So kann gewa¨hrleistet werden, dass sich beispielsweise das erste
Minimum immer an der neunten Stelle auf der x-Achse befindet.
8.2.4 Klassen - Netzoutput
Eine Trainingsassoziation besteht aus einem Eingangsmuster und der dazugeho¨rigen
Klasse. Da in diesem Versuch synthetische Spektren verwendet wurden, ist die dazu-
geho¨rige Klasse zu jedem Eingangsmuster eindeutig. Bei der Anzahl an Klassen bedarf
es jedoch noch einer gro¨beren Einteilung. Die MK-Klassifikation unterscheidet im Be-
reich von 5500 bis 10000 K rund 100 Unterklassen. Da die U¨berga¨nge der Klassen
fließend sind, erscheint es offensichtlich, dass eine exakte Klassifikation nicht mo¨glich
ist. Die 100 Klassen wurden deshalb auf 16 reduziert. Die genaue Klasseneinteilung
ist in Tabelle 8.2 aufgelistet. Die Werte in der Tabelle ko¨nnen natu¨rlich ohne weiteres
in Spektraltyp und Leuchtkraftklasse umgeschrieben werden. Zum Beispiel decken die
ersten beiden Klasse ungefa¨hr den Bereich der A0 bis A3 Sterne ab. Der Unterschied
der ersten und zweiten Klasse liegt in der Schwerebeschleunigung logg. Dieser Bereich
wurde hier zweigeteilt. Das bedeutet, es werden in der Leuchtkraftklasse nur 2 Klassen
unterschieden. Zum Beispiel beinhaltet Klasse 1 Sterne vom Typ A0 bis A3 im unteren
logg-Bereich, also Riesen. Klasse 2 beinhaltet ebenfalls Sterne vom Typ A0 bis A3,
aber hier im oberen logg-Bereich, also Hauptreihensterne.
8.2.5 Unterteilung in Ha¨ufigkeitsbereiche
Im ausgewa¨hlten Temperaturebereich stehen rund 6000 synthetische Spektrum zur Ver-
fu¨gung, um das neuronale Netz zu trainieren. Aufgeteilt in 16 Klassen sind das immer
noch 375 Spektren pro Klasse. Neben den erwa¨hnten Parametern Teff und logg wa¨ren
auch noch alle mo¨glichen Abstufungen der Ha¨ufigkeiten enthalten, was ein Problem
darstellt.
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Tabelle 8.2: Klasseneinteilung fu¨r das neuronale Netz. In diesem Versuch wurden die
ca. 100 Unterklassen auf 16 Klassen reduziert.
Klasse Teff logg
[K] [c s−2]
1 10000 - 9600 2.0 - 3.4
2 10000 - 9600 3.6 - 5.0
3 9400 - 9200 2.0 - 3.4
4 9400 - 9200 3.6 - 5.0
5 9000 - 8600 2.0 - 3.4
6 9000 - 8600 3.6 - 5.0
7 8400 - 8200 2.0 - 3.4
8 8400 - 8200 3.6 - 5.0
9 8000 - 7600 2.0 - 3.4
10 8000 - 7600 3.6 - 5.0
11 7400 - 7200 2.0 - 3.4
12 7400 - 7200 3.6 - 5.0
13 7000 - 6800 2.0 - 3.4
14 7000 - 6800 3.6 - 5.0
15 6600 - 6200 2.0 - 5.0
16 6000 - 5600 2.0 - 5.0
Betrachtet man die Spektren zweier Sterne mit gleicher Effektivtemperatur und gleicher
Schwerebeschleunigung, aber mit stark unterschiedlichen Ha¨ufigkeiten, erkennt man
deutliche Unterschiede. Alle Metalllinien, insbesondere aber die Kalziumlinie Ca ii (K),
die fu¨r eine Klassifikation sehr wichtig ist, sind bei einem Spektrum eines u¨berha¨ufigen
Sterns deutlich sta¨rker ausgepra¨gt als bei einem unterha¨ufigen Stern.
Aus diesem Grund ist es wichtig, eine weitere Unterteilung durchzufu¨hren. Dazu wurden
die Ha¨ufigkeiten in weitere drei Klassen unterteilt, wobei fu¨r jede Ha¨ufigkeitsklasse
ein eigensta¨ndiges Netz trainiert wurde. Es gab somit drei neuronale Netze, das erste
mit sonnenha¨ufigen Spektren, das zweite Netz mit Spektren im unterha¨ufigen Bereich,
und das dritte Netz wurde nur mit Spektren im stark unterha¨ufigen Bereich trainiert.
Die stark u¨berha¨ufigen Sterne wurden weggelassen, weil im SDSS-Datensatz fast keine
Sterne in diesem Ha¨ufigkeitsbereich enthalten sind.
Tabelle 8.3: Unterteilung der Ha¨ufigkeiten in drei Netze: sonnenha¨ufig, unterha¨ufig und
stark unterha¨ufig.
Netz [Fe/H]
1 0 , ±0.1, ±0.2, ±0.3
2 −0.5, −1.0, −1.5
3 −2.0
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8.2.6 Lernen mit dem SNNS
Im ersten Kapitel wurde der Stuttgart Neural Network Simulator (SNNS) kurz vor-
gestellt (Kapitel 2, Abschnitt 2.11). In diesem Abschnitt wird beschrieben, wie der
Simulator die generierten Muster der Spektren lernt.
Abbildung 8.5: Beispiel eines neuronalen Netzes, dargestellt mit dem SNNS. Dieses
Netz besteht aus 172 Neuronen in der Eingabeschicht, 20 Neuronen in der verdeckten
Schicht und 16 Neuronen in der Ausgabeschicht.
Als erstes wird ein Netz erstellt, mit beispielsweise 172 Neuronen in der Eingabeschicht,
20 Neuronen in der verdeckten Schicht und 16 Neuronen in der Ausgabeschicht. Als
na¨chstes mu¨ssen die Verbindungen gesetzt werden. Hier wird ein Feed-Forward Netz
gewa¨hlt, wie es in Kapitel 2 beschrieben wurde. Damit ist die Topologie und die Vernet-
zung des Netzes festgelegt und es ko¨nnen die Trainingsassoziationen geladen werden.
Alle Assoziationen, die gelernt werden sollen, mu¨ssen in einem File abgespeichert wer-
den. Dieses File beno¨tigt ein bestimmtes Format, damit es vom SNNS gelesen werden
kann:
SNNS pattern definition file V3.2
generated at Thu Apr 3 23:01:31 2008
No. of patterns : 912
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No. of input units : 172
No. of output units : 16
# Input Pattern T06000G240_2m02.txt:
0.887 0.934 0.905 0.927 0.906 0.890 0.945 0.918 0.980 0.902 ...
# Output Pattern T06000G240_2m15.txt:
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
# Input Pattern T06000G260_2m01.txt:
0.853 0.891 0.841 0.891 0.845 0.836 0.881 0.878 0.938 0.833 ...
# Output Pattern T06000G260_2m01.txt:
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
. . .
Nach den zwei Header-Zeilen mu¨ssen dem Simulator drei Informationen u¨bergeben
werden: Die Anzahl der Muster, die dieses File entha¨lt sowie die Anzahl der Eingangs-
und Ausgangsneuronen. Aus Platzgru¨nden wurden in diesem Beispiel nur zwei Muster
angefu¨hrt, obwohl der Simulator eigentlich 912 Assoziationen erwarten wu¨rde. Jede
Assoziation beno¨tigt vier Zeilen, wobei die erste und dritte Zeile nur Kommentare
enthalten, idealerweise die Namen der Muster. In der zweiten Zeile steht das Muster, das
sind in diesem Beispiel 172 Werte fu¨r die Eingangsschicht, hier abgeku¨rzt dargestellt.
Die vierte Zeile entha¨lt die Werte fu¨r die Ausgangsschicht. In diesem Fall wird das erste
Muster mit Klasse 15, das zweite mit Klasse 16 assoziiert.
Abbildung 8.6: Idealisierte Darstellung der Trainingsphase. Die blaue Linie entspricht
dem Fehler der Trainingsassoziationen, die gelernt werden. Dieser Fehler wird immer
kleiner. Die rote Linie entspricht dem Fehler der Pru¨f-Assoziationen. Diese Linie erreicht
irgendwann ein Minimum, an diesem Punkt sollte der Lernvorgang abgebrochen werden.
Wa¨hrend der Lernphase sollte beachtet werden, dass die Trainingsassoziationen bei
jedem Zyklus in unterschiedlicher Reihenfolge durchlaufen werden. Ein Zyklus ent-
spricht dabei einem einmaligen Durchgang aller Assoziationen. Der SNNS stellt eine
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Funktion bereit, mit der diese zufa¨llige Pra¨sentation der Trainingsassoziationen leicht
zu verwirklichen ist.
Nun gilt es, die Lernphase im richtigen Zeitpunkt abzubrechen. Auch wenn der Fehler
asymptotisch gegen Null geht, ist es nicht von Vorteil, den Fehler zu klein werden zu
lassen. Ist der Fehler zu klein, verliert das Netz die Fa¨higkeit, nicht-gelernte Muster
zu erkennen. Das Netz lernt die Trainingsassoziationen so genau, dass die Generali-
sierung nicht mehr gewa¨hrleistet ist. Um zu wissen, wann der richtige Zeitpunkt fu¨r
den Abbruch der Lernphase gekommen ist, sollte man immer zwei Datensa¨tze an As-
soziationen haben, einen zum Trainieren, und den anderen fu¨r die U¨berpru¨fung der
gelernten Muster. Mit dem SNNS ist es mo¨glich, einen solchen zweiten Datensatz zu
laden. Das Netz wird dann nach jedem fu¨nften Lernzyklus mit dem Pru¨f-Datensatz
verglichen. Der richtige Zeitpunkt ist schließlich erreicht, wenn der Pru¨f-Datensatz am
besten erkannt wird, siehe dazu Abb. 8.6.
An dieser Stelle treten die ersten Probleme mit den synthetischen Spektren auf. Da
keine klassifizierten SDSS-Spektren vorhanden sind, kann das Netz nicht u¨berpru¨ft
werden. Somit kann auch nicht festgestellt werden, wann die Trainingsphase abgebro-
chen werden sollte. Lediglich eine U¨berpru¨fung mit synthetischen Spektren ist mo¨glich,
und wurde auch durchgefu¨hrt. Anders als erwartet la¨uft in diesem Fall der aufsummier-
te Gesamtfehler des Pru¨f-Datensatz ebenfalls gegen Null. Das bedeutet, wenn das Netz
mit synthetischen Spektren lernt, ist es nach abgeschlossener Lernphase in der Lage,
nicht gelernte, ebenfalls synthetische Spektren zu 100 % richtig zu erkennen und zu
klassifizieren. Daraus kann geschlossen werden, dass die Klassifikation an sich sehr gut
funktioniert.
8.2.7 Variation der Schichten
Das Netz, welches hier vorgestellt wurde, besteht aus drei Schichten. Die im vorigen
Kapitel beschriebene Maske erstellt ein Muster mit 172 Punkten und die Anzahl der
Klassen wurde mit 16 festgelegt. Tatsa¨chlich wurden jedoch viele verschiedene Netzto-
pologien mit den unterschiedlichsten Schichten getestet.
Die Maske, die das Eingabemuster erstellt, wurde vielfach vera¨ndert. Es wurde so-
gar versucht, das komplette Spektrum mit ca. 1800 Flusswerten einzulesen. Der große
Nachteil bei dieser Methode besteht prinzipiell im großen Rechenaufwand. Abgesehen




schlechter“ klassifizieren kann, konnte mithilfe der Verteilung in die 16 Klassen so-
wie durch Vergleiche von Stichproben festgestellt werden. Eine genaue Analyse der
Ergebnisse war leider nicht mo¨glich, siehe dazu Abschnitt 8.2.8.
Eine weitere Mo¨glichkeit, das Eingabemuster zu vera¨ndern, ist die Vervielfa¨ltigung von
wichtigen Merkmalen, wie etwa die Kalziumlinie K. Dabei wurde der Wellenla¨ngenab-
schitt, wo die betreffende Absorptionslinie anzutreffen ist, vervielfa¨ltigt und mehrmals
an das Muster angeha¨ngt oder vorangestellt. So eine Vorgehensweise ist durchaus legi-
tim und auch u¨blich. Leider haben sich dadurch die Ergebnisse nicht verbessert.
Im Gegensatz zur A¨nderung des Eingangsmusters ist die Variation der verdeckten
Schichten relativ einfach, und so wurden auch die verschiedensten Kombinationen aus-
fu¨hrlich getestet. Die Erfahrung hat gezeigt, dass ein Netz mit nur einem oder zwei
Neuronen in der verdeckten Schicht nicht in der Lage ist, ein Minimum zu finden. Ab
ungefa¨hr 10 Neuronen in der verdeckten Schicht wird zwar ein Minimum gefunden, die
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Fehlerkurve geht jedoch nur sehr langsam gegen Null, so dass es sehr lange dauert, bis
der Fehler klein wird. Fu¨gt man weitere Neuronen hinzu, findet das Netz zwar schneller
ein Minimum, jedoch fa¨llt der zusa¨tzliche Rechenaufwand immer mehr ins Gewicht. Es
gilt hier, einen optimalen Wert zu finden. Bei dem Netz mit 172 Eingangs- und 16
Ausgangsneuronen liegt dieser Wert bei etwa 20 Neuronen in der verdeckten Schicht.
Testet man mehrere Netze mit unterschiedlichen Zwischenschichten im Ausfu¨hrmodus,
stellt man fest, dass alle Netze relativ gleich gut klassifizieren ko¨nnen. Entscheidend
ist bei der Wahl der Zwischenschichten vor allem, dass u¨berhaupt ein Minimum gefun-
den wird. Ist ein solches Minimum erreicht, unterscheiden sich die Ergebnisse nur sehr
gering voneinander.
Zuletzt bleibt noch die A¨nderung der Anzahl Neuronen in der Ausgabeschicht. Der
einfachste Weg besteht darin, zuerst nur mit zwei Klassen anzufangen, zum Beispiel
die Spektren der heißesten und die der ku¨hlsten Sterne. Ist das Netz in der Lage, diese zu
unterscheiden, kann man weitere Klassen hinzufu¨gen. Bei dieser Methode kann auch
schnell erkannt werden, welche Muster dem Netz Probleme bereiten und welche gut
erkannt werden.
Tabelle 8.4: Verteilung der klassifizierten Spektren fu¨r drei unterschiedliche Netze. Das
erste Netz wurde mit sonnenha¨ufigen Spektren trainiert, beim zweiten Netz wurden un-
terha¨ufige, und beim dritten Netz stark unterha¨ufige Spektren verwendet. Die Verteilung
zeigt ein deutliches U¨bergewicht bei entweder heißen oder ku¨hlen Sternen.
Klasse Netz 1 Netz 2 Netz 3
1 1651 3944 1646
2 5484 3425 4211
3 221 744 405
4 392 80 79
5 508 1080 50
6 35 14 18
7 627 70 71
8 193 19 115
9 353 26 1764
10 556 69 51
11 457 215 93
12 861 114 48
13 2622 1831 2402
14 2859 79 346
15 7799 5532 7132
16 2862 10238 9049
8.2.8 Ausfu¨hrmodus und Ergebnisse
Nachdem der Lernmodus abgeschlossen war, konnten die Muster der SDSS-Spektren
im Ausfu¨hrmodus klassifiziert werden. Entgegen den Erwartungen hatte das Netz er-
hebliche Probleme, die nicht-gelernten Spektren der SDSS zu klassifizieren. Interessan-
terweise waren die meisten getesteten Netze in der Lage, Leuchtkraftklassen vor allem
bei heißen Sternen gut zu unterscheiden. Auch eine grobe Unterscheidung in
”
heiß“ oder
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ku¨hl“ war grundsa¨tzlich kein Problem. Bei der Feinabstimmung hatten die getesteten





ku¨hle“ Klassen. Eine solche Verteilung ist hinsichtlich
der bekannten photometrischen Farben sowie auch der Stellarstatistik nicht zu erwarten
und la¨sst daraus schließen, dass viele Spektren falsch klassifiziert wurden.
Ein weiteres Indiz fu¨r die ungenaue Klassifikation sind die großen Unterschiede der
drei verwendeten Netze, vgl. dazu Tabelle 8.4. Diese Netze wurden mit gleichem Ein-
gangsmuster und gleicher Netztopologie erstellt und unterscheiden sich nur durch die
Metallizita¨t der verwendeten Trainingsspektren.
Da es kein eindeutiges Gu¨tekriterium gibt, ist es schwer, die Ergebnisse richtig zu
interpretieren. Die Einscha¨tzungen, die hier getroffen wurden, sind rein subjektiv und
ko¨nnen daher nicht weiter u¨berpru¨ft werden.
Es ist leider sehr schwer, eine genaue Ursache fu¨r die nicht zufriedenstellenden Ergeb-
nisse zu finden. Fu¨r das Training wurden die unterschiedlichsten Netze getestet. Die
Maske wurde mehrmals vera¨ndert sowie auch die Anzahl der Neuronen in den verschie-
denen Schichten. Das fehlende Abbruchkriterium ist zwar nachteilig, trotzdem kann es
nicht entscheidend sein, zumal auch verschiedene Abbruchzeitpunkte getestet wurden.
Die naheliegendste Erkla¨rung ist die Wahl der synthetischen Spektren als Trainings-
muster. Obwohl viele Muster sehr gut u¨bereinstimmen, bleibt das Problem, dass die
Trainingsmuster nicht vom zu klassifizierenden Datensatz stammen.
Aufgrund dieser Schwa¨chen wurde eine andere Methode gewa¨hlt, die im na¨chsten Ab-
schnitt beschrieben wird.
8.3 Klassifikation u¨ber die SEGUE Stellar Parameter
Pipeline
Das letzte Kapitel hat gezeigt, dass die Wahl der synthetischen Spektren einige Nach-
teile mit sich gebracht hat. Allen voran die nicht ausreichende Anpassung der synthe-
tischen Spektren an die SDSS-Spektren. Aus diesem Grund wurde eine neue Methode
gewa¨hlt, die bereits vorher kurz erla¨utert wurde. Da es das wichtigste zu sein scheint,
dass die Trainingsmuster aus dem SDSS-Datensatz stammen, wurden zuna¨chst die
SDSS-Sterne mithilfe der SEGUE Stellar Parameter Pipeline (SSPP) klassifiziert. Mit
den klassifizierten Sternen konnte dann das Netz trainiert werden.
Die SSPP benutzt verschiedene Techniken, um fundamentale Parameter der stellaren
Atmospha¨re abzuleiten. Die drei wichtigsten sind Effektivtemperatur, Schwerebeschleu-
nigung und Metallizita¨t. Zur Bestimmung des Fehlers werden interne sowie externe Feh-
ler beru¨cksichtigt. Der interne Fehler ist der gemittelte Fehler aus den verschiedenen
Methoden, der externe Fehler wird durch Vergleiche mit mehr als 150 hoch aufgelo¨sten
Spektren bestimmt. Innerhalb einer Temperatur von 4500 K ≤ Teff ≤ 7500 K werden
schließlich folgende, empirisch abgeleitete Werte angegeben (Lee et al., 2008):
• σ(Teff) = 157 K
• σ(log g) = 0.29 dex
• σ([Fe/H]) = 0.24 dex
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Diese Werte gelten natu¨rlich nur fu¨r den angegebenen Temperaturbereich. Außerhalb
dieses Bereichs gibt es nicht genu¨gend hoch aufgelo¨ste Spektren, um die Pipeline-Werte
zu testen.
Diese Fehler sind kritisch zu betrachten. Gerade bei lichtschwachen Objekten sind
die Spektren sehr verrauscht, ein großer Teil aller verwendeten Spektren aus meinem
Datensatz haben ein Signal-zu-Rausch Verha¨ltnis von < 30, vgl. dazu Abbildung 7.1 in
Kapitel 7, Abschnitt 7.2. Bei Spektren mit einem SNR in dieser Gro¨ßenordnung ko¨nnen
so geringe Fehler kaum realistisch sein.
Die Pipeline berechnet Temperaturen bis 9300 K, außerhalb des Temperaturbereichs
zwischen 4500 und 7500 K werden jedoch keine Fehler mehr angegeben. Daraus kann
geschlossen werden, dass die Fehler sehr groß sein ko¨nnen und die berechneten Werte
nur unter Vorbehalt verwendet werden sollten.
8.3.1 Klassifikation mit Linientiefen
Trotz der angesprochenen Probleme konnten die vorhandenen Informationen sehr gut
verwendet werden, um die Spektren mit einem selbst geschriebenen einfachen Algo-
rithmus zu klassifizieren. Ein kleines Fortran-Programm sollte die Linientiefen von ver-
schiedenen Absorptionslinien bestimmen, die dann mit den Pipelinewerten in Relation
gesetzt werden konnten.
Mit dem Programm wurden die Linientiefen der Wasserstoﬄinien Hα, Hβ, Hγ und
Hδ sowie die Kalziumlinie Ca ii (K) berechnet. H konnte fu¨r die Temperaturbestim-
mung nicht verwendet werden, da diese Absorptionslinie sehr nahe bei der Kalziumlinie
Ca ii (H) liegt und bei der vorhandenen reziproken Dispersion keine Trennung dieser
beiden Linien mehr mo¨glich ist.
Die Wasserstoﬄinien sind wichtige Indikatoren fu¨r die Temperatur und wurden spa¨ter
fu¨r die Bestimmung von Teff beno¨tigt. Die Kalziumlinie ist zwar ebenfalls ein Tempe-
raturindikator, es kann mithilfe dieser Linie aber vor allem die Metallizita¨t abgescha¨tzt
werden. Haben beispielsweise zwei Spektren die gleich tiefen Wasserstoﬄinien, jedoch
unterschiedliche Linientiefen bei Ca ii, dann ist das ein Effekt, der auf die Metallizita¨t
zuru¨ckzufu¨hren ist.
Fu¨r diesen Versuch wurden nur Sterne mit einem Signal-zu-Rausch Verha¨ltnis von
u¨ber 40 im g-Band verwendet, das sind insgesamt 4535 Spektren. Die berechneten
Linientiefen dieser Spektren konnten dann mit den Parametern der Pipeline verglichen
werden, siehe dazu die Abbildungen 8.7 und 8.8.
Abbildung 8.7 zeigt die Relation zwischen der Effektivtemperatur, die von der SSPP
bestimmt wurde, und den selbst berechneten Linientiefen der Wasserstoﬄinien. Beide
Werte wurden logarithmisch aufgetragen, sodass eine einfache lineare Regression mo¨g-
lich war. Mithilfe dieses Fits konnte schließlich mit der Tiefe der Absorptionslinie eine
Temperatur bestimmt werden. Fu¨r jede Wasserstoﬄinie erha¨lt man eine Temperatur,
fu¨r den endgu¨ltigen Wert wurde das Mittel der vier berechneten Temperaturwerte ge-
nommen. In den berechneten Werten werden somit sowohl die Pipeline-Parameter als
auch die selbst berechneten Linientiefen beru¨cksichtigt. Damit ist es einerseits mo¨glich,
die errechneten Werte gegenseitig zu u¨berpru¨fen, und andererseits eine noch genauere
Klassifikation zu erhalten.
Fu¨r die Berechnung der Metallizita¨t wurde die gleiche Methode angewendet. Im Un-
terschied zur Temperaturbestimmung wurde hier als einzige Linie nur Ca ii (K) heran-
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y = ax + b
a =  3,673 ± 0,001
b = -0,421 ± 0,002
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y = ax + b
a =  3,621 ± 0,001
b = -0,281 ± 0,001
y = ax + b
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Abbildung 8.7: Relation der Pipeline-Parameter (Teff) mit den berechneten Linientiefen
der Wasserstoﬄinien Hα, Hβ, Hγ und Hδ. Mit Hilfe des durchgelegten linearen Fits
konnte mit der Tiefe der Absorptionslinie eine Temperatur bestimmt werden.
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y = ax3 + bx2 + cx + d
a = -73 ± 23
b = -67 ± 14
c = -22 ± 3













Teff (Pipeline) > 8000 K























y = ax2 + bx + c
a = -4,66 ± 0,26
b = -6,95 ± 0,23
c = -2,94 ± 0,05
Abbildung 8.8: Die beiden Abbildungen zeigen die Relationen zwischen den Linientiefen
der Kalziumlinie Ca ii (K) und den Metallizita¨tswerten der Pipeline. Fu¨r eine genaue
Bestimmung der Metallizita¨t wurden zwei Temperaturbereiche ausgewa¨hlt.
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gezogen.
Da die Metallizita¨t bereits ein logarithmischer Wert ist, war keine weitere logarithmi-
sche Skalierung mehr mo¨glich. Aufgrund dieses Umstandes konnte keine lineare Bezie-
hung mehr hergestellt werden, wie die Abbildungen 8.8 zeigen. Um eine gute U¨berein-
stimmung zu gewa¨hrleisten, wurden zwei Plots fu¨r unterschiedliche Temperaturbereiche
generiert. Die erste Abbildung zeigt die Relation fu¨r Sterne in einem Temperaturbe-
reich von 6750 bis 8000 K. Fu¨r den Fit wurde hier ein Regressionspolynom 2. Grades
gewa¨hlt. In der zweiten Abbildung sind die heißen Sterne (Teff > 8000 K) aufgetragen.
Fu¨r diese Relation wurde ein Regressionspolynom 3. Grades verwendet. Wie bei der
Temperaturbestimmung zeigt sich auch hier eine erstaunlich gute U¨bereinstimmung.
Sterne mit einer Temperatur von Teff < 6750 ko¨nnen mit dieser Methode leider nicht
mehr analysiert werden, da in diesen Bereichen die Kalziumlinie fu¨r die Metallizita¨t
nicht mehr sensitiv genug ist.
Im Falle der Leuchtkraftklassen (logg) sowie fu¨r Teff < 6750 muss den Werten der
Pipeline Glauben geschenkt werden, da diese Werte durch einen a¨hnlich einfachen Al-
gorithmus nicht u¨berpru¨ft werden konnten.
8.3.2 Klasseneinteilung
Mit den Methoden, die im letzten Abschnitt beschrieben wurden, war es nun mo¨glich,
fu¨r einen großen Teil der Sterne Parameterwerte in Teff und [Fe/H] zu bekommen. Von
den ausgewa¨hlten 4535 Sterne mit gutem SNR sind lediglich 60 Sterne ohne Pipeline-
Werte enthalten. Sterne ohne Pipeline-Wert sind entweder zu heiß (Teff > 9300 K), es
sind Weiße Zwerge, oder es war der Pipeline aufgrund der schlechten Qualita¨t nicht
mo¨glich, ausreichend gute Werte zu bestimmen. Da es sich in diesem ersten Versuch
nur um Sterne mit großem SNR handelt, bestehen die 60 undefinierten Spektren zum
gro¨ßten Teil aus heißen Sternen mit einer Effektivtemperatur von & 9300 K und weißen
Zwergen. Die heißen Sterne wurden von Hand in zwei Klassen eingeteilt, in Hauptrei-
hensterne und in Riesen. Auch fu¨r die weißen Zwerge wurde eine eigene Klasse generiert,
da diese Spektren ein eindeutiges Muster zeigen und deswegen leicht zu klassifizieren
sind. Die weitere Klasseneinteilung wurde mit der oben beschriebenen Methode ge-
macht, siehe dazu Tabelle 8.5.
Da sich die Metallizita¨t stark auf die Effektivtemperatur auswirkt und dementspre-
chend auch die Klassifikation beeinflusst, wurden fu¨r einen ersten Versuch nur Sterne
mit einer Metallizita¨t & −1 dex verwendet.
8.3.3 Anpassung der Klassen
Die Verteilung zeigt ein deutliches U¨bergewicht zugunsten der ku¨hleren Sterne (vgl.
dazu Tabelle 8.5). Da nur verha¨ltnisma¨ßig wenig heiße Sterne im Datensatz enthalten
sind, wird auch eine Klassifikation fu¨r diese Sterne problematisch. Die Qualita¨t eines
neuronalen Netzes ist unter anderem stark abha¨ngig von der Anzahl an Mustern, mit
denen das Netz lernt. Je mehr Muster pro Klasse vorhanden sind, desto mehr Spektren
ko¨nnen fu¨r das Training verwendet werden. Bei so wenigen Sternen, wie es die ersten
Klassen aufweisen, kann eine ausreichend gute Generalisierung nicht mehr gewa¨hrleistet
werden.
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Tabelle 8.5: Die Spektren fu¨r die Klassen 1, 2 und 14 wurden manuell zugeteilt. Die
Einteilung der restlichen Spektren erfolgte anhand der eigenen Methode. Die Anzahl der
Objekte bezieht sich auf Sterne mit einem SNR > 40 und mit einer Metallizita¨t [Fe/H]
& −1 dex.
Klasse Teff logg Anzahl Objekte
[K] [c s−2]
1 > 9000 > 4.0 6
2 > 9000 < 4.0 11
3 8500 - 9000 > 4.0 19
4 8500 - 9000 < 4.0 4
5 8000 - 8500 > 4.0 74
6 8000 - 8500 < 4.0 34
7 7500 - 8000 > 4.0 92
8 7500 - 8000 < 4.0 76
9 7000 - 7500 > 4.0 293
10 7000 - 7500 < 4.0 383
11 6500 - 7000 — 649
12 6000 - 6500 — 887
13 < 6000 — 217
14 WD — 5
Im Allgemeinen wird ein neuronales Netz mit ungefa¨hr gleich viel Muster pro Klasse
trainiert. Dieser Idealfall ist in dieser Arbeit schwer zu verwirklichen, da leider viel zu
wenige Sterne in den heißeren Klassen vorhanden sind. Um ein paar zusa¨tzliche Sterne
in diesen Klassen zu erhalten, wurde folgende Vorgehensweise gewa¨hlt:
• Die Verteilung der Spektren in Tabelle 8.5 bezieht sich nur auf Sterne mit einem
SNR > 40. Um die Anzahl der Sterne etwas zu vergro¨ßern, wurden in den Klassen
1 bis 4 auch Spektren von Sternen mit niedrigerem SNR zugelassen.
• Weiters habe ich mich einer Methode bedient, die oft bei solchen Problemen ange-
wendet wird. Dabei wird versucht, aus einer Linearkombination der vorhandenen
Muster zusa¨tzliche Trainingsmuster zu generieren. So sind beliebig viele Linear-
kombinationen der Spektren innerhalb einer Klasse mo¨glich. Im einfachsten Fall
wird zuerst ein mittleres Spektrum einer Klasse berechnet. Dieses wird mit einem
Spektrum aus dieser Klasse addiert und dann durch Zwei geteilt.
Obwohl mit dieser Methode beliebig viele Spektren generiert werden ko¨nnen,
ist es nicht sinnvoll, aus beispielsweise nur 10 Spektren gleichgroße Datensa¨tze
zu erzeugen wie bei den ku¨hleren Klassen vorhanden sind. Die no¨tige Variation
der Trainingsmuster wa¨re nicht mehr vorhanden. Es wurde deswegen versucht,
die Anzahl der heißeren Spektren maximal zu vervierfachen, dafu¨r die Anzahl
der Spektren in den ku¨hleren Klassen etwas zu verkleinern, um a¨hnlich große
Datensa¨tze pro Klasse zu bekommen.
Obwohl in diesem Datensatz nur Sterne mit relativ hohem Signal-zu-Rausch Verha¨ltnis
zugelassen wurden, gibt es immer wieder Ausreißer, die nicht in die eingeteilte Klasse
passen und deshalb entfernt werden sollten. Um solche Spektren zu entfernen, wurde
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Abbildung 8.9: Beispiel fu¨r ein Spektrum eines weißen Zwerges aus dem SDSS-
Datensatz.
zuna¨chst fu¨r jede Klasse ein Mittelwert berechnet. Dann konnte fu¨r jedes Spektrum
eine Abweichung vom Mittelwert berechnet und gegebenenfalls aussortiert werden. Die
Abweichung bedeutet in diesem Fall, dass die Differenz der Flusswerte bei jeder Wel-
lenla¨nge berechnet und dann aufsummiert wird. Bei insgesamt 2400 Flusswerten lag
der Mittelwert dieser Abweichung bei ca. 50. Fu¨rs erste wurden alle Spektren mit einer
Abweichung > 100 aussortiert, das sind rund 10 %. Damit waren alle Spektren pro
Klasse innerhalb einer akzeptablen Abweichung.
Schließlich folgte noch eine manuelle Begutachtung. Besonders bei den Leuchtkraft-
klassen, die anhand der logg -Werte von der Pipeline bestimmt wurden, gab es einige
Spektren, die nicht eindeutig zugeordnet werden konnten. Da dieser Versuch der best-
mo¨gliche Fall darstellen soll, war es auch wichtig, dass die Klassen eindeutig trennbar
waren. Die gemittelten Spektren der Klassen 1 bis 13 sind in Abbildung 8.10 dargestellt.
8.3.4 Lern- und Ausfu¨hrmodus
In Kapitel 8 wurde ausfu¨hrlich beschrieben, wie bei der Generierung des Netzinputs
vorgegangen wurde. Wie bei den synthetischen Spektren wurde auch hier eine Maske
angewendet, die das Spektrum bis auf die relevanten Abschnitte reduziert. Es zeigte
sich, dass eine relativ große Anzahl an Eingansneuronen die besten Ergebnisse liefert.
Das Eingangsmuster wurde somit mit 435 Neuronen festgelegt, vgl. dazu Abbildung
8.12. In der verdeckten Schicht standen 16, und in der Ausgabeschicht 14 Neuronen. Die
14 Ausgangsneuronen repra¨sentieren die 14 Klassen, wie sie in Tabelle 8.5 beschrieben
sind.
Es gab 14 Klassen, mit den oben beschriebenen Methoden umfassten allen Klassen ca.
100 Muster. Von den 100 Muster wurde die eine Ha¨lfte fu¨r das Training und die andere
fu¨r die Pru¨fung verwendet. Anders als bei den synthetischen Spektren war es somit
mo¨glich, wa¨hrend der Trainingsphase das Netz mit einem unabha¨ngigen Datensatz zu
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Abbildung 8.10: Gemittelte Spektren der Klassen 1 bis 13 mit einer Metallizita¨t von
[Fe/H] > -1 dex. Die entsprechenden Werte fu¨r Teff und logg sind aus Tabelle 8.5 zu ent-
nehmen. Die weißen Zwerge (Klasse 14) wurden in dieser Abbildung nicht beru¨cksichtigt.





















Abbildung 8.11: Gesamtfehler als Funktion der Lernzyklen. Die durchgezogene Linie
zeigt den aufsummierten Fehler der Trainingsassoziationen. Entscheidend ist der Verlauf
der strichlierten Linie. Sie zeigt, wie gut das Netz zu einem bestimmte Zeitpunkt nicht-
gelernte Muster klassifizieren kann.
pru¨fen. Man konnte also direkt erkennen, wie gut das Netz die nicht-gelernten Spek-
tren klassifiziert. Abbildung 8.11 verdeutlicht diese Sachverhalt, der im Folgenden kurz
beschrieben wird:
Die durchgezogene Linie in Abbildung 8.11 zeigt den Gesamtfehler des Trainings-
datensatzes pro Lernzyklus. Die strichlierte Linie zeigt den Gesamtfehler des Pru¨f-
Datensatzes. Der Wert des Gesamtfehlers repra¨sentiert die Summe der Fehler aller
Muster die gelernt bzw. gepru¨ft werden. Natu¨rlich ist der Gesamtfehler abha¨ngig von
der Anzahl Muster, die gelernt oder gepru¨ft werden und deshalb nicht entscheidend.
Auch die Kurve des Trainingsdatensatzes ist nicht von entscheidender Bedeutung, da
sie nur zeigt, wie gut die Trainingsmuster bereits gelernt wurden. Die wichtigste In-
formation dieser Abbildung ist der Verlauf der Kurve des Pru¨f-Datensatzes. Sobald
diese Kurve ein Minimum erreicht, sollte die Trainingsphase abgeschlossen werden. Die
Peaks, die in der Kurve des Pru¨f-Datensatzes zu sehen sind, sind auf numerische Effek-
te zuru¨ckzufu¨hren. Es sollte beachtet werden, dass die Trainingsphase nicht an einem
solchen Peak abgebrochen wird, da der Gesamtfehler zu diesen Zeitpunkten sehr groß
sein kann und das Netz entsprechend schlecht klassifizieren wu¨rde.
8.3.5 Ergebnisse
Ein großer Nachteil bei den synthetischen Spektren war das fehlende Gu¨tekriterium.
Es gab nur eine subjektive Einscha¨tzung, was alles andere als zufriedenstellend war.
Mit Hilfe der SSPP und der eigenen Methode mit den Linientiefen konnten vorweg die
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Abbildung 8.12: Das Spektrum eines Sterns aus Klasse 7 und das dazugeho¨rige Muster
fu¨r das neuronale Netz (rechts).
Sterne mit den besten SNR klassifiziert werden. Es war daher auch leicht zu u¨berpru¨fen,
wie erfolgreich das neuronale Netz klassifizieren kann.
Tabelle 8.6: Klassifizierung des Pru¨f-Datensatzes. Fu¨r jede Klasse gibt es einen SOLL-
und einen IST-Wert. Der IST-Wert gibt die Klassifikation des neuronalen Netzes an, der
SOLL-Wert dient zur U¨berpru¨fung. Ist der SOLL-Wert und der IST-Wert einer Klasse
identisch, hat das Netz die Muster zu 100 % richtig klassifiziert.
Kl. # Kl. # Kl. # Kl. # Kl. # Kl. # Kl. #
SOLL 1 26 2 55 3 36 4 22 5 55 6 52 7 57
IST 1 26 2 52 3 36 4 22 5 52 6 52 7 57
4 3 7 3
SOLL 8 52 9 54 10 64 11 50 12 50 13 50 14 7
IST 8 52 9 54 10 48 11 46 12 42 13 48 14 7
9 5 10 2 13 8 12 2
11 9 12 1
8 1 9 1
Tabelle 8.6 zeigt die genaue Klasseneinteilung des neuronalen Netzes. Obwohl die ers-
ten Ergebisse vielversprechend sind, gibt es einige Bemerkungen, die an dieser Stelle
erwa¨hnt werden sollten:
• In den Klassen 1 bis 4 waren nur sehr wenige Spektren vorhanden, wie Tabelle
8.5 zeigt. In diesen Klassen wurden zusa¨tzliche Muster mit Hilfe der gemittel-
ten Spektren und den daraus gerechneten Linearkombinationen generiert. Diese
Vorgehensweise ist zwar gerechtfertigt, jedoch nicht ideal. Das Netz klassifiziert
im Ausfu¨hrmodus Muster, die aus den Linearkombinationen der Trainingsdaten
bestehen. Somit ist eine erfolgreiche Klassifikation sehr wahrscheinlich.
• Ein weiterer Grund fu¨r die fast 100 %-ige Erfolgsquote ist die manuelle Aussor-
tierung innerhalb der einzelnen Klassen. Jedes Spektrum wurde begutachtet und
gegebenenfalls aussortiert.
• Das Lernen der Muster von Klasse 10 zeigte trotz der manuellen U¨berpru¨fung
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Schwierigkeiten. Es mussten deswegen ein paar Muster dazugenommen werden,
um auch fu¨r diese Klasse gute Ergebnisse zu bekommen.
Im diesem Abschnitt wurde ein neuronales Netz beschrieben, wie es im idealen Fall klas-
sifizieren kann. Man hat gesehen, dass bei bestmo¨glichem Signal-zu-Rausch Verha¨ltnis
und bei manueller Begutachtung der einzelnen Muster das Netz fast perfekt klassifizie-
ren kann. Das zeigt unter anderem, wie gut sich neuronale Netze fu¨r die Klassifizierung
von Sternspektren eignen. Dieses Ergebnis deckt sich auch mit den vero¨ffentlichten Ar-
beiten von Hippel, Bailer-Jones und anderen, die mit neuronalen Netzen Sternspektren
klassifiziert haben. Dadurch, dass nur Spektren mit hohem Signal-zu-Rausch Verha¨lt-
nis sowie auch nur Sterne mit sonnenha¨ufigem oder leicht unterha¨ufigem Metallgehalt
verwendet wurden, ko¨nnen diese Ergebnisse durchaus mit den publizierten Arbeiten
verglichen werden.
8.3.6 Metallizita¨t
Die Metallizita¨t bezeichnet die Ha¨ufigkeit der Metalle eines Sterns, wobei zu den
”
Me-
tallen“ alle Elemente geho¨ren, die schwerer als Wasserstoff oder Helium sind. In der














Der Wert [Fe/H] ist also ein logarithmischer Wert und bezieht sich immer auf die
Sonne. Das bedeutet, ein Stern mit einem [Fe/H] = 0 ist sonnenha¨ufig. Ein Stern mit
[Fe/H] = -1 hat um das Zehnfache weniger Metalle als die Sonne, ein Stern mit einem
[Fe/H] = -2 ist bereits um das Hundertfache unterha¨ufiger.
Obwohl Fe eigentlich fu¨r Eisen steht, ist [Fe/H] ein Wert, der in der Literatur meistens
repra¨sentativ fu¨r alle Metalle genommen wird. Genauere Bezeichnungen liefern [X] fu¨r
Wasserstoff, [Y] fu¨r Helium und [Z] fu¨r alle anderen Elemente. Die Sonne besteht zu
1.9 % aus Metallen, fu¨r [Fe/H] = 0 gilt dementsprechend [Z] = 0.019.
Die Metallizita¨t hat einen starken Einfluss auf die Temperatur eines Sterns. Je me-
tallreicher ein Stern ist, desto gro¨ßer ist die Opazita¨t. Die Opazita¨t ist ein Maß fu¨r
die Durchsichtigkeit in einem Stern. Steigt die Opazita¨t, ko¨nnen mehr Photonen ab-
sorbiert werden und die Kerntemperatur steigt. Dadurch wird jedoch die Temperatur
an der Sternoberfla¨che geringer, da durch die erho¨hte Opazita¨t weniger Photonen an
die Oberfla¨che gelangen. Abbildung 8.13 verdeutlicht diesen Sachverhalt anhand von
Isochronen aus Girardi et al. (2004).
Die Sonne und demnach auch unsere Nachbarsterne sind Teil der du¨nnen Scheibe, sie
geho¨ren der Population I an. Die chemische Zusammensetzung der meisten Sterne dieser
Population ist anna¨hernd identisch. Da die MK-Klassifikation ausschließlich Sterne in
unserer Umgebung als Standards hernimmt, bedeutet dies streng genommen, dass mit
der MK-Klassifikation nur sonnenha¨ufige Sterne klassifiziert werden ko¨nnen.
Die SDSS beinhaltet Objekte mit einer Helligkeit ab ca. 15 mag. Abbildung 6.5 hat ge-
zeigt, dass sich viele der beobachteten Sterne in ho¨heren galaktischen Breiten befinden
und daher Teil der dicken Scheibe und der Halo-Komponente sind. Diese Sterne sind
metalla¨rmer als die Sonne. Da sich die MK-Klassifikation aber nur auf sonnenha¨ufige





















Abbildung 8.13: ugriz-Isochronen aus Girardi et al. (2004) fu¨r verschiedene Metallizi-
ta¨ten
Population I Sterne bezieht, ist eine Klassifikation dieser unterha¨ufigen Sterne nicht
ohne weiteres mo¨glich.
Es gab bereits mehrere Versuche, die Metallizita¨t als dritten Parameter in das zwei-
parametrige MK-System hinzuzufu¨gen, es hat sich jedoch kein System durchgesetzt.
Einen interessanten Versuch, metallarme Sterne zu klassifizieren, hat R. O. Gray (1989)
publiziert. Gray hat in seiner Arbeit metallarme Sterne der intermediate Population
II untersucht, hauptsa¨chlich Hauptreihensterne vom Typ F und G. Die Definition der
intermediate Population II geht auf Stro¨mgren (1964, 1966, 1969) zuru¨ck, der anhand
eines Ha¨ufigkeits-Parameters versucht hat, diese Sterne zu separieren. Die Bestimmung
der Metallizita¨t erfolgte auf der Basis des δm1 Index, der von der ubvy(β) Photometrie
abgeleitet wird.
Wie bereits oben erwa¨hnt, wurden bislang metallarme Sterne durch Vergleiche mit
sonnenha¨ufigen MK-Standards klassifiziert. Der große Nachteil dabei ist der, dass die
Programmsterne mit Standards verschiedener Temperatur und Metallizita¨t verglichen
werden. Durch diese Vergleiche ist es leider nie mo¨glich, eine komplette U¨bereinstim-
mung des Spektrums zu finden.
R. O. Gray hat aus diesem Grund 42 metallarme Standardsterne definiert. Die unter-
schiedlichen Ha¨ufigkeiten dieser Standardsterne wurden in Metallizita¨tsklassen einge-
teilt, wobei die Metallizita¨tsklasse
”
0“ den sonnenha¨ufigen MK-Standards entspricht.
Die unterha¨ufigen Sterne werden dann mit den Metallizita¨tsklassen -1, -2, -3, -4 und -5
klassifiziert. Die metallarmen Sterne wurden mithilfe von 3 Indikatoren in die verschie-
denen Metallizita¨tsklassen eingeteilt: Die Morphologie und Sta¨rke der Metalllinien, der
Wasserstoﬄinien und im Speziellen die des G-Bandes.
Um einen Bezug der metallarmen SDSS-Sterne und den Standardsternen von Gray
herzustellen, wurden zusa¨tzliche Informationen der Gray-Standards beno¨tigt. Dazu
wurden zuna¨chst photometrische Helligkeiten in den Filter Johnson UBV, Stro¨mgren
ubvy(β) und Geneva aus dem General Catalogue of Photometric Data (Mermilliod et
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Abbildung 8.14: Die Abbildung zeigt die Korrelation der Gray-Standardsterne mit
den aus den Helligkeiten berechneten Effektivtemperaturen (Ku¨nzli). Die durchgezogene
Linie sind Werte der MK-Standards (sonnenha¨ufig) aus Schmidt-Kaler (1982). Die of-
fenen Quadrate entsprechen den Mittelwerten der sonnenha¨ufigen Gray-Standards, die
ausgefu¨llten Quadrate sind Mittelwerte von metallarmen Gray-Standards.
al., 1997) gesucht. Mit den photometrischen Helligkeiten konnten schließlich Tempe-
ratur, logg und Metallgehalt bestimmt werden. Dazu wurden Kalibrationen von Na-
piwotzki (1993), Ku¨nzli (1997) und Nordstro¨m (2004) verwendet. Das Programm von
Napiwotzki berechnet aus ubvy(β) eine Effektivtemperatur und ein logg. Etwas um-
fangreicher ist die Kalibration von Ku¨nzli, die mit Hilfe der Genfer Photometrie Teff ,
logg und zusa¨tzlich noch den Metallgehalt in [Fe/H] bestimmt. Die gleichen Parameter
liefern die Kalibrationen von Nordstro¨m anhand von ubvy(β).
Da sich die meisten Standards von Gray innerhalb 100 pc befinden, wurde von einer
Entfa¨rbung abgesehen. Mit den errechneten Temperaturen konnte schließlich festge-
stellt werden, wie die metallarmen Standards von Gray klassifiziert wurden. Vergleicht
man diese Werte mit den Temperaturen der MK-Standards, wird ersichtlich, dass die
metallarmen Sterne von Gray keine eindeutige Tendenz zu entweder ku¨hleren oder hei-
ßeren Temperaturen zeigen, vgl. dazu Abbildung 8.14. Die Beziehung der Effektivtem-
peratur zum Spektraltyp wird demnach beibehalten, nur die zusa¨tzliche Bezeichnung
der Metallizita¨tsklasse ist neu. Das bedeutet also, das beispielsweise ein F5 m0 und ein
F5 m-2 die gleiche Temperatur besitzen und sich nur durch ihre Ha¨ufigkeit unterschei-
den. Dementsprechend wa¨re es ohne weiteres mo¨glich, einem Stern bei bekanntem Teff ,
logg und [Fe/H] einen Spektraltyp plus Metallizita¨tsklasse nach Gray zuzuordnen.
8.3.7 Neuronales Netz fu¨r Teff, logg und [Fe/H]
Das neuronale Netz mit den besten 4535 Spektren hat gezeigt, wie gut neuronale Net-
ze im Idealfall klassifizieren ko¨nnen. Es ist zugleich eine Besta¨tigung der publizierten
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Tabelle 8.7: Einteilung der Parameter Teff , logg und [Fe/H] in 25 Klassen. Die letz-
te Spalte zeigt die Anzahl der Objekte pro Klasse. Diese Verteilung wurde mit Hilfe
der SDSS-Pipeline durchgefu¨hrt. Fu¨r 2568 von insgesamt 29128 Spektren gab es keine
Pipeline-Parameter. Diese Spektren sind entweder außerhalb des Temperaturbereichs der
Pipeline oder haben ein sehr niedriges Signal-zu-Rausch Verha¨ltnis.
Klasse Teff logg [Fe/H] Anzahl Objekte
[K] [c s−2]
1 9500 - 9000 > 4.0 — 98
2 9500 - 9000 < 4.0 — 303
3 8500 - 9000 > 4.0 — 334
4 8500 - 9000 < 4.0 — 299
5 8000 - 8500 > 4.0 — 284
6 8000 - 8500 < 4.0 — 110
7 7500 - 8000 > 4.0 > -1 754
8 7500 - 8000 > 4.0 < -1, > -2 1257
9 7500 - 8000 > 4.0 < -2 185
10 7500 - 8000 < 4.0 — 598
11 7000 - 7500 > 4.0 > -1 643
12 7000 - 7500 > 4.0 < -1, > -2 580
13 7000 - 7500 > 4.0 < -2 80
14 7000 - 7500 < 4.0 > -1 924
15 7000 - 7500 < 4.0 < -1, > -2 915
16 7000 - 7500 < 4.0 < -2 136
17 6500 - 7000 — > -1 1152
18 6500 - 7000 — < -1, > -2 901
19 6500 - 7000 — < -2 428
20 6000 - 6500 — > -1 3008
21 6000 - 6500 — < -1, > -2 5407
22 6000 - 6500 — < -2 794
23 5500 - 6000 — > -1 2992
24 5500 - 6000 — < -1, > -2 3483
25 5500 - 6000 — < -2 495
26 WD — — —
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Arbeiten und somit ein wichtiger Schritt. Nun sollte jedoch untersucht werden, wie
erfolgreich ein neuronales Netz auch Spektren mit schlechterem Signal-zu-Rausch Ver-
ha¨ltnis klassifizieren kann. Eine naheliegende Lo¨sung wa¨re hier, das Netz, das mit den
4535 besten Spektren trainiert wurde, auf den gesamten Datensatz anzuwenden. Die
Ergebnisse haben jedoch gezeigt, dass eine einfache U¨bertragung nicht ohne weiteres
mo¨glich ist. Wenn das Netz Spektren mit niedrigem Signal-zu-Rausch Verha¨ltnis er-
kennen sollte, dann muss das Netz auch mit solchen Spektren trainiert werden.
Das Netz der besten 4535 Spektren wurde nur mit sonnenha¨ufigen und leicht unter-
ha¨ufigen Spektren trainiert, und auch die Ergebnisse beziehen sich nur auf Sterne in
diesem Ha¨ufigkeitsbereich. Fu¨r die neue Aufgabenstellung wurde ein Netz mit erweiter-
ten Klassen gewa¨hlt, indem zusa¨tzlich auch noch die Metallizita¨t beru¨cksichtigt wurde.
Das erweiterte Netz umfasst 26 Klassen. Die Einteilung in Teff und logg bleibt unver-
a¨ndert, bei den Klassen 7, 9, 10, 11, 12 und 13 kommen zusa¨tzlich noch 3 Ha¨ufigkeits-
klassen dazu. Tabelle 8.7 zeigt die genaue Einteilung.
Die Einteilung erfolgte hier nur anhand der SSPP und nicht mehr u¨ber die Methode
der Lininentiefen. Das hat im wesentlichen zwei Gru¨nde. Einerseits konnte man anhand
der Abbildungen 8.7 und 8.8 eine sehr gute U¨bereinstimmung erkennen. Diese la¨sst
vermuten, dass die Werte der Pipeline fu¨r meine Zwecke ausreichend gut sind. Auch
die gemittelten Spektren, wie sie weiter unten in den Abbildungen 8.15, 8.16 und 8.17
gezeigt werden, lassen auf eine relativ genaue Bestimmung der Parameter schließen,
besonders fu¨r logg bei heißeren und fu¨r [Fe/H] bei ku¨hleren Sternen. Andererseits
besteht die Gefahr, dass besonders fu¨r stark verrauschte Spektren die Methode mit
den Linientiefen nicht mehr ausreichend genau ist und somit die Werte verzerrt werden
ko¨nnten.
Im Vergleich zum Netz mit den besten 4535 Spektren gab es in diesem Fall viel mehr
Spektren pro Klasse. Die Klassen enthalten den großen Teil der Spektren aus dem
Datensatz. 26560 von insgesamt 29128 Spektren konnten mit der Pipeline in 25 Klas-
sen eingeteilt werden. Fu¨r die restlichen 2568 Spektren wurden von der Pipeline keine
Parameter bestimmt, was vor allem auf das niedrige Signal-zu-Rausch Verha¨ltnis zu-
ru¨ckzufu¨hren ist. Diese Spektren wurden vorerst nicht verwendet, spa¨ter wurden sie
dann mit dem neuronalen Netz klassifiziert.
8.3.8 Trainingsmodus
Wie beim Netz mit den 4535 besten Spektren wurde auch hier versucht, das Netz
mit ungefa¨hr der gleichen Anzahl an Spektren pro Klasse zu trainieren. Da jedoch die
Spektren in diesem Versuch nicht mehr vervielfa¨ltigt werden sollten, war dies leider
nicht mo¨glich. Die letzte Spalte in Tabelle 8.7 zeigt die Einteilung der Sterne durch
die SSPP. Die Verteilung ist sehr ungleichma¨ßig, und so wurden pro Klasse zwischen
50 und 200 Spektren fu¨r das Training verwendet, je nach Anzahl der vorhandenen
Spektren.
Die fu¨r das Training entnommenen Muster wurden wie beim Netz der besten 4535
Spektren mithilfe der gemittelten Spektren angepasst. Da hier aber viel mehr Spektren
vorhanden waren und viele davon ein niedriges SNR aufweisen, wurde auch eine relativ
große Abweichung vom gemittelten Spektrum zugelassen. Dies war wichtig, um die
Generalisierung des neuronalen Netzes gewa¨hrleisten zu ko¨nnen. Wenn das Netz stark
verrauschte Spektren erkennen sollte, dann muss es auch mit solchen trainiert werden.
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Abbildung 8.15: Gemittelte Spektren der Klassen 17, 18 und 19. Die Spektren ver-
deutlichen den Effekt der Metallizita¨t: leicht unterha¨ufig (oben), unterha¨ufig (Mitte) und
stark unterha¨ufig (unten). Die Temperatur liegt bei allen Spektren zwischen 6500 und
7000 K.







Abbildung 8.16: Die gemittelten Spektren der Klassen 23, 24 und 25 zeigen den Effekt
der Metallizita¨t bei Spektren in einem Temperaturbereich zwischen 5500 und 6000 K.
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Abbildung 8.17: Die gemittelten Spektren der Klassen 1 und 2 verdeutlichen den Effekt
der Schwerebeschleunigung: Hauptreihensterne (oben) und Riesen (Mitte) innerhalb eines
Temperaturbereichs zwischen 9000 und 9500 K. Die Differenz (unten) verdeutlicht die
großen Unterschiede der beiden Spektren.
Beim Netz der besten 4535 Spektren wurden alle Spektren mit einem aufsummierten
Fehler von > 100 aussortiert. In diesem Versuch wurde der zugelassene Gesamtfehler
auf ca. 250 festgelegt.
Die Architektur des Netzes unterscheidet sich, abgesehen von der Anzahl Ausgangsneu-
ronen, nicht vom Netz mit den besten 4535 Spektren. Es besteht aus 435 Eingangsneu-
ronen, 16 Neuronen in der Zwischenschicht und 26 Neuronen in der Ausgabeschicht.
Der Pru¨f-Datensatz umfasste alle Spektren aus dem Datensatz, abzu¨glich der Spek-
tren, die fu¨r das Training verwendet wurden. Dadurch konnte wa¨hrend der Lernphase
gepru¨ft werden, wie gut das Netz den gesamten Datensatz klassifizieren kann.
Die Lernphase war sehr schnell abgeschlossen. Der Verlauf des Fehlergraphen der Test-
muster zeigte bereits bei ca. 4000 Lernzyklen ein erstes gutes Minimum. An diesem
Zeitpunkt wurde das Training abgebrochen.
8.3.9 Ergebnisse
Nach abgeschlossener Lernphase konnten die Spektren, die nicht fu¨r das Training ver-
wendet wurden, im Ausfu¨hrmodus klassifiziert werden. Die Ergebnisse sind in Tabelle
8.8 zu sehen. Die ersten zwei Spalten geben Aufschluss u¨ber die vorhandenen Spektren,
die mit dem gelernten Netz klassifiziert wurden. Die Verteilung ist a¨hnlich der letzten
Spalte aus Tabelle 8.7, abzu¨glich der Spektren, die fu¨r den Lernprozess verwendet wur-
den. Die na¨chsten Spalten zeigen jeweils eine Klasse und eine Prozentangabe. Damit
soll gezeigt werden, wie viele Prozente der Spektren in eine bestimmte Klasse eingeteilt
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Abbildung 8.18: Die gemittelten Spektren der Klassen 1 und 3. Die Sterne unterschei-
den sich nur durch ihre Temperatur und nicht durch ihre Leuchtkraftklassen. Oben sind
die gemittelten Spektren in einem Temperaturbereich zwischen 9000 und 9500 K, in der
Mitte zwischen 8500 und 9000 K dargestellt. Die Differenz (unten) soll verdeutlichen, wie
gering die Unterschiede der gemittelten Klassen 1 und 3 sind.
wurden. In der Tabelle wurden nur die drei ha¨ufigsten Klassen angegeben.
Im Folgenden wird versucht, die Ergebnisse aus der Tabelle 8.8 zu analysieren und zu
interpretieren. Auf den ersten Blick scheint das neuronale Netz nicht sehr erfolgreich
zu sein. Bei genauer Betrachtung ko¨nnen jedoch die Probleme sehr gut beschrieben
werden. Unter Beru¨cksichtigung dieser Probleme zeigt sich eine erstaunlich gute Klas-
sifikation.
Klasse 1 und 3: Aus der ersten Reihe der Tabelle 8.8 erkennt man, dass nur 29 %
aus Klasse 1 richtig erkannt wurden, 51 % der Spektren aus Klasse 1 hat das
Netz der Klasse 3 zugeordnet. Vergleicht man die mittleren Spektren von Klasse
1 und Klasse 3 (Abbildung 8.18), so kann man diese Fehl-Klassifikation nach-
vollziehen. Klasse 1 und Klasse 3 unterscheiden sich nur durch ihre Temperatur
und nicht durch ihre Leuchtkraftklasse. Daraus la¨sst sich schließen, dass das Netz
die Leuchtkraftklasse richtig erkannt hat, aber nicht die Temperatur (Abbildung
8.19). Das ist insofern nachvollziehbar, weil sich die Leuchtkraftklasse bei diesen
Temperaturen hauptsa¨chlich durch die Breite der Flu¨gel bemerkbar macht, und
dieses Merkmal sehr eindeutig ist (vgl. dazu Abbildung 8.17).
Wie bereits erwa¨hnt wurden 51 % aus Klasse 1 der Klasse 3 zugeteilt. Im Gegen-
satz dazu wurden jedoch nur 6 % aus Klasse 3 in die Klasse 1 eingeteilt. 90 % der
Spektren aus Klasse 3 wurden richtig klassifiziert. Die Ursache dieser ungleichma¨-
ßigen Verteilung konnte leider nicht mit Sicherheit gekla¨rt werden. Eine mo¨gliche
Erkla¨rung dafu¨r ko¨nnte die geringe Anzahl der vorhandenen Trainingsmuster der
Klasse 1 sein. Insgesamt waren in Klasse 1 nur 98 Spektren vorhanden, wovon 40
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Spektren fu¨r das Training verwendet wurden. In Klasse 3 gab es 334 Spektren,
davon wurden 146 fu¨r das Training verwendet.
Das Balkendiagramm der Klasse 1 (Abbildung 8.19) zeigt die beschriebenen Er-
gebnisse. Die Leuchtkraftklasse wurde zu 80 % richtig erkannt, die Temperatur
nur zu 47 %. Das Diagramm fu¨r Klasse 3 zeigt eine fast perfekte Klassifikation

















































Abbildung 8.19: Balkendiagramme der Klassen 1 bis 4. Der jeweils linke rote Balken
zeigt die korrekte Klassifikation. Dieser Wert ist auch aus Tabelle 8.8 zu entnehmen. Mit
einer genaueren Analyse konnte festgestellt werden, welche Parameter richtig klassifiziert
wurden und welche dem Netz Probleme bereiteten. Beispielsweise wurden 29 % der Spek-
tren aus Klasse 1 richtig erkannt (roter Balken). Die Temperatur wurde zu 44 % (gru¨ner
Balken), die Schwerebeschleunigung zu 80 % richtig erkannt (blauer Balken).
Klasse 2: Bei dieser Klasse konnte eine sehr gute Erfolgsquote von 93 % erreicht
werden.
























Abbildung 8.20: Balkendiagramme der Klassen 5 und 6. Die Erkennung der richtigen
Temperatur war auch hier das Problem. Die Leuchtkraftklasse wurde zumindest bei Klas-
se 5 gro¨ßtenteils richtig erkannt. Die Spektren aus Klasse 6 ließen sich nicht klassifizieren.
Klasse 4: Hier zeigt sich ein a¨hnliches Problem wie bei den Klassen 1 und 3. 76%
der Spektren aus Klasse 4 wurden der Klasse 2 zugeordnet. Die Klassen 4 und 2
unterscheiden sich nur durch ihre Temperatur und nicht durch ihre Leuchtkraft-
klasse. Daraus kann geschlossen werden, dass die Leuchtkraftklasse im Gegensatz
zur Temperatur richtig erkannt wurde, siehe dazu Abbildung 8.19.
Klasse 5: Die Spektren aus der Klasse 5 wurden zu 20 % richtig Klassifiziert, je-
weils 29 % der Spektren wurden in Klasse 3 und 7 eingeteilt. Wieder zeigt sich
ein a¨hnliches Problem. Klasse 3, 5 und 7 besitzen die gleiche Leuchtkraftklasse.
Die Leuchtkraftklasse wurde somit richtig erkannt, bei den Temperaturen gab es
einige Schwierigkeiten.
Klasse 6 und 10: Die Klassifikation der Spektren aus Klasse 6 und aus Klasse 10 war
problematisch. Obwohl die genaue Ursache nicht zu kla¨ren ist, liegt das Problem
mit großer Wahrscheinlichkeit bei der logg -Einteilung der SDSS-Pipeline. Eine
Begru¨ndung dafu¨r wird in Abschnitt 8.3.10 gegeben.
Da eine Klassifikation dieser Klassen sehr schwer war, wurde von einer zusa¨tzli-
chen Einteilung in verschiedene Ha¨ufigkeitsbereiche abgesehen.
Klasse 7 bis 9: In diesen Klassen wurde zusa¨tzlich noch die Metallizita¨t beru¨cksich-
tigt. Das bedeutet, es mussten drei Parameter richtig erkannt werden, was die
Klassifikation erschwerte. Trotzdem konnten sehr gute Ergebnisse erzielt werden.
Nur bei den Klassen 8 und 9 gab es leichte Schwierigkeiten bei der Metallizita¨ts-
Klassifikation, siehe dazu Abbildung 8.21.
Klasse 11 bis 16: Ab Klasse 11 (Teff = 7500 K) wird eine korrekte Klassifikation der
Leuchtkraftklassen immer schwerer. Eine Besta¨tigung dafu¨r zeigen die Klassen 11








































 Teff = 7500-8000, log g < 4 Teff = 7500-8000, log g > 4
[Fe/H] < -2
 Teff = 7500-8000, log g > 4










Abbildung 8.21: Balkendiagramme der Klassen 7 bis 10.






































































 Teff = 7000-7500, log g > 4
[Fe/H] < -2
 Teff = 7000-7500, log g > 4
-2 < [Fe/H] < -1
 Teff = 7000-7500, log g > 4
[Fe/H] > -1
 Teff = 7000-7500, log g < 4
[Fe/H] > -1
 Teff = 7000-7500, log g < 4
-2 < [Fe/H] < -1









Abbildung 8.22: Balkendiagramme der Klassen 11 bis 16.
8.3. KLASSIFIKATION U¨BER DIE SSPP 91
bis 16. Wie aus Tabelle 8.8 zu entnehmen ist, wurden viele Spektren, die eigentlich
der Klasse 11 angeho¨ren, in die Klasse 14 klassifiziert. Das gleiche gilt fu¨r die
Klassen 12 und 15. Auch hier wurden viele Spektren der Klasse 12 in die Klasse
15 klassifiziert. Bei den Klassen 13 und 16 zeigt sich das gleiche Pha¨nomen.
Diese Fehlklassifikation bedeutet, Temperatur und Metallizita¨t wurden richtig
erkannt, jedoch nicht die Leuchtkraftklasse. Abbildung 8.22 verdeutlicht diesen
Sachverhalt.
Klasse 17 bis 25: Ab Klasse 17 (Teff = 7000 K) war eine korrekte Klassifikation der
Leuchtkraftklasse nicht mehr mo¨glich. Umso genauer wird die Klassifikation in die
unterschiedlichen Ha¨ufigkeitsbereiche. Dieses Ergebnis wird durch die Abbildun-
gen der gemittelten Spektren (8.15 und 8.16) verdeutlicht. In diesen Abbildungen
erkennt man die Unterschiede der Ha¨ufigkeitsbereiche sehr deutlich, folglich kann
dies auch ein neuronales Netz gut erkennen.
Klasse 26 Diese Klasse beinhaltet die Spektren der weißen Zwerge. Zu diesen Sternen
gab es keine Pipeline-Parameter und somit war auch keine genauere Analyse
mo¨glich. Die Spektren dieser Klasse unterscheiden sich jedoch von den Spektren
aus den anderen Klassen so eindeutig, dass eine Klassifikation sehr gut gelang.
Die Abbildung 8.29 (unten rechts) zeigt ein typischer Vertreter dieser Klasse und
besta¨tigt die subjektive Einscha¨tzung.
8.3.10 Probleme der Klassifikation mit der SSPP
In diesem Abschnitt soll nochmal darauf hingewiesen werden, welche Rolle die SSPP
bei dieser Klassifikation spielt und wo im Hinblick auf das neuronale Netz ihre Probleme
liegen.
Grundsa¨tzlich basiert die gesamte Klassifikation dieses neuronalen Netzes auf der SDSS-
Pipeline. Auch die Klassifikation des Netzes mit den 4535 besten Spektren war nur mit
Hilfe der Pipeline mo¨glich, obwohl durch die Berechnung der Linientiefen noch ein
zusa¨tzliches Kriterium eingefu¨hrt wurde.
Betrachtet man die gemittelten Spektren der einzelnen Klassen, zeigen sich meistens
sehr deutliche Unterschiede. Diese Unterschiede werden auch von einem neuronalen
Netz gut erkannt. Beispiele dafu¨r sind die Metallizita¨tsklassen der ku¨hleren Klassen
(Abbildung 8.15 und 8.16) oder die Leuchtkraftklassen der heißeren Klassen (Abbildung
8.17). Es gibt aber auch Fa¨lle, wo die Unterscheidung nicht eindeutig ist, beispielsweise
fu¨r die Klassen 1 und 3 (Abbildung 8.18). In diesen Fa¨llen ist auch zu erwarten, dass
das Netz Probleme bekommt.
Wie stark die Klassifikation mit dem neuronalen Netz von der Pipeline abha¨ngig ist,
verdeutlicht die Abbildung 8.24. In der Abbildung sind die Fehler in logg fu¨r alle
Klassen aufgetragen. Die großen Fehler in den Klassen 6 und 10 fu¨hrten dazu, dass
keine eindeutige Einteilung mit der Pipeline realisiert werden konnte. Daraus kann
geschlossen werden, dass das prima¨re Problem in der Einteilung der Spektren in die
verschiedenen Klassen liegt, aus denen schließlich die Trainingsmuster entnommen wer-
den. Ist die Einteilung ungenau, lernt das Netz mit
”
falschen“ Mustern, das wiederum
eine schlechtere Klassifikation mit dem Netz nach sich zieht.
Ein weiterer Punkt, der erwa¨hnt werden sollte, sind die fließenden U¨berga¨nge der Klas-
sen. Fu¨r Spektren, die sich in einem Grenzbereich zwischen zwei Klassen aufhalten,




















































































 Teff = 5500 - 6000
[Fe/H] < -2
 Teff = 6000 - 6500
[Fe/H] < -2
 Teff = 6500 - 7000
[Fe/H] < -2
 Teff = 6500 - 7000
[Fe/H] > -1
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Abbildung 8.23: Balkendiagramme der Klassen 17 bis 25. Die Klassifikation in diesem
Temperaturbereich beinhaltet die Effektivtemperatur und die Metallizita¨t. Eine Klassi-
fikation der Leuchtkraftklasse war bei diesen Temperaturen nicht mehr mo¨glich.
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Tabelle 8.8: Ergebnisse des neuronalen Netzes mit 25 Klassen. Die zweite Spalte zeigt
die Anzahl der vorhandenen Spektren pro Klasse. In den weiteren Spalten sind die Klas-
sen und die dazugeho¨rigen Prozentangaben angegeben. Beispielsweise hat das Netz die
Spektren der ersten Klasse zu 29 % richtig erkannt. 51 % der vorhandenen 51 Spektren
hat das Netz der Klasse 3, 18 % der Klasse 2 zugeordnet.
Klasse Anzahl Klasse Klasse Klasse
1 51 1 29 % 3 51 % 2 18 %
2 153 2 93 % 1 3 % 3 3 %
3 188 3 90 % 1 6 % 5 1 %
4 150 4 1 % 2 76 % 3 13 %
5 537 5 20 % 3 29 % 7 29 %
6 62 6 3 % 2 26 % 7 23 %
7 557 7 86 % 11 9 % 8 2 %
8 1061 8 49 % 7 36 % 12 5 %
9 105 9 51 % 8 37 % 12 3 %
10 448 10 2 % 7 39 % 8 27 %
11 444 11 33 % 14 40 % 7 8 %
12 381 12 49 % 15 11 % 8 8 %
13 50 13 8 % 16 46 % 19 18 %
14 725 14 44 % 11 33 % 17 14 %
15 717 15 13 % 12 47 % 11 12 %
16 86 16 49 % 12 17 % 19 13 %
17 954 17 82 % 20 8 % 18 5 %
18 704 18 50 % 17 13 % 19 12 %
19 308 19 84 % 22 5 % 16 4 %
20 2808 20 49 % 23 39 % 17 6 %
21 5207 21 50 % 20 15 % 18 14 %
22 645 22 46 % 19 45 % 18 4 %
23 2792 23 93 % 20 3 % 24 3 %
24 3284 24 56 % 23 29 % 25 6 %
25 395 25 74 % 22 11 % 21 4 %
































Abbildung 8.24: Fehler in logg der SDSS-Pipeline, aufgetragen gegen die Klassen 1
bis 25. Die großen Fehler der Klasse 6 (gelb) und der Klasse 10 (braun) sind mit großer
Wahrscheinlichkeit fu¨r die schlechte Klassifikation mit dem neuronalen Netz verantwort-
lich.
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liegt die Wahrscheinlichkeit fu¨r eine korrekte Klassifikation bei 50 %. Es ist aber auch
mo¨glich, dass sich die Spektren in mehreren u¨berlappenden Bereichen befinden, zum
Beispiel ein Stern mit den Pipelinewerten Teff ∼ 7500 K, logg ∼ 4.0 und [Fe/H] ∼ -1.
Die Pipeline sowie auch das neuronale Netz ko¨nnte diesen Stern in die Klassen 7, 8,




Um sich ein besseres Bild von den Spektren der SDSS machen zu ko¨nnen, werden
in diesem Abschnitt typische Vertreter aus jeder Klasse gezeigt. Der Zentralwert im
Signal-zu-Rausch Verha¨ltnis liegt bei ca. 18.5, es wurden deshalb Spektren aus diesem
Bereich entnommen. Alle hier aufgefu¨hrten Spektren wurden vom neuronalen Netz
richtig erkannt, es konnte also eine U¨bereinstimmung in allen Parametern erzielt wer-
den.
Tabelle 8.9: Beispielspektren der Klassen 1 bis 26.
Name Klasse Teff logg [Fe/H] SNR
[K] [c s−2]
spSpec-53819-2015-399 1 9230 ± 244 4.13 ± 0.12 −1.10 ± 0.42 19.9
spSpec-53566-2202-208 2 9271 ± 341 3.37 ± 0.17 −1.17 ± 0.53 17.5
spSpec-53735-2296-057 3 8926 ± 130 4.16 ± 0.13 −0.98 ± 0.06 20.4
spSpec-51816-0382-401 4 8794 ± 219 3.50 ± 0.15 −2.10 ± 0.50 12.2
spSpec-54559-2950-301 5 8351 ± 195 4.54 ± 0.09 −1.50 ± 0.06 20.6
spSpec-54097-2585-247 6 8315 ± 139 3.50 ± 1.04 −1.54 ± 0.08 14.5
spSpec-53827-1716-471 7 7607 ± 31 4.37 ± 0.12 −0.34 ± 0.05 21.3
spSpec-54055-2571-551 8 7878 ± 58 4.39 ± 0.19 −1.54 ± 0.04 24.3
spSpec-53801-2428-014 9 7743 ± 68 4.45 ± 0.08 −2.29 ± 0.13 18.4
spSpec-53498-1730-636 10 7815 ± 140 3.17 ± 0.92 −1.63 ± 0.10 13.2
spSpec-52786-1341-336 11 7440 ± 110 4.41 ± 0.13 −0.83 ± 0.06 19.8
spSpec-54582-2526-264 12 7490 ± 124 4.29 ± 0.14 −1.46 ± 0.09 23.6
spSpec-53358-1953-514 13 7443 ± 83 4.06 ± 0.18 −2.25 ± 0.17 17.9
spSpec-52761-1055-301 14 7048 ± 25 3.94 ± 0.14 +0.02 ± 0.04 19.4
spSpec-53815-2430-027 15 7159 ± 54 3.84 ± 0.16 −1.18 ± 0.06 19.4
spSpec-54589-2970-595 16 7221 ± 119 3.91 ± 0.23 −2.05 ± 0.06 21.5
spSpec-52708-1263-443 17 6684 ± 67 3.39 ± 0.22 −0.80 ± 0.05 20.0
spSpec-52728-1228-269 18 6643 ± 106 3.34 ± 0.22 −1.73 ± 0.04 20.1
spSpec-52314-0833-606 19 6567 ± 45 3.73 ± 0.22 −2.19 ± 0.01 19.3
spSpec-52314-0857-169 20 6228 ± 59 3.65 ± 0.13 −0.71 ± 0.06 19.3
spSpec-52912-1424-177 21 6215 ± 25 4.17 ± 0.07 −1.23 ± 0.10 19.5
spSpec-53845-1994-629 22 6329 ± 65 3.87 ± 0.16 −2.02 ± 0.08 19.5
spSpec-54055-2571-027 23 5961 ± 34 4.33 ± 0.13 −0.77 ± 0.06 19.6
spSpec-53385-1944-118 24 5510 ± 52 4.04 ± 0.18 −1.37 ± 0.04 22.5
spSpec-53759-1774-456 25 5678 ± 88 3.00 ± 0.27 −2.09 ± 0.04 18.5
spSpec-51663-0315-060 26 — — — 12.8
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Abbildung 8.25: Beispielspektren aus den Klassen 1 bis 6.
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Abbildung 8.26: Beispielspektren aus den Klassen 7 bis 10.
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Abbildung 8.27: Beispielspektren aus den Klassen 11 bis 16.
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Abbildung 8.28: Beispielspektren aus den Klassen 17 bis 22.
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Abbildung 8.29: Beispielspektren aus den Klassen 23 bis 26.
Kapitel 9
Dynamische Auswertung
Fu¨r die meisten Sterne im Datensatz sind viele Parameter verfu¨gbar, die es erlauben,
eine genauere Analyse durchzufu¨hren. Die vorhandenen Parameter sind Helligkeiten,
Effektivtemperatur, Schwerebeschleunigung, Metallizita¨t, Radialgeschwindigkeit und
Eigenbewegung, siehe dazu Tabelle 9.1. Aus den Helligkeiten ko¨nnen beispielsweise
die Distanzen ausgerechnet werden. Mit den Distanzen, Radialgeschwindigkeiten und
Eigenbewegungen lassen sich wiederum die Bewegungen der Sterne bestimmen.
Tabelle 9.1: Anzahl der Sterne bei vorhandenen Parameter. Die Werte fu¨r Temperatur,
Schwerebeschleunigung und Metallizita¨t stammen von der SSPP. Die Radialgeschwin-








Eigenbewegung > 0 13048
9.1 Distanzen
Fu¨r eine Abscha¨tzung der Distanzen werden die Entfernungsmodule der Sterne be-
no¨tigt. Der Entfernungsmodul ist die Differenz zwischen absoluter und scheinbarer
Helligkeit:
m−M = 5 log r − 5 + Aλ (9.1)
m scheinbare Helligkeit in [mag]
M absolute Helligkeit in [mag]
r Distanz in [pc]
Aλ interstellare Extinktion bei der Wellenla¨nge λ in [mag]
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Die absolute Helligkeit eines Sterns ist die Helligkeit, die der Stern in einer Entfernung
von 10 pc haben wu¨rde. Da nur die scheinbaren Helligkeiten bekannt sind, mu¨ssen fu¨r
eine Distanzabscha¨tzung die absoluten Helligkeiten bestimmt werden.
Auch die interstellare Extinktion ist eine unbekannte Gro¨ße und muss abgescha¨tzt wer-
den. Die interstellare Extinktion fa¨llt jedoch nicht stark ins Gewicht, da sich die Sterne
der SDSS in hohen galaktischen Breiten aufhalten (|b| > 35◦) und dementsprechend
die Verfa¨rbung gering ist. Fu¨r die Entfa¨rbung ko¨nnen die Werte von Schlegel (1998)
herangezogen werden. Die Publikation von Schlegel umfasst eine Karte des gesamten
Himmels bei 100 Mikrometer. Damit la¨sst sich die Staubverteilung und somit die in-














log t = 8.5 dex
Abbildung 9.1: Zwei Isochronen von Girardi (2004) bei einem Alter von log t = 8.5 dex
mit unterschiedlichen Ha¨ufigkeiten. Bei gleicher Temperatur zeigt sich ein deutlicher Un-
terschied in der absoluten Helligkeit.
Die Bestimmung der absoluten Helligkeiten war aufgrund des großen Ha¨ufigkeitsberei-
ches (0.0 > [Fe/H] > −3.0) erschwert. Aus den Isochronen wird ersichtlich, dass die
absolute Helligkeit bei gleicher Temperatur, aber unterschiedlicher Metallizita¨t, stark
variiert (Abbildung 9.1). Fu¨r eine gute Abscha¨tzung der absoluten Helligkeiten sollten
deswegen die Metallizita¨ten unbedingt mitberu¨cksichtigt werden.
Die absoluten Helligkeiten wurden mithilfe eines selbst geschriebenen Fortran-Pro-
gramms bestimmt, welches hier kurz erla¨utert wird. Das Programm liest zuna¨chst alle
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Isochronen fu¨r eine bestimmte Metallizita¨t ein und berechnet die Farben u− g, g − r,
r− i und i− z. Insgesamt wurden sechs verschiedene Metalliztia¨ten beru¨cksichtigt, die
genauen Werte sind aus Tabelle 9.2 zu entnehmen. Dann wurden die Helligkeiten der
SDSS-Sterne eingelesen und ebenfalls die Farben berechnet. Fu¨r die Entfa¨rbung wurde
wie beschrieben die Staubverteilung von Schlegel verwendet. Mithilfe dieser Verteilung
konnte fu¨r jeden Stern eine Verfa¨rbung in AV bestimmt werden. Die Umrechnung von







Nun konnten fu¨r alle SDSS-Sterne Isochronenpunkte gesucht werden. Mit den berech-
neten Farben eines SDSS-Sterns wurden alle mo¨glichen Isochronenpunkte durchlaufen
und nach U¨bereinstimmungen gesucht. Schließlich wurde von den
”
besten“ 100 Werten
der Mittelwert und der Zentralwert in allen Helligkeiten berechnet. Die
”
besten“ Werte
sind diejenigen Punkte, an denen sich ein bestimmter Farbindex eines Sterns mo¨glichst
nahe an der entsprechenden Isochrone befindet.
Mit den nun vorhandenen absoluten Helligkeiten in ugriz konnten die Entfernungsmo-
dule und damit die Distanzen berechnet werden. Die endgu¨ltige Distanz ergab sich dann
aus einer Interpolation der verschiedenen Ha¨ufigkeiten. Fu¨r Z = 0.019 bis Z = 0.004
wurde die Distanz mit einem linearen Fit bestimmt. Fu¨r Werte von Z = 0.004 bis
Z = 0.0001 wurde ein Polynomfit 2. Grades verwendet.
Sterne mit einem Z < 0.0001 konnten in der Rechnung nicht beru¨cksichtigt werden, da
fu¨r diese Ha¨ufigkeiten keine Isochronen mehr zur Verfu¨gung standen. Weiters wurden
alle Werte mit einem Fehler von ± 50 % aussortiert.
Schließlich konnten fu¨r 23133 Sterne die Entfernungen berechnet werden. Die Verteilung
der Distanzen ist in Abbildung 9.2 dargestellt. Ungefa¨hr 500 Sterne, die eine Entfernung
von > 100000 pc besitzen, wurden in diesem Histogramm nicht beru¨cksichtigt.
Mit den galaktischen Koordinaten und den Entfernungen ist es mo¨glich, die Vertei-
lung der Sterne aus meinem Datensatz anschauliche darzustellen (Abbildung 9.3 und
9.4). Abbildung 9.3 zeigt eine dreidimensionale Verteilung, Abbildung 9.4 zeigt die Ver-
teilung aus drei verschiedenen Richtungen. Zusa¨tzlich wurden in dieser Abbildung die
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na¨chsten Begleitgalaxien der Milchstraße eingezeichnet. Die genauen Werte der Distan-
zen und Koordinaten der Begleitgalaxien ko¨nnen aus Tabelle 9.3 entnommen werden.
















Abbildung 9.2: Das Histogramm zeigt die Verteilung der Entfernungen. Sterne mit
einer Entfernung von > 100000 pc wurden hier nicht beru¨cksichtigt.
Tabelle 9.3: Distanzen und galaktische Koordinaten der na¨chsten Begleitgalaxien der
Milchstraße.
Name Distanz gal. La¨nge gal. Breite
[kpc] [o] [o]
Sagittarius 24 5.66 −14.08
LMC 49 280.47 −32.89
SMC 58 302.80 −44.30
Ursa Minor 69 104.97 44.84
Draco 76 86.37 34.75
Sculptor 78 357.18 −77.93
Carina 87 260.11 −22.22


















Abbildung 9.3: Ra¨umliche Verteilung der SDSS-Sterne. Mit den galaktischen Koordi-
naten l und b und der Distanz r waren die Positionen der Sterne bekannt und konnten
in ein kartesisches Koordinatensystem transformiert werden. Die xy-Ebene liegt in der
galaktischen Scheibe. Die rote Markierung entspricht dem Galaktischen Zentrum.
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Abbildung 9.4: Zweidimensionale Verteilung der SDSS-Sterne in xy-, xz- und yz-
Richtung. Zur Veranschaulichung wurden außerdem die na¨chsten Begleitgalaxien der
Milchstraße miteinbezogen.
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9.2 Dynamik der Sterne
Fu¨r die Berechnung der Sterngeschwindigkeiten werden mehrere Gro¨ßen beno¨tigt: Die
galaktischen Koordinaten, die Distanzen, die Radialgeschwindigkeiten sowie die Eigen-
bewegungen. Insgesamt waren fu¨r 9634 Sterne alle beno¨tigten Parameter vorhanden.
Die Berechnung erfolgte in mehreren Schritten, die im Folgenden kurz beschrieben
werden:
Die Positionen der Sterne in einem kartesischen Koordinatensystem wurden bereits im
letzten Abschnitt mithilfe der galaktischen Koordinaten l, b sowie den Entfernungen r
berechnet. Auf l, b und r wurden die Transformationsgleichungen fu¨r Kugelkoordinaten
angewendet:
x = r cos b cos l (9.2)
y = r cos b sin l (9.3)
z = r sin b (9.4)
Die Ableitung der Position ergibt die Geschwindigkeit. Aus den Gleichungen 9.2, 9.3
und 9.4 folgt:
u = x˙ = r˙ cos b cos l + r(−b˙ sin b) cos l + r cos b(−l˙ sin l) (9.5)
v = y˙ = r˙ cos b sin l + r(−b˙ sin b) sin l + r cos b l˙ cos l (9.6)
w = z˙ = r˙ sin b+ rb˙ cos b (9.7)
Das sind die gesuchten Gro¨ßen, also die Geschwindigkeiten in x-, y- und z-Richtung.
Zur Berechnung dieser Gro¨ßen werden die Geschwindigkeitskomponenten r˙, l˙ und b˙
beno¨tigt. Die Geschwindigkeit entlang der Sichtlinie r˙ entspricht der Radialgeschwin-
digkeit vr. Die Geschwindigkeitskomponenten entlang l und b, also l˙ und b˙ mu¨ssen in
den na¨chsten Schritten berechnet werden. Aus
vl = [cos b] rl˙ (9.8)
vb = rb˙ (9.9)
(9.10)
folgt zuna¨chst eine einfachere Darstellung der Gleichungen 9.5, 9.6 und 9.7. Es gilt:
u = vr cos b cos l − vb sin b cos l − vl sin l (9.11)
v = vr cos b sin l − vb sin b sin l + vl cos l (9.12)
w = vr sin b+ vb cos b (9.13)
Fu¨r die Berechnung der beiden Geschwindigkeitskomponnten vl und vb werden die Ei-
genbewegungen beno¨tigt. Die Eigenbewegungen werden im NOMAD Katalog in Rek-
taszension µα und Deklination µδ angegeben. Die Einheiten sind Milliarcsec pro Jahr.
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Mithilfe der Distanz ko¨nnen die Eigenbewegungen in eine Geschwindigkeit umgerechnet
werden:
vα = rµα (9.14)
vδ = rµδ (9.15)
Aus den Gro¨ßen vα und vδ ko¨nnen nun die Geschwindigkeiten vl und vb berechnet
werden. Dazu werden noch die zwei Hilfsgro¨ßen sinφ und cosφ gebraucht. φ ist der
Positionswinkel zwischen dem galaktischen Nordpol (NGP) und dem Stern.
cosφ =
sin δNGP − sin δ sin b
cos δ cos b
(9.16)
sinφ =
− sin(α− αNGP ) cos δNGP
cos b
(9.17)
Die Geschwindigkeitskomponenten vl und vb berechnen sich schließlich wie folgt:
vl = vα cosφ− vδ sinφ (9.18)
vb = vα sinφ+ vδ cosφ (9.19)
Jetzt sind alle Gro¨ßen bekannt, um die Gleichungen 9.11, 9.12 und 9.13 zu lo¨sen. Eine
statistische Auswertung der Sterngeschwindigkeiten in den verschiedenen Komponen-
ten zeigen die Histogramme in Abbildung 9.5. Die Geschwindigkeitskomponenten sowie
die Bewegung der Sonne ko¨nnen wie folgt beschrieben werden:
Geschwindigkeitskomponente u: Diese Komponente beschreibt die Bewegung ei-
nes Sterns in Richtung des galaktischen Zentrums (GZ). Ist u > 0, dann entfernt
sich der Stern vom GZ, ist u < 0, dann bewegt sich der Stern auf das GZ zu. Die
Sonne bewegt sich mit −9 kms−1 in Richtung des GZ.
Geschwindigkeitskomponente v: Entspricht der Bewegung in Bezug auf die Rich-
tung der galaktischen Rotation, gemessen relativ zu einem kreisfo¨rmigen Orbit.
Bewegt sich ein Stern schneller als er es auf einem kreisfo¨rmigen Orbit tun wu¨rde,
ist v > 0, andererseits ist v < 0. Die Sonne bewegt sich mit einer Geschwindigkeit
von v = +12 kms−1.
Geschwindigkeitskomponente w: Beschreibt die Bewegung eines Sterns senkrecht
zur galaktischen Scheibe. Bewegt sich der Stern in Richtung des galaktischen
Nordens, ist w > 0, andererseits ist w < 0. Die Geschwindigkeitskomponente w
der Sonne entspricht einem Wert von +7 kms−1.
Fu¨r eine exakte Berechnung der Geschwindigkeitskomponenten mu¨sste die Bewegung
der Sonne miteinbezogen werden. Da jedoch die Werte der Sonnenbewegung sehr klein
im Verha¨ltnis der Fehler in u, v und w sind, wurde von einer entsprechenden Korrektur
abgesehen.






































Abbildung 9.5: Histogramme der Geschwindigkeitsverteilungen in den Komponenten
u, v und w.
9.2.1 Fehlerrechnung
Zur Berechnung der Sterngeschwindigkeiten wurden vier Gro¨ßen verwendet, die feh-
lerbehaftet sind: Die Entfernungen, die Radialgeschwindigkeiten sowie die Eigenbewe-
gungen in Rektaszension und Deklination. Die Fehler der endgu¨ltigen Geschwindig-
keitskomponenten u, v und w mussten deshalb mit einem Fehlerfortpflanzungsgesetz


























Die Funktion f steht fu¨r die Geschwindigkeitskomponenten u, v und w. Die Fehler in
den Koordinaten l und b sind vernachla¨ssigbar klein und wurden in dieser Rechnung
nicht beru¨cksichtigt.
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9.2.2 Absolute Geschwindigkeit
Aus den Geschwindigkeitskomponenten u, v und w kann die absolute Geschwindigkeit
eines Sterns berechnet werden. Sie ist die Geschwindigkeit, mit der sich der Stern
letztlich bewegt. Es gilt
vabs =
√
u2 + v2 + w2 (9.21)
Eine Verteilung der absoluten Geschwindigkeiten zeigt die Abbildung 9.6. Alle Sterne
mit einer absoluten Geschwindigkeit > 500 kms−1 und mit einem Fehler von < 25 %
sind in der Tabelle 9.4 aufgelistet.















absolute Geschwindigkeit  [kms-1]
Abbildung 9.6: Verteilung der absoluten Geschwindigkeiten.
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Tabelle 9.4: Sterne mit einer absoluten Geschwindigkeit von > 500 kms−1. Außerdem
ist die Distanz, die Klasse des neuronalen Netzes sowie die Parameter der Pipeline, die
Farbindizes und das Signal-zu-Rausch Verha¨ltnis aufgelistet.
name V abs. Distanz Kl. Teff log g [Fe/H] u− g g − r r − i i− z SNR
[km s−1] [pc] [K] [c s−1]
51788-0401-465 523 ± 92 29285 ± 3927 24 5349 3.17 -2.11 1.05 0.52 0.21 0.12 8.2
51816-0360-342 559 ± 22 1493 ± 631 18 6258 3.37 -1.44 0.95 0.32 0.12 0.04 25.9
51898-0425-120 529 ± 121 15451 ± 1761 25 5587 3.86 -1.83 1.13 0.54 0.23 0.13 17.6
51910-0486-391 550 ± 126 23850 ± 3535 24 5690 4.00 -1.48 1.16 0.46 0.20 0.07 20.5
51930-0285-276 583 ± 75 15730 ± 2580 23 5604 4.08 -1.20 1.10 0.44 0.17 0.09 26.2
51986-0548-412 502 ± 105 43003 ± 6532 21 6383 3.49 -1.33 1.09 0.27 0.11 0.09 12.1
51994-0533-128 525 ± 127 17342 ± 4400 23 5368 3.92 -1.85 1.17 0.57 0.23 0.09 20.4
52056-0329-399 991 ± 105 7601 ± 647 18 7008 3.76 -0.80 1.00 0.16 0.11 -0.09 13.8
52144-0627-342 584 ± 94 15548 ± 2287 23 5669 4.15 -1.18 1.11 0.45 0.19 0.07 19.3
52145-0635-637 521 ± 44 5004 ± 1218 25 5946 3.97 -1.73 1.01 0.44 0.19 0.09 23.8
52174-0664-338 686 ± 140 28118 ± 4088 24 5557 3.56 -1.43 1.15 0.44 0.21 0.06 13.1
52203-0719-614 575 ± 111 15109 ± 2337 25 6062 4.02 -1.90 1.03 0.47 0.18 0.08 14.6
52238-0764-480 553 ± 136 13577 ± 3420 23 5739 4.30 -1.40 1.06 0.44 0.16 0.04 33.3
52253-0758-105 551 ± 121 15699 ± 3325 24 5854 4.36 -1.25 1.10 0.45 0.17 0.12 16.2
52282-0328-224 3949 ± 277 15140 ± 1743 24 5527 3.00 -1.68 1.11 0.46 0.22 0.10 31.3
52286-0774-497 701 ± 113 42132 ± 3092 24 5812 3.91 -1.16 1.06 0.39 0.07 -0.01 11.6
52316-0834-523 609 ± 140 32969 ± 5186 24 5797 4.08 -1.53 1.16 0.43 0.15 0.07 15.4
52317-0558-318 642 ± 116 37194 ± 2830 25 5184 3.99 -1.86 1.19 0.51 0.27 0.12 13.1
52319-0786-366 9675 ± 1819 37968 ± 2586 17 6404 2.67 -1.27 1.19 0.11 0.05 0.05 43.7
52320-0787-238 566 ± 112 26596 ± 3037 24 5511 3.36 -1.76 1.13 0.50 0.16 0.11 13.7
52323-0865-532 889 ± 191 19789 ± 2913 24 5569 4.32 -1.66 1.12 0.46 0.20 0.08 23.3
52323-0865-605 636 ± 133 19214 ± 2792 24 5564 3.95 -1.39 1.13 0.48 0.16 0.09 20.2
52337-0778-557 521 ± 46 1611 ± 2 20 6200 4.32 -0.49 1.12 0.33 0.10 0.05 56.5
52354-0875-092 563 ± 97 17979 ± 1893 25 5587 4.44 -1.89 1.05 0.46 0.20 0.10 14.4
52365-0606-189 1738 ± 270 6792 ± 1189 23 6091 4.71 -0.50 1.05 0.30 0.32 0.09 8.1
52367-0332-060 3777 ± 245 14854 ± 1181 8 7827 4.28 -1.80 1.08 -0.01 -0.01 0.00 17.5
52374-0853-440 1132 ± 165 8105 ± 387 19 6838 4.22 -2.13 0.57 0.15 0.03 -0.16 10.3
52375-0852-534 1148 ± 286 135200 ± 10924 12 7318 3.07 -1.72 1.19 0.07 0.03 -0.04 13.7
52378-0838-129 550 ± 135 51621 ± 7051 8 7650 4.27 -1.16 1.16 0.02 -0.06 -0.02 28.4
52379-0816-609 509 ± 35 11417 ± 1663 23 6039 4.20 -0.95 1.03 0.35 0.09 0.02 19.9
52379-0909-268 598 ± 77 16701 ± 2178 22 5774 3.60 -2.21 0.94 0.34 0.12 0.02 28.3
52409-0819-495 1532 ± 261 16759 ± 2492 8 7719 4.58 -1.22 1.08 -0.01 -0.01 -0.03 16.4
52411-0959-345 1379 ± 289 39952 ± 7107 25 5342 3.79 -2.15 1.15 0.53 0.20 0.11 16.2
52425-0960-192 1658 ± 120 3125 ± 299 24 5832 4.24 -1.34 0.83 0.40 0.28 -0.24 28.7
52426-0847-259 641 ± 160 45321 ± 6943 20 6208 3.99 -1.12 1.17 0.16 0.11 -0.01 23.5
52430-0883-177 536 ± 93 15683 ± 1987 23 5734 4.30 -1.16 1.12 0.45 0.18 0.05 18.2
52438-0965-401 532 ± 115 17873 ± 2647 23 5518 4.19 -1.25 1.11 0.45 0.18 0.07 17.7
52443-0986-229 511 ± 41 3827 ± 1252 21 6379 3.72 -1.37 0.97 0.34 0.13 -0.01 12.6
52644-0992-162 1480 ± 237 102918 ± 11043 7 7562 4.23 -1.13 1.17 0.07 -0.02 -0.03 11.2
52668-1200-615 504 ± 116 20663 ± 3866 23 5484 4.47 -1.40 1.16 0.49 -0.37 0.65 22.1
52670-0940-120 611 ± 110 18467 ± 2185 25 5362 4.04 -1.92 1.11 0.50 0.25 0.07 18.5
52672-1208-620 721 ± 170 9626 ± 1127 23 5563 4.40 -1.30 1.12 0.48 0.20 0.05 24.6
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52703-1005-453 513 ± 87 27123 ± 3594 24 5846 4.16 -1.15 1.14 0.37 0.15 0.01 18.4
52703-1161-003 2851 ± 298 7233 ± 523 17 7142 3.96 -0.86 1.12 0.10 0.02 -0.05 44.0
52706-1007-462 1182 ± 241 22162 ± 4240 25 5479 3.98 -1.89 1.12 0.52 0.22 0.09 18.2
52707-1008-569 590 ± 142 21293 ± 2906 23 5545 4.16 -1.40 1.15 0.45 0.19 0.09 19.0
52707-1019-233 1455 ± 160 21665 ± 2078 24 5330 3.82 -1.55 1.19 0.56 0.18 0.15 18.1
52707-1264-371 960 ± 218 38915 ± 3798 9 7849 4.47 -1.93 1.18 0.04 -0.04 -0.05 41.4
52709-1216-270 518 ± 81 25345 ± 3736 24 5745 4.09 -1.35 1.09 0.47 0.16 0.05 10.7
52733-1047-564 507 ± 61 12731 ± 1619 25 5481 4.04 -1.83 1.09 0.51 0.20 0.08 29.0
52735-1278-579 584 ± 135 20978 ± 4256 25 5378 2.67 -2.22 1.03 0.55 0.23 0.08 14.8
52738-1280-443 1077 ± 218 38195 ± 6046 25 5343 3.40 -2.18 1.13 0.51 0.22 0.09 12.8
52781-1327-179 533 ± 104 17902 ± 3446 3 8591 4.44 -1.41 1.19 -0.15 -0.14 -0.13 50.2
52782-1174-408 536 ± 114 23961 ± 5796 3 8986 4.26 -1.02 1.14 -0.19 -0.17 -0.12 34.8
52786-1341-336 502 ± 119 30588 ± 3288 11 7440 4.41 -0.83 1.15 0.07 0.01 -0.02 19.7
52791-1315-604 15668 ± 1569 58241 ± 5248 11 7742 3.24 -0.93 1.19 -0.02 0.02 -0.10 18.4
52791-1322-242 775 ± 154 72612 ± 10696 21 6056 2.13 -1.75 1.15 0.32 0.09 0.03 17.1
52814-1345-383 519 ± 70 12061 ± 1496 23 5655 4.18 -1.16 1.11 0.44 0.16 0.05 22.6
52941-1583-035 757 ± 62 7281 ± 398 19 6395 4.29 -2.05 0.55 0.13 0.04 -0.06 11.1
52998-1596-033 555 ± 117 16184 ± 2567 25 5702 4.34 -1.31 1.07 0.42 0.16 0.05 15.4
53002-1359-363 506 ± 122 16640 ± 2563 23 5727 4.12 -1.33 1.07 0.43 0.15 0.03 15.1
53002-1430-300 847 ± 148 30372 ± 4714 24 5664 3.92 -1.45 1.17 0.41 0.19 0.03 16.9
53034-1357-010 624 ± 88 19084 ± 2332 24 5303 3.66 -1.76 1.14 0.49 0.20 0.09 18.4
53034-1357-557 747 ± 186 28594 ± 5313 25 5364 3.85 -2.28 1.10 0.51 0.23 0.11 19.7
53035-1433-447 509 ± 99 7979 ± 287 19 6629 4.26 -2.28 0.60 0.16 0.04 -0.07 10.3
53050-1314-611 802 ± 185 121219 ± 9928 8 7435 3.71 -2.29 1.19 0.07 -0.04 -0.07 11.5
53050-1377-343 679 ± 110 20223 ± 2459 24 5555 4.01 -1.36 1.12 0.44 0.14 0.07 20.3
53061-1745-027 841 ± 141 17991 ± 5602 24 5348 4.44 -1.59 1.20 0.53 0.23 0.09 19.5
53063-1366-495 909 ± 149 30137 ± 5214 25 5359 3.89 -2.04 1.15 0.54 0.20 0.08 20.0
53080-1446-294 3766 ± 356 8083 ± 32 20 6264 3.59 -0.58 1.12 0.25 0.12 0.00 13.1
53083-1353-449 522 ± 104 19627 ± 1747 24 5842 4.43 -1.07 1.12 0.38 0.15 0.06 12.6
53084-1375-239 896 ± 130 31746 ± 4597 25 5426 4.03 -2.00 1.14 0.48 0.23 0.13 13.2
53084-1379-146 513 ± 62 25649 ± 4271 24 5975 4.23 -1.34 1.03 0.35 0.12 0.00 16.9
53091-1464-419 544 ± 86 8298 ± 949 24 5501 4.00 -1.53 1.12 0.47 0.24 0.07 30.6
53112-1396-144 511 ± 65 36433 ± 5862 5 8220 4.48 -1.58 1.18 -0.10 -0.09 -0.09 44.0
53112-1396-561 692 ± 94 17661 ± 2284 23 5557 4.42 -1.25 1.17 0.46 0.18 0.06 27.2
53112-1773-418 501 ± 115 26131 ± 1448 8 7705 4.51 -1.28 1.14 0.05 0.00 -0.02 42.5
53116-1449-216 749 ± 107 23925 ± 3003 23 5291 4.06 -1.69 1.14 0.53 0.18 0.05 17.4
53117-1602-617 2461 ± 601 35212 ± 4409 19 7136 2.63 -1.88 1.07 0.05 0.09 -0.03 17.5
53135-1389-019 802 ± 100 11299 ± 1415 23 5498 4.32 -1.35 1.16 0.47 -0.08 0.37 34.6
53142-1697-529 837 ± 148 29577 ± 3783 25 5628 3.35 -2.10 1.02 0.40 0.17 0.05 18.5
53167-1423-475 682 ± 98 7393 ± 1325 19 6930 4.47 -2.30 0.58 0.12 0.03 -0.10 13.4
53171-1770-392 622 ± 132 60917 ± 4666 16 7163 3.04 -2.25 1.17 0.18 0.08 0.03 29.3
53174-1571-553 507 ± 74 17095 ± 3600 24 5746 4.26 -1.46 1.10 0.45 0.18 0.11 21.7
53240-1658-556 738 ± 99 11086 ± 1045 24 5511 4.33 -1.46 1.17 0.51 0.21 0.11 25.5
53327-1869-225 4953 ± 555 17840 ± 2068 24 5494 3.11 -1.97 1.14 0.54 0.23 0.16 18.3
53330-1936-312 544 ± 126 23901 ± 3186 24 5683 4.23 -1.43 1.17 0.46 0.21 0.09 13.7
53350-2080-354 709 ± 57 9509 ± 48 20 6328 3.47 -0.38 1.07 0.35 0.07 0.07 9.6
53358-1931-383 603 ± 92 10653 ± 1394 23 5534 4.21 -1.30 1.15 0.49 0.19 0.07 27.7
53385-1944-541 530 ± 101 15839 ± 2746 24 5705 4.42 -1.38 1.07 0.42 0.17 0.06 32.1
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53388-1948-122 991 ± 178 34569 ± 4677 25 5462 2.94 -2.27 1.08 0.54 0.16 0.07 17.8
53388-1948-297 683 ± 113 14690 ± 1894 24 5516 4.04 -1.63 1.10 0.49 0.19 0.07 21.5
53430-2019-198 806 ± 175 31595 ± 3182 24 5589 4.10 -1.42 1.20 0.46 0.19 0.10 18.3
53431-1985-304 527 ± 91 14528 ± 1392 24 5478 4.32 -1.56 1.13 0.49 0.17 0.09 23.7
53431-1985-639 1937 ± 473 29436 ± 7277 18 6695 3.85 -1.87 0.95 0.25 0.09 -0.02 12.0
53433-1669-612 685 ± 168 36934 ± 1178 8 7572 3.44 -1.46 1.18 0.01 -0.03 -0.03 48.9
53436-1996-612 838 ± 137 82089 ± 6485 8 7279 3.38 -1.78 1.15 0.01 0.00 0.01 18.0
53436-2035-512 745 ± 56 7612 ± 394 19 6565 4.39 -2.05 0.53 0.15 0.02 -0.03 10.6
53442-2003-117 637 ± 102 17254 ± 1819 24 5468 4.03 -1.81 1.12 0.47 0.22 0.08 23.4
53446-2036-243 514 ± 120 15659 ± 2537 23 5696 4.38 -1.27 1.08 0.46 0.17 0.05 22.0
53460-2014-047 4132 ± 641 22053 ± 3601 23 5354 4.25 -1.84 1.12 0.53 0.19 0.10 16.7
53464-1674-286 847 ± 185 23200 ± 3566 23 5365 4.42 -1.93 1.17 0.54 0.20 0.11 25.7
53468-1766-593 748 ± 147 27844 ± 3973 24 5555 4.18 -1.67 1.11 0.43 0.21 0.07 17.8
53472-1626-103 804 ± 152 25531 ± 4442 23 5744 4.21 -1.28 1.15 0.44 -0.05 0.26 17.5
53495-2010-084 558 ± 126 22108 ± 4879 25 5461 3.16 -2.02 1.08 0.52 0.21 0.15 13.9
53498-1646-194 605 ± 143 20700 ± 2896 24 5335 3.32 -1.49 1.17 0.55 0.20 0.09 15.7
53498-1654-018 535 ± 96 10173 ± 1955 18 6352 3.45 -1.48 1.01 0.28 0.09 0.06 18.1
53531-1827-608 1081 ± 227 12867 ± 2545 23 5519 4.36 -1.35 1.18 0.49 0.18 0.10 28.5
53534-1653-240 764 ± 184 13064 ± 1180 23 5814 4.24 -1.02 1.12 0.43 0.14 0.07 20.9
53680-2280-373 555 ± 120 12722 ± 579 8 7618 4.10 -1.44 1.12 0.04 -0.04 -0.03 44.2
53682-2264-614 2118 ± 387 33424 ± 3426 20 6188 2.56 -1.14 1.11 0.31 0.14 0.07 12.6
53711-2278-370 2483 ± 209 35133 ± 2449 20 6063 3.80 -1.14 1.12 0.36 0.12 0.06 11.9
53712-2276-411 1031 ± 58 5944 ± 147 22 6266 4.19 -2.12 0.75 0.29 0.09 0.03 10.4
53714-2106-216 724 ± 131 18749 ± 2533 24 5592 4.11 -1.39 1.12 0.48 0.19 0.02 21.7
53726-2274-027 1082 ± 109 30161 ± 2066 11 7391 3.94 -1.03 1.13 0.09 -0.01 -0.06 20.9
53737-2364-580 645 ± 141 17868 ± 3129 24 5671 4.25 -1.55 1.08 0.43 0.19 0.06 35.1
53757-2345-002 763 ± 175 12354 ± 2241 23 5794 4.16 -1.09 1.06 0.41 0.16 0.01 15.8
53795-2216-226 796 ± 93 20869 ± 3466 25 5616 3.62 -1.55 1.08 0.51 0.13 0.07 17.6
53799-1703-102 933 ± 170 72843 ± 3628 17 6405 1.94 -1.25 1.19 0.13 0.05 -0.07 24.0
53799-2222-632 665 ± 138 16703 ± 2689 25 5395 3.64 -2.18 1.06 0.51 0.22 0.10 26.8
53816-2231-010 539 ± 117 14897 ± 2173 23 5538 4.44 -1.11 1.15 0.47 0.16 0.10 19.8
53818-2013-318 710 ± 114 28654 ± 3401 24 5575 4.03 -1.38 1.18 0.47 0.18 0.08 16.6
53820-2118-318 661 ± 49 6830 ± 361 19 6537 4.35 -2.29 0.52 0.10 0.03 -0.02 14.2
53827-2135-127 1037 ± 128 19583 ± 3053 24 5409 3.91 -1.86 1.16 0.53 0.22 0.07 22.6
53828-2237-145 700 ± 129 17265 ± 2450 23 5623 4.35 -1.39 1.12 0.45 0.17 0.05 27.9
53858-2140-494 778 ± 156 28524 ± 3634 25 5545 3.47 -2.00 1.12 0.46 0.20 0.09 20.1
53877-2512-428 609 ± 144 20159 ± 2465 25 5639 3.82 -1.78 1.13 0.51 0.23 0.11 15.1
53884-1731-136 534 ± 86 9132 ± 1182 18 6880 3.94 -1.29 1.02 0.19 0.07 -0.02 9.8
53903-1813-115 690 ± 144 20093 ± 2658 25 5586 3.76 -1.73 1.09 0.47 0.18 0.12 16.9
53918-2198-495 1040 ± 250 17424 ± 3898 21 5847 3.49 -1.85 0.97 0.30 0.14 -0.01 10.4
54086-2420-354 563 ± 124 88988 ± 13046 18 6612 3.08 -1.32 1.14 0.17 0.05 0.00 16.5
54086-2420-411 32556 ± 4815 104293 ± 10502 12 7352 3.38 -1.55 1.20 0.05 0.01 -0.04 22.3
54086-2576-081 560 ± 91 10237 ± 1396 24 5522 4.20 -1.35 1.15 0.50 0.19 0.08 30.2
54233-2742-041 752 ± 176 23967 ± 3164 23 5643 4.41 -1.45 1.12 0.43 0.18 0.08 19.5
54234-2753-506 2705 ± 431 43457 ± 2873 17 6581 2.84 -1.35 1.11 0.20 0.09 -0.03 15.3
54240-2754-248 1076 ± 218 15809 ± 1078 19 6638 3.86 -2.24 0.95 0.23 0.07 0.00 13.4
54242-2750-571 853 ± 151 26032 ± 3808 24 5480 4.21 -1.59 1.15 0.49 0.21 0.06 21.3
54243-2600-594 1002 ± 121 19603 ± 2395 23 5612 4.03 -1.56 1.12 0.45 0.17 0.05 33.7
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54271-2793-460 791 ± 166 32915 ± 4279 24 5604 3.41 -1.57 1.18 0.48 0.19 0.09 15.3
54465-2878-043 882 ± 164 19437 ± 2768 21 5834 3.91 -1.58 1.05 0.45 0.16 0.08 20.6
54478-1879-114 569 ± 93 15884 ± 2985 25 5493 3.92 -1.81 1.19 0.58 0.26 0.14 21.7
54479-2646-627 725 ± 166 26529 ± 3038 24 5779 4.22 -1.40 1.09 0.40 0.16 0.03 19.7
54481-2613-504 605 ± 133 72378 ± 8222 7 8097 4.57 -0.98 1.20 -0.07 -0.08 -0.10 17.4
54502-2881-100 1458 ± 117 6018 ± 252 22 6152 4.00 -1.85 0.60 0.30 0.22 0.02 9.7
54527-2769-065 900 ± 166 19832 ± 3011 24 5579 3.80 -1.36 1.10 0.44 0.19 0.06 19.1
54527-2769-418 520 ± 96 25979 ± 3047 23 5704 3.85 -1.23 1.14 0.44 0.17 0.03 14.9
54555-2790-121 503 ± 81 16649 ± 2299 24 5341 4.15 -1.61 1.19 0.55 0.22 0.14 20.1
54569-2527-626 545 ± 71 7201 ± 751 19 6896 4.19 -2.27 0.50 0.15 0.04 -0.02 12.9
54585-2529-639 602 ± 104 12336 ± 1622 24 5461 3.87 -1.88 1.13 0.51 0.21 0.11 33.3
54585-2533-141 1515 ± 320 23129 ± 5500 21 6336 3.40 -1.55 1.04 0.30 0.10 0.05 9.5
54591-2973-272 620 ± 85 11025 ± 1268 24 5608 4.00 -1.69 1.11 0.50 0.23 0.12 25.2
Kapitel 10
Schlussfolgerungen und Ausblick
Ziel dieser Diplomarbeit war es, Sternspektren der Sloan Digital Sky Survey (SDSS)
mit einem neuronalen Netz zu klassifizieren. Das neuronale Netz sollte in der Lage sein,
Spektren von Sternen mit einer Effektivtemperatur von 5500 bis 10000 zu klassifizieren.
Insgesamt wurden 31932 Spektren von der Sloan Digital Sky Survey (SDSS) fu¨r die
Klassifikation verwendet.
Damit ein neuronales Netz klassifizieren kann, muss es zuna¨chst trainiert werden. In
der Lernphase werden dem Netz verschiedene Muster aus allen Klassen pra¨sentiert, mit
denen das Netz trainiert wird. Die Frage, mit welchen Trainingsmuster das neuronale
Netz lernen soll, ist dabei von entscheidender Bedeutung. In dieser Arbeit wurden hin-
sichtlich dieses Problem zwei unterschiedliche Zugangsweisen gewa¨hlt. In einem ersten
Versuch wurde das neuronale Netz mit synthetischen Spektren trainiert. Im zweiten
Versuch wurden die Spektren der SDSS mithilfe einer speziellen Pipeline in Klassen
eingeteilt. Aus diese Klassen konnten dann die Muster fu¨r die Lernphase entnommen
werden. Damit war es mo¨glich, das Netz mit Spektren aus dem zu klassifizierenden
Datensatz lernen zu lassen. Die Ergebnisse dieser Arbeit ko¨nnen wie folgt zusammen-
gefasst werden:
Training mit synthetische Spektren: Die große Herausforderung dabei war, die
synthetischen Spektren an die Spektren der SDSS anzugleichen. Die Anpassung
der großen Bereiche in der Metallizita¨t und in der Schwerebeschleunigung konnte
mit den vorhandenen Modellatmospha¨ren sehr gut realisiert werden. Trotz der
guten Anpassung hatte das neuronale Netz erhebliche Probleme, die Spektren
der SDSS zu klassifizieren. Zusa¨tzliche Angleichungen wie beispielsweise durch
ein ku¨nstliches Rauschen oder durch eine leichte zufa¨llige Versetzung der Ab-
sorptionslinien zeigten keine Verbesserungen.
Wie man aus der Literatur entnehmen kann, sollten die neuronale Netze mit
Mustern trainiert werden, die aus dem zu klassifizierenden Datensatz stammen.
Somit liegt die Vermutung nahe, dass die Angleichung nicht gut genug war. Diese
Vermutung wurde schließlich durch die guten Ergebnisse des na¨chsten Versuchs
besta¨tigt.
Ungeachtet dieser Probleme sollte diesem allgemeine Ansatz weiterhin Aufmerk-
samkeit geschenkt werden. Wu¨rde eine U¨bertragung von synthetischen Spektren
auf die beobachteten SDSS-Spektren gelingen, ko¨nnte man daraus schließen, dass
bei entsprechender Anpassung auch andere beobachteten Datensa¨tze klassifiziert
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werden ko¨nnten. Aufgrund dieser Tatsache sollte noch genauer untersucht wer-
den, warum die Anpassung in diesem speziellen Fall nicht gelang.
Training mit Spektren aus dem SDSS-Datensatz: Wenn das neuronale Netz mit
Muster aus dem zu klassifizierenden Datensatz lernt, ko¨nnen sehr gute Ergebnisse
erzielt werden. Dies konnte mit zwei verschiedenen Netzen gezeigt werden. Das
erste Netz sollte unter idealen Voraussetzungen getestet werden. Dabei wurden
nur Spektren mit einem Signal-zu-Rausch Verha¨ltnis von > 40 verwendet. Zudem
wurden viele Spektren aussortiert, die nicht eindeutig einer Klasse zugeordnet
werden konnten. Unter diesen idealen Bedingungen konnte eine Erfolgsquote von
u¨ber 90 % erzielt werden. Dieses Ergebnis besta¨tigt die publizierten Arbeiten von
von Hippel (1994) und Bailer-Jones (1998).
Das zweite Netz sollte unter erschwerten Bedingungen klassifizieren ko¨nnen. Alle
Spektren aus dem Datensatz bis auf ca. 10 %, die sich aufgrund ihres niedrigen
Signal-zu-Rausch Verha¨ltnisses nicht mehr normieren ließen, konnten mit gutem
Erfolg klassifiziert werden. Eine falsche Klassifikation kann grundsa¨tzlich auf vier
Ursachen zuru¨ckgefu¨hrt werden:
• Um das neuronale Netz mit SDSS-Spektren trainieren lassen zu ko¨nnen,
mussten die Spektren zuna¨chst u¨ber einen anderen Weg klassifiziert wer-
den. Dies geschah mithilfe einer spezielle Pipeline der SDSS, die unter ande-
rem die Effektivtemperatur, die Schwerebeschleunigung und die Metallizita¨t
bestimmt. Die mit der Pipeline klassifizierten Spektren konnten dann dem
neuronalen Netz als Trainingsmuster u¨bergeben werden. Ist jedoch die Klas-
sifikation mit der Pipeline fehlerhaft, lernt das Netz mit
”
falschen“ Spektren.
Dies kann schließlich zu einer Fehlklassifikation des neuronalen Netzes fu¨h-
ren.
• Die Spektralklassen haben fließende U¨berga¨nge. Spektren, die sich in einem
Grenzbereich zwischen zwei Klassen aufhalten, ko¨nnen nur zu 50 % richtig
klassifiziert werden.
• Die Qualita¨t der Spektren spielt bei der Klassifikation eine entscheidende
Rolle. Das Signal-zu-Rausch Verha¨ltnis liegt bei ca. 20000 der 31932 aus-
gewa¨hlten SDSS-Spektren zwischen zehn und dreißig. Etwa 4500 Spektren
haben sogar ein SNR von weniger als zehn. Eine erfolgreiche Klassifikati-
on wird bei Spektren mit einem sehr niedrigen SNR problematisch, da bei
diesen Spektren einzelne Absorptionslinien kaum mehr zu erkennen sind.
• Neuronale Netze lernen eigensta¨ndig und sind deshalb Unikate. Lernt ein
Netz mit unterschiedlichen Anfangswerten, unterscheiden sich auch die Er-
gebnisse geringfu¨gig. Es ist sehr wahrscheinlich, dass das Netz mit den
”
bes-
ten“ Anfangswerten nicht getestet wurde.
Zudem gibt es unza¨hlige Netztopologien und Lernalgorithmen, mit denen ein
neuronales Netz Klassifikationsprobleme lo¨sen kann. In dieser Arbeit wurde
die Netztopologie und der Lernalgorithmus nicht vera¨ndert. Es wurden nur
Feed-Forward Netze mit einem Backpropagation-Lernalgorithmus getestet.
Man ko¨nnte noch genauer untersuchen, wie gut sich die SDSS-Spektren mit
anderen neuronalen Netzen klassifizieren lassen.
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Mit dieser Diplomarbeit konnten die guten Ergebnisse, die bereits publiziert wurden,
eindrucksvoll besta¨tigt werden. Daru¨ber hinaus konnte gezeigt werden, dass selbst eine
Klassifikation von Spektren mit sehr niedrigem Signal-zu-Rausch Verha¨ltnis mo¨glich
ist. In na¨chsten Schritten ko¨nnte gepru¨ft werden, wie genau und unter welchen Be-
dingungen ein neuronales Netze noch erfolgreich klassifizieren kann. Dazu bieten die
Ergebnisse dieser Arbeit eine gute Basis.
Aus dem allgemeinen Ansatz mit den synthetischen Spektren wurde ersichtlich, dass
eine U¨bertragung auf die SDSS-Spektren nicht ohne weiteres mo¨glich war. Mit den
im Rahmen dieser Arbeit durchgefu¨hrten Anpassungsversuchen konnten leider keine
oder nur sehr geringe Verbesserungen erzielt werden. Gleichzeitig bieten aber die hier
gewonnenen Ergebnisse eine wichtige Grundlage fu¨r genauere Untersuchungen. Falls
eine ausreichend gute Anpassung der synthetischen Spektren an die Spektren eines
beobachteten Datensatzes gelingen wu¨rde, wa¨re dies von großem Wert.
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