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Abstract. Results on integration by parts and integration by substitution for the vari-
ational integral of Henstock are well-known. When real-valued functions are considered,
such results also hold for the Generalized Riemann Integral defined by Kurzweil since, in
this case, the integrals of Kurzweil and Henstock coincide. However, in a Banach-space
valued context, the Kurzweil integral properly contains that of Henstock. In the present
paper, we consider abstract vector integrals of Kurzweil and prove Substitution Formulas by
functional analytic methods. In general, Substitution Formulas need not hold for Kurzweil
vector integrals even if they are defined.
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1. Preliminaries
Throughout this paper, [a, b] is a compact interval of the real line  , X and Y are
Banach spaces and L (X, Y ) is the Banach space of all linear continuous functions
from X to Y .
Let C ([a, b] , X) and G ([a, b] , X) be respectively the Banach spaces of continuous
and of regulated functions from [a, b] to X endowed with the supremum norm which
we denote by ‖·‖∞. We recall that a function f : [a, b]→ X is regulated if it has only
discontinuities of the first kind, i.e. if the onesided limits lim
t→c+
f (t) and lim
t→c−
f (t) exist
for every c ∈ [a, b]. Let Cσ ([a, b] , L (X, Y )) be the set of all functions α : [a, b] →
L (X, Y ) which are weakly continuous (i.e. the function t ∈ [a, b] → α (t)x ∈ Y is
continuous for every x ∈ X) and let Gσ ([a, b] , L (X, Y )) be the set of all weakly
regulated functions α : [a, b] → L (X, Y ) (i.e. the function t ∈ [a, b] → α (t)x ∈ Y is
regulated for every x ∈ X). See [4].
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Let a = t0 < t1 < . . . < tn = b be a division of [a, b]. In this case we write d =
(ti) ∈ D[a,b] and |d| = n. Given d = (ti) ∈ D[a,b] and functions α : [a, b] → L (X, Y )




‖f (ti)− f (ti−1)‖
and





∥∥∥∥; yi ∈ Y, ‖yi‖  1
}
.
Then V (f) = sup
{
Vd (f) ; d ∈ D[a,b]
}
is the variation of f and SV (α) = sup{SVd(α);
d ∈ D[a,b]} is the semivariation of α. If V (f) < ∞ , then f is of bounded variation
and we write f ∈ BV ([a, b] , X). If SV (α) < ∞, then α is of bounded semi-
variation and we write α ∈ SV ([a, b] , L (X, Y )). Clearly BV ([a, b] , L (X, Y )) ⊂
SV ([a, b] , L (X, Y )). Let X ′ = L(X, ). Then SV ([a, b], L(X, )) = BV ([a, b], X ′).
Moreover, for L(X) = L(X, X), SV ([a, b] , L (X)) = BV ([a, b] , L (X)) if and only if
X is of finite dimension.
For more information about these spaces, see [4].
2. Basic definitions and properties
When d = (ti) ∈ D[a,b] and ξi ∈ [ti−1, ti] for i = 1, 2, . . . , |d|, then d = (ξi, ti) is
called a tagged division of [a, b]. We denote by TD[a,b] the set of all tagged divisions
of [a, b]. A gauge of [a, b] is a function δ : [a, b]→ ]0,∞[ and d = (ξi, ti) ∈ TD[a,b] is
called δ-fine if [ti−1, ti] ⊂ {t ∈ [a, b] ; |t− ξi| < δ (ξi)} for i = 1, 2, . . . , |d|.
In what follows we consider functions f : [a, b]→ X and α : [a, b]→ L (X, Y ).
We say that f is Kurzweil α-integrable (we write f ∈ Kα ([a, b] , X)) and that
I ∈ Y is its integral (we write I = K
∫
[a,b] dα (t) f (t)) if given ε > 0, there is a gauge








dα (t) f (t)
∥∥∥∥ < ε.
In particular, if we consider only constant gauges, then we obtain the Riemann-
Stieltjes integral
∫
[a,b] dα (t) f (t). We denote by R
α ([a, b] , X) the set of all f :
[a, b]→ X for which the Riemann-Stieltjes integral with respect to α exists.
In an analogous way we say that α is Kurzweil f -integrable (we write α ∈
Kf ([a, b] , L (X, Y )) ) and that I ∈ Y is its integral (we write I = K
∫
[a,b] α (t) df (t))
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α (t) df (t)
∥∥∥∥ < ε.
Again, when constant gauges are considered, we obtain the space of Riemann-Stieltjes
integrals
∫
[a,b] α (t) df (t) denoted by Rf ([a, b] , L (X, Y )).
Let f ∈ Kα ([a, b] , X). Its indefinite integral f̃α : [a, b] → Y is given by f̃α (t) =
K
∫
[a,t] dα (s) f (s) for every t ∈ [a, b]. Similarly, we denote the indefinite integral of
α ∈ Kf ([a, b] , L (X, Y )) by α̃f : [a, b] → Y , that is, α̃f (t) = K
∫
[a,t] α (s) df (s) for
every t ∈ [a, b]. When α (t) = t, we write simply K ([a, b] , X) , R ([a, b] , X) and f̃
instead of Kα ([a, b] , X) , Rα ([a, b] , X) and f̃α, respectively.
We say that f is Henstock α-integrable (we write f ∈ Hα ([a, b] , X)) if there is a
function Fα : [a, b] → Y such that for every ε > 0, there is a gauge δ of [a, b] such
that for every δ-fine d = (ξi, ti) ∈ TD[a,b],
|d|∑
i=1
‖[α (ti)− α (ti−1)] f (ξi)− [Fα (ti)− Fα (ti−1)]‖ < ε.
We set H
∫
[a,b] dα (t) f (t) = F
α (b)− Fα (a) in this case. Analogously, α is Henstock
f -integrable (we write α ∈ Hf ([a, b] , L (X, Y ))) if there is a function Af : [a, b]→ Y
such that for every ε > 0, there is a gauge δ of [a, b] such that for every δ-fine
d = (ξi, ti) ∈ TD[a,b],
|d|∑
i=1
‖α (ξi) [f (ti)− f (ti−1)]− [Af (ti)−Af (ti−1)]‖ < ε.
In this case we set H
∫
[a,b] α (t) df (t) = Af (b)−Af (a).
The inclusions Hα ([a, b] , X) ⊂ Kα ([a, b] , X) and Hf ([a, b] , L (X, Y )) ⊂
Kf ([a, b] , L (X, Y )) hold. Moreover, if f ∈ Hα ([a, b] , X), then Fα (t) − Fα (a) =
K
∫
[a,t] dα (t) f (t) = f̃
α (t) − f̃α (a) for every t ∈ [a, b]. Analogously, given α ∈
Hf ([a, b] , L (X, Y )), then Af (t) − Af (a) = K
∫
[a,t] α (t) df (t) = α̃f (t) − α̃f (a) for
every t ∈ [a, b]. Similarly as above if α (t) = t, we write H ([a, b] , X) instead of
Hα ([a, b] , X).
Theorem 1 ([2, Theorem 1.2]). If α ∈ Gσ ([a, b] , L (X, Y )) (or α ∈ Cσ([a, b],
L(X, Y ))) and f ∈ Kα ([a, b] , X), then f̃α ∈ G ([a, b] , X) (respectively f̃α ∈
C ([a, b] , X)). Analogously, if f ∈ G ([a, b] , X) (or f ∈ C ([a, b] , X)) and α ∈
Kf ([a, b] , L (X, Y )), then α̃f ∈ G ([a, b] , Y ) (respectively α̃f ∈ C ([a, b] , Y )).
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Theorem 2 ([2, Theorem 1.5]). If either α ∈ SV ([a, b] , L (X, Y )) and f ∈
C ([a, b] , X), or α ∈ C ([a, b] , L (X, Y )) and f ∈ BV ([a, b] , X), then the Riemann-
Stieltjes integrals
∫
[a,b] dα (t) f (t) and
∫




dα (t) f (t) = α (b) f (b)− α (a) f (a)−
∫
[a,b]
α (t) df (t) .
Theorem 3 ([9, Theorem 15]). If f ∈ G ([a, b] , X), α ∈ SV ([a, b] , L (X, Y )) and
α ∈ Gσ ([a, b] , L (X, Y )) , then f ∈ Kα ([a, b] , X).
By a proof analogous to that of Schwabik for Theorem 3 one can show that
Theorem 4. If f ∈ BV ([a, b] , X) and α ∈ G ([a, b] , L (X, Y )), then α ∈
Kf ([a, b] , L (X, Y )).
Lemma 1 (Saks-Henstock) ([9, Lemma 16]).
(i) Let α : [a, b]→ L (X, Y ) and f ∈ Kα ([a, b] , X). Given ε > 0 , let the gauge δ








dα (t) f (t)
∥∥∥∥ < ε.
Then for a  c1  η1  d1  c2  η2  d2  . . .  ck  ηk  dk  b with [cj , dj ] ⊂











(ii) Let f : [a, b] → X and α ∈ Kf ([a, b] , L (X, Y )). If for ε > 0, the gauge δ of








α (t) df (t)
∥∥∥∥ < ε,
then for a  c1  η1  d1  c2  η2  d2  . . .  ck  ηk  dk  b with [cj , dj ] ⊂









α (t) df (t)
}∥∥∥∥  ε.
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3. Integration by parts formulas
Using the definitions it is not difficult to show that the following holds.
Theorem 5. If f ∈ H ([a, b] , X) and α ∈ Kf̃ ([a, b] , L (X, Y )) (or α ∈ Hf̃ ([a, b],








α (t) df̃ (t) .
Corollary 1. Let α ∈ G ([a, b] , L (X, Y )) and f ∈ H ([a, b] , X) be such that








α (t) df̃ (t) .
 . By Theorem 4, the Kurzweil vector integral K
∫
[a,b] α (t) df̃ (t) exists.

In the next corollaries, we use the fact that the Riemann-Stieltjes integrals are
special cases of the Kurzweil vector integrals.
Corollary 2. Let α ∈ C ([a, b] , L (X, Y )) and f ∈ H ([a, b] , X) be such that





α (t) f (t) dt =
∫
[a,b]





α (t) df̃ (t) = α̃ (b) f (b)− α̃ (a) f (a)−
∫
[a,b]
dα (t) f̃ (t) .
 . Follows by Theorem 2. 
Corollary 3. If f ∈ H ([a, b] , X) and α ∈ SV ([a, b] , L (X, Y )), then αf ∈
K ([a, b] , Y ) and equations (1) and (2) hold.
 . Follows by Theorems 1 and 2. 
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It is even true that
Theorem 6 ([5]). If f ∈ K ([a, b] , X) and α ∈ SV ([a, b] , L (X, Y )), then αf ∈
K ([a, b] , Y ) and equations (1) and (2) hold.
The proof of the above theorem is due to Hönig. It follows the steps of the proof
of Theorem 11 below applying Theorems 1 and 2. When the functions are real-
valued, SV ([a, b] , L ( )) = BV ([a, b] , L ( )) and Theorem 6 is also proved in [7,
Theorem 12.1 and Corollary 12.2].
On the other hand,
Theorem 7. If f ∈ H ([a, b] , X) and α ∈ BV ([a, b] , L (X, Y )), then αf ∈
H ([a, b] , Y ) and equations (1) and (2) hold.
 . By hypothesis, f ∈ H ([a, b] , X). By Theorem 1, f̃ is continuous. Then
for every ε > 0, there exists δ∗ > 0 such that for the oscillation ω(f̃ , [c, d]) of f̃ over
the interval [c, d] we have ω(f̃ , [c, d]) < ε if 0 < d− c < δ∗ and there is a gauge δ of
[a, b] for which δ (t) < δ∗/2, t ∈ [a, b], such that for every δ-fine d = (ξi, ti) ∈ TD[a,b],
|d|∑
i=1










































[α (t)− α (ξi)] f (t) dt
∥∥∥∥.




α (t) f (t) dt =
∫
[a,b]
α (t) df̃ (t) = α (b) f̃ (b)− α (a) f̃ (a)−
∫
[a,b]
dα (t) f̃ (t)
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and a similar formula holds also for every subinterval contained in [a, b]. Hence, for











∥∥∥∥βti − βti−1 −
∫
[ti−1,ti]








dα (t) f̃ (t)− βti−1 −
∫
[ti−1,ξi]








dα (t) [f̃(ti)− f̃(t)] +
∫
[ti−1,ξi]
dα (t) [f̃(ti−1)− f̃(t)]
∥∥∥∥
 V (α) ε,
because ‖f̃(ti) − f̃(t)‖  ω(f̃ , [ti−1, ti]) and ‖f̃(ti−1) − f̃(t)‖  ω(f̃ , [ti−1, ti]) for
every t ∈ [ti−1, t1]. The proof is complete. 
The next result can be proved by appealling to the definitions.
Theorem 8. Let α ∈ H ([a, b] , L (X, Y )) and f ∈ Kα̃ ([a, b] , X) (or f ∈
H α̃ ([a, b] , X)). If f is bounded, then αf ∈ K ([a, b] , Y ) (respectively αf ∈








dα̃ (t) f (t) .
Corollary 4. If α ∈ H ([a, b] , L (X, Y )) with α̃ ∈ SV ([a, b] , L (X, Y )) and f ∈








dα̃ (t) f (t) .
 . By Theorem 1, α̃ ∈ C ([a, b] , L (X, Y )). Then the result comes by
Theorem 3, since C ([a, b] , L (X, Y )) ⊂ Gσ ([a, b] , L (X, Y )). 
Corollary 5. If α ∈ H ([a, b] , L (X, Y )) with α̃ ∈ SV ([a, b] , L (X, Y )) and f ∈





α (t) f (t) dt =
∫
[a,b]





dα̃ (t) f (t) = α̃ (b) f (b)− α̃ (a) f (a)−
∫
[a,b]
α̃ (t) df (t) .
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Corollary 6. If α ∈ H ([a, b] , L (X, Y )) and f ∈ BV ([a, b] , X), then αf ∈
K ([a, b] , Y ) and equations (3) and (4) hold.
 . Follows by Theorems 1 and 2. 
More generally, we have
Theorem 9. If α ∈ K ([a, b] , L (X, Y )) and f ∈ BV ([a, b] , X), then αf ∈
K ([a, b] , Y ) and both (3) and (4) hold.
Theorem 10. If α ∈ H ([a, b] , L (X, Y )) and f ∈ BV ([a, b] , X), then αf ∈
H ([a, b] , Y ) and equations (3) and (4) hold.
The proof of Theorem 9 follows the steps of the proof of Theorem 12 below applying
Theorems 1 and 2. The proof of Theorem 10 is analogous to that of Theorem 7.
4. The substitution formulas
In this section, in addition to X and Y , W also denotes a Banach space.
4.1. Substitution formulas for the Kurzweil vector integrals.
Theorem 11. Let f : [a, b] → X , α ∈ Kf ([a, b] , L (X, W )), g = α̃f : [a, b] → W
(i.e., g (t) = K
∫
[a,t] α (s) df (s) for every t ∈ [a, b]) and γ ∈ SV ([a, b] , L (W, Y )).









γ (t) dg (t) .
 . Since α ∈ Kf ([a, b] , L (X, W )), then given ε > 0, there is a gauge δ of









α (t) df (t)
}∥∥∥∥ < ε.
Taking approximated sums for K
∫
[a,b] γ (t)α (t) df (t) and
K
∫




γ (ξi)α (ξi) [f (ti)− f (ti−1)]−
|d|∑
i=1












α (t) df (t)
}∥∥∥∥ = I.
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, n ∈ .
Thus, for xi = α (ξi) [f (ti)− f (ti−1)]− K
∫
[ti−1,ti]
α (t) df (t), γi = γ (ξi), γ0 = γ (a)


















xi‖  ε for every j ∈ {1, 2, . . . , |d|}, by the Saks-Henstock Lemma
(Lemma 1). 
Corollary 7. Let f : [a, b] → X , α ∈ Kf([a, b], L(X, W )), g = α̃f ∈ BV
([a, b] , W ) and γ ∈ G ([a, b] , L (W, Y )). Then γ ∈ Kg ([a, b] , L (W, Y )), γα ∈
Kf ([a, b] , L (X, Y )) and equation (5) holds.
 . By Theorem 4, γ ∈ Kg ([a, b] , L (W, Y )). 
Corollary 8. If f ∈ C ([a, b] , X), α ∈ Kf ([a, b] , L (X, W )), g = α̃f : [a, b] → W
and γ ∈ SV ([a, b] , L (W, Y )), then γ ∈ Rg ([a, b] , L (W, Y )), γα ∈ Kf ([a, b], L(X, Y ))
and equation (5) holds.
 . γ ∈ Rg ([a, b] , L (W, Y )) ⊂ Kg ([a, b] , L (W, Y )) by Theorems 1 and 2.

Theorem 12. Let γ : [a, b] → L(W, Y ), α ∈ Kγ([a, b], L(X, W )), f ∈
BV ([a, b], X) and β = α̃γ : [a, b] → L (X, Y ) (i.e., β (t) = K
∫
[a,t] dγ (s)α (s) for










dβ (t) f (t) .
 . By hypothesis, α ∈ Kγ ([a, b] , L (X, W )). Hence, given ε > 0, there












Taking approximated sums for K
∫
[a,b] dγ (t)α (t) f (t) and
K
∫




[γ (ti)− γ (ti−1)]α (ξi) f (ξi)−
|d|∑
i=1






























(xj − xj−1) , n ∈ .
Hence, taking γi = [γ (ti)− γ (ti−1)]α (ξi) − K
∫
[ti−1,ti]
dγ (t)α (t), xi = f (ξi), x0 =

































∥∥  ε for every
j ∈ {1, 2, . . . , |d|}, by the Saks-Henstock Lemma (Lemma 1). 
Corollary 9. If γ ∈ Gσ ([a, b] , L (W, Y )), α ∈ Kγ ([a, b] , L (X, W )), β =
α̃γ ∈ SV ([a, b] , L (X, Y )) and f ∈ G ([a, b] , X), then f ∈ Kβ ([a, b] , X), αf ∈
Kγ ([a, b] , Y ) and equation (6) holds.
 . By Theorem 1, β ∈ G ([a, b] , L (X, Y )). Then Theorem 3 implies that
f ∈ Kβ ([a, b] , X). 
Corollary 10. If γ ∈ Cσ ([a, b] , L (W, Y )), α ∈ Kγ ([a, b] , L (X, W )), f ∈
BV ([a, b] , X) and β = α̃γ : [a, b] → L (X, Y ), then f ∈ Rβ ([a, b] , X), αf ∈
Kγ ([a, b] , Y ) and equation (6) holds.
 . We have f ∈ Rβ ([a, b] , X) by Theorems 1 and 2, and Rβ ([a, b] , X) ⊂
Kβ ([a, b] , X). 
 1. Similar results are valid for the Riemann-Stieltjes integrals, since
the Saks-Henstock Lemma holds for Rα ([a, b] , X) and Rf ([a, b] , L (X, Y )) instead
of Kα ([a, b] , X) and Kf ([a, b] , L (X, Y )), respectively.
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4.2. Substitution formulas for the Henstock vector integrals.
The results of this subsection are straightforward applications of the definitions.
Theorem 13. Let f : [a, b] → X , α ∈ Hf ([a, b] , L (X, W )), g = α̃f : [a, b] → W
(i.e., g (t) = K
∫
[a,t] α (s) df (s) for every t ∈ [a, b]) and let γ : [a, b] → L (W, Y ) be
bounded. Then γ ∈ Hg ([a, b] , L (W, Y )) if and only if γα ∈ Hf ([a, b] , L (X, Y )). In
this case, equation (5) holds.
Corollary 11. Let f ∈ H ([a, b] , X). If α : [a, b] → L (X, Y ) is bounded, then








α (t) df̃ (t) .
Theorem 14. Let γ : [a, b] → L (W, Y ), α ∈ Hγ ([a, b] , L (X, W )), β = α̃γ :
[a, b] → L (X, Y ) (i.e., β (t) = K
∫
[a,t] dγ (s)α (s) for every t ∈ [a, b]) and let f :
[a, b] → X be bounded. Then f ∈ Hβ ([a, b] , X) if and only if αf ∈ Hγ ([a, b] , Y ).
In this case, equation (6) holds.
Corollary 12. Let α ∈ H ([a, b] , L (X, Y )) and f : [a, b]→ X be bounded. Then








dα̃ (t) f (t) .
 2. Similar results hold for the vector integrals of McShane, which
gives a Riemannian definition of the Bochner-Lebesgue-Stieltjes integrals when we
introduce McShane’s modification in the Henstock vector integrals ([8], [6]).
	
. The author thanks Prof.Dr. Chaim Samuel Hönig for
the suggestion of the subject.
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