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BRAUER GROUP OF PUNCTUAL QUOT SCHEME OF POINTS
ON A SMOOTH PROJECTIVE SURFACE
A. J. PARAMESHWARAN AND YASHONIDHI PANDEY
Abstract. Let X be a smooth projective surface over an algebraically closed
field k such that char(k) 6= 2. Let X[d] denote the punctual Hilbert scheme of
zero dimensional quotients of degree d and X(d) denote the symmetric product
of X. For ` 6= 2, we give a formula for the `-primary part of the Brauer group
of X[2]. We show that the Hilbert to Chow morphism induces an isomorphism
of cohomological Brauer groups for d = 2 and a similar result for d ≥ 3.
Let Q(r, d) denote the punctual Quot-scheme parametrising zero dimensional
quotients of O⊕rX of degree d. We show that the natural morphism from
Q(r, d)→ X[d] induces an isomorphism on cohomological Brauer groups.
1. Introduction
Let k be an algebraically closed field of characteristic p 6= 2 and X be a smooth
projective surface over k. We denote by X [d] the punctual Hilbert scheme of zero
dimensional quotients of degree d and by X(d) the d-th symmetric product of X.
Let Cs(X) denote the group of symmetric divisorial correspondences (cf [12, page
678]). Fogarty [12] showed that the Picard group of X [d] is naturally isomorphic to
Pic(X)×Cs(X)×Z. Our main result extends this to the description of the Brauer
group using invariants of the surface X. We denote the Brauer group by Br(−)
and the cohomological Brauer group by Br′(−).
In this paper, we assume that ` is a prime and ` 6= p. For an abelian group
A, by A`∗ we mean the set of all elements of A whose order is a pure power of `.
Let ω2 : X
[2] → X(2) denote the Hilbert to Chow morphism (2.2.1). We show in
Theorem 2.4.1 that ω2 induces an isomorphism Br
′(X(2))`∗ → Br′(X [2])`∗ .
Let ` be odd. Let [X×2/S2] denote the stack quotient of the product of X with
itself, X×2, by the symmetric group S2. In §3, we show that the natural morphisms
Br′([X×2/S2])`∗ → Br′(X×2)S2`∗(1.0.1)
Br′(X(2))`∗ → Br′([X×2/S2])`∗(1.0.2)
are isomorphisms. Let NS(−) denote the Ne´ron-Severi group. Set
(1.0.3) a := b2 + b
2
1 − rankNS(X)− rankNS(Alb(X))
where bi are the i-th Betti numbers. We have
Br(X [2])`∗ = (Q`/Z`)⊕a ⊕H3(X,Z`)`∗ ⊕ [H1(X,Z`)⊗H2(X,Z`)]`∗
⊕TorZ`1 (H1(X,Z`), H3(X,Z`))`∗ ⊕ TorZ`1 (H2(X,Z`), H2(X,Z`))`∗
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We refer the reader to §3 for the case ` = 2.
Over complex numbers, a sequence (cf Prop 4.1.1) due to S.Schroer (cf [30,
Prop 1.1]) expresses the analytic Brauer group of any complex analytic space as an
extension of a finite torsion group by a divisible group. In the setting of complex
numbers, methods more elementary than e´tale cohomology are also available. So
it is natural to search for a proof using these. We give another proof in Theorem
5.1.2 proving that ω2 induces an isomorphism of cohomological Brauer groups by
showing that it does so separately on the torsion part and the divisible group part.
Under the hyptothesis H1(X)tor has no element of two torsion, we show
(1.0.4) Br(X [2]) = (Q/Z)⊕a ⊕H1(X)⊕(b1+1)tor ⊕ TorZ1 (H2(X,Z), H2(X,Z))
As a corollary we get that the Brauer group of X [2] for Godeaux and Catanese
surfaces is Z/5Z⊕2, it is (Q/Z)a where a = 22 − NS(X) and 22 − 2NS(X) for
K3 surfaces and abelian surfaces respectively and it is trivial for the case of P2,
Hirzebruch and del Pezzo surfaces (cf Table 5.1.10).
More generally, over the complex numbers, we can show that
(1.0.5) Br(X [2]) = Br′(X(2)) = H2(X(2),Z)tor ⊕Q/Z⊕a
In [22], Milgram using results of A.Dold has expressed the homology of the sym-
metric product of a CW-complex X in terms of the homology of X. In this sense,
we describe the Brauer group of X [2] reducing it to X(2) which in principle can be
computed using Milgram’s result (cf Remark 5.1.5). In Remarks 5.1.4 and 5.1.6,
for the case k = C we cross-check our results with some consequenes of results of
B.Totaro and N.Steenrod respectively.
Now we come to the case of more than two points. In §3, we replace X(2) and
P(ΩX) by more technical invariants. They appear already for the computation of
Picard group and have the property that they are built out of the surface X. They
are summarized in the diagram below where all squares are cartesian
(1.0.6) X [2]

P(ΩX)

? _oo V2

oo //uu X [d]∗

X(2) X? _oo W2oo // X
(d)
∗
Roughly speaking, the d-th symmetric product X(d) admits a natural stratification
and X
(d)
∗ is the union of the two largest stratas while X
[d]
∗ is its inverse image in
X [d] under the Hilbert-Chow morphism ωd : X
[d] → X(d). We show in Theorem
6.0.2 that Br′(X(d)∗ )`∗ → Br′(X [d]∗ )`∗ is an isomorphism for all ` 6= p. In this sense,
the case d ≥ 3 is reduced to d = 2.
Now let us mention applications of our results. Let Q(r, d) denote the punctual
Grothendieck Quot-scheme parametrizing zero dimensional quotients of degree d of
O⊕rX . Given a quotient q : O⊕rX → S in Q(r, d), by considering ker(q) ↪→ O⊕rX , we
can associate the quotient of ∧rker(q) ↪→ OX . Thus we get a natural morphism
(1.0.7) φ : Q(r, d)→ X [d].
In the last section, we show that φ induces an isomorphism on cohomological Brauer
groups. The method of proof is inspired from [6, Remark 6.3]. We were curious to
compute the Brauer group of the quot scheme of a smooth projective variety fixing
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the Hilbert polynomial. The results of this article arose in our attempt to approach
this question.
For applications to rationality of varieties, in contrast to the spirit of Artin-
Mumford [3], by using a result of A.Mattuck [20], we show in Remark 5.1.9 that if
X [2] is unirational then it must have trivial Brauer group.
2. Hilbert-Chow morphism induces isomorphism on cohomological
Brauer group for the case of two points
2.1. Generalities on Brauer group of a space. Let Z be any scheme. Let
P1 → Z and P2 → Z be principal PGL(r1) and PGL(r2) bundles on Z respectively.
Consider the homomorphism
(2.1.1) PGL(r1)× PGL(r2)→ PGL(r1r2).
Let P1⊗P2 denote the principal PGL(r1r2) bundle obtained by means of associated
constructions via the above homomorphism and the fibered product P1 ×Z P2.
For a principal GL(m) bundle Q, let us denote the associated principal PGL(m)
bundle by P(Q). We say that two principal PGL bundles P1 and P2 are Brauer
equivalent if there exist principal GL bundles Q1 and Q2 such that P1 ⊗ P(Q1) '
P2 ⊗ P(Q2) as principal PGL bundles. The Brauer group Br(Z) of a scheme Z
consists of equivalences classes of projective bundles [7]. The trivial class consists
of PGL bundles induced by GL bundles. The group law is defined by tensoring
as above. The inverse operation is defined by taking the dual projective bundle i.e
the projective bundle whose transition functions are inverse duals of the original
bundle.
The cohomological Brauer group is denoted Br′(Z). It is the torsion subgroup of
H2e´t(Z,Gm). The Brauer group of a smooth quasi-projective variety coincides with
the cohomological Brauer group by a theorem of O.Gabber [10, de Jong]. Therefore
Br(Z) = Br′(Z) for a smooth quasi-projective variety.
2.2. Hilbert-Chow morphism. We assume that our base field k is an alge-
braically closed field of arbitrary characteristic. Let X [d] denote the Hilbert scheme
of torsion quotients of OX degree d on X. Let X(d) denote the symmetric product
obtained by taking quotient of X×d by the action of the symmetric group Sd. Let
(2.2.1) ωd : X
[d] → X(d)
denote the Hilbert to Chow morphism. It sends a subschemeW =
∑
p∈Supp(W )OW,p
of X to
∑
p∈Supp(Z) l(OW,p)p where l(OW,p) denotes the length.
We now specialize to the case d = 2. In this case the singular locus of X(2) is X
which itself is smooth. Let ΩX denote the cotangent bundle on X. In this paper,
by projective bundle of a vector bundle V on Z we shall mean the space of rank
one locally free quotients of V .
The natural closed diagonal embedding of i : X → X(2) gives rise to the following
cartesian square over k ([12, Lemma 4.4])
(2.2.2) P(ΩX)
j
//
pi

X [2]
ω2

X
i // X(2)
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Over an arbitrary algebraically closed field, by [12, Fogarty page 668 Lemma 4.3]
the reduced fibers of ω2 identify with P1 over X. It has been shown recently that
the fibers of ω2 are indeed reduced [29, Paul-Sebastian §3.3 and Prop 3.3.3]. We
set U := X(2) \X and j : U → X(2) the inclusion.
Proposition 2.2.1. The natural adjunction maps Gm → ω2,∗ω∗2Gm and µn →
ω2,∗ω∗2µn are isomorphisms of e´tale sheaves.
Proof. Now ω∗2Gm (resp ω∗2µn) identifies with the sheaf defined by Gm (resp. µn) on
X [2]. Here below after using this indentification, we get the following commutative
diagram where all vertical arrows are obtained from adjunction Id → ω2,∗ω∗2 and
the horizontal by Id→ j∗j∗:
(2.2.3) i∗Gm //

i∗j∗j∗Gm

i∗ω2,∗Gm // i∗j∗j∗ω2,∗Gm
i∗µn //

i∗j∗j∗µn

i∗ω2,∗µn // i∗j∗j∗ω2,∗µn
Now the left vertical arrows are an isomorphism because i∗ω2,∗Gm (resp. i∗ω2,∗µn)
identifies with Gm (resp. µn) too because for any e´tale open V → X we have
i∗ω2,∗Gm(V ) = Gm(P(ΩX ×X V )) = Γ(P(ΩX ×X V ))× = Γ(V )× = Gm(V ) = i∗Gm(V )
i∗ω2,∗µn(V ) = µn(P(ΩX ×X V )) = µn(Γ(P(ΩX ×X V ))) = µn(Γ(V )) = µn(V ) = i∗µn(V )
Since ω−12 (U) → U is an isomorphism, so the second vertical arrow is an isomor-
phism. Thus we see that the sheaves Gm and ω2,∗Gm on X(2) have the same
mapping cylinder of the left exact additive functor i∗j∗ : U˜e´t → X˜e´t (cf [32, page
136]) where U˜e´t denotes the category of sheaves on the e´tale site of U . By the
decomposition theorem [32, Theorem 8.1.7], the e´tale sheaves ω2,∗Gm and Gm are
isomorphic. The same argument also shows that ω2,∗µn is isomorphic to µn.

2.3. Neron-Severi group of X [2] and X(2). For a scheme Z over a field k, let
Pic(Z) denote the group of line bundles on Z. Let Pic0(Z) denote the Picard
scheme of Z parametrizing algebraically trivial line bundles. Let
(2.3.1) NS(Z) := Pic(Z)/Pic0(Z)(k)
denote the Ne´ron-Severi group of Z.
We recall some results from [16, §2, page 79-80] which hold over an algebraically
closed field of arbitrary characteristic. Let an algebraic group G act on an irre-
ducible variety X. Let L be a line bundle on X. A G-linearization on L is a lift of
G-action on X to L which is linear on the fibers. A G-line bundle is a line bundle
on X together with a G-linearization. Let PicG(X) denote the set of isomorphism
classes of G-line bundles on X. By [16, Lemma 2.2, page 80] there is an exact
sequence
(2.3.2) 0→ H1(G,O(X)×)→ PicG(X) forget−→ Pic(X)
Now assume that pi : X → X//G admits a quotient. Then by [16, §5, page 85],
we further have
(2.3.3) 1→ Pic(X//G)→ PicG(X)→
∏
x∈C
X∗(Gx)
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where C is a set of representatives of closed orbits in X and Gx is the isotropy
subgroup at x and X∗(Gx) is the group of characters. We also have the following
exact sequence by [16, §5.1]
(2.3.4) E(X//G) ↪→ E(X)G → X∗(G)→ H1(G,O(X)×)→ H1(G/G0, E(X))
where G0 is the connected component of the neutral element, E(X) = O(X)×/k×.
Although these results are stated over an algebraically closed field of character-
istic zero but we want to apply them to our situation of pi : X×2 → X(2) where
these hold for characteristic other than two.
We need the following proposition for the case d = 2 in this section but d ≥ 3 in
§6. So we state and prove it in general.
Proposition 2.3.1. Let char(k) 6= 2. We have
Pic(X(d)) = Pic(X×d)Sd(2.3.5)
Pic0(X(d)) = Pic0(X)(2.3.6)
NS(X [d]) = NS(X(d))⊕ Z.(2.3.7)
Proof. By [12, Lemma 6.1], we have a surjection Pic(X(d)) → Pic(X×d)Sd . This
means that every line bundle in Pic(X×d)Sd admits at least one linearization.
The action of Sd on Γ(X
×d) = k is trivial. Now in (2.3.4) we have E(X×d) =
O(X×d)×/k× = k×/k× is trivial. Therefore the natural map of (2.3.4)
(2.3.8) X∗(Sd)→ H1(Sd,O(X×d)×) = H1(Sd, k×)
is an isomorphism. Using these facts (2.3.2) simplifies to give
(2.3.9) 0→ X∗(Sd)→ PicSd(X×d)→ Pic(X×d)Sd → 0
Since the branch locus for pi : X×d → X(d) is connected, so (2.3.3) becomes
simply the following exact sequence
(2.3.10) 1→ Pic(X(d))→ PicSd(X×d) α→ X∗(Sd) // 1.
By (2.3.2), H1(Sd,O(X×d)×), which equals X∗(Sd), identifies with the set of
linearizations on the trivial line bundle over X×d. On the other hand, the trivial
line bundle on X×d with linearization given by the non-trivial character in X∗(Sd)
maps to the non-trivial character on Sd. Therefore the above sequence is also
surjective. Therefore (2.3.9) is split exact using α. So it follows that
(2.3.11) Pic(X(d)) = Pic(X×d)Sd and hence NS(X(d)) = NS(X×d)Sd .
This shows (2.3.5).
Recall that Cs(X) is the group of symmetric divisorial classes (cf [12, page 678]
for the case of general d). Further by [12, (6’), Lemma 6.1], it follows that
(2.3.12) Pic(X×d)Sd = Pic(X)× Cs(X).
Thus
(2.3.13) Pic0(X(d)) = Pic0(X)
This shows (2.3.6). Further
(2.3.14) NS(X(d)) = NS(X×d)Sd = NS(X)× Cs(X).
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On the other hand by [12, Theorem 6.2], for any d we have
(2.3.15) Pic(X [d]) = Pic(X)× Cs(X)× Z
Thus by (2.3.11), (2.3.12) and (2.3.15) we get
(2.3.16) Pic(X [d]) = Pic(X(d))× Z.
By [12, Theorem 5.4], for a smooth projective surface over any field k, for any
d, we have an isomorphism
(2.3.17) Pic0(X/k)→ Pic0(X [d]/k).
Therefore NS(X [d]) = NS(X)× Cs(X)× Z. Thus by (2.3.14) we get
NS(X [d]) = NS(X(d))⊕ Z.
This shows (2.3.7).

Remark 2.3.2. By the proof of [12, Theorem 6.2], we see that for d = 2 the copy
of Z in (2.3.15) comes from the divisor corresponding to P(ΩX).
2.4. Comparison of Cohomological Brauer group in any characteristic.
Let k be an algebraically closed field of characteristic p. Let ` 6= p be a prime. Let
A be an abelian group. For any m ≥ 1, let A`m denote the subgroup of `m-torsion
points of A. Let A`∗ denote the set of all elements of A of order a power of `.
Theorem 2.4.1. Let char(k) 6= 2. The morphism ω2 : X [2] → X(2) induces an
isomorphism of cohomological Brauer groups Br′(X(2))`∗ → Br(X [2])`∗ .
Proof. It suffices to check the isomorphism for torsion elements of order `m for any
m ≥ 1. We set n = `m in the following. Consider the Leray-Serre spectral sequence
for ω2 : X
[2] → X(2) with values in the constant sheaf defined by µn:
(2.4.1) Ep,q2 = H
p(X(2), Rqω2∗µn) =⇒ Ep+q = Hp+q(X [2], µn).
Consider the 7-term long sequence (cf [21, page 371, Cor 3.2])
(2.4.2) 0→ E1,02 → E1 → E0,12 → E2,02 → ker(E2 → E0,22 )→ E1,12
Now for p > 0 the sheaf Rpω2∗µn vanishes on the complement j : U → X(2) of
the closed subscheme i : X → X(2) by the proper base change theorem. So by the
decomposition theorem [32, Theorem 8.1.2] the natural map
(2.4.3) Rpω2∗µn → i∗i∗Rpω2∗µn
of e´tale sheaves is an isomorphism for any p > 0. Further in diagram (2.2.2) for
p > 0 by the proper base change theorem we have an isomorphism of e´tale sheaves
(2.4.4) i∗Rpω2∗µn → Rppi∗j∗µn.
Now we also have an isomorphism of e´tale sheaves j∗µn = µn. Therefore we have
an isomorphism of groups for i ∈ {0, 1}:
(2.4.5) Hi(X(2), R1ω2∗µn) = Hi(X,R1pi∗µn)
The stalks of the sheaves R1pi∗µn can be computed by considering the fiber of pi.
By [32, Prop 10.3.3] we have the exact sequence
0→ H0(P1, µn)→ H0(P1,Gm)→ H0(P1,Gm)→ H1(P1, µn)→ Pic(P1) n→ Pic(P1)
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Since each fiber of pi identifies with P1 which has no torsion line bundles and k is
algebraically closed, so H1(P1, µn) = 0. Thus
(2.4.6) R1ω2∗µn = R1pi∗µn = 0,
and the groups in (2.4.5) vanish. This means that E0,12 and E
1,1
2 in (2.4.2) vanish.
Thus we get the exact sequence
(2.4.7) 0→ H2(X(2), ω2,∗µn)→ H2(X [2], µn)→ H0(X(2), R2ω2∗µn)
We will now simplify this sequence and show that it is also surjective after two
preparations. The sheaf ω∗2µn identifies with the sheaf defined µn on X
[2] by Propo-
sition 2.2.1. Reasoning for R2pi∗µn as we have done for R1pi∗µn we get
(2.4.8) H0(X(2), R2ω2∗µn) = H0(X,R2pi∗µn).
Since the fibers of pi are isomorphic to P1, so by [32, Prop 10.3.3] we note over x ∈ X
the stalk (R2pi∗µn)x is given by Pic(pi−1(x))
n→ Pic(pi−1(x)) → H2(pi−1(x), µn) →
0. Hence it is discrete being isomorphic to Z/nZ. Further this isomorphism is
canonical because the ample generator of P(ΩX)x = P(ΩX,x) = P1 maps to 1 ∈
Z/nZ. Finally since pi is a locally trivial P1-fibration, so over the overlaps of e´tale
open sets, the ample generator of P1 must map to itself. Thus R2pi∗µn identifies
with the constant sheaf defined by Z/nZ. Hence we have
(2.4.9) H0(X(2), R2ω2∗µn) = H0(X,R2pi∗µn) = Z/nZ.
We now come to the second preparation. Consider the Kummer sequence
(2.4.10) 1→ µn → Gm n→ Gm → 1
of e´tale sheaves on X [2]. So taking pushforward by ω2, we get the exact sequence
0 → ω2∗µn → ω2∗Gm → ω2∗Gm → R1ω2∗µn → R1ω2∗Gm → R1ω2∗Gm →
R2ω2∗µn → · · · . Recall that Gm ' ω2∗Gm and µn ' ω2∗µn by Proposition 2.2.1.
So the begining of the long exact sequence identifies with the Kummer sequence of
sheaves on the e´tale site of X(2). So it is also right exact. Thus by (2.4.6), we get
an exact sequence of e´tale sheaves
(2.4.11) 0→ R1ω2∗Gm R
1(n)−→ R1ω2∗Gm → R2ω2∗µn
The map R1(n) is also multiplication by n on the sheaf R1ω2∗Gm. Indeed, if we
take an injective resolution of Gm → I•, then n : Gm → Gm lifts to a map of
complexes I• → I• which is multiplication by n on each piece and thus induces
multiplication by n on cohomology sheaves. By (2.4.9), we get
(2.4.12) 0→ H0(X(2), R1ω2∗Gm) Γ(R
1(n))−→ H0(X(2), R1ω2∗Gm)→ Z/nZ
and Γ(R1(n)) is multiplication by n. By the Leray sequence for ω2 : X
[2] →
X(2) with values in Gm, in low degree terms we have the exact sequence 0 →
H1(X(2), ω2∗Gm) → H1(X [2],Gm) → H0(X(2), R1ω2∗Gm) → H2(X(2), ω2∗Gm) δ→
H2(X [2],Gm)
Recall ω2∗Gm ' Gm by Proposition 2.2.1 and that by (2.3.5) we have
(2.4.13) Pic(X [2]) = Pic(X(2))⊕ Z
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where Z corresponds to the line bundle of the divisor P(ΩX) ↪→ X [2]. So the
cokernel of 0 → Pic(X(2)) → Pic(X [2]) identifies with Z. Now we view Z as a
subgroup of H0(X(2), R1ω2∗Gm). Thus we get the exact sequence
(2.4.14) 0→ Z→ H0(X(2), R1ω2∗Gm)→ H2(X(2),Gm) δ→ H2(X [2],Gm)
Let us analyse the consequences of the inclusion Z ↪→ H0(X(2), R1ω2∗Gm) on
(2.4.12) where Γ(R1(n)) acts by multiplication by n. It follows that (2.4.12) must
be surjective, the induced map on H0(X(2), R1ω2∗Gm)/Z is multiplication by n
and it is an isomorphism. Thus in (2.4.14) we get that ker(δ) has no non-trivial
element of order dividing n.
Let us now prove that (2.4.7) is surjective. Now consider the diagram with exact
rows and columns obtained from the Kummer sequence where Pic()/n denotes
Pic()/nPic() where the middle vertical column is (2.4.7):
Pic(X(2))/n
  //
 _

H2(X(2), µn) // _

H2(X(2),Gm)
δ

Pic(X [2])/n 
 //
α

H2(X [2], µn) //
γ

H2(X [2],Gm)
Z/n
β // H0(X(2), R2ω2,∗µn)
We want to prove that β is an isomorphism. Then a little diagram chase would
show that (2.4.7) is surjective. By (2.4.9), it suffices to show that β is injective.
Let e ∈ Z/nZ be an element in the kernel of β.
Since α is a split surjection by (2.4.13), so e lifts to H2(X [2], µn). Since γ(e) = 0,
so it defines a non-zero element, say e′ ∈ H2(X(2),Gm) lying in the kernel of δ. We
showed earlier that ker(δ) does not have any non-zero element of order n. But e′
such an element. So it must be trivial. Thus β is injective and so an isomorphism.
Therefore γ is surjective. Thus from (2.4.7) we get the following sequence is exact:
0→ H2(X(2), µ`m)→ H2(X [2], µ`m)→ H0(X(2), R2ω2∗µ`m)→ 0(2.4.15)
By the Kummer sequence, for any scheme Z we get the exact sequence
0→ NS(Z)⊗ Z/`mZ→ H2e´t(Z, µ`m)→ Br′(Z)`m → 0(2.4.16)
By Proposition 2.3.1 we have
(2.4.17) NS(X [2])/n = NS(X(2))/n⊕ Z/n.
So since n = `m, thus by (2.4.15), taking in account (2.4.16) for X [2] and X(2),
by (2.4.17) and (2.4.9) it follows by
(2.4.18)
0 // Br′(X(2))`m // Br′(X [2])`m // 0 // 0
0 // H2(X(2), µ`m) //
OOOO
H2(X [2], µ`m //
OOOO
H0(X(2), R2ω2∗Gm) //
OO
0
0 // NS(X(2))⊗ Z/`m //
?
OO
NS(X [2])⊗ Z/`m //
?
OO
Z/`m
OO
// 0
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that the dotted vertical arrow is an isomorphism. Thus the natural morphism
Br′(X(2))n → Br′(X [2])n is an isomorphism. 
3. Cohomological Brauer group of X(2) in terms of X×2
We fix an algebraically closed field k of characteristic p. Let ` 6= p be a prime.
For an abelian group A let A`m denote the subgroup of `
m torsion elements of A.
Let A`∗ denote the set of `
m torsion elements for all m ≥ 1.
Let S2 act on X
×2 := X ×X by switching the two factors. Let
(3.0.1) [X×2/S2]
denote the stack quotient. Consider the cartesian diagram
(3.0.2) G
j
//
pi′

[X×2/S2]
pi

X
i // X(2)
where G denotes the fibered product. The gerbe pi : G → X is neutral ([17,
De´finition 3.20]) because ∆ : X → X×2 → X(2) provides a section s : X → G.
Now the group scheme G → X(2) whose sections on y : U → X is given by
Isom(s(y), s(y)) identifies with S2×X because the identity morphism X → X fac-
tors through X → G → X. Thus if BS2 := [Spec(k)/S2], then B(G/X) ' BS2×X
as classifying spaces and therefore by [17, Lemme 3.21] we have the following iso-
morphism of S2-gerbes on X
(3.0.3) G ' X ×BS2
Thus the sheaf Rkpi′∗µn identifies with the constant sheaf with fiber H
k(BS2, µn).
We will denote this isomorphism of sheaves as follows:
(3.0.4) Rkpi′∗µn = H
k(BS2, µn).
Proposition 3.0.1. The natural adjunction maps Gm → pi∗pi∗Gm and µn →
pi∗pi∗µn are isomorphisms of e´tale sheaves.
Proof. Now pi∗Gm (resp pi∗µn) identifies with the sheaf defined by Gm (resp. µn)
on [X×2/S2]. Here below after using this indentification, we get the following
commutative diagram where all vertical arrows are obtained from adjunction Id→
pi∗pi∗ and the horizontal by Id→ j∗j∗:
(3.0.5) i∗Gm //

i∗j∗j∗Gm

i∗pi∗Gm // i∗j∗j∗pi∗Gm
i∗µn //

i∗j∗j∗µn

i∗pi∗µn // i∗j∗j∗pi∗µn
Now the left vertical arrows are an isomorphism because i∗pi∗Gm (resp. i∗pi∗µn)
identifies with Gm (resp. µn) too because for any e´tale open V → X we have
i∗pi∗Gm(V ) = Gm(BS2 × V ) = Γ(BS2 × V )× = Γ(V )× = Gm(V ) = i∗Gm(V )
i∗pi∗µn(V ) = µn(BS2 × V ) = µn(Γ(BS2 × V )) = µn(Γ(V )) = µn(V ) = i∗µn(V )
Since pi−1(U) → U is an isomorphism, so the second vertical arrow is an isomor-
phism. Thus we see that the sheaves Gm and pi∗Gm on X(2) have the same mapping
cylinder of the left exact additive functor i∗j∗ : U˜e´t → X˜e´t (cf [32, page 136]) where
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U˜e´t denotes the category of sheaves on the e´tale site of U . By the decomposition
theorem [32, Theorem 8.1.7], the e´tale sheaves pi∗Gm and Gm are isomorphic. The
same argument also shows that pi∗µn is isomorphic to µn.

We will switch to the Big-e´tale site while working over stacks because pull-back
does not commute with finite limits over the small and lisse-e´tale sites [26] but it
does for the Big-e´tale site. This should not cause a problem because for schemes
the cohomology over the big and small e´tale sites agree [32].
We begin by proving the analogue for the quotient stack [X×2/S2] of a well
known sequence for schemes Z such that Pic0(Z) is divisible.
Proposition 3.0.2. For any n ≥ 1 we have the following exact sequence
(3.0.6) 0→ NS([X×2/S2])⊗ Z/n→ H2E´t([X×2/S2], µn)→ Br′([X×2/S2])n → 0
Proof. In the proof of Proposition 2.3.1 we showed that the sequence (2.3.10)
1→ Pic(X(2))→ PicS2(X×2)→ X∗(S2)→ 1
is exact and split by mapping the non-trivial character X∗(S2) to the non-trivial lin-
earization on the trivial bundle. Now a line bundle on the quotient stack [X×2/S2]
is equivalently a line bundle on X×2 together with a S2-linearization. Thus
(3.0.7) PicS2(X
×2) = Pic([X×2/S2]).
So (2.3.10) becomes
(3.0.8) 0→ Pic(X(2))→ Pic([X×2/S2])→ X∗(S2)→ 1.
This shows that
(3.0.9) Pic0([X×2/S2]) = Pic0(X(2)),
in particular they are divisible. By definition of the Ne´ron-Severi group we have
the exact sequence 0 → Pic0([X×2/S2]) → Pic([X×2/S2]) → NS([X×2/S2]) → 0.
Thus tensoring with Z/n we get
(3.0.10) Pic([X×2/S2])⊗ Z/n = NS([X×2/S2])⊗ Z/n.
By taking the long exact sequence associated to the Kummer sequence (2.4.10) and
analyzing the cohomology terms we observe thatH1([X×2/S2],Gm) = Pic([X×2/S2])
and the induced map is multiplication by n on Hi([X×2/S2],Gm). This gives
Pic([X×2/S2])
n→ Pic([X×2/S2])→ H2([X×2/S2], µn)→ H2([X×2/S2],Gm) n→
which implies
0→ coker(n)→ H2([X×2/S2], µn)→ ker(n)→ 0.
The cokernel on Pic by (3.0.10), identifies with NS([X×2/S2])⊗Z/n and kernel of
the second n identifies with Br′([X×2/S2])n. Thus we get (3.0.6). 
Theorem 3.0.3. For ` 6= 2 a prime, the following natural map is an isomorphism
(3.0.11) Br′(X(2))`∗ → Br′([X×2/S2])`∗ .
For ` = 2 we have the following exact sequence
(3.0.12) 0→ Br′(X(2))2∗ → ker(Br′([X×2/S2])2∗ → µ2)→ H1(X,µ2)
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Proof. We begin with a preparation which holds both for ` 6= 2 and ` = 2.
Let n = lm below. Consider the Leray spectral sequence with values in µn for pi:
Ep,q2 = H
p(X(2), Rqpi∗µn) =⇒ Hp+q([X×2/S2], µn).
Taking the associated 7-term sequence, we get
(3.0.13) 0→ E1,02 → E1 → E0,12 → E2,02 → ker(E2 → E0,22 )→ E1,12
Since pi−1(U) → U is an isomorphism, so by proper base change theorem it
follows that for p > 0 the sheaves Rppi∗µn are supported on the closed subscheme
i : X ↪→ X(2). So by decomposition theorem the natural morphism of e´tale sheaves
Rppi∗µn → i∗i∗Rppi∗µn
is an isomorphism. Further in diagram (3.0.2) by the proper base-change theorem
in e´tale cohomology we have the isomorphism of e´tale sheaves
(3.0.14) i∗Rppi∗µn → Rppi′∗j∗µn.
Since j∗µn = µn, so we get the isomorphism
(3.0.15) Rppi∗µn → i∗Rppi′∗µn.
Now the sheaf of groups R1pi′∗µn has fibers isomorphic to the group H
1(BS2, µn).
Since the cohomology of the classifying space equals that of the group, so this equals
H1(S2, µn) which equals the two torsion elements in µn. So
R1pi′∗µn = µ2 for ` = 2(3.0.16)
0 for ` 6= 2.(3.0.17)
Now E0,12 = H
0
E´t
(X(2), R1pi∗µn) = H0E´t(X,R
1pi′∗µn)
(3.0.4)
= H0(X,H1(BS2, µn)) =
H1(BS2, µn) = H
1(S2, µn), which equals µ2 for l = 2 and vanishes otherwise.
Therefore
E0,12 = µ2 ` = 2(3.0.18)
= 0 ` 6= 2(3.0.19)
Recall that n = `m. Further by (3.0.16) we get
E1,12 = H
1
E´t
(X(2), R1pi∗µn) = H1E´t(X,R
1pi′∗µn) = H
1
E´t
(X,µ2) ` = 2(3.0.20)
= 0 ` 6= 2.(3.0.21)
Similarly, E0,22 = H
0
E´t
(X(2), R2pi∗µn) = H0E´t(X,R
2pi′∗µn) = H
2
E´t
(BS2, µn). So this
equals H2(S2, µn) = µn/2µn. This last term equals the 2-torsion points of µn. So
E0,22 = µ2 for ` = 2(3.0.22)
0 for ` 6= 2.(3.0.23)
Putting these terms in the sequence (3.0.13), for ` 6= 2 we get the isomorphism
(3.0.24) H2(X(2), µn)
'→ H2([X×2/S2], µn)
For ` = 2, by taking n-torsion points the exact sequence (3.0.8) gives
(3.0.25) 0→ Pic(X(2))n → Pic([X×2/S2])n → X∗(S2)→ 1.
Since pi∗µn = µn by Proposition 3.0.1, so in the sequence (3.0.13) we have E
1,0
2 =
Pic(X(2))n and E
1 = Pic([X×2/S2])n. Since E
0,1
2 = µ2 for ` = 2 by (3.0.18), so
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for ` = 2 the first three terms of (3.0.13) form a short exact sequence. So (3.0.13)
reduces to
(3.0.26) 0→ H2
E´t
(X(2), µn)→ ker(H2E´t([X×2/S2], µn)→ µ2)→ H1(X,µ2)
Now we want to pass from µn to Gm coefficients. Since (3.0.8) is split exact it
follows that
(3.0.27) 0→ NS(X(2))→ NS([X×2/S2])→ X∗(S2)→ 0
is split exact. Tensoring with Z/n that
NS(X(2))⊗ Z/nZ→ NS([X×2/S2])⊗ Z/nZ ` 6= 2(3.0.28)
is an isomorphism and
0→ NS(X(2))⊗ Z/nZ→ NS([X×2/S2])⊗ Z/nZ→ µ2 → 0 ` = 2(3.0.29)
is a split exact sequence. On the other hand, by the Kummer exact sequence for
X(2) and by ( 3.0.6) for [X×2/S2], we have exact sequences
0→ NS(X(2))⊗ Z/nZ→ H2(X(2), µn)→ Br′(X(2))n → 1
0→ NS([X×2/S2])⊗ Z/nZ→ H2([X×2/S2], µn)→ Br′([X×2/S2])n → 1
Recall that n = `m. Thus quotienting (3.0.24) by (3.0.28) for ` 6= 2 we get the
isomorphism
(3.0.30) H2(X(2),Gm)n → H2([X×2/S2],Gm)n.
Since this holds for any n = `m, so we get (3.0.11). This settles the case ` 6= 2. For
` = 2 we argue as follows. By (3.0.26) and (3.0.29) consider the image of µ2 under
the composite
(3.0.31) 0→ µ2 (3.0.29)−→
H2
E´t
([X×2/S2], µn)
NS(X(2))⊗ Z/nZ
(3.0.26)−→ µ2
Now either the composite is zero, or it is non-zero. If it is zero, then it factors
through H2
E´t
([X×2/S2],Gm)n → µ2. In the second case, the µ2 inclusion is split
by the second map in (3.0.31) given by (3.0.26). Thus (3.0.26) factors as
H2([X×2/S2], µn)
NS(X(2))⊗ Z/nZ = H
2
E´t
([X×2/S2],Gm)n × µ2 p2→ µ2.
In either case, from (3.0.26) we get a well-defined map,
(3.0.32) H2
E´t
([X×2/S2],Gm)n → µ2
(which is trivial in the second case). Hence in both cases, we get the following exact
sequence
(3.0.33)
0→ H2
E´t
(X(2),Gm)2m → ker(H2E´t([X×2/S2],Gm)2m → µ2)→ H1(X,µ2)
Since this hold for any m ≥ 1 so we get (3.0.12).

For any two abelian varieties A1, A2 over a field k of arbitrary characteristic, let
Hom(A1, A2) denote the group of homomorphisms of A1 into A2 ([25, §19]). By
[25, Corollary 1, §19], for a certain ρ ≤ 4dim(A1)dim(A2) we have
(3.0.34) Hom(A1, A2) ' Zρ.
Thus in any characteristic Hom(A1, A2) is a finitely generated free abelian group.
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Proposition 3.0.4. Let n ∈ N. Let S2 act on Pic(X×2) by action σ. Let
Pic(X×2)n denote the elements of n-torsion. Then
(3.0.35) Hi(S2,Pic(X
×2)n) = 0 for i ∈ {1, 2}.
Proof. By [19, Theorem 7.1], we have
H1(S2,Pic(X
×2)n) =
{L ∈ Pic(X×2)n|σ(L) ' L−1}
{σ(L)⊗ L−1|L ∈ Pic(X×2)n}(3.0.36)
H2(S2,Pic(X
×2)n) =
Pic(X×2)S2n
{σ(L)⊗ L|L ∈ Pic(X×2)n}(3.0.37)
Recall that Pic(X×2) = Pic(X)×2 × Hom(Alb(X),Pic0(X)) where Pic0(X) is
the Picard variety of X parametrizing algebraically trivial line bundles on X and
Alb(X) is the Albanese variety.
Now Pic(X×2)n = Pic(X)×2n since by (3.0.34) the abelian groupHom(Alb(X),Pic
0(X))
is torsion-free.
Since Alb(X) and Pic0(X) are dual to each other, so for a homomorphism ψ :
Alb(X) → Pic0(X) of abelian schemes, let ψ∨ : Alb(X) → Pic0(X) denote the
dual homomorphism. Therefore writing L ∈ Pic(X×2) as (L1, L2, ψ) ∈ Pic(X)2 ×
Hom(Alb(X),Pic0(X)) we see that
σ(L1, L2, ψ) = (L2, L1, ψ
∨)(3.0.38)
(L1, L2, ψ)
−1 = (L−11 , L
−1
2 ,−ψ).(3.0.39)
So the condition σ(L) ' L−1 means that L1 = L−12 and ψ∨ = −ψ. Further if
L ∈ Pic(X×2)n then ψ = 0. Putting these relations in (3.0.36), it follows that
Hi(S2,Pic(X
×2)n) = 0 for i ∈ {1, 2}.

For any m ≥ 1, let n = 2m. Consider the short exact sequence
(3.0.40) 0→ NS(X×2)⊗ Z/n→ H2(X×2, µn)→ Br′(X×2)n → 0.
Taking S2 invariants, using the long exact sequence, we set
(3.0.41) K2m := ker(Br
′(X×2)S22m → H1(S2, NS(X×2)⊗ Z/2m))
Theorem 3.0.5. The natural morphism
(3.0.42) Br′([X×2/S2])`∗ → Br(X×2)S2`∗
induces an isomorphism for ` odd. For ` = 2, we have the exact sequence
(3.0.43) 0→ Br′([X×2/S2])2m → K2m → µ2
Proof. Let n = `m for m ≥ 1. Consider the Leray spectral sequence for pi :
[X×2/S2]→ BS2 with values in µn in the big e´tale site of these stacks
(3.0.44) Hp
E´t
(BS2, R
qpi∗µn) =⇒ Hp+qE´t ([X
×2/S2], µn).
By the proper base-change theorem in e´tale cohomology [2, Expose´ XII,XIII] [32,
(11.3.1)], the fibers of Rnpi∗µn over Spec(k) → [Spec(k)/S2] = BS2 identify with
Hn(X×2, µn). So for n = {0, 1, 2} these are isomorphic to µn,Pic(X×2)n and
H2(X×2, µn) respectively. They have action induced by the S2 action on X×2.
Since a sheaf on BS2 is a sheaf on Spec(k) together with a S2-action, so this
describes the sheaves Rnpi∗µn on BS2 completely.
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Thus E2,02 = H
2
E´t
(BS2, R
0pi∗µn) = H2(S2, H0(X×2, µn)) = H2(S2, µn). So by
[19, Theorem 7.1], we have
E2,02 = µ2 for ` = 2(3.0.45)
0 for ` 6= 2.(3.0.46)
Similarly
(3.0.47) E1,12 = H
1
E´t
(BS2, R
1pi∗µn) = H1(S2,Pic(X×2)n)
Prop3.0.4
= 0.
Finally
(3.0.48) E0,22 = H
0
E´t
(BS2, R
2pi∗µn) = H0(S2, H2(X×2, µn)) = H2(X×2, µn)S2 .
Also
(3.0.49) E2,12 = H
2
E´t
(BS2, R
1pi∗µn) = H2(S2,Pic(X×2)n)
Prop3.0.4
= 0.
Thus
(3.0.50) E0,23 = E
0,2
2
We want to analyse d0,23 : E
0,2
3 → E3,03 . Now
E3,02 = H
3(BS2, H
0(X×2, µn)) = H3(S2, µn).
So by [19, Theorem 7.1], we get
E3,02 = µ2 ` = 2(3.0.51)
= 0 ` 6= 2.(3.0.52)
Thus for ` odd, we have E0,24 = E
0,2
3 . Thus we have
(3.0.53) H2
E´t
([X×2/S2], µn) = H2E´t(X
×2, µn)S2 for ` 6= 2.
We will now compute the cohomological Brauer group of the stack [X×2/S2]. We
begin with two preparations which hold both for ` 6= 2 and ` = 2 cases. In the
proof of Proposition 2.3.1, we showed that the exact sequence (2.3.9):
0→ µ2 → PicS2(X×2)→ Pic(X×2)S2 → 0
is split exact. Thus algebraically trivial line bundles in PicS2(X
×2) and Pic(X×2)S2
are isomorphic. Further by (3.0.7) we have PicS2(X
×2) = Pic([X×2/S2]). Thus we
get the split exact sequence
(3.0.54) 0→ µ2 → NS([X×2/S2])→ NS(X×2)S2 → 0.
Upon tensoring with Z/n we get
NS([X×2/S2])⊗ Z/n ' NS(X×2)S2 ⊗ Z/n for ` 6= 2(3.0.55)
NS([X×2/S2])⊗ Z/n ' NS(X×2)S2 ⊗ Z/n⊕ µ2 for ` = 2(3.0.56)
Now we come to the second preparation. By the Kummer exact sequence we get
0→ NS(X×2)⊗ Z/n→ H2(X×2, µn)→ Br′(X×2)n → 0(3.0.57)
0→ NS([X×2/S2])⊗ Z/n→ H2([X×2/S2], µn)→ Br′([X×2/S2])n → 0.(3.0.58)
Now we start computing the cohomological Brauer group. We want to take
invariants under S2 action. We first take the case ` 6= 2. Since
H1(S2, NS(X
×2)⊗ Z/n) = 0
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because NS(X×2)⊗ Z/n has no elements of two torsion, so we get
(3.0.59) 0→ NS(X×2)S2 ⊗ Z/n→ H2(X×2, µn)S2 → Br′(X×2)S2n → 0.
Quotienting (3.0.53) by (3.0.55), using (3.0.59) and (3.0.58) the induced map
(3.0.60) Br′([X×2/S2])n → Br′(X×2)S2n for ` 6= 2.
becomes an isomorphism. This establishes (3.0.42). Now let ` = 2. We have
(3.0.61) d0,23 : H
2(X×2, µn)S2 = E
0,2
2
(3.0.50)
= E0,23 → E3,03 = µ2.
We have
(3.0.62) E0,2∞ = E
0,2
4 = ker(d
0,2
3 ).
Now E0,12 = H
0(BS2, R
1pi∗µn) = Pic(X×2)S2n = Pic(X)n. Further the map
(3.0.63) d0,12 : Pic(X
×2)S2n → H2(BS2, µn)
associates to a S2-invariant line bundle the extension class of its theta group scheme
[25, §23]. Namely, given a line bundle L ∈ Pic(X×2)S2n consider the group scheme
Mum(L) = {(g, θ)|θ : L→ g∗L is an isomorphism of µn bundles}.
The map d0,12 associates
(3.0.64) L 7→ [1→ µn →Mum(L)→ S2 → 0] ∈ H2(BS2, µn).
(cf [27] for a similar d0,12 computation result. Although the contexts are different
in details but the formal context of d0,12 computation is the same.)
By the proof of Proposition 3.0.4, we have
Pic(X×2)S2n = {(L,L, 0)|L ∈ Pic(X)n} = Pic(X)n.
So the S2 action on these invariant line bundles is the trivial action. For L ∈
Pic(X)S2n and g ∈ S2 we have a canonical isomorphism L→ g∗L given by identity.
So the extension class is also trivial for all line bundles. Thus we get d0,12 = 0. Thus
(3.0.65) E2,0∞ = E
2,0
3 = E
2,0
2 = µ2.
Thus since E1,1∞ = E
1,1
2 = 0 by (3.0.47), so by (3.0.65) and (3.0.62) we get
(3.0.66) 1→ µ2 → H2([X×2/S2], µn)→ ker(d0,23 : H2(X×2, µn)S2 → µ2)→ 0.
Now we want to pass from µn coefficients to the cohomological Brauer group.
Under the composition H2([X×2/S2], µn) → ker ↪→ H2(X×2, µn)S2 the image
of NS([X×2/S2]) ⊗ Z/n is NS(X×2) ⊗ Z/n. So by (3.0.56), it has kernel µ2. So
the µ2 of (3.0.66) and (3.0.56) may be identified. Taking quotient of (3.0.66) by
(3.0.56), by (3.0.58) we get an isomorphism
(3.0.67) Br′([X×2/S2])n → ker( H
2(X×2, µn)S2
NS(X×2)S2 ⊗ Z/n → µ2)n
Now we only want to express the second term differently. Taking the long exact
sequence associated to taking S2-invariants in (3.0.57) we get
NS(X×2)S2 ⊗ Z/n→ H2(X×2, µn)S2 → Br′(X×2)S2n → H1(S2, NS(X×2)⊗ Z/n)
Therefore if we set K2m := ker(Br
′(X×2)S2n → H1(S2, NS(X×2) ⊗ Z/n)) we get
the exact sequence
(3.0.68) 0→ Br′([X×2/S2])n → K2m → µ2
15
This establishes (3.0.43).

4. The case k = C
4.1. Generalities. For a complex analytic space M the analytic Brauer group
is denoted Bran(M) and the cohomological Brauer group is denoted Br
′
an(M).
We have Br′an(M) = H
2(M,O∗M )tor, where O∗M denotes the sheaf of holomorphic
functions with values in C\{0}. We now recall a Brauer sequence due to S.Schroer.
It provides the fundamental framework in terms of which the results of this section
will be expressed.
Proposition 4.1.1. [30, Prop 1.1] Let M be any complex-analytic space. Then
we have the exact sequence
(4.1.1) 0→ H2(M,Z)/NS(M)⊗Q/Z→ Br′an(M)→ H3(M,Z)tor → 0.
Recall that given any scheme Y of finite type over C, we can associate to it
a complex analytic space [14, Appendix B, page 439]. If Y is compact, then by
[30, Prop 1.3] and [30, Prop 1.4] the natural morphism Br′(Y ) → Br′an(Y ) and
Br(Y ) → Bran(Y ) are isomorphisms. In this paper, we will apply these results
to the cases Y equals X [2] and X(2) whose underlying complex analytic spaces are
compact. Further we will refer to H3(M,Z)tor as the finite torsion subgroup part
(or sometimes abusively as simply torsion part) and to H2(M,Z)/NS(M) ⊗ Q/Z
as the divisible subgroup part.
4.2. Comparison of analytic Brauer groups. Our main aim is to prove the
following theorem
Theorem 4.2.1. Over complex numbers, the morphism ω2 : X
[2] → X(2) induces
an isomorphism on analytic cohomological Brauer groups.
Instead of the e´tale topology on schemes, we will use complex topology.
Let us recall some facts about proper base change theorem in topology from
[24, Chapter 17]. A continous map is called proper if it is universally closed. Let
pi : X → S be a continous map and F a sheaf on X. For any s ∈ S, we set
(4.2.1) (Rrpi∗F)s = lim−→H
r(pi−1(V ),F),
where the limit is taken over open neighbourhoods V of s ∈ S. We quote
Theorem 4.2.2. [24, Theorem 17.2,17.3] Let pi : X → S be a proper map where
S is a locally compact topological space. For any sheaf F on X and s ∈ S, we have
(4.2.2) (Rrpi∗F)s = Hr(Xs,F)
where Xs = pi
−1(s). Consider the cartesian square
(4.2.3) X ′
f ′
//
pi′

X
pi

T
f // S
Then the canonical base-change homomorphism
f∗(Rrpi∗F)→ Rrpi′∗(f
′∗F)
is an isomorphism for any r.
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Now we return to the diagram (2.2.2).
Proposition 4.2.3. We have H0(X(2), R2ω2∗Z) = H0(X,R2pi∗Z) ' Z and a short
exact sequence
(4.2.4) 0→ H2(X(2),Z)→ H2(X [2],Z)→ H0(X(2), R2ω2∗Z)→ 0.
Proof. Now ω2∗Z identifies with the sheaf associated to Z. We consider the com-
mutative diagram (2.2.2) by taking underlying complex analytic spaces. In the
topological category the map ω2 is proper. Therefore the canonical base-change
homomorphism
(4.2.5) i∗Rqω2,∗Z→ Rqpi∗j∗Z
is an isomorphism for any q by [24, Theorem 17.3]. By [24, Theorem 17.2], for any
sheaf F on X [2], we have (Rqω2,∗F)s = Hq(ω−12 (s),F). Let U := X(2) \X. Since
ω−12 U → U is an isomorphism, so it follows that the sheaf Rqω2,∗Z is supported on
i(X) for q ≥ 1. So the morphism obtained from (4.2.5) after adjunction
(4.2.6) Rqω2∗Z→ i∗Rqpi∗j∗Z
is an isomorphism for any q ≥ 1.
Let us consider the Leray-Serre spectral sequence for ω2 : X
[2] → X(2)
(4.2.7) Ep,q2 = H
p(X(2), Rqω2∗Z) =⇒ Ep+q = H∗(X [2],Z)
where we denote by Z the constant sheaf defined by the integers. Consider the
associated 7-term long-exact sequence ([21, page 371, Cor 3.2])
0→ E1,02 → E1∞ → E0,12 → E2,02 → ker(E2∞ → E0,22 )→ E1,12
We have
(4.2.8) R1ω2∗Z
(4.2.6)
= i∗R1pi∗j∗Z = 0,
and hence E0,12 = E
1,1
2 = 0. We get an isomorphism of groups
(4.2.9) E2,02 → ker(E2∞ → E0,22 ).
Since E2∞ = H
2(X [2],Z), we deduce the following exact sequence
(4.2.10) 0→ H2(X(2), ω2,∗Z)→ H2(X [2],Z)→ H0(X(2), R2ω2,∗Z)
Consider the sheaf R2pi∗Z. Its fiber over x ∈ X is H2(P1(ΩX,x),Z). It identifies
canonically with Z since P1C is orientable. Further since pi is an P1-fibration, so on
the overlaps the gluing functions preserve the orientation class of the fiber. Thus
(4.2.11) R2pi∗Z = Z
where Z is the constant sheaf defined by integers Z. Therefore
(4.2.12) H0(X,R2pi∗Z) = Z.
Therefore by (4.2.6), we have
(4.2.13) H0(X(2), R2ω2∗Z) = H0(X,R2pi∗Z) = Z.
By (4.2.10) we have the exact sequence
(4.2.14) 0→ H2(X(2),Z)→ H2(X [2],Z) γ→ H0(X(2), R2ω2∗Z) ' Z
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Consider P(ΩX) ↪→ X [2] as a divisor in a smooth scheme. Since ω2(P(ΩX)) = X
which is a codimension two subscheme of X(2), so the class [P(ΩX)] ∈ H2(X [2],Z)
of P(ΩX) does not come from H2(X(2),Z). Further under the composition
H2(X [2],Z)→ H0(X(2), R2ω2,∗Z) = H0(X,R2pi∗Z) = Z
the image of [P(ΩX)] maps to the generator. This shows the surjectivity of γ. So
(4.2.14) is exact also on the right. In other words, we have shown that (4.2.14), or
equivalently (4.2.4), is an exact sequence. 
Proposition 4.2.4. The edge morphism E3,02 → E3 of the Leray spectral sequence
for ω2 (cf (4.2.7)) induces an isomorphism on torsion subgroups. In other words,
the following edge map is an isomorphism
(4.2.15) H3(X(2),Z)tor = H3(X(2), ω2∗Z)tor
edge−→ H3(X [2],Z)tor
Proof. We will first show that each one of E0,3∞ , E
1,2
∞ , E
2,1
∞ are torsion-free and then
show that the torsion in E3,02 = H
3(X(2), ω2∗Z) survives till E3,0∞ .
Now E0,32 is zero because the sheaf R
qω2∗Z = 0 for q ≥ 3.
Now E1,22 = H
1(X(2), R2ω2∗Z)
(4.2.6)
= H1(X,R2pi∗Z)
(4.2.11)
= H1(X,Z), which is
always torsion-free by the universal coefficient theorem.
Similarly R1ω2∗Z = 0 by (4.2.8). So since E−1,32 → E1,22 → E3,12 , it follows that
E1,22 = E
1,2
3 .
So E1,23 is torsion-free. Now by E
−2,4
3 → E1,23 → E4,03 it follows that
E1,24 ↪→ E1,23 .
So E1,24 is torsion-free. By E
−3,5
4 → E1,24 → E5,−14 it follows that
E1,2∞ = E
1,2
4 .
So E1,2∞ is torsion-free.
Now E2,12 = H
2(X,R1ω2,∗Z) = 0 since R1ω2∗Z = 0 by (4.2.8).
Lastly we consider E3,02 . By E
1,1
2 → E3,02 → E5,−12 , it follows that
(4.2.16) E3,02 = E
3,0
3 .
Consider the differentials at level three
(4.2.17) E−3,43 → E0,23 d→ E3,03 → E6,−23
We claim that the differential d : E0,23 → E3,03 is zero. Now (4.2.4) can be restated
as the exactness of
(4.2.18) 0→ E2,02 → E2∞ → E0,22 → 0.
In general one has E2∞ // // E
0,2
∞
  // · · ·E0,24 
 // E0,23
  // E0,22 .
Since both arrows above are edge morphisms, so by the surjectivity of the second
edge morphism we have
E0,22 = E
0,2
∞ .
Thus E0,23 = E
0,2
4 . So d in (4.2.17) is zero. So E
3,0
4 = E
3,0
3 . Thus we have
E3,0∞ = E
3,0
4 = E
3,0
3
(4.2.16)
= E3,02 = H
3(X(2), ω2∗Z).
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So it follows that the edge morphism H3(X(2), ω2∗Z) ↪→ H3(X [2],Z) is injective.
By the torsion-freeness of all other groups at infinity in the spectral sequence we
have H3(X(2), ω2,∗Z)tor = H3(X [2],Z)tor.

Therefore by Propositions 2.3.1 and 4.2.3, it follows that the morphism ω2 in-
duces an isomorphism
(4.2.19) H2(X(2),Z)/NS(X(2))→ H2(X [2],Z)/NS(X [2]).
Proof of Theorem 4.2.1. Combining (4.2.19) with Proposition 4.2.4, by the sequence
due to Schroer (cf Proposition 4.1.1) for ω2 : X
[2] → X(2) we get our result. 
Corollary 4.2.5. The group H2an(X
(2),Gm) is torsion.
Proof. For the complex topology, consider the Leray spectral sequence for the map
ω2 : X
[2] → X(2):
(4.2.20) Ep,q2 = H
p(X(2), Rqω2,∗Gm) =⇒ Hp+q(X [2],Gm)
where Gm denotes the sheaf defined by Gm. Consider the 7-term long sequence
(4.2.21) 0→ E1,02 → E1 → E0,12 → E2,02 → ker(E2 → E0,22 )→ E1,12
Now ω2,∗Gm = Gm. Now the part 0→ E1,02 → E1 → E0,12 identifies with
(4.2.22) 0→ H1(X(2),Gm)→ H1(X [2],Gm)→ H0(X(2), R1ω2,∗Gm)
It is surjective because P(ΩX) ↪→ X [2] defines a divisor whose associated line bundle
maps to the generator of H0(X(2), R1ω2,∗Gm). Therefore
H2(X(2),Gm) = E2,02 ↪→ E2 = H2(X [2],Gm)
Since X [2] is smooth, so H2e´t(X
[2],Gm) is torsion by a theorem of Grothendieck.
But this equals H2an(X
[2],Gm) by [30, Prop 1.3,1.4]. So H2an(X(2),Gm) is also
torsion.

So by Theorem 4.2.1, H2an(X
(2),Gm) = Br′an(X(2)).
5. Computations
Recall that if Y and Z are smooth proper schemes over k, then (cf [12, §6])
(5.0.1) Pic(Y × Z) ' Pic(Y )× Pic(Z)×Hom(Alb(Y ),Pic0(Z))
where Alb(Y ) is the Albanese variety of Y . Classically Hom(Alb(Y ),Pic0(Z)) is
called the group of divisorial classes between Y and Z. Following [8], we will
denote it as DC(Y, Z) . Fixing a closed point y ∈ Y and z ∈ Z we may realise
DC(Y,Z) as a subgroup of Pic(Y × Z) as follows:
(5.0.2) DC(Y, Z) = {L ∈ Pic(Y × Z)|L|y×Z ' Oy×Z L|Y×z ' OY×z}
We now need to quote several results from [1] or [8]. Although in [8], these are
stated for schemes over Q, but as remarked in [8, §3.2], suitably formulated these
hold over an arbitrary base. Since we work over algebraically closed fields, this
should not cause a problem. By [8, (3.3) page 14], we have
(5.0.3) NS(Y × Z) ' NS(Y )×NS(Z)×DC(Y,Z).
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Let Sn denote the symmetric group on n letters. Taking Y = Z = X, we get a S2
action on DC(X,X). Classically one calls the following
(5.0.4) Cs(X) := Hom(A(X),Pic
0(X))S2 = DC(X,X)S2
the group of symmetric divisorial classes (cf [12]).
By [8, Prop 3.5], fixing a closed point x ∈ X we get isomorphisms
(5.0.5) (albX,x, albX,x)
∗ : DC(Alb(X), Alb(X)) '→ DC(X,X)
By [1, (2.9.6.2)] or [8, Prop 3.6] we have isomorphisms
(5.0.6) DC(Alb(X), Alb(X)) ' Homk(Alb(X), Alb(X)∨).
If we define Homsymk (A,A
∨) = {ψ ∈ Homk(A,A∨)|ψ∨ = ψ}, then by [1, Expose´
VIII.4 (4.14.1)] or [8, Prop 3.7] we have isomorphism
(5.0.7) NS(Alb(X)) ' Homsymk (Alb(X), Alb(X)∨).
Therefore by the preceeding four isomorphisms, we get
(5.0.8) NS(Alb(X)) = Cs(X).
5.1. Computations for algebraically closed field k. Let us cite the following
result by Grothendieck.
Proposition 5.1.1. [13, Corollaire 3.4, page 82] Let Z be a smooth geometrically
integral variety over k. Let ρ be the rank of NS(Z). Let b2 be the second `-
adic Betti number of Z. Then the `-primary component Br(Z)`∗ ⊂ Br(Z) is an
extension of H3e´t(Z,Z(1))tor by (Q`/Z`)b2−ρ.
Since the Weil conjectures have been proven by Deligne, so for ` 6= p, we may
refer to the `-adic Betti numbers as simply the Betti numbers of Z.
Theorem 5.1.2. Let X be a smooth projective surface over an algebraically closed
field k. Let ` 6= {p, 2}. Let
(5.1.1) a := b2 + b
2
1 − rankNS(X)− rankNS(Alb(X))
where bi are the i-th Betti numbers. Let l 6= {2, p} be a prime. We have
Br(X [2])`∗ = (Q`/Z`)⊕a ⊕H3(X,Z`)`∗ ⊕ [H1(X,Z`)⊗H2(X,Z`)]`∗
⊕TorZ`1 (H1(X,Z`), H3(X,Z`))`∗ ⊕ TorZ`1 (H2(X,Z`), H2(X,Z`))`∗
Let k = C and suppose H1(X)tor has no two torsion element, then
(5.1.2) Br(X [2]) = (Q/Z)a ⊕H1(X)⊕(b1+1)tor ⊕ TorZ1 (H2(X,Z), H2(X,Z))
Remark 5.1.3. For Catanese and Godeaux surfaces we have pi1(X) = Z/5. There-
fore pie´t1 (X) = Z/5. Thus by the relation H1e´t(X,Z5) = lim←−Hom(pi
e´t
1 (X),Z/5m) (cf
[24]) we see that H1e´t(X,Z5) = Z/5 is torsion, unlike H1(X,Z) which is always
torsion-free. On the other hand, by Poincare´ duality (cf [24]) H3e´t(X,Z5) = Z/5
also. So we have TorZ51 (H
1(X,Z5), H3(X,Z5)) = Z/5. Thus this extra term in the
`-adic case is not superflous.
Proof. SinceX is projective, soX [2] is projective. So by Gabber’s theoremBr(X [2]) =
Br′(X [2]). By Theorem 2.4.1 (or by Theorem 4.2.1 for C), Br′(X(2))→ Br′(X [2])
is an isomorphism. By Theorem 3.0.3, H2
E´t
(X(2),Gm)l∗ → H2E´t([X×2/S2],Gm)l∗
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is an isomorphism. By Theorem 3.0.5, we have Br′([X×2/S2])l∗ → Br(X×2)S2l∗ is
an isomorphism.
Recall that by the Kunneth formula in e´tale cohomology we have
Hn(X×Y,Z`) =
∑
i+j=n
Hi(X,Z`)⊗Hj(Y,Z`)⊕
∑
p+q=n+1
TorZ`1 (H
p(X,Z`), Hq(Y,Z`))
Let us record some of its consequences. For b ∈ [1, 2], let Xb denote the b-th
factor in X×2. By straightforward induction, we deduce
H1(X×2,Q`) = ⊕1≤b≤2H1(Xb,Q`),
H2(X×2,Q`) = ⊕1≤b≤2H2(Xb,Q`)⊕1≤b<c≤2 H1(Xb,Q`)⊗H1(Xc,Q`)
The group S2 permutes the indices {b|1 ≤ b ≤ 2} and {(b, c)|1 ≤ b < c ≤ 2}. So
taking S2 invariants we get that the Z` rank of H2(X×2,Z`)S2 is b2 + b21.
Now the Z rank of NS(X×2)S2 is equal to that of NS(X(2)). By [12, Fogarty
(6)’ page 678] we have
(5.1.3) rankNS(X(2)) = rankNS(X) + rankCs(X)
where Cs(X) is the group of symmetric divisor classes (cf 5.0.4). Now rank of
NS(Cs(X)) equals that of NS(Alb(X)) by (5.0.8). So we get
(5.1.4) rankNS(X×2)S2 = rankNS(X) + rankNS(Alb(X)).
Thus the integer a (cf (5.1.1)) is determined. Now we derive H3(X [2],Z`)tor by
the Kunneth formula. Taking the torsion subgroup, we get H3(X×2,Z`)tor =∑
i+j=3,0≤i,j≤3
[Hi(X,Z`)⊗Hj(X,Z`)]tor ⊕
∑
p+q=4,0≤p,q≤4
Tor1(H
p(X,Z`), Hq(X,Z`))
Now the group S2 permutes the indices {(i, j)|0 ≤ i, j ≤ 3} and {(p, q)|0 ≤ p, q ≤ 4}
between themselves. Using the facts that H0(X,Z`) = Z` and taking S2 invariants,
we may simplify this formula as follows. Combining the previous statements with
Grothendieck’s corollary (cf Proposition 5.1.1) we get our result which computes
Br(X [2])`∗ for the case ` 6= 2, p.
To deduce the second statement, we only need to determine the Brauer group
modulo its divisible subgroup. In other words, we want to calculate H3(X(2),Z)tor.
By the Kunneth formula we haveH3(X×2,Z) =∑
i+j=3,0≤i,j≤3
[Hi(X,Z)⊗Hj(X,Z)]⊕
∑
p+q=4,0≤p,q≤4
Tor1(H
p(X,Z), Hq(X,Z))
Now H0(X,Z) = Z and H1(X,Z) = Zb1 are torsion-free and H1(X,Z)tor '
H2(X,Z)tor by universal coefficient theorem and H1(X,Z)tor ' H3(X,Z)tor by
Poincare´ duality. Thus we have H3(X×2,Z)S2tor =
[H0(X,Z)⊗H3(X,Z)⊕H1(X,Z)⊗H2(X,Z)]tor ⊕ TorZ1 (H2(X,Z), H2(X,Z)).
Thus we have
(5.1.5) H3(X×2,Z)S2tor = H1(X,Z)
⊕(b1+1)
tor ⊕ TorZ1 (H2(X,Z), H2(X,Z)).
Thus if H1(X)tor has no two torsion element, then Br(X
×2)S2 does not have a non-
divisible two torsion elements. Thus by Theorem 3.0.5 it follows that Br′([X×2/S2])
is isomorphic to Br(X×2)S2 . In particular, it does not have a non-divisible two
torsion element.
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Combining the cases l 6= 2 and l = 2 of Theorem 3.0.3 we obtain the following
single exact sequence
0→ H2
E´t
(X(2),Gm)→ ker(H2E´t([X×2/S2]),Gm)→ µ2)→ H1(X,µ2)
Now divisible elements of H2
E´t
([X×2/S2],Gm) must map to zero in µ2 and so must
the remaining since they are not of two torsion. Therefore H2
E´t
([X×2/S2],Gm)
identifies with the kernel term. Similarly the map ker → H1(X,µ2) must be zero.
Therefore we get the isomorphism
(5.1.6) H2
E´t
(X(2),Gm)→ H2E´t([X×2/S2]),Gm)
Therefore upto divisible group part H2e´t(X
(2),Gm) identifies with H1(X)⊕(b1+1)tor ⊕
TorZ1 (H
2(X,Z), H2(X,Z)). 
Remark 5.1.4. By [33, Theorem 2.2], if the integral cohomology of X has no 2-
torsion, then the integral cohomology of X [2] has no 2-torsion either. In particular
H3(X [2],Z) would have no two torsion. On the other hand, by (5.1.2) of Theorem
5.1.2 the integral cohomology of X(2) also does not have any element of two torsion.
So our result is in agreement with a consequence of Totaro’s result.
Remark 5.1.5. We could not follow the sketch of the description of the special
polynomial algebra on [22, page 257] and therefore are unable to solve the second
homology any further.
Remark 5.1.6. Over the complex numbers, we see that the Brauer group equals
H3(X(2),Z)tor modulo its divisible subgroup. NowH3(X(2),Z)tor = H2(X(2),Z)tor
by the universal coefficient theorem. Let us choose a base point x0 ∈ X. By a result
of N.Steenrod [31, (22.3),(22.5),(22.6)] (cf also [22, page 2] and [11, §9, last para]
for the following form) we have
(5.1.7) H2(X
(2),Z) = H2(X,x0,Z)⊕H2(X(2), X,Z).
Since H2(X,x0,Z) = H2(X,Z), so we see that the H3(X(2),Z)tor must contain a
copy of H2(X,Z)tor = H3(X,Z)tor as a direct summand by topological methods.
NowH3(X,Z)tor is the Brauer group of the surfaceX modulo its divisible subgroup.
On the other hand, in Theorem 5.1.2 for ` 6= 2 we showed that the Brauer group
contains H3(X,Z`)`∗ using algebraic methods of §3. Thus our algebraic methods
of §3 agree with Steenrod’s result for ` 6= 2.
Corollary 5.1.7. Let k = C. If H1(X,Z) is torsion-free, then Br(X [2]) = (Q/Z)a.
Proof. Using universal coefficient theorem and Poincare´ duality, this follows from
(5.1.2). 
Remark 5.1.8. After Theorem 2.4.1 (or Theorem 4.2.1 for k = C), we have
Br′(X(2)) → Br′(X [2]) is an isomorphism. By the universal coefficient theorem,
H3(X(2),Z)tor = H2(X(2),Z)tor. Now H2(X(2),Z)tor = 0 by [33, Theorem 1.2]. So
our algebraic methods of §3 agree with B.Totaro’s topological result for surfaces.
Remark 5.1.9. Let k = k. If X [2] is unirational then so is Sym2X. Then by main
theorem of [20], we have X is rational. Then Br(X [2]) = 0.
Corollary 5.1.10. Let k = C. Writing Br(X [2]) = (Q/Z)a ⊕ T , we have
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Surface a Torsion part
K3 22−NS(X) 0
Abelian surface 22− 2NS(X) 0
P2C 0 0
Fn 0 0
del Pezzo 0 0
Barlow [4] 0 0
[18, Lee, Park] 0 0
[28, Park, Park, Shin] 0 0
Godeaux 0 Z/5Z⊕2
[9, Catanese] 0 Z/5Z⊕2
Proof. For aK3 surfaceX, the Albanese variety is trivial. So Cs(X) = NS(Alb(X))
has rank zero. So a solves to 22−NS(X).
Now P2C and Fn are simply-connected and have trivial Albanese variety. Further
for P2 we have b2 = 1, b1 = 0, NS(X) = 1 while for Fn we have b2 = 2, b1 = 0 and
NS(X) = 2.
For an abelian surface, since Hn(X,Z) = ∧nH1(X,Z), so the torsion part of the
Brauer group is trivial. Now b1 = 4, so b2 = 6. Further the Albanese of X is itself.
So we get b = 6 + 16−NS(X)−NS(X) = 22− 2NS(X).
Since a del Pezzo surface is birational to P2, so it is simply-connected. Hence the
torsion part of the Brauer group is trivial and H1(X) = 0. Thus b1 = 0. Further
the Albanese variety is trivial. Finally b2 = NS(X) since H
i(X,OX) = 0 for i > 0.
Hence we get b2 + b
2
1 − rankNS(X)− rankCs(X) = 0.
Barlow [4], [18, Lee,Park] and [28, Park,Park,Shin] have constructed examples
of simply-connected surfaces of general type with pg = 0. It is easy to see that for
such surfaces X, we have Br(X [2]) = 0.
A Godeaux surface is the quotient of the Fermat surface by the cyclic group of
order 5. For a Godeaux surface or Catanese surface, we have q = pg = 0. Thus
Alb(X) is trivial and b2 − rankNS(X) = 0. Further their fundamental group is
Z/5Z. Thus b1 = 0. So the divisible subgroup of the Brauer group is trivial.
Therefore we get H3(X,Z)tor which by Poincare´ duality equals H1(X)tor = Z/5Z.
Also TorZ1 (H
2(X,Z), H2(X,Z)) = Z/5. 
6. Case d ≥ 3
In this section, char(k) 6= 2. Further, by a series of reductions we show how the
case d = 2 generalizes to d ≥ 3. Our first reduction is from X [d] to a certain open
subset X
[d]
∗ .
Recall (2.2.1) the Hilbert to Chow morphism
(6.0.1) ωd : X
[d] → X(d)
defined by Z 7→∑p∈Supp(Z) l(OZ,p)[p] where p is a closed point of X. The scheme
X(d) admits a stratification by locally closed subschemes parametrized by unordered
partitions < n1, · · · , nr > where r ≥ 1 and
∑
ni = d. Since dim(X) = 2, so the
dimension of such locus of points is 2r and over them the dimension of the fiber
of ωn is d − r by [15]. Let W1 ⊂ X(d) denote the open subset consisting of all
distinct points i.e < 1, · · · , 1 > repeated d-times and W2 ↪→ X(d) be the locally
closed subscheme consisting of exactly two identical points i.e < 2, 1, · · · , 1 > where
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there are d− 2 ones. Therefore dimW1 = dimX(d) is 2d and dimW2 is 2d− 2 and
the remaining stratas have strictly smaller dimensions.
Set
X
(d)
∗ := W1 ∪W2(6.0.2)
X
[d]
∗ := ω−1d (X
(d)
∗ )(6.0.3)
V1 := ω
−1
d (W1)(6.0.4)
V2 := ω
−1
d (W2).(6.0.5)
We remark firstly that X [d] is smooth (cf [12]). The dimension of the inverse
image under ωd of any strata given by partition < n1, · · · , nr > equals 2r + d− r.
So its codimension equals
(6.0.6) 2d− (2r + d− r) = d− r.
Further for the inverse image of any strata other than W1 and W2, we have d−r ≥ 2.
Thus the complement of X
[d]
∗ in X [d] has codimension two. It is well-known that
the natural restriction map for
(6.0.7) Br(X [d])→ Br(X [d]∗ )
is an isomorphism.
Consider the natural morphism
(6.0.8) ωd : X
[d]
∗ → X(d)∗ .
We now quote three facts that will be useful in analysing the morphism ωd. Let
(6.0.9) X(d)s
denote the singular locus of X(d). We have
(6.0.10) X
(d)
∗ ∩X(d)s = W2.
By [12, Lemma 4.4] the blowup of X
(d)
∗ along its singular locus is X
[d]
∗ i.e
(6.0.11) X
[d]
∗ = BlW2X
(d)
∗ .
When char(k) 6= 2, for any q ∈ W2 the schematic fiber of ω−1n (q) is the reduced
scheme P1k by [29, §3.3 and Prop 3.3.3] (cf also [12, page 668 Lemma 4.3]).
Before we proceed with the actual proof, we wish to reinterpret the scheme V2
as the projectivization of a bundle on W2.
Proposition 6.0.1. The scheme V2 → W2 is the projectivization of a rank two
vector bundle on W2.
Proof. Consider the locally closed subscheme L of X×d where exactly two coordi-
nates are equal. The scheme L has components parametrized by unordered pairs
{(i, j)|1 ≤ i 6= j ≤ n} i.e (i, j) = (j, i). The component X×dij of L has equal ith and
jth coordinates. By the definition of L, the intersection of any two components
is empty. There is a natural action of the symmetric group Sd on d letters on L
that respects the inclusion L ↪→ X×d. It acts on the set of components transitively.
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Further the following diagram is commutative
(6.0.12) L 
 //

X×d

W2
  // X(d)
where the vertical morphisms are quotients under Sd-action. Here the component
X×dij maps isomorphically onto W2.
Let pij : X
×d
ij → X denote the natural projection map onto the i-th (or the j-th)
factor. These glue to give a natural map pi′ : L → X which is Sd invariant. Thus
we get a projection map
(6.0.13) pi : W2 → X.
Consider the rank two bundle W2×X ΩX on W2. Recall V2 from (6.0.5). We claim
that we have a natural isomorphism of P1 bundles on W2
(6.0.14) V2 = P(W2 ×X ΩX).
To see this, let us first define a natural morphism
(6.0.15) θ : V2 → X [2],
as follows: a point v ∈ V2 ⊂ X [d] corresponds to an ideal subsheaf I of OX . By the
definition of V2, this can be written as the ideal genearted by ideals
(6.0.16) I = (m1, · · · ,md−2, I ′)
where the mi are maximal ideals corresponing to the distinct points of multiplicity
one and I ′ is an ideal subsheaf of OX of colength two. Define θ as the morphism
that sends v to the point
(6.0.17) OX/I ′ ∈ X [2].
So we get a factorization
(6.0.18) X [2]

P(ΩX)

? _oo V2

oo //uu X [d]∗

X(2) X? _oo W2oo // X
(d)
∗
This shows the claim and the proposition. 
We remark that all squares in (6.0.18) are cartesian. The following proposition
reduces the case d ≥ 3 to d = 2.
Theorem 6.0.2. Let char(k) 6= 2. The map ωd : X [d]∗ → X(d)∗ induces an isomor-
phism on cohomological Brauer groups.
Proof. The diagram (6.0.18) plays the role of the diagram (2.2.2) i.e V2 = P(W2×X
ΩX), X
[d]
∗ , X
(d)
∗ and W2 play the roles of P(ΩX), X [2], X(2) and X respectively.
Further Sd plays the role of S2. Now Proposition 2.3.1 holds for any d ≥ 2. For
any d the copy of Z in (2.3.15) comes from the divisor corresponding to ω−1d (X
(d)
∗ ),
which is V2 in our notation (cf [12, Theorem 6.2]). Alongwith this last fact, the
only properties we used in the proofs of Propositions 2.2.1, 4.2.3 and 4.2.4 were
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that the fibers are points or the projective line. So this shows that the proofs of
Theorem 2.4.1 and 4.2.1 generalize. 
7. Cohomological Brauer group of punctual Quot scheme Q(r, d)
As in the introduction, let Q(r, d) denote the punctual Quot scheme parametriz-
ing torsion quotients of O⊕rX of degree d supported on zero dimensional subschemes.
We have the diagonal action of Grm on O⊕rX . Since Q(r, d) is projective, we have the
Bialynicki-Birula decomposition of Q(r, d) with respect to the diagonal embedding
Gm → Grm for the above action. Although Q(r, d) may not be smooth, the fixed
point locus and the stratas may be described as in [5, Thm 1] as follows. We begin
with the description of fixed points. The connected components of fixed points are
parametrized by partitions P = d1 + · · ·+dr of d into r-many non-negative integers
di. Let us set
(7.0.1) XP :=
∏
i=1,···r
X [di],
as a fibered product of Hilbert schemes with the convention that X [0] = Spec(k).
The strata SP corresponding to the partition P is a vector bundle over XP
(7.0.2) ρ : SP → XP
of rank dP =
∑
i<j dij(I) where I = (I1, · · · , Ir) is any closed point of XP and
(7.0.3) dij(I) = dimkHomOX (Ii,OX/Ij).
Let Gm = Speck[t, t−1] and s ∈ SP . Under a Gm-action given by P the morphism
ρ on SP may be described as
(7.0.4) ρ(s) = limt→0t.s.
An analogue of the following proposition is proved in [5] for the case when X is a
curve. We provide the additional arguments for the case X is a surface because we
need to ascertain the unique strata of largest dimension corresponds to the partition
P := (0, · · · , 0, d) of d into r non-negative parts.
Proposition 7.0.1. Let P = (d1, · · · , dr) be a partition where d1 ≤ d2 ≤ · · · ≤ dr.
Then the dimension of SP is
∑r
j=1(j − 1)dj .
Proof. Since we may choose any point I in XP , let us choose a point where each
Ii corresponds to di many distinct points and further the supports of Ii are also all
distinct. Let the subscheme Ii correspond to the sheaf of ideals Ji ⊂ OX . So we
have the exact sequence
(7.0.5) 0→ Ji → OX → OIi → 0.
Now applying HomOX (?,OIj ) we get
0→ Hom(OIi ,OIj )→ Hom(OX ,OIj )→ Hom(Ji,OIj )→ Ext1OX (OIi ,OIj )→
Now Hom(OIi ,OIj ) = 0 and Ext1OX (OIi ,OIj ) = 0 because the supports of Ii and
Ij are distinct. Thus Hom(OX ,OIj ) → Hom(Ji,OIj ) is an isomorphism. This
shows that dij(I) = dimHom(Ji,OIj ) = dj since OIj has length dj . Now the result
follows from dP =
∑
i<j dij(I).

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Considering dimensions by (7.0.1) there is a unique strata of largest dimension.
It is thus open and given by
(7.0.6) XD = X [0] ×X [0] × · · · ×X [d] = X [d].
The following proposition is inspired from [6, Remark 6.3].
Theorem 7.0.2. The morphism φ : Q(r, d) → X [d] (cf 1.0.7) induces an isomor-
phism on cohomological Brauer groups.
Proof. We have a Zariski local fibration ρ : SP → XP = X [d] with fibers isomorphic
to affine spaces. So it induces isomorphism on cohomological Brauer groups. Let
s : XD → SD denote the zero section. It induces an isomorphism on cohomological
Brauer groups because ρ does. It sends a quotient q : OX → S to the quotient
(7.0.7) (0, · · · , 0, q) : Or−1X ⊕OX → S
in SP . Set D = (0, · · · , 0, d). Consider the diagram
(7.0.8) SD 
 i // Q(r, d)
φxx
X [d] = XD
s
OO
Thus i ◦ s is a section of φ. Hence (i ◦ s)∗ ◦ φ∗ = idBr′(X[d]) in the diagram below
(7.0.9) Br′(SD)
s∗

Br′(Q(r, d))? _i
∗
oo
Br′(X [d])
φ∗
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Thus s∗ ◦ i∗ is surjective. So i∗ is surjective since s∗ is an isomorphism. But it
is also injective because i is the inclusion of a non-empty open set (cf [23, IV,
Corollary 2.6]). Thus i∗ is an isomorphism. Now φ∗ equals (i∗)−1(s∗)−1,so it is
also an isomorphism.

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