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Abstract
We present the path integral representation of the generating function for classical exclusive
particle systems. By introducing hard-core bosonic creation and annihilation operators and ap-
propriate commutation relations, we construct the Fock space structure. Using the state vector,
the generating function is defined and the master equation of the system is transformed into the
equation for the generating function. Finally, the solution of the linear equation for the generating
function is derived in the form of the path integral. Applying the formalism, the equivalence of
reaction-diffusion processes of single species and two species is described.
PACS numbers: 05.70.Ln
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I. INTRODUCTION
Recently, nonequilibrium systems such as reaction-diffusion systems, driven lattice sys-
tems, and cellular automata have been intensely investigated, not only because of their con-
nections to a variety of important physical phenomena (nonequilibrium phase transitions,
long-range correlations, and self-organized criticality), but also because of the analytic chal-
lenge due to the lack of a general formalism to describe nonequilibrium systems [1]. Although
numerical approaches have played a major role in the investigation of nonequilibrium sys-
tems and have been successful in many areas, a general field-theoretic formalism has been
constantly sought because, along with a renormalization-group analysis, it would provide
a systematic tool to evaluate physical observables in the scaling regime [2]. It is difficult
to investigate nonequilibrium systems analytically at the microscopic scale because there
are too many microscopic variables involved, and microscopic variables take discrete values.
A field-theoretic strategy is to find, starting from the microscopic rules, the equations of
motion of well-chosen coarse-grained variables. These mesoscopic variables take continuous
values and vary continuously in space and time. They describe the system at the meso-
scopic scale, while keeping track of all the fluctuations related to the microscopic degrees of
freedom. Doi first introduced a field-theoretic formalism for reaction-diffusion systems using
the bosonic coherent state path integral [3], and several authors revived the formalism and
incorporated renormalization-group approaches to the description of the anomalous kinetics
in reaction-diffusion systems and the stochastic sandpile model [4, 5, 6, 7, 8, 9].
Despite the success achieved by the bosonic field theory for reaction-diffusion systems,
some nonequilibrium systems with exclusive particles cannot be analyzed correctly by the
bosonic field theory. Driven reaction-diffusion systems [10, 11], multispecies adsorption
models [12], and driven lattice gases (DLG) [13] are some examples to which the bosonic
field theory cannot be applied. In these systems, the exclusive property of the particles is
important. Several attempts have been made to incorporate the exclusive property into a
field theory. One way to take the exclusive property into account is to exploit the physical
knowledge of the system phenomenologically as Zia and Schmittmann [13] have done for the
DLG. This method is an approximation and cannot be systematic. Other approaches pro-
posed by Brunel et al. [14] and Bares and Mobilia [15] are formulated using the fermionic
path integral and are rather difficult to analyze and to extend for higher spatial dimen-
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sions or multispecies processes. Recently, van Wijland extended the bosonic field theory by
introducing the exclusion constraint operator to take the exclusive property into account
[16]. He used bosonic creation and annihilation operators to construct the path integral by
considering the exclusive property using the exclusion constraint operator.
The authors previously presented a hard-core bosonic field theory using hard-core bosonic
creation and annihilation operators [17]. It has been successfully applied to the asymmetric
exclusion process and several restricted solid-on-solid-type growth models to provide the
correct Langevin-type equations of motion and the proper path integral formulation [18].
However, the formalism assumed the existence of the Fokker-Planck equations for processes
a priori and derived the Langevin type equations of motion. In this paper, we develop a
more general path integral formalism for nonequilibrium systems with exclusive particles.
In what follows, we present the derivation of the path integral formulation for systems
with exclusive particles using the generating function of the correlation functions, and we
will illustrate how the formalism can be applied to various reaction-diffusion systems to
establish nonequilibrium universality classes.
II. FORMALISM
The dynamics of a stochastic system are usually described by the master equation gov-
erning the time evolution of the probability P (C; t). P (C; t) is the probability of a system
being in a microstate C at time t. The master equation takes the form [19, 20, 21]
∂
∂t
P (C; t) =
∑
C′ 6=C
{WCC′P (C
′; t)−WC′CP (C; t)} , (1)
where WC′C is the transition rate, or transition probability per unit time, from microstate C
to C′. Introducing the matrix HCC′,
HCC′ = δCC′
∑
C′′
WC′′C −WCC′, (2)
Eq. (1) can be written succinctly as
∂
∂t
P (C; t) = −
∑
C′
HCC′P (C
′; t). (3)
Due to the resemblance of the master equation to the Schro¨dinger equation, it is convenient
to introduce Dirac’s bra-ket notation and an orthonormal basis formed by microstates {|C〉}.
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Introducing the state vector |P ; t〉 ≡
∑
C P (C; t)|C〉 and the Hamiltonian operator Hˆ whose
component is HCC′ in this orthonormal basis, the master equation can be written in the form
of an imaginary time Schro¨dinger equation,
∂
∂t
|P ; t〉 = −Hˆ|P ; t〉. (4)
In this representation, the average of a physical quantity can be written as
〈O〉 =
∑
C
O(C)P (C; t) = 〈·|Oˆ|P ; t〉, (5)
where Oˆ is an operator with the elements 〈C′|Oˆ|C〉 = δC,C′O(C) and the projection state 〈·|
is defined as
〈·| ≡
∑
C
〈C|. (6)
A natural way to deal with a stochastic system in which the particle number at each site
varies is to introduce a Fock-space-like structure. When a system has M different particle
species with the exclusive property, at each site there are (M +1) possible states: a vacuum
state and M occupied states depending on particle species. Using Greek indices for the
kinds of particle species—a vacuum state is regarded as a new species and 0 is reserved for
a vacuum state—and bold Latin indices for site locations, we denote a state at the site n
by |αn〉, where αn is the index of species occupying the site n and goes from 0 to M . For
microstates of the whole system, we work in a phase space which is composed of the direct
product of single-site microstates of all sites {n},
|{N}〉 =
⊗
n
|αn〉. (7)
At each site n, creation and annihilation of the exclusive particles are described by creation
and annihilation operators as follows:
aˆα,n = |0n〉〈αn|, aˆ
†
α,n = |αn〉〈0n| (α 6= 0), (8)
with the closure relation
M∑
α=0
|αn〉〈αn| = I (9)
and the orthonormality condition
〈αn|βn〉 = δαβ , α, β = 0, 1, . . . ,M. (10)
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These operators obey the hard-core bosonic commutation relations
aˆα,naˆβ,n = aˆ
†
α,naˆ
†
β,n = 0, (11a)
aˆα,naˆ
†
α,n = 1−
M∑
γ=1
aˆ†γ,naˆγ,n, (11b)
[aˆα,n, aˆ
†
β,m] = [aˆα,n, aˆβ,m] = 0 (n 6= m), (11c)
where Eqs. (11a) and (11b) prohibit double occupancy at a single site even for different
species—hence the nomenclature “hard core.” Equation (11c) states that any two operators
defined at different sites commute—hence the name “boson.” As usual, Nˆα,n = aˆ
†
α,naˆα,n is
the number operator whose eigenvalues are 0 (vacant) and 1 (occupied).
To each state of the system, we can associate the state vector |P ; t〉, considered an element
of Fock space,
|P ; t〉 =
∑
{N}
P ({N}; t)|{N}〉, (12)
where |{N}〉 is the microstate defined in Eq. (7). The microstate can be written in terms
of hard-core boson operators as
|{N}〉 =
∏
n
M∏
α=1
(aˆ†α,n)
Nα,n |{0}〉,
〈{N}| = 〈{0}|
∏
n
M∏
α=1
(aˆα,n)
Nα,n ,
(13)
where Nα,n is the eigenvalue of the number operator corresponding to the eigenstate {N}〉
(Nˆα,n|{N}〉 = Nα,n|{N}〉). Using hard-core boson operators, the projection state can be
written as
〈·| = 〈{0}|
∏
n
(
1 +
M∑
α=1
aˆα,n
)
. (14)
Now we introduce the generating function F ({ϕ¯}; t), defined as
F ({ϕ¯}; t) = 〈{ϕ¯}|P ; t〉, (15)
where
〈{ϕ¯}| ≡
⊗
n
(
〈0n|+
M∑
α=1
〈αn|f(ϕ¯α,n)
)
= 〈·|
∏
n
(
1 +
M∑
α=1
[f(ϕ¯α,n)− 1]aˆ
†
α,naˆα,n
)
,
(16)
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and f is an analytic function of its argument. F is the generating function in that by
differentiating F with respect to f and setting f = 1, we can find all kinds of correlation
functions of the particle density. For example,
〈Nα,n〉 =
∂
∂f(ϕ¯α,n)
F ({ϕ¯}; t)
∣∣∣∣
f=1
= 〈·|aˆ†α,naˆα,n|P ; t〉. (17)
The exact form of f does not matter. In what follows, we mainly use three kinds of functions,
f(ϕ¯) = ϕ¯, (18a)
f(ϕ¯) = 1 + ϕ¯, (18b)
f(ϕ¯) = exp(ϕ¯), (18c)
and these will be used in different contexts.
By differentiating Eq. (15) with respect to t, we obtain
∂
∂t
F ({ϕ¯}; t) = −〈{ϕ¯}|Hˆ|P ; t〉. (19)
Since our main goal is to find a path integral representation of F ({ϕ¯}; t) from Eq. (19),
we need to find a linear partial differential equation about F ({ϕ¯}; t). This can be achieved
using the following properties of 〈{ϕ¯}|:
〈{ϕ¯}|aˆ†α,n = f(ϕ¯α,n)Vˆn〈{ϕ¯}|, (20a)
〈{ϕ¯}|aˆα,n =
∂
∂f(ϕ¯α,n)
〈{ϕ¯}|, (20b)
〈{ϕ¯}|aˆ†α,naˆβ,n = f(ϕ¯α,n)
∂
∂f(ϕ¯β,n)
〈{ϕ¯}|, (20c)
〈{ϕ¯}|aˆα,naˆ
†
β,n = δαβVˆn〈{ϕ¯}|, (20d)
where
Vˆn ≡
(
1−
M∑
β=1
∂
∂ ln f(ϕ¯β,n)
)
is the projection operator to the vacuum state at site n. Relations (20) yield the partial
differential equation for the generating function,
∂
∂t
F ({ϕ¯}; t) = −L
(
{ϕ¯},
{
∂
∂ϕ¯
})
F ({ϕ¯}; t), (21)
where L takes the normal-ordered form, that is, all ϕ¯’s are located to the left side of any
∂/∂ϕ¯. We call L an evolution operator. Since this is a linear equation, we can write the
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path integral solution of F ({ϕ¯}; t). The path integral solution of Eq. (21) with any of the
prescription Eqs. (18) is
F ({ξ¯}; t) =
∫ ∏
α,n
dηα,ndη¯α,n
2pii
e−ηα,n η¯α,nF ({η¯}; 0)T
{ξ¯}
{η} (t), (22)
with
T
{ξ¯}
{η} (t) =
∫
D{ϕ¯}D{ϕ}e−S({ϕ¯},{ϕ},t)+{ξ¯}·{ϕ(t)}+{η}·{ϕ¯(0)}, (23)
where
S =
∫ t
0
dt
[∑
α,n
ϕ¯α,n
∂
∂t
ϕα,n + L({ϕ¯(t)}, {ϕ(t)})
]
(24)
and
{ξ¯} · {η} =
∑
α,n
ξ¯α,nηα,n. (25)
Taking a continuum limit and keeping the most relevant terms, we arrive at mesoscopic
action which is equivalent to the microscopic master equation. The long-time properties are
extracted by studying the action using renormalization-group theory.
III. EQUIVALENCE BETWEEN STOCHASTIC SYSTEMS
The equivalence between stochastic systems has been usually studied using similarity
transformation for single-species reaction-diffusion systems [22]. This section shows the
equivalence between stochastic systems using the evolution equation of the generating func-
tion in Eq. (21) with the prescription Eq. (18b) instead of using the similarity transfor-
mation. The key mechanism to deduce the equivalence between stochastic systems is the
rescaling of the field ϕ¯ (see below), which is simple enough to be applicable to higher-
dimensional systems and multispecies systems.
To begin with, we consider a single-species reaction-diffusion model which is defined on
a d-dimensional hypercubic lattice with diffusion, pair annihilation, coalescence, death, and
single-particle branching. Particles move with a diffusion constant D. When two particles
form a nearest-neighbor pair, both of them are annihilated with rate λ or one of them is
removed with rate η. Additionally, a single particle is annihilated spontaneously with rate
δ and a particle-vacant pair becomes a particle-particle pair with rate σ. The dynamics
are summarized in Table I. When δ = σ = 0, this model corresponds to the single-species
annihilation and coalescence model. The model with D = λ = η = 0 is the well-known
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contact process [23]. When all processes are present, this model is known to show an
absorbing phase transition which shows the same critical behavior as that of the directed
percolation [24].
The Hamiltonian of this reaction-diffusion system is Hˆ =
∑
n
(HˆD
n
+Hˆλ
n
+Hˆη
n
+Hˆδ
n
+Hˆσ
n
)
with
HˆD
n
= D
d∑
i=1
[
ρˆn(1− ρˆn+ei)− aˆnaˆ
†
n+ei + (1− ρˆn)ρˆn+ei − aˆ
†
n
aˆn+ei
]
, (26a)
Hˆλ
n
= λ
d∑
i=1
(ρˆnρˆn+ei − aˆnaˆn+ei), (26b)
Hˆη
n
=
η
2
d∑
i=1
(2ρˆnρˆn+ei − ρˆnaˆn+ei − aˆnρˆn+ei), (26c)
Hˆδ
n
= δ(ρˆn− aˆn), (26d)
Hˆσ
n
=
σ
2
d∑
i=1
[
ρˆn(1− ρˆn+ei)− ρˆnaˆ
†
n+ei + (1− ρˆn)ρˆn+ei − aˆ
†
n
ρˆn+ei
]
, (26e)
where ρˆn ≡ aˆ
†
n
aˆn is the number operator and we drop the unnecessary species index. The
operators satisfy the commutation relations Eqs. (11) withM = 1. Following the procedure
explained in Sec. II, we can find the evolution operator L with the prescription Eq. (18b).
If we write L as L =
∑
n
∑d
i=1 Ln,i, we obtain
Ln,i = (2D + δ)ϕ¯n
∂
∂ϕ¯n
−
(
D +
σ
2
)(
ϕ¯n
∂
∂ϕ¯n+ei
+ ϕ¯n+ei
∂
∂ϕ¯n
)
+
(
λ+
η
2
+
σ
2
)
(ϕ¯n + ϕ¯n+ei)
∂2
∂ϕ¯n∂ϕ¯n+ei
+ (λ+ η + σ − 2D)ϕ¯nϕ¯n+ei
∂2
∂ϕ¯n∂ϕ¯n+ei
+
(
D +
σ
2
) (
ϕ¯2
n
+ ϕ¯2
n+ei
) ∂2
∂ϕ¯n∂ϕ¯n+ei
+
σ
2
ϕ¯nϕ¯n+ei
[
(ϕ¯n + ϕ¯n+ei)
∂2
∂ϕ¯n∂ϕ¯n+ei
−
(
∂
∂ϕ¯n
+
∂
∂ϕ¯n+ei
)]
.
(27)
If we use an uncorrelated initial condition with density ρ0, the initial-state vector and the
initial generating function can be written as
|P ; 0〉 =
∏
n
[
(1− ρ0) + ρ0aˆ
†
n
]
|0〉,
F ({ϕ¯}; 0) =
∏
n
(1 + ρ0ϕ¯n).
(28)
Hence Eqs. (27) and (28) along with Eq. (21) fully specify the above reaction-diffusion
system.
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Let us assume that the solution of Eq. (21) is written as F ({ϕ¯}, D, λ, η, δ, σ, ρ0; t). Rescal-
ing the field ϕ¯ = µϕ¯′ (µ > 0), F is modified to
F ({ϕ¯}, D, λ, η, δ, σ, ρ0; t) = F ({ϕ¯
′}, D˜, λ˜, η˜, δ˜, σ˜, µρ0; t), (29)
where the relations between parameters with and without a tilde are found by setting ϕ¯ =
µϕ¯′ in Eq. (27), which read
σ˜ = µσ,
2D˜ + δ˜ = 2D + δ,
D˜ +
σ˜
2
= D +
σ
2
,
λ˜+
η˜
2
+
σ˜
2
=
1
µ
(
λ+
η
2
+
σ
2
)
,
λ˜ + η˜ + σ˜ − 2D˜ = λ+ η + σ − 2D.
(30)
Since F on the right-hand side of Eq. (29) can be regarded as a solution of Eq. (21) with
tilded rates and initial density µρ0, the two systems connected by Eq. (30) share the same
generating function. The relation of the correlation function can be found by differentiating
F with ϕ¯, which reads
Ck({x}, D, λ, η, δ, σ, ρ0; t) = µ
−kC˜k({x}, D˜, λ˜, η˜, δ˜, σ˜, µρ0; t), (31)
where Ck (C˜k) is the k-point correlation functions of the reaction-diffusion systems with the
untilded (tilded) transition rates. Thus, for arbitrary µ, which ensures all tilded parameters
are non-negative, we can find the equivalent stochastic systems to the system with untilded
parameters.
Let us find the equivalent systems to the single-species pair annihilation model (η = σ =
δ = 0). For given µ, the tilded rates are found as
D˜ = D, σ˜ = 0, δ˜ = 0, η˜ = 2
(
1−
1
µ
)
λ, λ˜ =
(
2
µ
− 1
)
λ, (32)
where 1 ≤ µ ≤ 2 should be satisfied to have the physical meaning. If we choose µ = 2
in Eq. (32), the tilded rates become D˜ = D, η˜ = λ, and δ˜ = σ˜ = λ˜ = 0, which are the
transition rates of the single-species coalescence model with the initial density ρ˜0 = 2ρ0
(of course ρ0 should not be larger than
1
2
). Hence all kinds of correlation functions of
the pair annihilation and coalescence models are related to one another in any dimension.
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This method also reproduces all results in Ref. [22] regarding the equivalence of stochastic
systems by adjusting µ and also finds the initial condition relation.
Next, we apply the generating function method to find the equivalence between three-
particle annihilation models. To our knowledge, this equivalence has not been studied in
the literature, although the full renormalization-group study of this model can be found in
Ref. [6]. The dynamics of the three-particle annihilation model is summarized in Table II.
The procedure to find the equivalence relations is the same as those explained above. First,
we find the Hamiltonian and the corresponding evolution operator. The corresponding
Hamiltonian is Hˆ =
∑
n
∑d
i=1
(
HˆD
n,i + Hˆ
λ1
n,i + Hˆ
λ2
n,i + Hˆ
λ3
n,i
)
with
HˆD
n,i = D
[
ρˆn(1− ρˆn+ei)− aˆnaˆ
†
n+ei + (1− ρˆn)ρˆn+ei − aˆ
†
n
aˆn+ei
]
, (33a)
Hˆλ1
n,i =
λ1
3
[
3ρˆnρˆn+ei ρˆn+2ei − aˆnρˆn+ei ρˆn+2ei − ρˆnρˆn+ei aˆn+2ei − ρˆnaˆn+ei ρˆn+2ei
]
, (33b)
Hˆλ2
n,i =
λ2
3
[
3ρˆnρˆn+ei ρˆn+2ei − aˆnaˆn+ei ρˆn+2ei − aˆnρˆn+ei aˆn+2ei − ρˆnaˆn+ei aˆn+2ei
]
, (33c)
Hˆλ3
n,i = λ3
[
ρˆnρˆn+ei ρˆn+2ei − aˆnaˆn+ei aˆn+2ei
]
, (33d)
and the evolution operator is L =
∑
n
∑
i Ln,i with
Ln,i = D(ϕ¯n− ϕ¯n+ei)
(
∂
∂ϕ¯n
−
∂
∂ϕ¯n+ei
)
+D(ϕ¯n− ϕ¯n+ei)
2 ∂
∂ϕ¯n
∂
∂ϕ¯n+ei
+
1
3
(λ1 + 2λ2 + 3λ3)(ϕ¯n + ϕ¯n+ei + ϕ¯n+2ei)
∂
∂ϕ¯n
∂
∂ϕ¯n+ei
∂
∂ϕ¯n+2ei
+
1
3
(2λ1 + 3λ2 + 3λ3)(ϕ¯nϕ¯n+ei + ϕ¯n+eiϕ¯n+2ei + ϕ¯n+2eiϕ¯n)
∂
∂ϕ¯n
∂
∂ϕ¯n+ei
∂
∂ϕ¯n+2ei
+ (λ1 + λ2 + λ3)ϕ¯nϕ¯n+eiϕ¯n+2ei
∂
∂ϕ¯n
∂
∂ϕ¯n+ei
∂
∂ϕ¯n+2ei
.
(34)
By rescaling ϕ¯ = µϕ¯′, we find the parameter relations
D˜ = D, λ˜1 + 2λ˜2 + 3λ˜3 = µ
−2(λ1 + 2λ2 + 3λ3),
2λ˜1 + 3λ˜2 + 3λ˜3 = µ
−1(2λ1 + 3λ2 + 3λ3),
λ˜1 + λ˜2 + λ˜3 = λ1 + λ2 + λ3.
(35)
First consider 3A→ 0 only (λ1 = λ2 = 0). Unfortunately, the only possible value of µ is 1,
which means there is no equivalent procedure to 3A → 0. However, if we set λ2 = λ3 = 0,
we find
λ˜1 = λ1
(
3−
2
µ
)
, λ˜2 = λ1
−1 + 4µ− 3µ2
µ2
, λ˜3 = λ1(1− µ
−1)2, (36)
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where the valid range of µ is 2/3 ≤ µ ≤ 1.
Up to now, we have found the equivalence for single-species reaction-diffusion systems,
but the formalism explained above can be extended to multispecies problems. As an exam-
ple, let us consider a d-dimensional two-species annihilation model. There are two kinds of
species, A and B. Both particles have the same diffusion constant D. When two different
species form a pair, one of the following reactions may occur. Both particles are removed,
or only one particle is annihilated. For the-one particle annihilation process, there are two
possibilities. The remaining species stays where it was or moves to the other site. For these
dynamics, we assign transition rates λ (pair annihilation), η (one-particle annihilation with-
out location change), and ζ (one-particle annihilation with location change). The dynamics
is summarized in Table III.
The Hamiltonian for this model is Hˆ =
∑
n
∑d
i=1 Hˆn,i with
HˆD
n,i = D(Aˆnvˆn+ei − aˆnaˆ
†
n+ei) +D(Bˆnvˆn+ei − bˆnbˆ
†
n+ei) (37a)
+D(Aˆn+ei vˆn− aˆn+ei aˆ
†
n
) +D(Bˆn+ei vˆn− bˆn+ei bˆ
†
n
),
Hˆλ
n,i = λ(AˆnBˆn+ei − aˆnbˆn+ei + BˆnAˆn+ei − bˆnaˆn+ei), (37b)
Hˆη
n,i = η(AˆnBˆn+ei − aˆnBˆn+ei + AˆnBˆn+ei − Aˆnbˆn+ei (37c)
+BˆnAˆn+ei − bˆnAˆn+ei + BˆnAˆn+ei − Bˆnaˆn+ei),
Hˆζ
n,i = ζ(AˆnBˆn+ei − bˆ
†
n
aˆnbˆn+ei + AˆnBˆn+ei − aˆnaˆ
dagn+ei bˆn+ei (37d)
+BˆnAˆn+ei − aˆ
†
n
bˆnaˆn+ei + BˆnAˆn+ei − bˆnbˆ
†
n+ei aˆn+ei),
where Aˆn (Bˆn) is the number operator for species A (B), and vˆn is the vacuum projection
operator with the form vˆn = 1 − Aˆn − Bˆn. We use a different symbol for the different
species and drop the species indices. The commutation relations for the operators in Eq.
(37) correspond to the M = 2 case of Eq. (11). The evolution operator takes the form
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L =
∑
n
∑d
i=1 Ln,i with
Ln,i = D
[
(ϕ¯n− ϕ¯n+ei)
(
∂
∂ϕ¯n
−
∂
∂ϕ¯n+ei
)
+
(
ψ¯n− ψ¯n+ei
)( ∂
∂ψ¯n
−
∂
∂ψ¯n+ei
)]
+D
[
(ϕ¯n− ϕ¯n+ei)
2 ∂
∂ϕ¯n
∂
∂ϕ¯n+ei
+ (ψ¯n − ψ¯n+ei)
2 ∂
∂ψ¯n
∂
∂ψ¯n+ei
]
+D
(
ϕ¯nψ¯n+ei + ψ¯nϕ¯n+ei
)( ∂
∂ϕ¯n
∂
∂ψ¯n+ei
+
∂
∂ψ¯n
∂
∂ϕ¯n+ei
)
+ (D − η)
[(
ϕ¯n + ψ¯n+ei
) ∂
∂ψ¯n
∂
∂ϕ¯n+ei
+
(
ψ¯n + ϕ¯n+ei
) ∂
∂ϕ¯n
∂
∂ψ¯n+ei
]
+ (ζ + 2η + λ− dD)
[(
ϕ¯n + ψ¯n+ei
) ∂
∂ϕ¯n
∂
∂ψ¯n+ei
+
(
ψ¯n + ϕ¯n+ei
) ∂
∂ψ¯n
∂
∂ϕ¯n+ei
]
+ (2ζ + 2η + λ− 2dD)
(
ϕ¯nψ¯n+ei
∂
∂ϕ¯n
∂
∂ψ¯n+ei
+ ψ¯nϕ¯n+ei
∂
∂ψ¯n
∂
∂ϕ¯n+ei
)
,
(38)
where ϕ¯(ψ¯) corresponds to species A (B). By rescaling, we find the relations
D˜ = D, D˜ − η˜ =
1
µ
(D − η),
ζ˜ + 2η˜ + λ˜− D˜ =
1
µ
(ζ + 2η + λ−D),
2ζ˜ + 2η˜ + λ˜− 2D˜ = 2ζ + 2η + λ− 2D,
(39)
or
D˜ = D, ζ˜ = ζ +
µ− 1
µ
(ζ + 2η + λ−D),
λ˜ = λ+
2− 2µ
µ
(ζ + η + λ), η˜ =
η
µ
+
µ− 1
µ
D.
(40)
If we set η = ζ = 0, we can find
D˜ = D, η˜ =
µ− 1
µ
D, λ˜ =
2− µ
µ
λ, ζ˜ =
µ− 1
µ
(λ−D). (41)
If λ ≥ D, we obtain equivalent stochastic processes with the pair annihilation model A+B →
∅ for 1 ≤ µ ≤ 2. Other equivalent relations can be found by adjusting µ for different values
of untilded parameters.
IV. SUMMARY AND DISCUSSION
In summary, we have presented the path integral representation of the generating func-
tion for classical stochastic exclusive systems. Using this formalism, we have shown the
equivalences of some stochastic systems of single- and two-species models. Furthermore,
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since our formalism is insensitive to the choice of the function f in Eq. (16), we can have
different action forms for one system depending on the choice of f . Although they may
have different forms, the long-time behavior of physical quantities derived from each action
form should be the same. For example, if we use the prescription Eq. (18c) in Eq. (16),
the action is equivalent to the action with the choice of f(ϕ¯) = ϕ¯ in Eq. (16) and with the
change of fields, such as ϕ¯ 7→ eϕ¯ and ϕ 7→ e−ϕ¯ϕ, performed. In fact, if we use the function
f(ϕ¯) = eϕ¯ and expand the function f in terms of ϕ¯ keeping only terms up to ϕ¯2 order,
we obtain the same action as the one derived in Ref. [17]. In many cases, any term which
contains ϕ¯ higher than second order is irrelevant. The method introduced in Ref. [17] is
legitimized by the force of the renormalization-group argument. In some cases, usually in
reaction-diffusion systems, the canonical dimension of ϕ¯ is 0 [6, 7], so it is not clear whether
we can neglect the higher-order terms after expanding f . In this situation, one should use
Eq. (18a) or Eq. (18b) to ensure the completeness of the formalism. As an example, let us
consider again the model described by the reaction given in Table I with η = δ = σ = 0. If
we use Eq. (18b), the action becomes (up to relevant terms)
S =
∫
dtddx
{
ϕ¯
(
∂t −D∇
2
)
ϕ+ 2λϕ¯ϕ2 + λϕ¯2ϕ2
}
, (42)
where we neglect the term D (∇ϕ¯)2 ϕ2 due to its irrelevance. Equation (42) is exactly the
same as the action in Ref. [6] obtained using a bosonic formalism. Since we expect that
boson and hard-core boson annihilation models should belong to the same universality class,
this coincidence is not surprising. If we perform the change of fields explained above, and
keeping terms up to O(ϕ¯2), the action takes the form
S ′ =
∫
dtddx{ϕ¯(∂t −D∇
2)ϕ¯−Dϕ(∇ϕ¯)2
+ 2λϕ¯ϕ2 − 2λϕ¯2ϕ2},
(43)
which can also be found by the method introduced in Ref. [17]. These two actions, Eq.
(42) and Eq. (43), look different, although they describe the same system. This is due to
the dropping of higher-order terms of ϕ¯. To describe the system properly, we have to keep
all the higher-order terms of ϕ¯ which are marginal. Then, two actions will give the same
long-time behavior of physical quantities.
Although we have concentrated on reaction-diffusion systems, the applicability of this
formalism is not restricted to reaction-diffusion systems. We found Langevin equations for
DLG [13] and other lattice-gas-type models. This will be published elsewhere [25].
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TABLE I: Reaction-diffusion processes of single species and their rates.
Diffusion A∅ ↔ ∅A with rate D
Pair annihilation AA→ ∅∅ with rate λ
Coalescence AA→ A∅ with rate η/2
Coalescence AA→ ∅A with rate η/2
Death A→ ∅ with rate δ
Branching ∅A→ AA with rate σ/2
Branching A∅ → AA with rate σ/2
TABLE II: Reaction-diffusion processes of the three-particle annihilation model and their rates.
A∅ ↔ ∅A with rate D
AAA→ A∅A, ∅AA, or AA∅ with rate λ1/3
AAA→ A∅∅, ∅A∅, or ∅∅A with rate λ2/3
AAA→ ∅∅∅ with rate λ3
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TABLE III: Dynamics of the two-species annihilation model and respective rates.
A∅ ↔ ∅A with rate D
B∅ ↔ ∅B with rate D
AB → ∅∅ with rate λ
BA→ ∅∅ with rate λ
AB → A∅ or ∅B with rate η
BA→ B∅ or ∅A with rate η
AB → B∅ or ∅A with rate ζ
BA→ A∅ or ∅B with rate ζ
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