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REGULAR MORPHISMS AND GERSTEN’S CONJECTURE
C. SKALIT
Abstract. We prove that when X → Y is a (geometrically) regular morphism
of Noetherian schemes, then from a Nisnevich-local perspective, the Gersten
complex for Quillen K-theory on X becomes acyclic in degrees beyond the
Krull dimension of Y . Using our methods, we also reduce the general Gersten
conjecture for regular, unramified local rings to the case of a discrete valuation
ring which is essentially smooth over Z. We apply our results to the the theory
of algebraic cycles — globally to obtain relative versions of Bloch’s Formula and
locally to address the Claborn-Fossum Conjecture concerning the vanishing of
Chow groups for regular local rings.
1. Introduction
Fix a Noetherian scheme X . From the classical work of Quillen [Qui73, VII.5],
the codimensional filtration on the category of coherent OX -modules gives, for each
n ≥ 0, a “Gersten complex” Gn(X):
0→
⊕
x∈X0
Kn(k(x))→
⊕
x∈X1
Kn−1 → · · · →
⊕
x∈Xn−1
K1(k(x))→
⊕
x∈Xn
K0(k(x))→ 0
where Xp denotes the set of all points having codimension p in X . The present
article concerns the following acyclicity conjecture:
Conjecture (Gersten’s Conjecture). [Qui73, VII.5.10] Let X = SpecA where
(A,mA, L) is a regular local ring. Then Gn(X) resolves Kn(X) in the following
sense:
Hp(Gn(X)) =
{
Kn(X) p = 0
0 p > 0
.
Quillen [ibid.] proved this conjecture when A is the local ring of a smooth
variety defined over a field. The generalization to equicharacteristic regular local
rings came much later from the work of Panin [Pan03]. To date, the case of mixed
characteristic remains largely open; the most general result in this direction, due
to Gillet and Levine [GL87], states that when A is local and essentially smooth
over a DVR, then G·n(A) is acyclic in degree 2 and higher. Our main theorem
aims to generalize this result in two directions: first by replacing the base DVR
with an arbitrary local ring and second by replacing “essentially smooth” with
“geometrically regular1,” thereby eliminating all finite-type hypotheses. We do this
at the cost of Henselization, thus producing a Nisnevich-local result:
Theorem. Let (R,mR, k) → (A,mA, L) be a geometrically regular morphism of
Noetherian local rings, and assume A is Henselian. Then Hp(G·n(A)) = 0 for all
p > dimR and all n ≥ 0.
1Many authors use the term “regular morphism” for what we shall call a “geometrically regular
morphism.” See Definition 2.9 and the remark that follows it.
1
2 C. SKALIT
The theorem, which appears below as Theorem 4.5, is proved in two main steps.
First, in Section 3, we handle the theorem in the finitistic case for Aλ the Henseliza-
tion of an essentially smooth R-algebra. This requires a number of normalization
lemmas, many of which involve the notion of formal smoothness, which we recall
in Section 2.5.
For the second step, we use Popescu’s Theorem [Pop85] to realize A as a filtered
colimit of local rings Aλ, each the Henselization of an essentially smooth R-algebra.
We cannot blindly pass to the limit since the Gersten complex is only functorial with
respect to flat maps, and the transition maps Aλ → Aλ′ in our filtered system are far
from flat. To bypass this obstacle, we introduce a filtration on the Gersten complex
of A in Section 4, giving rise to a spectral sequence whose E1 page contains the
data of the Gersten complex on each fibre ring of the map R→ A. Since fibre rings
are equicharacteristic and regular, we use Panin’s result [Pan03] to recast Gersten
cohomology as Zariski cohomology of the K-theory sheaves Kn (see Section 2.6).
As the fibre rings of R→ A are approximated by those of R → Aλ, we can invoke
Grothendieck’s limit theorem to kill off enough of the E1 page to prove our theorem.
In Section 5, we turn our attention to unramified regular local rings of mixed char-
acteristic. As they are necessarily geometrically regular over Z(p), we use Popescu’s
Theorem to sharpen the results of [GL87] and make the following reduction (The-
orem 5.4 below):
Theorem. The following conjectures are equivalent:
(a) Gersten’s Conjecture for a discrete valuation ring (R, pR, k), essentially
smooth over Z.
(b) Gersten’s Conjecture for an unramified, regular local ring of mixed charac-
teristic (p, 0).
Any mixed characteristic DVR which is essentially of finite-type over Z has a
residue field that is finitely-generated over Fp. This, in turn, opens the door to a host
of arithmetic techniques. We close Section 5 by establishing the relationship with
the Beilinson-Parshin Conjecture [Kah05] and then proving the Gersten Conjecture
for DVRs with sufficiently “small” residue field.
The most immediate corollary of Quillen’s original proof of Gersten’s Conjecture
in the geometric case is Bloch’s Formula [Qui73, VII.5.19], which states that for a
smooth variety X , there are isomorphisms
HpZar(X,Kn)
∼= CHp(X).
In Section 6, we establish analogues of Bloch’s Formula for our relative setting by
relating the Chow groups of a Noetherian scheme X to various Zariski or Nisnevich
hypercohomology groups.
When (A,mA, L) is a regular local ring, the classical Claborn-Fossum Conjecture
[CF68] states that CHp(A) = 0 for p > 0. From our preceding results on the Gersten
complex, we obtain the following as Corollary 6.4 below:
Corollary. Let (R,mR, k)→ (A,mA, L) be a geometrically regular map of Noether-
ian local rings.
(i) If A is Henselian, CHn(A) = 0 for all n > dimR.
(ii) If R is a discrete valuation ring, then CHn(A) = 0 for all n > 0.
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2. Background Material
In the interest of self-containment, we review here some notions about the
coniveau filtration, the Nisnevich topology, and the relationship between formal
smoothness and geometric regularity. It is recommended that the reader skip this
section and refer back to it only as needed.
2.1. General K-Theory Conventions. For a Noetherian scheme X , we denote
by M(X) the category of coherent OX -modules and Vect(X) ⊂ M(X) the full
subcategory of locally-free sheaves. We shall write K ′n(X) = Kn(M(X)) and
Kn(X) = Kn(Vect(X)). When X is regular and separated over SpecZ, every
F ∈M(X) has a finite resolution by locally-free sheaves; so by Quillen’s resolution
theorem [Qui73, IV.3], the natural map Kn(X)→ K ′n(X) is an isomorphism. We
shall use Kn(X) and K
′
n(X) interchangeably in this context.
2.2. The Codimensional Filtration and the Gersten Complex. We briefly
recall the construction of the Gersten Complex. Standard references for this mate-
rial are [Qui73, VII.5], [Wei13, V.9], and [Sri91, Appx. C].
Fix a Noetherian scheme X of finite Krull dimension. The category of coherent
OX -modules M(X) comes equipped with a natural filtration
M(X) =M0(X) ⊃M1(X) ⊃M2(X) ⊃ · · · ⊃ Mp(X) ⊃Mp+1(X) ⊃ · · ·
whereMp(X) is the full subcategory ofM(X), consisting of modules supported in
codimension at least p. In other words, F ∈ Mp(X) if and only if Fx = 0 for all
x ∈ X such that dimOX,x < p. From this characterization, it readily follows that
Mp+1(X) is a Serre subcategory ofMp(X). Thus, the quotientMp(X)/Mp+1(X)
is abelian. Furthermore, there is a natural equivalence
Mp(X)/Mp+1(X)
∼
−→
∐
x∈Xp
Mfl(OX,x)
whereXp := {x ∈ X : dimOX,x = p} andMfl(OX,x) is the category of finite-length
OX,x modules. By devissage, one then obtains
Kn(M
p(X)/Mp+1(X)) ∼=
⊕
x∈Xp
Kn(k(x)) for all p, n ≥ 0.
Using Quillen’s localization theorem, the canonical maps ofMp+1(X)
i
−→Mp(X)
q
−→
Mp(X)/Mp+1(X) give rise to long exact sequences
· · ·
∂
−→ Kn(M
p+1(X))
i∗−→ Kn(M
p(X))
q∗
−→
Kn(M
p(X)/Mp+1(X))
∂
−→ Kn−1(M
p+1(X))
i∗−→ · · ·
We can patch these localization sequences together, forming the exact couple (D1, E1)
where Dpq1 = K−p−q(M
p(R)) and Epq1 = K−p−q(M
p(X)/Mp+1(X)). If X has fi-
nite Krull-dimension, the filtration on M(X) is finite and the associated spectral
sequence converges:
Theorem 2.1 (Coniveau Spectral Sequence). Let X be a finite-dimensional Noe-
therian scheme. There is then a convergent fourth-quadrant spectral sequence
Epq1 =
⊕
x∈Xp
K−p−q(k(x))⇒ K
′
−p−q(X).
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The d1 differential makes each row of the E1 page a cohomologically-graded
complex, which we shall call the Gersten complex on X :
G·n(X) :=
0→⊕
x∈X0
Kn(k(x))→
⊕
x∈X1
Kn−1(k(x)) → · · ·
· · · →
⊕
x∈Xp
Kn−p(k(x))→ · · · →
⊕
x∈Xn−1
K1(k(x))→
⊕
x∈Xn
K0(k(x))→ 0
 .
To be clear, our indexing starts at degree zero: Gpn(X) =
⊕
x∈Xp
Kn−p(k(x)). We
also remark that when X = SpecA is affine, we will write G·n(A) for G
·
n(X) and
vice versa.
It is well-known that if f : X → Y is a flat morphism of Noetherian schemes,
then f∗(Mp(Y )) ⊂ Mp(X) [Qui73, VII.5.2], thereby inducing a morphism from
the coniveau spectral sequence on Y to that on X . Proper pushfoward fails to
respect the filtration (take p : P2C → SpecC and consider the structure sheaf of a
hyperplane). Finite pushforwards, on the other hand, are well-behaved:
Lemma 2.2. Let g : X → Y be a finite morphism of Noetherian schemes. Then
for all p ≥ 0, g∗(Mp(X)) ⊂Mp(Y ).
Proof. The question is clearly local on the base, and since g is affine, we reduce
to the case where X = SpecB and Y = SpecA. Let M ∈ Mp(B) be a finitely-
generated B-module. Fix p ∈ SpecA such that whenM is regarded as an A-module
Mp 6= 0. We need to show that dimAp ≥ p. Note that Ap → B ⊗A Ap is finite, so
dim(B⊗AAp) ≤ dimAp. On the other hand, 0 6=Mp =M⊗AAp =M⊗B(B⊗AAp),
so for some q ∈ Spec(B ⊗A Ap) ⊂ SpecB, Mq 6= 0. Thus,
dimAp ≥ dim(B ⊗A Ap) ≥ dimBq ≥ p.

2.3. The Nisnevich Topology. For a Noetherian scheme Y , we say that a col-
lection of e´tale morphisms pi : Ui → Y is a Nisnevich covering of Y if for every
y ∈ Y , the canonical inclusion jy : {y} = Spec k(y) → Y factors through some pi.
For X Noetherian, we define the Nisnevich site XNis as the collection of finite-type
e´tale maps Y → X with their Nisnevich coverings. See [MVW06, §12] or [Nis89]
for further details.
For each n ≥ 0, Kn(−) may be regarded as a presheaf on XNis where the re-
striction maps are given by the flat pullback. We shall denote by KNisn,X , K
Zar
n,X the
respective Nisnevich and Zariski sheafifications, but we shall sometimes suppress
the subscripts and superscripts when the context is clear.
For X Noetherian, we can define the Gersten complex of sheaves on X via
G·
n,X
=
(
0→
⊕
x∈X0
(jx)∗
(
KNisn,{x}
)
→
⊕
x∈X1
(jx)∗
(
KNisn−1,{x}
)
→ · · ·
· · · →
⊕
x∈Xn−1
(jx)∗
(
KNis1,{x}
)
→
⊕
x∈Xn
(jx)∗
(
KNis0,{x}
)
→ 0
)
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so that the global sections Γ(X,G·
n,X
) simply recover the usual Gersten complex
G·n(X) for either topology.
Lemma 2.3. The hypercohomology of G·
n,X
may be identified with the usual coho-
mology of the Gersten complex:
(i) For all p ≥ 0, HpZar(X,Gn,X
) ∼= Hp(Gn(X)).
(ii) For all p ≥ 0, HpNis(X,Gn,X
) ∼= Hp(Gn(X)).
Proof. We shall only prove (ii) as the proof of (i) is virtually identical. It suffices to
show that each term
⊕
x∈Xm
(jx)∗
(
KNisn−m,{x}
)
has no higher Nisnevich cohomology.
Fix x ∈ Xm and jx : {x} = Spec k(x) → X . For any e´tale U → Spec k(x),
HpNis(U,F) = 0 for all sheaves F on (Spec k(x))Nis and all p > dimU = 0 by
[MVW06, 12.2]. Thus, Rp(jx)∗ = 0 for p > 0 by [Mil80, III.1.13]. From the Leray
spectral sequence, we have
Epq2 = H
p
Nis
(
X,Rp(jx)∗
(
KNisn−m,{x}
))
⇒ Hp+qNis
(
Spec k(x),KNisn−m,{x}
)
which degenerates to give isomorphisms
HpNis
(
X, (jx)∗
(
KNisn−m,{x}
))
∼= H
p
Nis
(
Spec k(x),KNisn−m,{x}
)
= 0 for p > 0.
Since X is Noetherian, cohomology commutes with direct sums [Tam94, I.3.11.1],
and thus, each term of G
n,X
is acyclic for ΓNis(X,−). The claim now follows since
the hypercohomology spectral sequence
Epq2 = H
p
(
HqNis
(
G·
n,X
))
⇒ Hp+qNis
(
X,G·
n,X
)
degenerates to give the desired isomorphism. 
We now show that the stalks of G
n,X
allow us to recover G(OX,x) or G(OhX,x)
depending on whether we are working in the Zariski or Nisnevich topologies.
Lemma 2.4. Let X be a Noetherian scheme and let x, x′ ∈ X. If x lies in the
Zariski closure of {x′}, then Spec k(x′) ×X SpecOhX,x =
∐m
i=1 Spec k(yi) where yi
are precisely the points of SpecOhX,x lying over x
′.
Proof. First, note that Spec k(x′)×X SpecOhX,x is faithfully flat over Spec k(x
′)×X
SpecOX,x, and the latter is empty if and only if x /∈ {x′}. We henceforth assume
that Spec k(x′)→ X factors through SpecOX,x, and so, Spec k(x′)×X SpecOhX,x =
Spec k(x′)×SpecOX,x SpecO
h
X,x. If we let A = OX,x, x
′ corresponds to a prime ideal
p ⊂ A, so k(x′) is just the fraction field E of A/p. Since A/p ⊗A Ah = (A/p)h,
we are reduced to proving that if A is a Noetherian local domain with fraction
field E, then E ⊗A Ah is a finite product of fields Li, each of which is separable
algebraic over E. We can write Ah = lim
−→
λ∈Λ
Bλ where each Bλ is e´tale over A.
Thus, each E ⊗A Bλ is finite over E (since e´tale morphisms are quasifinite). Thus
E → E ⊗A Ah = lim−→
λ∈Λ
(E ⊗A Bλ) is an integral extension of E and so must be zero-
dimensional. On the other hand, E ⊗A Ah is Noetherian, being a localization of a
Ah, meaning that E ⊗A A
h is a product of Artin local rings. Since E → E ⊗A A
h
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must also be geometrically regular (Example 2.12(a)), the rings are reduced, and
the claim follows. 
Lemma 2.5. Let X be a Noetherian scheme and consider the Gersten complex
G·
n,X
on XNis. Fix x ∈ X.
(i) In the Zariski topology, the stalk
(
G·
n,X
)
x
is G·n(OX,x), the Gersten complex
on OX,x.
(ii) In the Nisnevich topology, the stalk
(
G·
n,X
)
x
is G·n(O
h
X,x), the Gersten com-
plex on OhX,x.
Proof. We begin by noting that for any field E, the presheaf U 7→ Kn(U) is al-
ready a sheaf on (SpecE)Nis. This simply owes to the fact that every object U
of(SpecE)Nis is a finite disjoint union
∐
SpecLi with each Li/E finite and separa-
ble and the fact that for any Nisnevich cover {Vi → U} each SpecLi will appear as
a connected component of Vj for some j.
We shall only prove (ii) since the argument (i) follows along the same lines and,
at any rate, already appears in the proof of [Qui73, VII.5.8]. Fix x′ ∈ Xp. We
shall analyze the Nisnevich stalk of each (ix′)∗(KNisq,{x′}) at x. Given x ∈ X , [Mil80,
II.3.2(b)] shows that(
(ix′)∗
(
KNisq,{x′}
))
x
= lim
−→
U
KNisq,{x′}(Spec k(x
′)×X U) = lim−→
U
Kq(Spec k(x
′)×X U)
where the limit is taken over all e´tale U → X through which Spec k(x)→ X factors.
By [Qui73, VII.2.2] the rightmost object is just Kq(Spec k(x
′)×X Spec(O
h
X,x)). But
by Lemma 2.4, Spec k(x′) ×X SpecO
h
X,x =
∐m
i=1 Spec k(yi) where yi ∈ SpecO
h
X,x
are the points (necessarily of codimension p) lying over x′. Since taking stalks
commutes with direct sums we get that
(
G·
n,X
)
x
= G·n(O
h
X,x). 
2.4. Local Flatness Criteria. For the sake of convenience, we shall state here
two corollaries of the local flatness criterion that we shall need to use repeatedly.
Lemma 2.6. [Mat86, Thm. 22.5+Cor.] Let (R,mR, k) → (S,mS , k′) be a local
homomorphism of Noetherian local rings. Let x1, · · · , xn ∈ mS. The following are
equivalent:
(a) x1, · · · , xn is a regular sequence on S and R→ S/(x1, · · ·xn) is flat.
(b) x1, · · · , xn is a regular sequence on S ⊗R k and R→ S is flat.
Lemma 2.7. [Swa98, 7.4] Let R→ S → T be maps of Noetherian rings. Let I ⊂ R
be an ideal such that IS is contained in the Jacobson radical of T . If R → T and
S/IS → T/IT are flat then so is S → T .
2.5. Smoothness, Formal-Smoothness, and Geometric Regularity. Here,
we recall some of the basic notions of formal smoothness and its relationship with
“genuine” smoothness.
Definition 2.8. Let R→ A be a morphism of rings and let I ⊂ A be an ideal. We
say that A is I-smooth over R if the following condition holds: For all rings C, all
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nilpotent ideals J ⊂ C, and all commutative diagrams
R //

C

A
ψ
// C/J
with C/J discrete and ψ I-adically continuous (i.e. ψ(Im) = 0 for m >> 0), there
exists a lift ψ˜ : A→ C making the diagram commute.
We remark that if I ′ ⊂ I ⊂ A, then since the I ′-topology is finer than that
defined by I, the condition of I ′-smoothness implies I-smoothness.
Definition 2.9. Let X , Y , and Z be Noetherian schemes.
(a) If X is defined over a field k, we say that X → Spec k is geometrically
regular if for all finite field extensions L/k, XL := X ×k SpecL is a regular
scheme.
(b) A morphism Y → Z of Noetherian schemes is called geometrically regular
if it is flat and for all z ∈ Z, the fibre Yz := Y ×Z Spec k(z)→ Spec k(z) is
geometrically regular in the sense of (a). If Y → Z is geometrically regular
and of finite-type, it is called smooth.
Remark 2.10. A morphism Y → Z satisfying the conditions of (b) in Definition
2.9 is often called “regular” while “geometrically regular” is reserved exclusively for
maps to Spec k (k a field). In this paper, we shall follow the Swan’s convention
[Swa98] and use “geometrically regular” for both notions. We do this to emphasize
that definition (a) is indeed a special case of (b) and also to eliminate confusion
between a relative and absolute notion: being “geometrically regular” is a property
of a morphism while being “regular” is an intrinsic property of a ring or scheme.
In the local case, the relationship between formal smoothness and geometric
regularity is afforded by the following important lemma:
Lemma 2.11. [MR10, 2.6.5] Let (R,mR, k) → (S,mS , k′) be local homomorphism
of Noetherian local rings. The following are then equivalent:
(a) R→ S is mS-smooth.
(b) R→ S is flat and k → S ⊗R k is geometrically regular.
Examples 2.12. While all smooth morphisms are geometrically regular, the non-
finite-type case arises fairly often in local algebra. Here are some examples that are
relevant for this paper.
(a) If (R,mR, k) is a Noetherian local ring, then the Henselization map R→ Rh
is geometrically regular by virtue of being a filtered colimit of essentially-
e´tale R-algebras.
(b) If a Noetherian local ring (R,mR, k) is excellent, the completion map R→ R̂
is geometrically regular. Such rings are ubiquitous in algebraic geometry.
(c) If A is excellent, a flat local map of Noetherian local rings (R,mR, k) →
(A,mA, L) is geometrically regular if and only if k → A ⊗R k is. This is
Andre´’s so-called theorem of localization [And74].
(d) A mixed characteristic regular local ring (A,mA, L) is called unramified if
there is some prime number p ∈ mA−m2A. Then Z(p) → A is geometrically
regular since the residue fields of Z(p) are perfect and the fibre rings are
regular.
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(e) If k is a perfect field, then every field extension k → L is geometrically
regular.
It is a well-known fact that a section of a smooth morphism X → Y is a closed
immersion that is locally cut out by a regular sequence on X . We present here the
local analogue, which we shall need later:
Lemma 2.13. Let (R,mR, k) and (S,mS , k
′) be Noetherian local rings. Suppose
that φ : R→ S is an mS-smooth local homomorphism. Let r : S → R be a retraction
in the sense that r◦φ = IdR. Then I = ker(r) is generated by an S-regular sequence
of length d = dimS − dimR.
Proof. By Lemma 2.11, R→ S is flat with geometrically regular fibre k → S/mRS.
In particular, S/mRS is a regular local ring. If we apply −⊗R k to the short-exact
sequence
0→ I → S
r
−→ R→ 0
we obtain
0→ I/mRI → S/mRS → k → 0.
I/mRI is the maximal ideal of S/mRS and is therefore generated by a regular
sequence of length d = dim(S/mRS) = dimS−dimR [Mat86, 15.1]. By Nakayama’s
Lemma, I is generated by d elements t1, · · · , td of S. As R → S is flat and the ti
form an S/mRS-regular sequence, we conclude by Lemma 2.6 that the ti form a
regular sequence on S. 
We close this subsection by introducing Popescu’s Theorem, which states that
every geometrically regular morphism arises as a filtered colimit of smooth ones.
Theorem 2.14 (Popescu’s Theorem). [Pop85], [Swa98] Let R→ A be a geometri-
cally regular map of Noetherian rings. Then there exists a filtered system {Aλ}λ∈Λ
of smooth (and hence finite-type) R-algebras such that A = lim
−→
λ∈Λ
Aλ.
2.6. K-Theoretic Consequences of Popescu’s Theorem. Quillen originally
proved Gersten’s Conjecture for local rings essentially smooth over a field [Qui73,
VII.5.11]. If (A,mA, L) is an equicharacteristic regular local ring, we can take a
perfect subfield k◦ ⊂ A, thereby forcing k◦ → A to be geometrically regular. By
Popescu’s Theorem, we can therefore write A as a filtered colimit of local rings
{Aλ}λ∈Λ which are essentially smooth over k◦. However, the transition maps
Aλ → Aµ need not be flat and therefore are not compatible with the codimen-
sional filtration. Panin’s [Pan03] clever insight was to realize the Gersten coho-
mology groups Hp(G·n(A)) via Zariski sheaf cohomology, an invariant which, by
Grothendieck’s Limit Theorem [SGA72, VII.5.7], is compatible with inverse limits
of affine schemes, regardless of whether the transition maps are flat. We state here
the key results that we will need in the proof of our Main Theorem 4.5.
Theorem 2.15. [Pan03] If A is a regular local ring containing a field, then A
satisfies Gersten’s Conjecture. That is,
Hp(G·n(A)) =
{
Kn(A) p = 0
0 p > 0
This result, in conjunction with [Qui73, VII.5.8], yields the following useful corol-
lary, which permits us to realize cohomology of the Gersten complex as Zariski sheaf
cohomology:
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Corollary 2.16. Let k be a field and suppose that X is a regular, Noetherian
scheme defined over k. Denote by Kn the Zariski sheafification of the presheaf
U 7→ Kn(U). Then there are isomorphisms
HpZar(X,Kn)
∼
−→ Hp(G·n(X)).
Since the K-theory of vector bundles commutes with inverse limits of Noetherian
affine schemes [Qui73, VII.2.2], the Grothendieck Limit Theorem [SGA72, VII.5.7]
(see also [Pan03, §6]) furnishes the following result:
Proposition 2.17. Let Λ be a directed set and let {Xλ}λ∈Λ be an inverse system
of Noetherian affine schemes such that the limit X := lim
←−
λ∈Λ
Xλ is Noetherian. Then
for all p, n ≥ 0 there are isomorphisms
lim
−→
λ∈Λ
HpZar(Xλ,Kn)
∼
−→ HpZar(X,Kn).
2.7. Chow Groups and Codimension. For an arbitrary Noetherian scheme X ,
there is some ambiguity regarding the definition of the Chow group. We adopt the
convention in [GS87, 8.1]. We define Zp(X) to be the free abelian group on integral
subschemes V ⊂ X of codimension p (or, equivalently, the free abelian group on
the set Xp = {x ∈ X : dimOX,x = p}). For an integral, closed subscheme W of
codimension p − 1, and an f ∈ k(W )×, one defines the rational cycle div(f) =∑
V ordV (f)[V ] ∈ Z
p(X) where the sum is taken over all codimension-p integral
subschemes V ⊂ X that are contained in W and ordV is the order function on the
1-dimensional domain OW,V (cf. [Ful98, A.3]). In this way, one obtains a map⊕
codimW=p−1
k(W )×
div
−→ Zp(X)
whose cokernel is defined to be CHp(X). The map div agrees up to sign with the
Ep−1,−p1 → E
p,−p
1 differential in the coniveau spectral sequence on X :
Lemma 2.18. [Qui73, VII.5.14] [Wei13, V.9.5] Let X be a Noetherian scheme.
Then the following identifications hold for p ≥ 0:
CHp(X) = Ep,−p2 (X) = H
p(G·p(X)).
Here, Epqr (X) is the coniveau spectral sequence on X (2.1).
This definition differs slightly from Fulton’s [Ful98, 1.3] where the rational cycle
associated to f ∈ k(W )× is div(f) =
∑
V ordV (f)[V ] and the sum is now taken
over all V having codimension 1 in W . In the geometric setting, the two notions
are equivalent. However, if X is not catenary, codimension may not be additive; so
this proposed rational cycle may not even be homogeneous. The following lemma
gives sufficient conditions under which the two definitions agree.
Lemma 2.19. Let X be a Noetherian scheme and suppose that
(a) X is catenary.
(b) For all x ∈ X, OX,x is equidimensional.
Then if Y ⊂ X is a closed, irreducible subscheme of codimension r and x ∈ Y s,
then x ∈ Xr+s. The first definition of rational equivalence therefore agrees with
Fulton’s.
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Proof. By hypothesis, the generic point of Y corresponds to a height r prime p
of OX,x. Choose q0 ⊂ p to be a minimal prime of OX,x. Since OX,x is equidi-
mensional, dimOX,x = dimOX,x/q0. As (OX,x)p is also equidimensional, there
exists a saturated chain q0 ⊂ q1 ⊂ · · · ⊂ qr = p of distinct primes in OX,x.
On the other hand, OY,x = OX,x/p, so we can get a saturated chain of primes
p = p0 ⊂ p1 ⊂ · · · ⊂ ps = n where n is the maximal ideal of OX,x. Concatenating
these chains together gives a saturated chain of r+s primes between q and n. Since
OX,x is catenary, all saturated chains between q0 and n must have length r + s,
whence dimOX,x = r + s as claimed. 
Remark 2.20. A Noetherian scheme X will satisfy the conditions of Lemma 2.19 if
it is Cohen-Macaulay [Mat86, 17.6, 17.9].
3. The Finite-Type Case
3.1. Structure Theorems. Quillen’s proof of Gersten’s Conjecture in the geomet-
ric case relies on a type of Noether Normalization Lemma [Qui73, VII.5.12]. Here,
we prove local analogues in the mixed characteristic setting. In the next section,
we will use these results in conjunction with Popescu’s Theorem to bootstrap up
to the main theorem.
Lemma 3.1. Let R → S be a finite map. Let q ∈ SpecS be a prime contracting
to p ∈ SpecR. Then k(p) = Rp/pRp → Sq/pSq is finite.
Proof. If we base-change to k(p), we see that k(p) → S ⊗R k(p) is finite, meaning
that S⊗R k(p) is a product of artin local rings. Sq/pSq is merely one of the factors
and hence must also be finite over k(p). 
The first of our structure theorems is listed below. We remark that when we say
a ring S essentially has property P over R (where P could be finite-type, finite,
smooth, etc.), we shall mean that S is the localization of an R-algebra S′ having
property P .
Lemma 3.2. Let (R,mR, k)→ (A,mA, L) be an essentially smooth local homomor-
phism of Noetherian local rings. Fix f ∈ mA − mRA. Then there exists a local
R-algebra (B,mB,K) such that
(1) B → A is mA-smooth.
(2) B → A/fA is flat and essentially finite.
(3) dimB = dimA/fA = dimA− 1.
Proof. By assumption, A = A′q where A
′ is a smooth (and hence finite-type) R-
algebra and q ∈ SpecA′. For ease of notation, we shall write S := S/mRS for any
R-algebra S. After base-changing to k, the residue field of R, we have a smooth
map k → A′. Since A′ is regular (and hence a product of domains), we may assume
— after replacing A′ by A′g for some g /∈ q — that A
′ is a domain. By assumption, f
is a non-zerodivisor on A′, so we may invoke Quillen’s normalization lemma [Qui73,
VII.5.12] to obtain a morphism φ◦ : B◦ := k[X1, · · · , Xr−1] →֒ A′ where r = dimA′,
B◦ → A′ is smooth at q, and the composite B◦ → A′ → A′/fA′ is finite.
To show that B◦ → A′/fA′ is flat, it suffices to check locally at maximal ideals of
A′/fA′. Fix a maximal ideal n of A′/fA′. Since A′ is a finite-type k-domain, all of
its maximal ideals have height r = dim(A′) [Mat86, 15.6]; whence dim(A′/fA′)n =
r− 1. Since B◦ → A′/fA′ is finite, n contracts to a maximal prime n◦ of B◦, which
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must therefore also have height r− 1. Since B◦ → A′/fA′ is finite, the image of n◦
in (A′/fA′)n is n-primary by Lemma 3.1. We conclude that (B◦)n◦ → (A
′/fA′)n
flat as its source is regular and target is Cohen-Macaulay [Mat86, 23.1].
Put B′ = R[X1, · · · , Xr−1] and define an R-algebra map φ : B′ → A′ by mapping
the Xi to lifts of the φ◦(Xi) ∈ A′. Set p = φ−1(q) and define the local ring
(B,mB,K) to be B
′
p. We shall now verify conditions (1)-(3) for B → A.
Claim 1: (B → A is mA-smooth.) First, note that B = (B◦)p → (A′)q = A
is essentially smooth (and hence flat). Since R → B → A is flat, we can conclude
that B → A is flat by Lemma 2.7. Moreover, the fibre K → A ⊗B K = A ⊗B K
must be geometrically regular, so by Lemma 2.11, we have the claim.
Claim 2: (B → A/fA is flat and essentially finite.) Since R → A is flat and f
is a non-zerodivisor on the regular local ring A, Lemma 2.6 says that R→ A/fA is
flat and f is a non-zerodivisor on A. We already saw that B = (B◦)p → (A′fA′)q =
A/fA is flat, so B → A/fA is flat by Lemma 2.7. As B → A/fA is essentially
of finite-type, to show essential finiteness, it will suffice by Peskine’s version of
Zariski’s Main Theorem [Pes66], [Swa98, 9.1], to show that K → A/fA ⊗B K =
(A′/fA′)q ⊗(B◦)p K is finite. This then follows from the finiteness of B◦ → A
′/fA′
and Lemma 3.1.
Claim 3: (dimB = dimA/fA = dimA− 1.) Since f ∈ A is a non-zerodivisor,
we have that dimA/fA = dimA − 1. As B → A/fA is flat and essentially finite,
both rings must have the same dimension (cf. [Mat86, 15.1]). 
If we Henselize, we can arrange for actual finiteness instead of essential finiteness:
Lemma 3.3. Let (R,mR, k)→ (A,mA, L) be an essentially smooth local homomor-
phism of Noetherian local rings. Fix f ∈ mAh − mRA
h. Then there exists a local
Henselian R-algebra (C,mC ,K) such that
(1) C → Ah is mAh-smooth.
(2) C → Ah/fAh is finite and flat.
(3) dimC = dimAh/fAh = dimA− 1.
Proof. We can write Ah = lim
−→
λ∈Λ
Aλ where {Aλ}λ∈Λ is a filtered system of local,
essentially e´tale A-algebras with residue field L (see, for example, [Mil80, §I.4]).
We must therefore have f ∈ Aλ − mRAλ for some λ; so we might as well assume
that f ∈ mA−mRA to begin with. Let (B,mB,K)→ (A,mA, L) be as in Lemma 3.2.
We therefore obtain a natural map Bh → Ah; put (C,mC ,K) = (Bh,mBBh,K).
Claim 1: (C → Ah is mAh-smooth.) B → A→ A
h is obviously mAh-smooth. If
we look at B → C → Ah, then by using Lemma 2.7, the flatness of C → Ah follows
from the flatness of K = C/mBC → Ah/mBAh. Since B → Ah and C = Bh → Ah
have the same special fibre, we can conclude that C → Ah is mAh -smooth by Lemma
2.11.
Claim 2: (C → Ah/fAh is finite and flat.) For flatness, we appeal to Lemma 2.7
and the observations that B → A/fA→ (A/fA)h = Ah/fAh and K = C/mBC →
(Ah/fAh)/mB(A
h/fAh) are both flat. Next, note that B → A/fA is essentially
finite; that is, there exists a finite (and hence semilocal) B-algebra D with A/fA =
Dn for some maximal ideal n of D. Take B → D and base-change to C = Bh. D⊗B
C is finite over the Henselian ring C and so factors into a product of Henselian local
rings that are finite over C [Mil80, I.4.2(b)]. Since the special fibre of B → C is an
isomorphism, the maximal ideals of D and D⊗B C are in bijective correspondence.
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Choose the unique maximal ideal n′ of D ⊗B C lying over n. Since (D ⊗B C)n′
is simply a projection onto one of the factors, the composite C → D ⊗B C →
(D⊗B C)n′ is finite. On the other hand, by the universal property of Henselization,
the flat map A/fA = Dn → (D⊗BC)n′ extends uniquely to Ah/fAh = (A/fA)h →
(D⊗B C)n′ . By Lemma 2.7, A
h/fAh → (D⊗B C)n′ is faithfully flat and therefore
injective; therefore, C → Ah/fAh must be finite as the composite C → Ah/fAh →
(D ⊗B C)n′ is.
Claim 3: (dimC = dimAh/fAh = dimA− 1.) As f is a non-zerodivisor on A
(see the proof of Lemma 3.2), it must also be a non-zerodivisor on Ah. The claim
now immediately follows from the preceding two claims. 
In the complete case we can obtain an analogue of Lemma 3.3 without any
finite-type hypotheses.
Lemma 3.4. Let (R,mR, k) → (A,mA, L) be a flat map of Noetherian local rings
with A complete. Suppose that k → L is geometrically regular and that A/mRA is
regular. Fix f ∈ A − mRA Then there exists a local R-subalgebra (B,mB, L) of A
such that
(1) B → A is mA-smooth.
(2) B → A/fA is finite and flat.
(3) dimB = dimA/fA = dimA− 1.
Proof. By [Gro61, 10.3.1], we may construct an over-ring (R′,mR′ , L) of R such
that R
u
−→ R′ is flat and R′ ⊗R k ∼= L as k-algebras. We may also take R′ to be
complete. Using Lemma 2.11, we see that R→ R′ is mR′-smooth. If we define φn to
be the composite R → A→ A/mnA and let ψ1 : R
′ → R′/mR′ = L = A/mA be the
canonical quotient map, we then get φ1 = ψ1◦u. Assuming that we have inductively
constructed ψn : R
′ → A/mnA so that φn = ψn ◦ u, invoking the formal-smoothness
of u gives a lift
R
φn+1
//
u

A/mn+1A

R′
ψn
//
ψn+1
;;
A/mnA
.
Since A is complete, we therefore obtain an R-algebra map R′ → lim
←−
n
A/mnA = A.
Note that mR′A = mRA, so A := A/mR′A is a regular local ring. By assumption,
f is nonzero on A/mR′A and so is a parameter. If d = dimA, we can use a
prime-avoidance argument (see, for example, [Ska16, 2.6]) and choose elements
g1, · · · , gd−1 ∈ A such that A/(g1, · · · , gd−1)A is regular with f, g1, · · · , gd−1 a
regular sequence on A. Define B := R′[[X1, · · ·Xd−1]]→ A by mapping Xi to gi.
Claim 1: (B → A is mA-smooth.) Consider R → B → A. Base-changing
to k = R/mR gives k → B = L[[X1, · · · , Xd−1]] → A. B → A is flat since
both rings are regular and the Xi map to a regular sequence on A [Mat86, 23.1].
Therefore, B → A is flat by Lemma 2.7. The special fibre of B → A is L →
A/mBA = A/(g1, · · · , gd−1)A. Since A/mBA is regular with residue field L, the
map L → A/mB is geometrically regular by [Mat86, §28, Lem. 1]; and hence, we
may conclude that B → A is mA-smooth by Lemma 2.11.
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Claim 2: (B → A/fA is finite and flat.) Note A/fA⊗BL = A/(f, g1, · · · , gd−1)A
is zero-dimensional and hence finite over L = B/mB (since A and B share the same
residue field.) Since both rings are also complete, B → A/fA is finite by [Mat86,
8.4]. Since f is a non-zerodivisor on A and R → A is flat, Lemma 2.6 says that
R → B → A/fA is flat and f is regular on A. On the other hand, B → A/fA is
flat since g1, · · · gd−1 is a regular sequence on the CM ring A/fA; so by Lemma 2.7,
B → A/fA is flat.
Claim 3: (dimB = dimA/fA = dimA− 1.) This follows at once from the fact
that f is regular on A and the finite flatness of B → A/fA. 
3.2. Local Triviality of Coniveau. Using our normalization lemmas, we are now
poised to prove a special case of our main theorem:
Proposition 3.5. Let (R,mR, k) be a Noetherian local ring and let (A,mA, L) be
a local Noetherian R-algebra. Fix some f ∈ mA −mRA and suppose that either:
(a) A is the Henselization of a local, essentially smooth R-algebra.
(b) A is complete and mA-smooth over R with k → L geometrically regular.
Then the natural inclusion i : Mp(A/fA) → Mp(A) induces the zero map on K-
theory for all p ≥ 0.
Proof. In either case, Lemma 3.3 or 3.4 will give us a local R-algebra (B,mB,K)
and a map B → A such the following hold:
(1) B → A is mA-smooth.
(2) B → A/fA is finite and flat.
(3) dimB = dimA/fA = dimA− 1.
Let D = A ⊗B A/fA. By base-change, D is mAD-smooth over A/fA as well as
flat and finite over A. The map a ⊗ b 7→ ab gives a surjection r : D → A/fA.
Let I be its kernel. We claim that I ∼= D as modules over D. Since A/fA is
local, I is contained in a unique maximal ideal n ⊂ D; so for any other maximal
ideal n′, In′ = Dn′ . On the other hand, A/fA→ Dn
r
−→ A/fA is the identity, so
since A/fA→ Dn is nDn-smooth, Lemma 2.13 assures us that In is generated by a
regular sequence of length one — that is, In ∼= Dn. D, being finite over a local ring,
is therefore semilocal, so the rank-one locally free module I must be free. (Indeed,
if we let J be the Jacobson radical of D, then by the Chinese Remainder Theorem,
D/JD is a finite product of fields. It easily follows that I/JI must be free over
D/JD; whence I is free by Nakayama’s Lemma.)
One then obtains a short exact sequence of D-modules
(*) 0→ D → D
r
−→ A/fA→ 0.
Given a module M ∈ Mp(A/fA), consider the base-change functor
F :Mp(A/fA)→Mp(D) given by M 7→M ⊗A/fA D.
Since A/fA → D is flat, F is exact and preserves the codimensional filtration
[Qui73, VII.5.2]. Since A is finite over D the forgetful functorM(D)→M(A) also
preserves the codimensional filtration (Lemma 2.2) and so gives an exact functor
u : Mp(D) → Mp(A). Since tensoring over A/fA will preserve the exactness of
(*) we obtain a short exact sequence of exact functors Mp(A/fA)→Mp(A)
0→ uF→ uF→ i→ 0
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where i is the natural inclusion. By [Qui73, III, Cor. 1], (uF)∗ = (uF)∗ + i∗ as
homomorphisms Kn(Mp(A/fA))→ Kn(Mp(A)) and the theorem follows. 
Remark 3.6. Note that if R is complete, then A = R[[X1, · · ·Xn]] is readily seen to
satisfy the hypotheses of condition (b). In this way, Proposition 3.5 may be seen
as a generalization of the result of [RS90].
Before we address acyclicity results for the Gersten complex we shall need some
basic lemmas about prime-avoidance.
Lemma 3.7. Let (R,mR, k)→ (A,mA, L) be a flat, local map of Noetherian local
rings such that q := mRA is prime. Then the following statements hold:
(i) For p ≥ dimR, Mp+1(A) = lim
−→
f∈mA−q
Mp(A/fA).
(ii) Let S ⊂ R be a multiplicative system so that S ∩ mR 6= ∅. Then for
p ≥ dimR− 1, there is an equality Mp+1(S−1A) = lim
−→
f∈mA−q
Mp(S−1(A/fA)).
Proof. (i) Since R → Aq is flat, it follows that q has height equal to dimR. Thus,
if p ≥ dimR, any M ∈ Mp+1(A) must vanish at q and hence be annihilated by
some f ∈ mA − q. Since f ∈ mA − q is a non-zerodivisor on A by Lemma 2.6, we
have M ∈Mp(A/fA).
(ii) Assume that p ≥ dimR−1 and fix someM ∈ Mp+1(S−1A). Let p˜1, · · · , p˜m ∈
SpecS−1A be the minimal primes of M and let pi be their preimages in A. We
claim that pi 6⊂ q. By assumption, dimApi = dim(S
−1A)p˜i ≥ p+1 ≥ dimR. Thus,
if it were the case that pi ⊂ q, then we would have that q = pi since ht q = dimR.
This is impossible since S ∩ pi = ∅. Note that the support SuppM ⊂ SpecS−1A is
the union of the vanishing sets of its minimal primes:
V (ann(M)) = SuppM = V (p˜1) ∪ V (p˜2) ∪ · · · ∪ V (p˜m) = V (p˜1p˜2 · · · p˜m).
In other words, the product p˜1p˜2 · · · p˜m and ann(M) agree up to radical, so for some
c >> 0, (p˜1p˜2 · · · p˜m)
c ⊂ ann(M). Choose fi ∈ pi − q and put f = (f1f2 · · · fm)
c.
Its image in S−1A must then lie in the annihilator of M . Since f ∈ mA − q, it
must be a non-zerodivisor on A and hence on S−1A as in part (i). Thus, M ∈
Mp(S−1(A/fA)) as desired. 
For any A satisfying the hypotheses of Proposition 3.5, we are now poised to
prove he following acyclicity result on its Gersten complex G·n(A):
Corollary 3.8. Let (R,mR, k) → (A,mA, L) be a local morphism of Noetherian
local rings. Suppose that either condition (a) or (b) of Proposition 3.5 holds. Let
S ⊂ R be a multiplicative system so that S ∩mR 6= ∅. Then the following are true:
(i) For all p > dimR and all n ≥ 0, Hp(G·n(A)) = 0.
(ii) For all p ≥ dimR and all n ≥ 0, Hp(G·n(S
−1A)) = 0.
Proof. For (i), a simple diagram chase shows (cf. [Qui73, VII.5.6]) shows that it
suffices to prove that the natural inclusion Mp+1(A) → Mp(A) induces the zero
map on K-theory for all p ≥ dimR. By assumption, A satisfies the conditions of
Lemma 3.7; whence we have
Mp+1(A) = lim
−→
f∈mA−mRA
Mp(A/fA) for all p ≥ dimR.
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On the other hand, Proposition 3.5 shows that Kn(Mp(A/fA))→ Kn(Mp(A)) is
zero, and the claim is proved.
For part (ii), we need to show thatMp+1(S−1A)→Mp(S−1A) induces the zero
map on K-theory for p ≥ dimR− 1. By part (ii) of Lemma 3.7, we are reduced to
showing that Kn(M
p(S−1(A/fA)))→ Kn(M
p(S−1A)) is zero for f ∈ mA −mRA.
However, if we trace through the proof of Proposition 3.5, we notice that all rings
in sight are R-algebras, so if we base-change via − ⊗R S−1R, everything will be
preserved (e.g. S−1D → S−1(A/fA) will still have a principal kernel, etc.). We
therefore obtain a proof of our claim. 
4. Filtration of the Gersten Complex
4.1. One-dimensional base. Consider a DVR (R, πR, k) and a flat map φ : X →
SpecR having special and generic fibres X and X [ 1π ] respectively. Gillet and Levine
[GL87, Cor. 7] show that the Gersten complexes G·n(X [
1
π ]) and G
·
n−1(X) fit together
into the following double complex:
0 //
⊕
x∈X[ 1
pi
]0
Kn(k(x))

//
⊕
x∈X[ 1
pi
]1
Kn−1(k(x)) //

· · · //
⊕
x∈X[ 1
pi
]n−1
K1(k(x))

//
⊕
x∈X[ 1
pi
]n
K0(k(x))

// 0
0 //
⊕
x∈X
0
Kn−1(k(x)) //
⊕
x∈X
1
Kn−2(k(x)) // · · · //
⊕
x∈X
n−1
K0(k(x)) // 0 // 0
Since the vertical and horizontal differentials are induced by projecting those of
G·n(X) onto the appropriate summands, it is readily checked that each square anti-
commutes and that totalizing the double complex indeed recovers G·n(X). The
advantage of this viewpoint is that we have reinterpreted the Gersten complex on
X in terms of the Gersten complexes on the equicharacteristic schemes X and X [ 1π ].
In particular, when φ is smooth, X and X [ 1π ] are regular, thereby permitting us to
recast the cohomology of the rows as the Zariski cohomology groups HpZar(X,Kn−1)
and HpZar(X [
1
π ],Kn) respectively (Lemma 2.16).
Fix a point x ∈ X [ 1π ]
p ⊂ Xp, and a point y ∈ Xp+1 with y ∈ {x}. The
map Kn(k(x)) → Kn−1(k(y)) induced from G·n(X) is realized in the above double
complex by either a horizontal or vertical map, depending on whether y ∈ X [ 1π ]
p+1
or y ∈ X
p
. That we can decompose G·n(X) into a double complex owes to the fact
that y can only live in one of two fibres. When the base has dimension two or
greater, this is no longer true:
Example 4.1. Let S = C[T1, T2](T1,T2), Y = SpecS and let φ : X = SpecS[U, V ]→
Y be the projection induced by S → S[U, V ]. The prime ideal p = (T1U +T2) ∈ X1
contracts to (0) in S, so φ(p) ∈ Y 0. Consider now the primes q0 = (T1U + T2, V ),
q1 = (T2, U), and q2 = (T1, T2) in X
2. For each i, p ⊂ qi, so qi does indeed lie in
the closure of p; however, it’s easy to check that φ(qi) ∈ Y i.
This shows that the double-complex approach is not viable in general; instead
we shall use a spectral sequence.
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4.2. Construction of the Filtration. Fix a flat morphism f : X → Y of Noe-
therian schemes. Our goal is to understand the Gersten complex on X in terms
of the fibres Xy for each y ∈ Y . Put Y (≥p) =
⋃
i≥p Y
i. We define a decreasing
filtration F •G·n(X) via
F pGqn(X) :=
⊕
x∈Xq
f(x)∈Y (≥p)
Kn−q(k(x)) ⊂
⊕
x∈Xq
Kn−q(k(x)) = G
q
n(X).
Lemma 4.2. The filtration F is compatible with the differential on G·n(X).
Proof. Write out d : Gqn(X)→ G
q+1
n (X) as⊕
x∈Xq
Kn−q(k(x))
d
−→
⊕
z∈Xq+1
Kn−q−1(k(z)),
and denote by dxz the induced map Kn−q(k(x))→ Kn−q−1(k(z)). From the proof
of [Qui73, VII.5.14], if dxz is nonzero, then z must lie in the closure of {x}. In other
words, x corresponds to a (non-maximal) prime of OX,z; whence, f(x) corresponds
to a prime of OY,f(z). We then have dimOY,f(x) ≤ dimOY,f(z) as desired. 
We may now take the associated-graded of this complex:
F pGqn(X)/F
p+1Gqn(X) =
⊕
x∈Xq
f(x)∈Y p
Kn−q(k(x)).
For a point y ∈ Y with residue field k(y) we shall denote byXy := X×Y Spec k(y)
the fibre over y. If f(x) = y then since f is flat, recall that there is an equality
dimOX,x = dimOXy,x+dimOY,y by [Mat86, 15.1]. Thus, if x ∈ X
q and f(x) ∈ Y p,
then x ∈ Xq−py . This gives the following degree-wise identifications:
F pGqn(X)/F
p+1Gqn(X) =
⊕
y∈Y p
 ⊕
x∈Xq−py
Kn−q(k(x))
 = ⊕
y∈Y p
(
Gq−pn−p(Xy)
)
.
We claim that the induced differential on F p/F p+1(G·n(X)) acts diagonally on
each fibre, allowing the above direct-sum decomposition of abelian groups to extend
to a decomposition of complexes:
Lemma 4.3. For each p ≥ 0, there is a natural isomorphism of complexes
(F p/F p+1)G·n(X)
∼=
⊕
y∈Y p
(
G·n−p(Xy)[−p]
)
.
Proof. We have already shown that the identification holds for each degree; we need
to show that the differential is compatible. Let y, y′ ∈ Y p with y 6= y′. Suppose that
x ∈ Xq−py and x
′ ∈ Xq−p+1y′ . Thus, Kn−q(k(x)) is a summand of (F
p/F p+1)Gqn(X)
and Kn−q−1(k(x
′)) a summand of (F p/F p+1)Gq+1n (X). If x
′ were in the closure
of {x}, then as we saw in the proof of Lemma 4.2, y = f(x) would correspond
to a point of OY,y′ . But since y′ 6= y, we would then have dimOY,y < dimOY,y′ ,
contradicting the fact that y and y′ have the same codimension. We therefore see
that the induced differential (cf. Lemma 4.2) dxx′ must be zero. This shows that
the complex (F p/F p+1)G·n(X) decomposes as a direct sum.
It remains to show that for a fixed y ∈ Y p, the Gersten complex on the fibre
G·n−p(Xy)[−p] is induced as a subquotient from the Gersten complex on X , G
·
n(X).
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If V ⊂ X is open, we have a map Mr(X)→Mr(V ) and hence a map of coniveau
spectral sequences and Gersten complexes (cf. Section 2.2). This induced map
G·n(X) → G
·
n(V ) may be viewed as a quotient where we throw away all the sum-
mands involving points lying outside of V . On the other hand, if T → SpecOY,y
is flat, then i : Ty = T × Spec k(y) →֒ T is a closed immersion of pure codimension
p; in fact, by [Mat86, 15.1], if t is a point of codimension r in Ty, then it has codi-
mension r + p in T . Thus, i∗ induces an inclusion Mr(Ty)→Mr+p(T ) and hence
a map of coniveau spectral sequences Er,−n−r1 (Ty)→ E
r+p,−n−p−r
1 (T ). Ultimately
one obtains an inclusion of Gersten complexes G·n−p(Ty)[−p] → G
·
n(T ) which can
be thought of as the inclusion of all summands involving points contained in Ty.
The result now follows from the fact that Xy = Ty for T = lim←−
U
(U ×Y X) where U
varies over all open subsets of Y containing y. 
Proposition 4.4. Let X → Y be a flat map of Noetherian schemes and assume
that dimY < ∞. Then for each n ≥ 0, there are bounded, first-quadrant spectral
sequences:
Epq1 =
⊕
y∈Y p
Hq(G·n−p(Xy))⇒ H
p+q(G·n(X)).
Proof. Since Y has finite Krull dimension, our filtration F • on G·n(X) is bounded,
guaranteeing the convergence of the associated spectral sequence (cf. [Wei94, 5.5.1])
Epq1 = H
p+q(F p/F p+1G·n(X))⇒ H
p+q(G·n(X)).
On the other hand, by Lemma 4.3 we can identify the E1 page as a direct sum of
complexes:
Epq1 = H
p+q(F p/F p+1G·n(X)) =H
p+q
⊕
y∈Y p
(
G·n−p(Xy)[−p]
)
=
⊕
y∈Y p
Hq(G·n−p(Xy)).

4.3. Acyclicity of the Gersten Complex for Geometrically Regular Maps.
Now that we can understand the Gersten complex in terms of its fibres, we can
apply Panin’s trick to prove our main theorem:
Theorem 4.5. Let (R,mR, k) → (A,mA, L) be a geometrically regular morphism
of Noetherian local rings. Suppose A is Henselian. Then Hm(G·n(A)) = 0 for all
m > dimR and all n ≥ 0.
Proof. By Popescu’s Theorem 2.14, we may write A = lim
−→
λ∈Λ
Aλ where {Aλ}λ∈Λ is a
filtered system of smooth R-algebras. If we localize each Aλ at the inverse image
of mA, we may assume each Aλ is local and essentially smooth over R. By the
universal property of Henselization, each Aλ → A factors uniquely through Ahλ, so
after replacing Aλ with A
h
λ, we can assume that A is a filtered colimit of R-algebras
{Aλ}λ∈Λ satisfying condition (a) of Proposition 3.5.
Put Y = SpecR, X = SpecA, and Xλ = SpecAλ. For y ∈ Y , we put Xy :=
X ×Y Spec k(y) and (Xλ)y := Xλ ×Y Spec k(y). Clearly, we have Xy = lim←−
λ∈Λ
(Xλ)y.
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Since Xy is regular and equicharacteristic, Lemmas 2.16 and 2.17 give
Hm(G·n(Xy)) = H
m
Zar(Xy,Kn) = lim−→
λ∈Λ
HmZar((Xλ)y,Kn) for all m,n ≥ 0.
Fix λ ∈ Λ. We study now the Gersten complex on each (Xλ)y . If y ∈ Y
p,
then y corresponds to a height-p prime, p. One then trivially has that dimR/p ≤
dimR − p. The local homomorphism R/p → Aλ/pAλ also satisfies condition (a)
of Proposition 3.5. (Xλ)y = Spec(Aλ ⊗R k(y)), and Aλ ⊗R k(y) ∼= S−1(Aλ/pAλ)
where S = R/p − {0}. If p < dimR (i.e. p 6= mR), then S will have non-empty
intersection with the maximal ideal of R/p. In this case, we can apply part (ii) of
Corollary 3.8 and Lemma 2.16 to conclude that
HmZar((Xλ)y,Kn) = H
m(G·n((Xλ)y)) = 0 if p < dimR, dimR− p ≤ m, and n ≥ 0.
On the other hand, if p = dimR, then p is the maximal ideal of R and Xy is
an equicharacteristic regular local scheme. Thus, Hm(G·n(Xy)) = 0 for m ≥ 1 by
Panin’s Theorem 2.15. Putting everything together therefore shows that
Hm(G·n(Xy)) = H
m
Zar(Xy,Kn) = lim−→
λ∈Λ
HmZar((Xλ)y,Kn) = 0
for all y ∈ Y p, m ≥ max {dimR− p, 1}, and n ≥ 0.
Proposition 4.4 gives us a first-quadrant spectral sequence
Epq1 =
⊕
y∈Y p
Hq(G·n−p(Xy))⇒ H
p+q(G·n(X)).
where we see that Epq1 = 0 for q ≥ max {dimR− p, 1} (or, of course, if p > dimR).
For m > dimR, Hm(Gn(X)) acquires a finite filtration whose associated graded is⊕
p≥0
Ep,m−p∞ = 0. The theorem follows. 
Question 4.6. If dimR = 1 in Theorem 4.5, then the E1 page of the spectral
sequence 4.4 will consist of a single row along q = 0.
0→ E0,01 =
⊕
p⊂R
ht p=0
Kn(A⊗R k(p))→ E
1,0
1 =
⊕
p⊂R
ht p=1
Kn−1(k(p))→ 0
Even if R is a local domain of dimension 2 with fraction field F , this is no longer
necessarily true. In fact, our methods cannot determine whether H1(G·n(A⊗RF )) =
E0,11 vanishes. To find a counterexample, it would suffice to find a Henselian A
geometrically regular over R such that A ⊗R F is not a UFD. In such a case,
H1(G1(A⊗R F )) = CH
1(A ⊗R F ) 6= 0 (see Section 6 below). Note that if such an
example exists, then R would have to be singular.
Theorem 4.5 may be regarded as a Nisnevich-local acyclicity statement in a sense
which we now make precise:
Corollary 4.7. Let X → Y be a geometrically regular morphism of Noetherian
schemes with d = dimY <∞. Put
τ≤d
(
G·
n,X
)
=
(
0→ G0
n,X
→ G1
n,X
→ · · · → Gd−1
n,X
→ ker
(
Gd
n,X
→ Gd+1
n,X
)
→ 0
)
where G
n,X
is the Gersten complex of Nisnevich sheaves from Section 2.3. Then
the natural inclusion τ≤d
(
G·
n,X
)
→ G·
n,X
is a quasi-isomorphism on XNis for all
n ≥ 0.
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Proof. Fix some x ∈ X . It suffices to show that if we take the Nisnevich stalk of
the complex G·
n,X
at x becomes acyclic in degrees d + 1 and higher. By Lemma
2.5, we need to show that Hp(G·n(O
h
X,x)) = 0 for p > d. If x maps to y ∈ Y , then
OY,y → OX,x → OhX,x is geometrically regular, dimOY,y ≤ d, and the result now
follows from Theorem 4.5. 
Remark 4.8. To prove analogous statement of Corollary 4.7 for XZar, one would
need to remove the Henselian hypothesis from Theorem 4.5. To do this, it would suf-
fice to prove Proposition 3.5 when R→ A is an essentially smooth local morphism
of Noetherian local rings.
5. The Case of a One-Dimensional Base
When (A,mA, L) is essentially smooth over a DVR (R, πR, k) [GL87] and [Blo86]
prove a Zariski-local analogue of Theorem 4.5. Using Panin’s machinery, we can
remove the finiteness hypotheses and generalize their results to the geometrically
regular case.
Proposition 5.1. Let (A,mA, L) be a Noetherian local ring, geometrically regular
over a DVR (R, πR, k). Then there is a quasi-isomorphism of complexes:(
0→ Kn(A[
1
π ])
∂
−→ Kn−1(A/πA)→ 0
)
∼
−→ G·n(A).
(Here, ∂ is the connecting map from the localization exact sequence for A/πA, A
and A[ 1π ].)
Proof. By Popescu’s Theorem 2.14 we can write A as a filtered colimit of local rings
Aλ, each of which is essentially smooth over R. Put X = SpecA and Xλ = SpecAλ.
Let X [ 1π ] = SpecA[
1
π ], X = SpecA/πA, and define Xλ[
1
π ] and Xλ similarly.
As in the proof of [GL87, Cor. 7], the double-complex from subsection 4.1
receives a map as indicated below:
(*)

Kn(X [
1
π ])
∂

Kn−1(X)
−→

⊕
x∈X[ 1
pi
]0
Kn(k(x))→ · · · //

⊕
x∈X[ 1
pi
]n−1
K1(k(x)) //

⊕
x∈X[ 1
pi
]n
K0(k(x))
⊕
x∈X
0
Kn−1(k(x))→ · · · //
⊕
x∈X
n−1
K0(k(x)) // 0

Our claim is that the induced map on the totalizations is a quasi-isomorphism.
On the right-hand side of (*), the top row is simply the Gersten complex G·n(X [
1
π ])
while the bottom row is Gn−1(X). It will suffice to show that these complexes
resolve Kn(X [
1
π ]) and Kn−1(X) respectively. Since X is an equicharacteristic, reg-
ular local scheme, Panin’s Theorem 2.15 produces the desired quasi-isomorphism
Kn−1(X)
∼
−→ Gn−1(X).
We are left to proving the analogous statement for X [ 1π ]. Here we use the fact
that X [ 1π ] = lim←−
λ∈Λ
Xλ. Since each Xλ is essentially smooth over the DVR R, it
follows that the generic fibre Xλ[
1
π ] satisfies Gersten’s Conjecture by [GL87, 4(c)]
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or [Blo86]. As they are regular schemes defined over a field, we have by Corollary
2.16 that
HqZar(Xλ[
1
π ],Kn) = H
q(G·n(Xλ[
1
π ])) =
{
Kn(Xλ)[
1
π ] q = 0
0 q > 0
.
On the other hand, X [ 1π ] is likewise regular and equicharacteristic, so again by
Corollary 2.16, we have that HqZar(X [
1
π ],Kn) = H
q(G·n(X [
1
π ])). Invoking Corollary
2.17 shows that
HqZar(X [
1
π ],Kn) = lim−→
λ∈Λ
HqZar(Xλ[
1
π ],Kn) = 0 for q > 0.
When q = 0, the isomorphism Kn(X [
1
π ])
∼
−→ H0(X [ 1π ],Kn) follows from both
Corollary 2.17 and the isomorphism lim−→
λ∈Λ
Kn(Xλ[
1
π ])
∼
−→ Kn(X [
1
π ]) from [Qui73,
VII.2.2] (see also the proof of [Pan03, Lem. 1.3]). 
Proposition 5.1 has an immediate global corollary.
Corollary 5.2. (cf. [GL87, Cor. 8]) Let Y be an integral, regular Noetherian
scheme of dimension 1 with generic point η. Suppose X → Y is geometrically
regular. Then there is a quasi-isomorphism of complexes on XZar for all n ≥ 1:0→ (uη)∗(Kn,Xη ) ∂−→ ⊕
y∈Y 1
(uy)∗(Kn−1,Xy )→ 0
 ∼−→ G·
n,X
(Here, ut is the natural inclusion of the fibre Xt → X.)
Proof. We return to the sheaf-theoretic Gersten complexes defined in Section 2.3.
For any t ∈ Y and any open U ⊂ X , the sections of (ut)∗
(
G·
n,Xt
)
over U simply
recover the Gersten complex Gn(Ut). Furthermore, just like the double complex
introduced in Section 4.1, Gn(U) is seen to be the totalization of the double complex
0 //
⊕
x∈U0η
Kn(k(x))

//
⊕
x∈U1η
Kn−1(k(x)) //

· · · //
⊕
x∈Un−1η
K1(k(x))

//
⊕
x∈Unη
K0(x)

// 0
0 //
⊕
x∈U0y
y∈Y 1
Kn−1(k(x)) //
⊕
x∈U1y
y∈Y 1
Kn−2(k(x)) // · · · //
⊕
x∈Un−1y
y∈Y 1
K0(k(x)) // 0 // 0
The top row is just G·n(Uη), and by the argument in Lemma 4.3, the bottom row
decomposes into
⊕
y∈Y 1
G·n−1(Uy). Thus, we see that G
·
n,X
arises as the totalization
of a double complex of sheaves on XZar which we shall denote by
0→ (uη)∗
(
G·
n,Xη
)
→
⊕
y∈Y 1
(uy)∗
(
G·
n−1,Xy
)
→ 0.
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As in Proposition 5.1, we have a map of double complexes:
(uη)∗
(
Kn,Xη
)
∂
⊕
y∈Y 1
(uy)∗
(
Kn−1,Xy
)

−→

(uη)∗
(
G·
n,Xη
)
⊕
y∈Y 1
(uy)∗
(
G·
n−1,Xy
)

This map induces a quasi-isomorphism of total complexes: If we fix x ∈ Xy for
some y ∈ Y 1, then OX,x is geometrically regular over the DVR OY,y; so taking the
Zariski stalk of the above just recovers the diagram (*) from Proposition 5.1. If
x ∈ Xη, then OX,x is an equicharacteristic regular local ring. Taking the stalk at x
in this case will cause the bottom row to vanish and the top to become Kn(OX,x)
∼
→
Gn(OX,x). 
5.1. Gersten’s Conjecture for Unramified Regular Local Rings. Recall that
a mixed characteristic regular local ring (A,mA, L) is unramified if p ∈ mA − m
2
A
for some prime number p. This is enough to guarantee that the map Z(p) → A
is geometrically regular (see Example 2.12). Our goal in this section is to reduce
the general Gersten Conjecture for such rings A to the following, ostensibly simpler
one:
Conjecture 5.3 (Gersten’s Arithmetic DVR Conjecture). Let (R, pR, k) be a DVR,
essentially smooth over Z. Then the transfer map Kn(k) → Kn(R) is zero for all
n ≥ 0.
When R is a DVR, the equivalence between Conjecture 5.3 and the Gersten
Conjecture for R follows immediately from Quillen’s localization theorem. As the
name suggests, Conjecture 5.3 is amenable to attack via the methods of arithmetic
geometry as we shall demonstrate after proving the following:
Theorem 5.4. Gersten’s Arithmetic DVR Conjecture implies the full Gersten Con-
jecture for unramified regular local rings (A,mA, L).
Proof. We shall assume that A has mixed characteristic p > 0. By Proposition 5.1,
we have the quasi-isomorphism(
0→ Kn(A[
1
p ])
∂
−→ Kn−1(A/pA)→ 0
)
∼
−→ G·n(A),
so we need only show that ∂ is surjective with kernel equal to Kn(A). From the
localization sequence
· · · → Kn(A/pA)→ Kn(A)→ Kn(A[
1
p ])
∂
−→ Kn−1(A/pA)→ Kn−1(A)→ · · ·
we see that proving Gersten’s Conjecture for A amounts to proving that the transfer
map t : Kn(A/pA)→ Kn(A) is zero for all n ≥ 0.
Once again by Popescu’s Theorem 2.14, we can write A = lim
−→
λ∈Λ
Aλ with each Aλ
a local, essentially smooth Z(p)-algebra. For a fixed λ, we consider the pushout
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diagram:
Aλ //

Aλ/pAλ

A // A/pA
Note that the vertical maps have finite Tor-dimension by virtue of all rings being
regular; the horizontal maps correspond to closed immersions of the corresponding
schemes. Since p is a regular parameter on Aλ, we may identify Tor
Aλ
q (A,Aλ/pAλ)
with the q-th Koszul homology group Hq(p,A). As p is likewise a regular parameter
on A, these must vanish for q > 0, and we may conclude that A and Aλ/pAλ are
Tor-independent over Aλ. Using [Qui73, VII.2.11], we have a commutative diagram
Kn(Aλ/pAλ)
t //

Kn(Aλ)

Kn(A/pA)
t // Kn(A)
(Here, we are using the regularity of our rings to identify K-theory with K ′-theory.)
Since A/pA = lim
−→
λ∈Λ
Aλ/pAλ, every class α ∈ Kn(A/pA) lies in the image of
Kn(Aλ′/pAλ′) → Kn(A/pA) for some λ′. It therefore suffices to show that every
transfer map Kn(Aλ/pAλ)→ Kn(Aλ) is zero.
By [GL87, Cor. 6], knowing Gersten’s Conjecture for the DVR (Aλ)(p) implies
the conjecture for Aλ, itself. By construction, each of these DVRs is essentially
of finite-type over Z, so if we assume Conjecture 5.3, then each Aλ will indeed
satisfy Gersten’s Conjecture. The transfer map t : Kn(Aλ/pAλ) → Kn(Aλ) ∼=
Kn(M
0(Aλ)) factors through Kn(M
1(Aλ)) and therefore must vanish by [Qui73,
VII.5.6]. 
5.2. Finite Coefficients. We very briefly review basic properties ofK-theory with
finite coefficients. For details, see [Wei13, IV.2]. If E is an exact category, we
denote by K(E) the space whose nth homotopy group is Kn(E) (to be concrete,
take K(E) = ΩBQE [Qui73, II]). For ℓ ∈ Z, define the Moore space Pm(Z/ℓZ)
to be the cofibre of the unique (up to homotopy) degree-ℓ map on the sphere
Sm−1
ℓ
−→ Sm−1. We then define Kn(E ;Z/ℓZ) := [Pn(Z/ℓZ),K(E)], where the
brackets denote homotopy classes of basepoint-preserving maps. Since our model
of K(E) is an infinite loop space, Kn(E ;Z/ℓZ) is an abelian group for all n ≥ 0.
By the contravariance of [−,K(E)], the map Sn → Pn+1(Z/ℓZ) induces a natural
map Ψ : Kn+1(E ;Z/ℓZ) → Kn(E); from the universal coefficients theorem, the
image of Ψ is known precisely:
Lemma 5.5. The image of the map Ψ : Kn+1(E ;Z/ℓZ) → Kn(E) is precisely the
subgroup TorZ1 (Kn(E),Z/ℓZ) = {α ∈ Kn(E) : ℓ · α = 0}.
Thanks to Gillet [Gil86] and Geisser-Levine [GL00, 8.2], Gersten’s Conjecture is
known for all DVRs if one passes to finite coefficients:
Theorem 5.6. Let (R, πR, k) be a DVR. Then for all ℓ ∈ Z and all n ≥ 0, the
transfer map Kn(k;Z/ℓZ)→ Kn(R;Z/ℓZ) is zero.
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It therefore follows from Theorems 5.4 and 5.6 that the full Gersten Conjecture
for an arbitrary unramified regular ring is known in the case of finite coefficients:
Corollary 5.7. If (A,mA, L) is any unramified regular local ring, then for ℓ ∈ Z,
0→ Kn(A;Z/ℓZ)→
⊕
ht p=0
Kn(k(p);Z/ℓZ)→
⊕
ht p=1
Kn−1(k(p);Z/ℓZ)→ · · ·
· · · →
⊕
ht p=n−1
K1(k(p);Z/ℓZ)→
⊕
ht p=n
K0(k(p);Z/ℓZ)→ 0
is exact.
More importantly, it is possible in some cases to extend the result of Theorem
5.6 to integer coefficients:
Corollary 5.8. Let (R, πR, k) be a DVR. Fix n ≥ 0 and suppose that Kn(k) is a
torsion group. Then the transfer map Kn(k)→ Kn(R) is zero.
Proof. Fix α ∈ Kn(k) and let ℓ ∈ Z be such that ℓ · α = 0. Since the transfer map
is induced from the inclusion M1(R) →M0(R), it is compatible with the map Ψ
defined earlier in this section and so produces a commutative diagram:
Kn+1(k;Z/ℓZ)
Ψ

0 // Kn+1(R;Z/ℓZ)
Ψ′

Kn(k) // Kn(R)
By Lemma 5.5, α is contained in the image of Ψ, and by Theorem 5.6, the top map
is zero. Thus, α maps to zero as claimed. 
5.3. Torsion in the K-theory of Fields. If (R, πR, k) is a mixed characteristic
DVR essentially of finite-type over Z, then by the Nullstellensatz, k = R/πR will
be a finitely-generated field over Fp – that is, the function field of some (possibly
singular) projective variety. In view of Corollary 5.8, understanding the torsion in
Kn(k) is a viable approach to attacking Conjecture 5.4.
Lemma 5.9. Let X be an integral scheme of finite-type over Fp with generic point
η and function field L = k(η). Suppose that for all x 6= η in X, Kn(k(x)) is torsion
for n > tr. deg(k(x)/Fp). Then there are isomorphisms K
′
n(X)Q
∼= Kn(L)Q for all
n > dimX.
Proof. By the coniveau spectral sequence (Theorem 2.1), we have
Epg1 =
⊕
x∈Xp
K−p−q(k(x))⇒ K
′
−p−q(X).
Since X is integral, Kq(L) = E
0,−q
1 . It therefore suffices to show that if we apply
− ⊗Z Q to the spectral sequence, then (E
pq
1 )Q = 0 for q < − dimX and p > 0. It
follows from [Mat86, 15.6] that if y ∈ Xp then y is the generic point of a closed
subvariety having dimension dimX − p; whence tr. deg(k(y)/Fp) = dimX − p. By
hypothesis, it follows that when p > 0, (Epq1 )Q = 0 whenever −p− q > dimX − p;
that is, when q < − dimX . 
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When the conditions of Lemma 5.9 are met, we see that save for a few degrees,
the rational K-theory of a function field over Fp coincides with that of any variety
that models it. A particularly relevant conjecture is the following:
Conjecture 5.10 (Beilinson-Parshin Conjecture). [Kah05, 51] Let X be a smooth,
projective variety over Fp. Then Kn(X) is torsion for all n > 0.
Using an argument similar to that of Lemma 5.9, Geisser has shown [Gei98, 1.3]
that the Beilinson-Parshin Conjecture would imply that Kn(L)Q = 0 whenever
tr. deg(L/Fp) < n. It is, in fact, impossible to do any better as the following
Proposition demonstrates:
Proposition 5.11. For all fields L of characteristic p > 0, if tr. deg(L/Fp) ≥ n,
then Ki(L)Q 6= 0 for all i ≤ n.
Proof. We argue by induction on n with the case of n = 0 being immediate. Suppose
n > 0 and that tr. deg(L/Fp) ≥ n. Fix a transcendence basis {xλ}λ∈Λ for L/Fp
and choose some xλ′ in this set. Let E be a purely transcendental extension of
Fp on the set {xλ} for λ ∈ Λ − {λ′}. Thus, tr. deg(E/Fp) ≥ n − 1. If we define
A := E[X ]→ L via X 7→ xλ′ , then L is algebraic over the fraction field of F of A.
Observe that it suffices to prove that Ki(F )Q 6= 0 for i ≤ n. Indeed, for any
finite extension F ′ of F , the composite Ki(F )→ Ki(F ′)→ Ki(F ) defined by base-
extension and transfer is simply multiplication by d = [F ′ : F ]. Thus, Ki(F )Q →
Ki(F
′)Q is injective. It follows then that Ki(F )Q → Ki(L)Q must also injective as
L/F is algebraic and hence a direct limit of finite extensions.
Since A = E[X ] is a UFD, we can realize its fraction field F as a direct limit
of rings Af as f varies over square-free elements of A. (Note that this system is
directed: if f and g are square-free then both Af and Ag map to Ah = Afg where
h = lcm(f, g).) We now make the following intermediate claim:
Subclaim: If f, g ∈ A are square-free (or units), then for all m ≥ 0, the transfer
map K ′m(Af/gAf)→ K
′
m(Af ) is zero.
To prove this claim, we mimic the proof of Proposition 3.5. Set D = (Af/gAf)⊗E
Af . As g is square-free, A/gA is just a product of fields, each a finite-extension of
E; so too is its localization Af/gAf . Thus, E → Af/gAf is finite, thereby making
Af → D finite. Furthermore, Af/gAf → D is smooth because E → Af is.
We have the retraction r : D → Af/gAf given by a ⊗ b 7→ ab which makes
Af/gAf → D
r
−→ Af/gAf the identity. By Lemma 2.13, I = ker r is a locally-free
D-module of rank 1. We now show that I ∼= D. As mentioned above, Af/gAf ∼=∏k
j=1 E
′
j where each E
′
j is a finite field extension of E. D = Af/gAf ⊗E Af is
just a localization of Af/gAf ⊗E E[X ] ∼=
∏k
j=1 E
′
j [X ] and is therefore a principal
ideal ring. Thus, I must be principal (and consequently isomorphic to D as I is
projective). We therefore get a short exact sequence:
0→ D → D
r
−→ Af/gAf → 0.
The functor F : M(Af/gAf ) → M(D) given by M 7→ M ⊗Af/gAf D is exact as
are the forgetful functors u : M(D) → M(Af ) and i : M(Af/gAf) → M(Af ).
From the exact sequence, we obtain an exact sequence of functors M(Af/gAf )→
M(Af ):
0→ uF→ uF→ i→ 0
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which proves that i∗ : K
′
m(Af/gAf) → K
′
m(Af ) is zero. This completes the proof
of the subclaim.
We have just shown that if f, g ∈ A are square-free (or units), then the local-
ization long exact sequence for Af/gAf , Af and Afg breaks up into short exact
sequences:
0→ K ′i(Af )→ K
′
i(Afg)→ K
′
i−1(Af/gAf)→ 0
for all i ≥ 1. We see at once that K ′i(Ah) injects into Ki(F ) for any square-free
h. On the other hand, if we take f = 1, g = X , and tensor with Q, we see that
Ki−1(E)Q = K
′
i−1(A/gA)Q non-canonically injects into K
′
i(Ag)Q →֒ Ki(F )Q. If
i ≤ n, then by induction, Ki−1(E)Q 6= 0 since tr. deg(E/Fp) ≥ n−1 by construction.

While the Beilinson-Parshin Conjecture remains open in general, Harder [Har77]
has proved it for curves; and from this result we can extract the following:
Corollary 5.12. Let E be a finitely-generated function field over Fp such that
tr. deg(E/Fp) = 1. Let L be a purely transcendental extension of E of degree one.
Then:
(i) Kn(E)Q = 0 for n > 1.
(ii) Kn(L)Q = 0 for n > 2.
Proof. For (i), let X be a smooth, projective curve over Fp with function field E.
For any x ∈ X which is not the generic point, k(x) is just a finite field. As Kn(Fq)
is finite for n > 1 [Qui72, Thm. 8], the conditions of Lemma 5.9 are satisfied,
thereby giving isomorphisms Kn(X)Q ∼= Kn(E)Q for all n > 1. On the other hand,
Harder’s result [Har77] shows that Kn(X)Q = 0 for n ≥ 1.
For (ii), we note that P1 × X is a smooth, projective model for L when X is
the curve from part (i). If x ∈ P1 × X is not the generic point of P1 × X , it
is either closed or the generic point for a curve. By part (i), we therefore have
Kn(k(x))Q = 0 for n > tr. deg(k(x)/Fp). Once again, Lemma 5.9 applies, so
Kn(L)Q ∼= Kn(P1 ×X)Q for n > 2. On the other hand, [Qui73, VIII.2.1] tells us
that Kn(P
1 ×X) ∼= Kn(X)⊕2, and the latter group is torsion for n > 0. 
Proposition 5.13. Suppose (R, πR, k) is a DVR whose residue field k is as in
Corollary 5.12. Then R satisfies Gersten’s Conjecture.
Proof. We need to show that the transfer map t : Kn(k) → Kn(R) is zero for all
n ≥ 0. For n ≥ 3, the result follows from Lemmas 5.8 and 5.12. For n = 0, 1,
the argument is elementary and follows from the localization long exact sequence;
for n = 2, it follows from the fact that every element of K2(k) is decomposable
(Matsumoto’s Theorem) — see [Blo86, A.2] or [Wei13, V.6.6.2]. 
6. Bloch’s Formula and the Claborn-Fossum Conjecture
When X is an equicharacteristic regular scheme, Lemmas 2.16 and 2.18 allow the
Chow group on codimension-p cycles to be realized via what is known as Bloch’s
Formula:
HpZar(X,Kp)
∼= CHp(X).
This isomorphism is heavily dependent on the fact that every local ring OX,x of
X satisfies Gersten’s Conjecture. In our mixed characteristic setting, we only have
partial acyclicity of the Gersten complex; and in what follows, we shall develop
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analogues of Bloch’s Formula for these more general contexts. See Section 2.7 for a
precise definition of Chow group at this level of generality and remarks regarding
catenary concerns.
When X is geometrically regular over a one-dimensional base, we have the fol-
lowing identification which may be regarded as a generalization of [GL87, Cor. 8]:
Corollary 6.1. Let Y be an integral, regular Noetherian scheme of dimension 1
with generic point η. Suppose X → Y is geometrically regular. Then for all p ≥ 1,
there are isomorphisms:
CHp(X) ∼= H
p
Zar
X,
0→ (uη)∗(Kp,Xη ) ∂−→ ⊕
y∈Y 1
(uy)∗(Kp−1,Xy )→ 0
 .
(Here, ut is the natural inclusion of the fibre Xt → X.)
Proof. For any bounded complex C· of Zariski sheaves on X , there is a hypercoho-
mology spectral sequence
Epq2 = H
p
Zar(X,H
q(C·))⇒ Hp+qZar (X, C
·)
The quasi-isomorphism
(
0→ (uη)∗(Kp,Xη )
∂
−→
⊕
y∈Y 1(uy)∗(Kp−1,Xy )→ 0
)
∼
−→
G
p,X
from Lemma 5.2 induces the desired isomorphism of hypercohomology; and
by Lemmas 2.3 and 2.18, we have
H
p
Zar
(
G
p,X
)
∼= Hp(G·p(X))
∼= CHp(X).

Since K-theory has an inherent product structure, one would hope that such an
isomorphism would endow CH∗(X) with an integral, multiplicative structure — see
[Gra78] for the equicharacteristic case. Note that since X → Y is not necessarily of
finite-type, the usual geometric recipe of reduction to the diagonal technique [Ful98,
8.1] does not apply as X ×Y X may not even be Noetherian!
When X is geometrically regular over a base of dimension two or higher, we are
forced to use the Nisnevich topology since our underlying Theorem 4.5 only works
for Henselian rings.
Corollary 6.2. Let X → Y be a geometrically regular morphism of Noetherian
schemes, and let d = dimY <∞. Then for each p ≥ 0, there are isomorphisms
CHp(X) = HpNis
(
X, τ≤d
(
G
p,X
))
.
Proof. The proof is entirely analogous to Corollary 6.1: From Corollary 4.7,
τ≤d
(
G
n,X
)
→ G
n,X
is a quasi-isomorphism on XNis, so the two complexes have the same Nisnevich
hypercohomology. The statement now follows from Lemmas 2.3 and 2.18. 
6.1. Chow Groups of Local Rings. The classical theorem of Auslander and
Buchsbaum [AB59] asserts that a regular local ring A is a unique factorization
domain, and hence the divisor-class group CH1(A) = 0. The following conjecture,
proposed by Claborn and Fossum, asserts that same should hold for algebraic cycles
of any (positive) codimension:
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Conjecture 6.3 (Claborn-Fossum Conjecture). [CF68] If (A,mA, L) is a regular
local ring, then CHp(A) = 0 for all p > 0.
Since we can identify CHp(A) with the p-th cohomology group of the Gersten
complex on A (Lemma 2.18), it is clear that this triviality of local Chow groups is
implied by Gersten’s Conjecture. Thus, The Claborn-Fossum Conjecture 6.3 has
been settled in the equicharacteristic case by the work of Panin [Pan03] and Quillen
[Qui73, VII.5.11]; when A is essentially smooth over a DVR, the result follows from
[GL87]. For a non-K-theoretic proof, see [Dut95] and [Dut00].
Corollary 6.4. Let (R,mR, k) → (A,mA, L) be a geometrically regular map of
Noetherian local rings.
(i) If A is Henselian, CHn(A) = 0 for all n > dimR.
(ii) If R is a discrete valuation ring, then CHn(A) = 0 for all n > 0.
Proof. (i) is an immediate consequence of Theorem 4.5: CHn(A) = Hn(G·n(A)) = 0
for n > dimR.
For (ii), we note that by Lemma 5.1, there are, for each n ≥ 0, quasi-isomorphisms
of complexes (
0→ Kn(A[
1
π ])
∂
−→ Kn−1(A/πA)→ 0
)
∼
−→ G·n(A).
Hence, CHn(A) = Hn(G·n(A)) = 0 for n > 1. On the other hand, CH
1(A) = 0 since
A is a UFD. 
Example 6.5. Be advised that the Corollary 6.4(i) says nothing about CHi(A)
when i ≤ dimR. For a classical example, letR be the localization of C[X,Y, Z]/(X2−
Y 5−Z7) at the origin. By [Bou72, VII.§3, Exercise 7], R is a two-dimensional UFD
(in fact, the affine ring C[X,Y, Z]/(X2−Y 5−Z7) is as well). If we take A to be the
Henselization or completion of R, then R → A is geometrically regular (Example
2.12) with CH1(R) = 0. However, by [Lip69, 25.1], CH1(A) 6= 0 as A is not UFD.
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