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Abstract 
The rapid expansion of wind power has been accompanied by reported reliability 
problems and the aim is to provide a means of increasing wind turbine reliability, prevent 
break downs, increase availability and reduce maintenance costs and power outages.  
This research work reports the development of condition monitoring (CM) for early fault 
detection in wind turbine blades based on vibration measurements. The research started 
with a background and a survey of methods used for monitoring wind turbines. Then, 
finite element modelling (FEM) of three bladed horizontal axis wind turbine (HAWT) 
was developed to understand the nature and mechanism of the induced vibration.             
A HAWT test rig was constructed and equipped with computerised vibration measuring 
system for model verification. Statistical and spectral processing parameters then were 
used to analyse vibration signals that collected in healthy and faulty cases. Results 
obtained using time and frequency based techniques are not suitable for extracting blades 
condition related information. 
Consequently, empirical mode decomposition method (EMD), principal component 
analysis method (PCA) and continuous wavelet transform (CWT) are applied for 
extraction blade condition related features from the measured vibration. The result 
showed that although these methods generally proved their success in other fields, they 
have failed to detect small faults or changes in blade structure. 
Therefore, new techniques were developed using the above mentioned methods 
combined with feature intensity level (FIL) and crest factor. Namely, those are EDFIL, 
RMPCA and wavelet based FIL. The new techniques are found to be reliable, robust and 
sensitive to the severity of faults.  
Those analysis techniques are suitable to be the detection tool for an integrated wind 
turbine condition monitoring system. Directions for future work are also given at the end 
of the thesis.  
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Chapter 1 
 
 
 
 
Introduction 
 
This chapter gives a brief review of the historical development of wind 
turbines and describes the most widely used common wind turbines.  It also 
introduces the condition monitoring of rotating machineries that could be 
adopted for monitoring the condition of wind turbines. The research aims 
and objectives are given. Finally, the thesis structure is described. 
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1.1 Wind Turbines Background and classification  
Windmills are one of the most used and effective energy resources; they have blades, 
traditionally‎ referred‎ to‎ as‎ ―sails‖,‎which‎ are‎moved‎ by‎ the‎wind‎ and‎generate‎ useable‎
energy. Windmills, especially horizontal–axis windmill, were widely used in most rural 
areas for grinding grain or pumping water. But were rapidly replaced by fossil-fuelled 
engines with the advent of steam power and then electricity became widely 
available[1].Wind energy became a means of battery charging for remote dwellings.  
The oldest wind turbine still in use is thought to be the 1250 kW Smith-Putnam 
constructed in the USA in 1941. This machine is outstanding in its construction. It has a 
steel rotor 53 m in diameter, full-span pitch control and the load is reduced by flapping 
blades. It was the largest wind turbine for 40 years even although in 1945 a blade spar 
catastrophically failed [2].Wind turbine design history is provided by Golding[3] and 
Shepherd and Divone in Spera [4], including the Balaclava wind turbine, 100 kW 30 m 
diameter in USSR in 1931 and the Andrea Enfield, 100 KW 24m diameter in UK which 
was a pneumatic design constructed in early 1950s.The turbine had hollow blades with 
open tips that helped to draw air up through the tower where another turbine drove the 
generator. Many inventive and light weight turbines were constructed by Hutterin 
Germany in 1950s and 1960s.  
However, interest in wind generation increased dramatically when oil prices rose steeply 
in 1973 and a number of research and development programs were funded by 
Governments in Canada, Germany, Sweden, UK and USA[1]. 
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In the USA, for example a series of sample turbines were constructed beginning in 1975 
with the 38 m diameter 100 kW Mod-0 and culminating in the 97.5 m diameter 2.5 MW 
Mod-5B in 1987. These initial projects showed to create a cost effective and modern 
turbine considerable development was needed. For the first time a 4 MW vertical-axis 
Darrieus wind turbine was constructed in Canada and in the USA a 34 m diameter turbine 
was tested in the Sandia vertical axis test facility. Another development was in UK by 
Musgrove who created a 500 kW, vertical-axis design using straight blades which gave 
an‎‗H‘‎type‎rotor‎[1]. 
Initially multi-megawatt test turbines were constructed only as a result of significant state 
support and most of the turbines produced for commercial sale by private companies 
were much smaller. Development of vertical axis and horizontal axis wind turbines was 
combined with the concept of hydraulic transmission and a suitable process for yaw 
drive. The turbines developed at that time used a maximum three blades, but this was not 
on the basis of a full theory which specified an exact number of blades required for each 
turbine.By the mid-1980s a very large number of quite small (100 kW) wind turbines 
were produced with Government support. Such numbers provided a good testing ground 
and many problems were found, but being smaller and relatively simple these turbines 
were easy to manage and repair.  
In Denmark a simple design of windmill was developed which gained in popularity; these 
had three blades, a rotor regulated by a stall and having a fixed speed, induction machine 
drive train. These were soon scaled up 60m diameter and 1.5 MW. The concepts of 
variable speed operation, full-span control of the blades and advanced materials which 
4 
 
were developed and tested at that time are now being used increasingly by designers. For 
example, the synchronous generator being coupled directly to the aerodynamic rotor to 
eliminate the need of a gearbox [1]. 
Other sources of energy were also looked into, like fossil fuel and nuclear power stations. 
However, environmental considerations have meant that most western governments will 
prioritise use of nuclear power stations to avoid burning fossil fuels which pollute the 
environment with harmful discharges [5]. 
The use of wind turbines has been accelerated by the fact that it has virtually zero CO2 
emission and so could help replace fossil fuel to provide a safer and cleaner environment. 
Wind energy can provide nations with energy resources to make them more energy 
independent and advance the economy thus providing jobs[6]. As a result the wind 
energy market grew in different places of the world and in 2009 it was estimated that in 
the USA wind power generation was more than 25,000 MW [6]. Recently statistics 
released by the global wind energy council (GWEC) claim that more than 41 GW of 
wind power was installed throughout the world in 2011,Figure 1.1, shows the global 
annual installed wind capacity 1996-2011[7].  
 
 
 
 
 
5 
 
26
,5
60
19
,8
66
15
,2
45
11
,5
31
8,
20
7
8,
13
3
7,
27
0
6,
50
0
3,
76
0
3,
44
0
2,
52
0
1,
53
0
1,
28
0
41
,2
36
38
,6
10
38
,8
28
0
5000
10000
15000
20000
25000
30000
35000
40000
45000
19
96
19
97
19
98
19
99
20
00
20
01
20
02
20
03
20
04
20
05
20
06
20
07
20
08
20
09
20
10
20
11
M
e
g
a
 W
a
tt
s
 (
M
W
)
 
 
 
 
 
 
Figure ‎1.1 Global annual installed wind capacity 1996-2011 [7] 
Wind turbines can be classified into two different categories based on the axis about 
which the turbine rotates: horizontal-axis and vertical-axis. Most windmills are the 
horizontal-axis type. Vertical-axis machines constitute about five percent of the mills 
used today. Another way of classification of the wind turbines is the location where they 
are used such as onshore, offshore or even aerial wind turbines. The design varies 
according to the location of use.  The wind turbines mostly used fall into the following 
categories, see Figure 1.2 and Figure 1.3; 
1. Design on axis Horizontal,  
2. Design on axis Vertical 
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Figure ‎1.2 Horizontal Axis Wind turbine (HAWT) 
 
 
 
 
 
 
 
 
Figure ‎1.3 Vertical Axis Wind turbine (VAWT) (Darrieus design) 
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1.2 Condition Monitoring Overview  
Thus, for the past twenty years the wind power industry has been giving special attention 
to improving productivity which has included optimising production by minimising 
down-time. Due to the requirement of uninterrupted operation one focus has been cost-
effective solutions to quality maintenance and this has led to the development of online 
condition monitoring systems (CMS) [8]. This is particularly true for off-shore 
applications where the operational overheads are especially high and reliability is a major 
issue. For the wind turbine industry the direction proactive maintenance strategies have 
taken is the implementation of online continuous CM systems [9]. 
The use of CM systems for rotating machinery has a long history especially in 
management of processing industries and thermal power plants [10]. Because wind farms 
tend to be located in remote areas and are geographically dispersed CM technology has 
had to be correspondingly extended. In particular, the strategies to be adopted for the 
setting-up and application of remote centralised continuous monitoring to a large 
numbers of identical machines.  
It is well known that when a machine component begins to deteriorate its dynamic 
behaviour changes. Monitoring relevant parameters allows identification of the changes 
taking place and possible failure modes. The goals of CM are to determine the actual 
condition of any specified component, to maintain its level of performance, assure 
machine efficiency, reduce frequency and lengths of down-time and increase 
productivity. To do this effectively it is necessary to monitor the condition of the wear of 
the component and determine that point when action should be taken to avoid an 
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unplanned outage [11]. When using CM or condition based maintenance, staff take action 
according to when it is needed - or as soon as the machine is available for shutdown to 
carry out the maintenance work [12]. 
Experience shows that a major cause of wind turbine failures is in the blades, but with 
larger turbines gear box failures are increasingly being reported, even with the latest 
robust designs of gearbox, generator and other wind turbine components[13].  
1.3 Problems Setting and Goal of the Study 
Pro-active CM is an appropriate maintenance strategy to prevent unplanned outages. 
Continuous observation of the dynamic behaviour of the wind turbine components will 
allow wear and incipient faults in the machine to be detected long before it reaches 
failure. Such an approach not only prevents system break down and interruption of  
power generated it also prevents expensive damage to other parts of the turbine [14]. The 
research‎question‎has‎been‎posed‎based‎on‎these‎considerations:‎―For‎wind‎turbine‎blades‎
which vibration based analysis techniques are most suitable for the early detection of 
incipient faults?‖ 
1.3.1 Wind Turbines Failure Modes  
An inspection strategy should provide economic as well as technical advantages, thus the 
cost of maintenance should not exceed the cost of the whole machine. The historic 
approach to maintenance of wind turbines was periodic replacement of worn parts or 
items such as oil filters and lubricant, and then run the turbines to failure. As the cost of 
machines increased and the turbines grew in capacity this approach was considered no 
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longer‎ practical.‎ ‗Offline‘‎ condition‎ monitoring requires the system to shut down and 
properly inspected by machines periodically [15]. 
Nowadays scheduled maintenance uses skilled technicians to keep a check on every part 
of the turbines. They use analysis tools and their own human senses and experience to 
identify if any turbine part needs replacement, oiling or any other maintenance. These 
inspections are considered a lower limit for the performance of an automated condition 
monitoring system if also combined with online techniques for identifying, e.g., the level 
of gearbox oil.  
In general maintenance procedures can be classified into three groups:   
1. Reactive Maintenance (run to failure), 
2. Preventive Maintenance (time-based), and 
3. Predicative Maintenance (condition based) 
Reactive‎ maintenance‎ or‎ the‎ ―run‎ to‎ failure‖‎ maintenance‎mode‎ is‎where‎ no‎ action‎ is‎
taken to maintain the components and/or machines.  
Preventive maintenance is where the machine is regularly tested and checked for errors 
(including filter and oil checks) according to a pre-determined work schedule. It helps: 
- Protect assets and extend the useful life of machinery components, 
- Improving the reliability of the system, 
- Decrease costs for replacement parts, 
- Reduces system downtime, and 
- Reducing the risk of injury. 
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Predictive maintenance is where measurements detect the onset of degradation, allowing 
the causes to be eliminated or controlled before there is a significant deterioration in the 
physical state of a component. Predictive differs from preventive maintenance because it 
is based on the actual condition of the machine rather than on some preset schedule. 
Sutherland et al [16]used an almost exclusively offline non-destructive technique for the 
testing of a wind turbine blade. Finite element simulations of the elastic deformations 
were checked using accelerometers and/or laser Doppler techniques, and modal analysis 
of the wind turbine blades. The complexity of these methods meant they are used only 
when the machine is offline: when designing or certifying new machines. Offline 
methods‎ are‎ not‎ appropriate‎ while‎ the‎ machine‎ is‎ running‎ and‎ so‎ can‘t‎ identify‎ or‎
determine the actual working condition of an individual wind machine.  
Online technology monitors a machine while it is operating and provides information 
about various functions of the system. It senses and measures aspects such as strain, 
vibration, etc., and assesses the present condition. Fluid monitoring (e.g. gear oil) can 
also be done online, either by obtaining a sample of oil and testing it for various factors 
or‎testing‎the‎fluid‎‗inline‘.‎Inline‎monitoring‎can‎be‎used‎for‎all‎the‎fluids‎circulating‎in‎
the machine  
All these monitoring techniques are precautionary measures to maintain the smooth 
running of the operation but are still uncertain. They give economic advantages by 
analysing defects and helping smaller parts to be changed rather than shut down the 
whole plant. CM may completely prevent a disaster and is an important factor in averting 
most failures but there remains a need for greater reliability, particularly where the 
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limited access and the size of the component or project makes continuous monitoring 
important [15]. 
Wind turbines fault scan result in either temporary or completely shut down of the 
system. Some faults, such as high temperature of the gear oil, are considered temporary 
and the system can continue working as the error is fixed or would to be closed only as 
precautionary measure. All failures are logged by the control unit which registers the 
significance of the fault. However, wrong failure detection by the system where the fault 
is‎due‎to‎―noise‖‎could‎cause‎the‎turbine‎to‎be‎stopped.‎Such‎a‎problem‎would‎be‎serious‎
if the system had to be completely shut down and thoroughly checked to avoid potentially 
serious damage to the turbine. However, mostly a fault indication is due to a 
malfunctioning of a part which needs to be replaced or repaired. An automatic report is 
generated to be documented to help avoid of such failures in future. The reports include 
all details: defining the part, nature and cause of failure (e.g. electrical / mechanical). 
Figure 1.4 shows the failures that occurred during 2000-2004 in a Swedish wind power 
plant by Ribrantet. al., [17].The report shows that most were electric system failures, 
followed by sensors and blade pitch components. Figure 1.5 shows the corresponding 
distribution of down-time.  
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Figure ‎1.4 Failures of wind turbine at Swedish power plants during 2000-2004[17] 
 
 
 
 
 
 
 
Figure ‎1.5 Percentage of wind turbine downtime at Swedish power plants during 2000-
2004[17] 
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It is known that heating of the gearbox, lubricant failure, ice on blades and wind 
turbulence can all be causes of failure. Therefore most failures occur in gearbox, rotor 
(Hub and Blades) and generator, which means there should be specific techniques for 
monitoring each of those components. 
1.4 Rotating Machinery Conditioning Monitoring Techniques   
Different CM techniques are used for monitoring different parameters in machines 
[18].Widely used techniques in industry to detect changes in material due to defects such 
as cracks on a drive shaft include: acoustic emission, oil analysis and vibration analysis 
[19]. Different CM applications which are possibly suitable for use with wind turbines 
are: 
Vibration analysis, oil analysis, thermography, physical condition of materials, strain 
measurement, acoustic measurements, electrical effects, process parameters, visual 
inspection and performance monitoring. 
1.4.1 Vibration Analysis 
Vibration analysis is usually presented as the most effective CM method, especially for 
rotating equipment because rotating equipment produces vibration which is specific in its 
behaviour and character. A new rotating machine has a relatively smooth vibration signal 
during the normal operation but as it gets older degradation as a result of wear will 
change the characteristics of the signal. The integrity of the machine can be evaluated by 
detailed‎comparison‎of‎the‎―new‖‎and‎―old‖‎vibration‎spectra.‎It‎ is‎well‎known that the 
vibration signal carries information about structural resonances and other components in 
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the machine, thus it can give information on the operating condition and efficiency of the 
machine. Vibration analysis is a non-destructive test of plant performance and can be 
used as a tool for quality control. The overall vibration signal is a mixture of a host of 
components at different frequencies, but on its own cannot yet provide all of the 
information necessary for a successful condition based maintenance programme[18]. 
Industrial vibration analysis techniques use vibration transducers with different frequency 
ranges according to the machine being monitored. The vibration transducers are usually 
placed at critical locations where the local load is a maximum such as wheel axles, 
bearings of the gearbox, bearings of the generator and the main bearing. This is also the 
case for wind turbines.  
Traditionally different types of sensor were used for measurement of vibration:  
 Displacement sensor (proximity probe) for the low frequency range; 
 Velocity sensor (velocity pickup) in the middle frequency area; and 
 Acceleration sensor (accelerometer) in the high frequency range. 
However, today wide range and sensitive accelerometers are used. If velocity of the 
vibrating surface is required the acceleration signal is integrated. If displacement is 
required then the acceleration signal is integrated twice.  
Vibration analysis is applicable for wind turbines to monitor the drivetrain including 
gearbox, rotating components downstream of rotor; shaft, couplings, generator and 
brakes and the main bearing. High quality signal analysis requires specialized knowledge 
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as well as special inspectors for such analysis but the costs are compensated by reduction 
of production losses. 
Application of vibration monitoring techniques and working methods for wind turbines 
differ from other applications with respect to:  
 Dynamic load characteristics and low rotational speeds: Wind turbines have more 
dynamic characteristics and relatively low rotational speed compared to other 
rotating machines. Importantly the speed does not remain constant which 
complicates the analysis.  
 Investment costs vs. production losses: The production losses in wind turbines are 
relatively low thus the investment cost is paid back by reduction of maintenance 
cost and reduced costs of increased damage [20].  
1.4.2 Oil Analysis 
Gearbox problems can be characterized by changes in the size, number and total mass of 
particulates generated in the oil of that gearbox. The efficiency of bearings and gears 
vastly depends on its oil condition, thus lubrication is a key phenomenon of a gearbox. 
The lubricants used in the wind turbines have the specific function of keeping the rotor 
running. It is exposed to high temperatures, varying load and contamination. Under such 
conditions it is necessary to monitor using oil analysis. This has two purposes: 
 Safeguarding the oil quality (contamination by parts, water content) 
 Safeguarding the components involved (characterisation of parts) 
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Oil analysis is done offline. A sample of the oil is taken from the machine and undergoes 
various tests to check its condition. The oil is tested for five conditions [21]: 
 Viscosity. 
 Oxidation. 
 Water content. 
 Particle count. 
 Machine wear. 
The oil should be free from hard particles (which might be the result of machine wear) 
that could scratch the surfaces of the gears and bearings. Viscosity analysis is important 
to reduce the friction to allow smooth function of the bearings and the gears, the greater 
the water content the less effective the lubricant. Metal to metal contact occurs due to too 
thin a lubricant and increases friction and surface wear.  
Although the offline analysis provides detailed information, still the need remains for the 
online diagnosis. Commercially online systems are widely used. Such systems 
monitoring gear conditions by checking the number of particles present. The systems 
offer optical and electromagnetic counters and sensors to assess the number of particles 
present.    
The pressure drop across oil filters is widely used as an indicator of machine condition: a 
sudden increase in pressure drop indicates that many particles have been released in the 
oil which is a sign of machine distress. Helicopter gearboxes use similar sensors [5]. The 
related technologies such as in aviation can also be applied to wind turbines. Such as 
wear site sensors (WSS) from Smiths Aerospace higher resolution counters which use 
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Fraunhofer diffraction and particle counters that use capacitance or electrostatic charge. 
However, as non-ferrous and hybrid bearings, such as silicon nitride balls in a steel race, 
become more common, particle counters and analyzers that rely on the debris to be 
magnetic or electrically conducting will become less useful [15]. 
1.4.3 Thermography 
Thermography, also known as thermal inspection or infrared inspection, is one of the 
most common non-destructive testing or inspection methods and considered as a quick 
observation approach to monitor the general condition of a machine. This approach is 
usually applied for monitoring and failure identification of electronic and electric 
components. The infrared images diagnose the heat conditions from a thermal profile of 
the machinery and determine leaks, cracks, corrosion, poor electrical wiring and contacts. 
This procedure is widely used in industry where it has been found that to give best results 
if used offline. 
Composite materials are used in manufacturing wind turbine blades, which are large and 
highly stressed structures. This has led to the need for a suitable CM technique and 
thermography is a satisfactory method for monitoring a structure in two distinct ways 
depending on whether or not heat energy is applied from outside the body. In the first 
case, external heat is applied to the surface and conducts into the body; the presence of a 
flaw is revealed due to the difference between the thermal conductivity of the flaw and 
the base material, giving rise to a temperature difference at the surface which can be 
detected using an infra-red imaging system. Alternatively, if the body is cyclically 
stressed then heat may be generated at a flaw within the body due to a combination of 
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thermo-elastic effects, hysteresis heating (due to the viscoelastic nature of the composite 
material) and frictional heating between free crack surfaces[22].  
1.4.4 Physical Condition of Materials 
This method depends on the well-known fact that the molecules of materials which 
undergo a transition under the influence of physical phenomenon such as temperature, 
pressure and stress, remain unbroken[21]. This technique is normally offline and helps in 
physical condition detection of cracks (nucleation and growth) detection [23].  
1.4.5 Strain Measurement 
Strain measurement is a common technique and calculates the level of stress in any 
system i.e. turbine blades. In CM this is accomplished using strain gauges which undergo 
a change resistance in response to their surface strain. The relationship between strain and 
resistance is expressed by the gauge factor (GF) of the strain gage foil, which can range 
from 2.0 to 4.0. The most common foil material is constantan alloy (55% copper and 45% 
nickel) having a GF of 2.0. The changes in resistance are converted into voltage changes 
by passive circuit networks. The voltage is then amplified for signal transmission or 
display [24]. 
1.4.6 Acoustic Monitoring 
The surface vibration of a machine is often the most important factor in generating the 
airborne acoustic signal from the machine. Thus there is a close relation between the 
acoustic and vibration signals. The basic difference is that the vibration sensors are 
rigidly mounted on the component involved and register the local motion while the 
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acoustic sensors (microphones) sum up the sound from many sources on the machine. 
This technique is not appropriate with online testing. Airborne acoustic signals get 
contaminated by background noise of the machinery if used in online conditions. 
Today, increasingly Acoustic Emission (AE) is used for CM, some of these are widely 
known by their trade names. Amongst these are the Spectral Emitted Energy sensors 
promoted by SKF.  
AE is a non-destructive examination (NDE) method. AE is the production of high-
frequency elastic waves (in the approximate range 100 kHz to 1000 kHz) due to the rapid 
release of accumulated strain energy from a localised source within a material such as a 
crack or fracture. The energy released by the change of condition travels through the 
material and causes elastic vibrations. The AE signals can be detected and measured at 
the surface of a structure using a suitable sensor (e.g. loosely attached to a turbine blade 
by flexible glue) and the signal can be analysed to give information on the condition of 
the structure. There are two types of acoustic monitoring. The first one is the passive type 
performs by the component itself whereas the second type, the excitation is externally 
applied[20]. Due to high cost of the monitoring equipment it is not recommended for 
high cost structures. This method is primarily used for bearing defect detection and gear 
box fault detection and is not appropriate for differential machine faults. 
1.4.7 Electrical Effects 
Electrical effects are used for CM of electrical machines. Machine Current Signature 
Analysis (MCSA) is used to detect any and all unusual occurrence in electrical machines, 
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and for accumulators the impedance can be measured to establish the condition and 
capacity. For medium and high voltage grids, a number of techniques are available: 
- Discharge measurements, 
- Velocity measurements for switches, 
- Contact force measurements for switches, and 
- Oil analysis for transformers. 
Cabling isolation faults can be detected through inspection measurements but these 
techniques‎don‘t‎have‎a‎direct‎impact‎on‎the‎operation‎of‎the‎wind‎turbine‎[20]. 
1.4.8  Process Parameters 
For wind turbines, safeguarding based on process parameters is common practice. As the 
control systems become more sophisticated, so the diagnostic capabilities improve. 
However, safeguarding is still largely based on level detection or comparison of signals. 
When the signal goes above a predefined limit value an alarm is raised. At present, with 
wind turbines this is usually the most intelligent usage of signals based on parameter 
estimation and trending. 
1.4.9 Visual Inspection 
Visual inspection is a type of predictive maintenance which has historic importance. 
Specialised inspectors performed routine checks by just‎ ―looking‖‎ and‎ observing‎ the‎
machine. In fact, of course, most of the human senses were used: did the machine sound 
right, was it too warm to the touch, was there a smell of burning, did the fingers sense 
excessive vibration, was there a pool of oil on the floor, etc. This was usually done on 
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industrial‎sites.‎No‎other‎analysis‎was‎involved.‎A‎―visual‖‎inspection‎is‎widely‎used‎in‎
industries as a routine daily checks but will fail to detect faults in the early stages[25]. 
1.4.10 Performance Monitoring 
Performance detection involves monitoring of power, wind velocity, rotor speed and 
blade angle and the relationship between them can be used for safeguarding purposes. 
Detection margins are set; if any of the variables deviates outside its margins an alarm is 
generated. These margins are kept large to prevent false alarm. This method is not widely 
used in case of wind turbines [20]. 
1.5 Research Aim and Objectives  
1.5.1 Aims 
The project aims at developing an effective and reliable monitoring technique for wind 
turbine blades based on real-time vibration signal analysis: 
(i) to extract from the vibration signature, a description of the fault and its level of 
severity, and  
(ii) to provide a condition monitoring technique that uses complex signal multivariate 
classification of parameters. 
1.5.2 Objectives 
To achieve‎the‎project‘s‎aims;‎the‎following‎research‎objectives‎have‎been‎identified: 
1- To understand the working principles and related parameters of wind turbines. 
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2- To determine and describe the common failure modes of the key components of a 
wind turbine. 
3- To review current rotating machinery monitoring and vibration analysis techniques, 
and examine them on monitoring the condition of wind turbine blades. 
4- To simulate a 3-D model of a wind turbine with three air foil blades using ANSYS 
and SolidWorks packages, For the purpose of understanding induced vibration signals 
under different operating conditions including healthy and faulty blades. 
5- To build a test rig for data collection and analysis; 3 bladed horizontal wind turbine 
with the necessary instrumentations and data acquisition system. 
6- To collect vibration baseline data; under different rotation speed; 150, 250 and 350 
r/min. 
7- To experimentally seed quantified faults by removal of small slivers from one blade 
face; 10mm, 20mm, 30mm and 40mm length, all with a consistent 3 mm width and 2 
mm depth.  
8- To detect the seeded faults and evaluate their severity using conventional and 
advanced signal processing analysis techniques (principal components, empirical 
mode decomposition, and time frequency domain methods).  
9- To use the knowledge and results gained from the objectives above to develop signal 
processing that suits wind turbine blade CM vibration based schemes. 
1.6 Outline of Thesis  
The thesis is presented in nine chapters and organised in the following way:  
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Chapter 2: in this chapter recent developments in the CM of wind turbine are described 
and reviewed. The literature review explores the dominant themes of the project 
including the common failure modes of the wind turbine.  
Chapter 3: deals with wind turbine simulation using 3D FEM package, airfoil 
characteristics and blade design aspect and the vibration analysis by finite element 
package ANSYS followed by modal analysis of the simulated blades.  
Chapter 4: explains the motivation of this work, presents the test rig and describes the 
instrumentation and failure mode of blade.  
Chapter 5: describes conventional CM methods and their performance in detection of a 
wind turbine crack for simulation and experimental works.  
Chapter 6: explains the mathematical principle of the empirical mode decomposition 
method followed by numerical signal example. It also, presents EMD performance in 
detecting faults in blade for both simulation and experimental and then introduces a novel 
method that developed in this research.  
Chapter 7: gives an introduction for wavelet transform followed by description of 
continuous wavelet transforms (CWT). It presents CWT performance in detection of a 
wind turbine blade crack followed by applying the proposed method on CWT.  
Chapter 8: introduces the theory of PCA followed by the performance of PCA in 
detection of a wind turbine blade crack. It also, explains novel method based on PCA for 
detecting cracks in wind turbine blade.  
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Chapter 9: gives overview of objectives and achievements, contribution to knowledge 
and conclusion. Finally, the future work is presented and divided into three parts; test rig 
improvement, technology and theoretical research. 
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Chapter 2 
 
 
 
 
Literature Review 
 
This chapter reviews current literature reporting improvements in wind 
turbine monitoring techniques and fault finding methods. The review is 
limited to an introduction to the specific problem of the condition 
monitoring of wind turbines and methods and techniques used to resolve 
that problem. This chapter is a summary of research into efficient problem 
solving and concentrates on the type of faults found in wind turbine blades 
and techniques for detecting and identifying them.    
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2.1 Introduction  
To meet the economic efficiency demands of the wind energy industry, the scale of wind 
turbines has increased substantially in the last two decades and current wind turbines are 
larger than any previous wind turbines, and are generally fitted with two or three bladed 
rotors. These turbines are mounted atop 60m to 80m high towers because wind speed 
increases with height above the ground. Particularly for lower wind speeds turbines with 
longer blades which incorporate modern blade design harvest more energy [26].  
Unfortunately, there are many problems linked with wind turbines that reduce their 
effectiveness and stop them from producing more power from wind energy, such 
problems can be overcome by, amongst other things [27]: 
 Selection of wind farm sites on which to establish wind turbines, 
 Selecting a suitable electric generator for the wind turbine, 
 Increase machine availability by employing an enhanced maintenance 
procedure for the wind turbine, 
 Using high capacity machines, 
 Using turbines that respond well to low wind speeds, 
 Increase tower height, 
 Better aerodynamic and structural design, 
 Increasing the power factor, 
 Wider swept area of rotor blade, 
 More government support for research and development, and 
 Construction of several wind monitoring stations.  
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Different of technologies can form the basis of comprehensive condition based 
maintenance programmes with the different technologies limited to specific types of 
machinery and particular classes of problems [28]. Thus it is important to determine 
which condition monitoring (CM) technologies will be most useful and cost effective for 
monitoring wind turbine blades. Each technique will give different relative long and short 
term economic benefits.  
Wind energy converters depend on rotational components which produce complex non-
stationary and non-linear vibration signals when the wind turbine is working. Such 
signals have long been used to monitor the condition of machines and gearboxes.  
The peaks in the vibration spectra of rotating machines are directly related with the 
structure of the machine, its geometry and speed. The causes of problems and remaining 
useful life of components can be estimated from changes in the relative magnitudes of the 
frequency peaks. Of course when determining the health of a machine and its remaining 
useful life the history of the machine, the trend in measured vibration levels and previous 
degradation patterns are vitally important [29]. Vibration analysis is a powerful CM and 
diagnostic tool and can be used to determine final state failures or identify faults at an 
early stage of their development (this is the emphasis in this thesis). It is important to use 
appropriate method for each specific item of equipment, though the most common 
technique is to use trend analysis based on RMS vibration amplitude. 
As wind turbines become larger, more complex and more expensive the online 
monitoring of wind turbines became more costly [30]. Stimulation methods are used to 
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assess likely life cycle maintenance costs using different maintenance strategies such as 
online CM.  
Mohamed et. al., [31] simulated the aerodynamics of steady low-speed flow past 2-D 
profiles of S-series wind turbine blades. They used a Computational Fluid Dynamics 
(CFD) method based on a finite-volume approach to determine the lift and drag forces on 
various sections of the wind turbine blades. They found that an S826 blade profile was 
the most efficient of the S-series at 0
0
angle of attack and is suitable for low and high 
wind speeds. The study showed that the CFD code they used could accurately predict 
aerodynamic loads along the blade profile.  
El Amine et. al.[32] used a lattice Boltzmann method to investigate 2-D incompressible 
flow around an arrangement of two wind turbine blades. Staggered and tandem 
arrangements of the NACA 23015 and NACA 4412 wind turbine blades were modelled 
and good agreement was found between the study results and those available in the 
literature. The authors concluded that the Boltzmann method was extremely useful in 
simulating fluid dynamics problems. 
Studies of wind turbines focus mainly on fault detection in the blades after manufacturing 
in  factories, whilst many defects occur during the transformation and assimilation of 
turbine blades on the spot. Such studies have led to important observations on the nature 
of blade design that will help in avoiding early malfunction of blades. Even though 
methods of designing blades have developed a lot in the last decade, more improvement 
is needed in the area of dynamic load control and cost reduction.  
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Early detection of faults minimizes downtime and maximizes productivity so extensive 
numerical and experimental investigations have been made into wind turbine 
maintenance which has resulted in reduction of failures of wind turbines. 
2.1.1 Blade Failure Modes 
Fatigue is a frequent cause of failure in composites. When the local applied force exceeds 
the local yield stress microscopic cracks may form and grow and act as a source of 
fatigue failure. Crack propagation in brittle materials is largely because local stress is 
magnified at the tip of the crack. A major difference between regular and composite 
brittle materials is that the presence of resin around the fibres acts as a barrier to stress 
concentration being transmitted directly to adjacent fibres. The presence of the resin 
reduces the stress concentration because it is not as brittle as the fibre and so will yield to 
an extent.  
Common fatigue failures in composite blades include: delamination due to an excessive 
compression load; the fibre breaking due to an excessive tension load; and debonding of 
the top and bottom skins of a composite blade due to adhesion failure. The progress of 
each of these failures should change the natural frequency of the blade. Another common 
failure is due to extreme weather or lightning strikes will cause cracks in the gel coat 
which exposes the composites below to moisture and water and significantly reduces the 
life of the wind turbine blades [33]. 
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2.2 Condition Monitoring Technologies 
Machinery diagnostics, such as predictive or condition based maintenance (CBM), will 
use a wide variety of measurements including vibration, acoustic emission (AE), oil 
debris analysis, etc., to monitor the condition of the machine. For the system to be 
efficient and effective the measurements must be good indicators of the condition of the 
machine, should be cost-effective and practical and obtained on a regular and frequent 
basis. Today, vibration acceleration is extensively used as a measure for the detection of 
machinery faults. Other parameters that are widely used to monitor machine condition 
include AE, airborne sound, lubricant analysis, motor current, thermography and 
ultrasonic measurement.  
Besnard and Bertling [34] have recently developed an approach in which degradation is 
classified based on the severity of the damage. A model was developed to optimize the 
maintenance of blades for a 5MW offshore wind turbine by considering distinct 
maintenance strategies, such as inspection with situation monitoring techniques, visual 
inspection and online CM. Such approaches were used to modify the maintenance 
outcomes for every strategy and then to consider them in a combined framework.           
Lu and Chu [35] examined a number of algorithms and methods based on vibration, 
noise and AE signals used to diagnose faults in wind turbines. It was established that 
morphological undecimated wavelet decomposition is more efficient and appropriate for 
online diagnostics of bearings in rotating machines. It was also established that the time 
wavelet energy spectrum is efficient in extracting impulse features created by localised 
gear damage. In identifying and locating gear faults vibration - AE based methods are 
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capable of recognising the type of fault that has occurred and to implement precise 
diagnostics. 
Zhiqiang et al.,[36] have presented a new method for damage diagnosis of wind turbine 
blades by measuring the vibration response at one fixed point on the turbine. 
Subsequently, the blade fault can be evaluated based on the degree of shift in the 
characteristic frequencies in the signal.  They stated that the results of these studies show 
that the method can be applied in engineering practice as well as developing a process for 
structural health monitoring techniques for wind turbine blades.   
Park et al. [37] analysed the vibration of a rotating wind turbine blade to obtain its 
characteristic vibratory features. The equations of motion for the blades were found and 
vibration features of the rotating blade extracted. This study indicated that the stiffness of 
the blade changes when the blade is rotating since it is stretched by centrifugal forces. A 
computational algorithm of blade stiffness variations resulting from centrifugal forces 
was proposed.        
Jundert [38] used two distinct acoustic techniques for wind turbine blade inspection: 
gently tapping the blade with a small hammer and the excited sound picked up using a 
microphone - changes in internal structure are detected by changes in the excited sound. 
The second method was to transmit ultrasound pulses into the material and internal flaws 
detected from the reflections. The ultrasound echoes were used to assess the condition of 
bonded areas under thick glass fibre reinforced plastic (GFRP) laminates.  
Sajauskas et al., [39] utilized secondary longitudinal surface acoustic waves (LSAW II) 
to locate surface defects on the inaccessible inner surfaces of sheet products. The method 
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was found to be effective for discovering general shape defects with predictable 
orientation, for example, along welded joint. Raisutis, et al., [40] used a 290 kHz 
ultrasonic air coupled system to locate internal defects in wind turbine blades. The 
transducers were mounted in a pitch and catch configuration for generation and reception 
of guided ultrasonic waves. These were able to define the size and geometry of internal 
defect of the main spar in the wind turbine.  
Yang, et al., [41] recently used an avideometric technique to assess deformations of 
large-scale composite wind turbine blades. This was a non-contact optical method to 
measure non-rigid motion of large turbine. The results showed that the accuracy of the 
measurement is high, better than 0.1 mm per meter.    
Borum, et al., [42] used AE to monitor damage development during a full scale test of a 
25m epoxy glass fibre wind turbine blade. Information on the internal condition of the 
blade was obtained from the AE signals generated by damage initiation and its progress 
until a failure under increasing loading of the blade. The sensors were attached to the 
surface of the blade in areas where bending moment calculations predicted critical 
stresses. Two AE sampling systems were used both using a frequency of 150 kHz; one 
was commercial, the Spartan AT, and the other was a customised system. It was claimed 
that AE has shown itself to be a technique that can be successfully used to examine defect 
development in full scale tests for wind turbines. It was also claimed that this method is 
more reliable than other methods currently available and can be used to predict the 
occurrence of damage that would lead to a malfunction.   
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AE was used by Beattie [43] over a decade ago to monitor 20 m long wind turbine 
blades. Using materials to hand, e.g. the coupling cement was GE silicone II household 
cement, and AE sensors with peak sensitivity at 60 kHz it was found that the system 
revealed that the peak load was too high and continuing to run the turbine would have 
done significant damage to the blade. This was later confirmed when the blade was run to 
destruction. The results indicated that that fatigue tests of large wind turbine blades can 
be monitored by AE techniques and that the monitoring can produce useful information. 
Ghoshal, et al.,[44] used an 2.44 m (eight foot) long section of fibreglass wind turbine 
blade to test four algorithms used in detecting damage to wind turbine blades: Resonant 
comparison (RC), Wave propagation methods (WP), Transmittance function (TF) and 
Operational deflection shape (ODS). Such methods depend on measuring the vibration 
response of the blade using a scanning laser Doppler micrometer (SLDV) or 
piezoceramic patch sensor, and exciting the structure with piezoceramic patch actuators. 
The blade section is supported by an elastic cord and rope to avoid rigid body motion and 
to establish free-free boundary conditions. The experiments established the feasibility of 
applying piezoceramic patches for excitation and SLDV or piezoceramic patches to 
evaluate vibration to find damage.  
Beattie and Rumsey [45] used an infrared digital camera as a non-destructive 
measurement tool with two different blade fatigue tests: the first was of part of a 13.1 m 
wood epoxy composite blade, and the second was of a section of a 4.25 m  pultruded 
fibre glass blade driven at a number of its mechanical resonant frequencies. The 
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arrangement was as shown in Figure 2.1. As camera is mounted horizontally on the floor, 
under the blade, a front surface mirror held at an angle of 45° to the floor.    
 
 
 
 
Figure ‎2.1 Diagram of the floor-mounted fixture used by the infrared camera[45] 
It is claimed that that the dynamic temperature distribution provides a summation of 
principles stresses at every stage on the blade surface and that with the wood epoxy 
composite blade fatigue test, the section of vital failure was observed before the failure 
appeared. An important amount of data was obtained from the digital infrared 
thermograph camera relating to the steady state thermal and thermo elastic stress impacts 
on small and large areas of blade.    
Laren, et al., [46] used wavelet transforms to observe and localize damage in the 
composite coat of wind turbine blades. The mode shapes were determined by experiment 
which used a laser vibrometer and ANSYS and MatLab simulation programs in which a 
finite element model of a 3-D wind turbine blade was created to simulate the real blade.  
The simulation results were tested using a real blade set up on a steel table with an 
electromechanical shaker as a vibration excitation source. Blade mass was 2 kg, the 
natural of the undamaged blade was estimated and then a 2 mm wide crack was 
35 
 
simulated. The crack had one of four lengths from 5% to 30% of the blade width and was 
positioned at three locations. The damage site and blade model are shown in Figure 2.2.  
       
 
 
 
 
Figure ‎2.2 Blade model with damage (red line)[46] 
In experimental work a laser scanning vibrometer was used to evaluate blade vibration 
and blade mode shapes for various blade conditions.  
The measurements were carried out for three values of additional mass at different 
locations and the damage cases (values of additional mass) were taken as 2 %, 6 % and 
12 % of the total mass. Wavelet transform techniques were used to examine the mode 
shapes of damaged plates and beam and in all damage cases it was possible to locate even 
relatively small damage (crack).             
Xueli, et al.,[47] has proposed a back propagation neural network (BPNN) model for 
fault diagnosis of a direct-drive wind turbine based on the measured vertical and 
horizontal vibration. The experiments were carried out for various conditions; wind 
wheel mass imbalance, blade brake, normal condition, yaw and wind wheel aerodynamic 
imbalance. The time domain vertical and horizontal vibration data for the main shaft were 
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gathered. Using this data, the BPNN fault diagnosis model was shown to be suitable for 
wind turbine fault diagnosis in complex conditions.               
Li, el al., [48] introduced an approach to the fault diagnosis direct drive wind turbines 
that depends on certain chosen features and a support vector machine (SVM). Certain 
parameters from the time domain of the main shaft displacement signal in both the 
vertical and horizontal directions were selected using a developed distance evaluation 
technique. This research investigated five conditions: normal; wind wheel mass 
imbalance fault generated by fixing a mass to a blade; aerodynamic imbalance generated 
by fixing a light cardboard to a blade; a yaw fault caused by varying wind turbine axle 
line to wind flow direction by 20°; and a blade airfoil fault by covering the blade from the 
tip to the root. Based on the results, it was concluded that this method is efficient in 
recognizing wind turbine faults. This has better organization capability and robustness to 
diagnose the faults in direct drive wind turbines in complicated conditions.   
Bazilevs et al.,[49] claimed to have developed a single computational framework for the 
superior simulation of wind turbines and to have successfully applied it to the full scale 
NREL 5MW offshore baseline wind turbine. The work was divided into two parts. The 
first part concerned modelling of the wind turbine geometry and numerical simulation in 
which the rotor was assumed to be constant. The second part investigated structural 
discretization for wind turbine blades and the details of the computation of fluid–structure 
interaction. In addition, the computational framework was extended to coupling of flow 
with rotating rigid body, and was successfully applied to the simulation of wind turbine 
rotor over-spinning under high wind speed inlet conditions.  
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In recent years there have been significant developments in wind energy conversion 
systems using variable speed doubly fed induction generators. Unfortunately, induction 
motors exhibit highly non-linear behaviour, rapid dynamics and complex control. 
Predictive control has been shown to be a valuable tool for use with linear systems. 
Recently, there have been many researchers attempting to adapt predictive control to non-
linear systems.  
Kamel, et al., [50] applied non-linear predictive control to control the rotor speed of a 
doubly fed induction generator. It was stated that the control system was equivalent to a 
non-linear PID controller. Simulation results showed satisfactory performance tracking 
trajectories with rejection of disturbances by the non-linear generalized predictive 
controller. 
Amirat et al.,[51] carried out a study of mechanical and electrical fault diagnosis in a 
double-fed induction generator wind turbine. A single-component signal (the first 
intrinsic mode function) that examined amplitude demodulation was extracted using 
empirical mode decomposition through a stator current signal that was analyzed to find 
bearing failures. The results of experiments indicate that the method works under various 
conditions and can be used to diagnose different bearing failures.           
Distortion or unbalance in rotating machines is general source of vibration excitation, 
with mass distortion the main cause of vibration excitation of the rotor shaft in a 
transverse direction. Rotor imbalance of a wind turbine can be detected at an early stage 
because of its impact on the operation time of wind turbines.   
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In this regard Niebsch, et al.,[52] proposed a method to evaluate inhomogeneous mass 
distributions of rotors and deviations in pitch angles of rotor blades from vibration data. 
A mathematical model related the imbalance to the effect of resulting vibrations was 
established and a vibration equation was derived and solved analytically after 
discretization, and numerical simulations were also performed using artificial vibration 
data.   
Muztagh, et al., [53] investigated the feasibility of applying dampers to wind turbines 
and used a tuned mass damper, a passive control device, to reduce wind induced 
vibrations in a three bladed wind turbine situated on top of a uniform tower. The free 
vibration properties of the rotating blades and tower were obtained using a discrete 
parameter approach. A tuned mass damper was placed at the top of the tower and was 
successful in solving the displacement of the tower. It was claimed that the use of the 
tuned mass damper had the significant advantages of ease of use, low cost and no need 
for an external power source. 
Besnard et. al.,[54] presented a life cycle cost model, which can be used to analyze 
economic benefits gained from implementing CM systems. The study used two 
approaches to analyse how the random behaviour of failures can affect life cycle cost and 
what are the critical parameters (subject to uncertainty) that influence the value of a CM 
system. There was a clear result showing the benefit of enhanced reliability of a gearbox. 
Xiukun Wei [55] considered fault detection and fault estimation issues of blade root 
moment sensors and pitch angle actuators for a three bladed wind turbine. The fault 
detection system was applied for underlying faults and the proposed approach was 
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demonstrated by simulation studies on a linearized wind turbine model at a rated 
operation point for several scenarios of blade moment sensor and pitch actuator faults. 
The proposed approach provides a useful alternative for practical application. 
Chang-Hwan Kim et al.,[56] calculated the approximate deflection mode shapes of a 
FRP wind turbine blade. The system was basically a cantilever consisting of a wind 
turbine blade connected to the hub at its root and directly fitted by six bolts. The length of 
the blade used was 960mm, whilst the diameter was 44.5 mm. Seven fibre bragg grating 
(FBG) sensors and seven strain gauges were used to extract static and dynamic responses 
of the blade. Sensors were being located on the blade. The distance between two adjacent 
sensors was fixed to be 100 mm. The results showed that the mode shapes obtained from 
FBG sensors and strain gages were very similar. However the Fourier spectra obtained 
showed more peaks in the FBG signals than in the signals from the strain gages. 
Al-Bedoor, et al., [57] developed a mathematical model to study the feasibility of  
extracting information on rotating blade vibration from shaft torsional vibration for a 
shaft-disk-blades system rotating at constant speed. The model considered n-blades 
which were attached radially to a rigid disk, the disk was driven at constant speed by a 
flexible shaft. Simulation results showed that the shaft torsional vibration signal carried 
the blades vibration signatures at their respective natural frequencies which suggest 
rotating blade vibration can be measured using the shaft torsional vibration measurement.  
Fadaeinedjad, et al.,[58] used three simulation programs; TurbSim, FAST and Simulink 
to model both the mechanical and electrical systems of a wind turbine and its controllers 
in detail. The main aim of this study was to investigate the consequence of voltage sag on 
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vibration of the wind turbine tower. This study also considered such power system 
characteristics as short circuit levels and X/R ratio and mechanical parameters such as 
wind turbine operating conditions and mechanical damping of the tower. The results 
showed that disturbance of the power system (e.g. voltage sag) can impact on the 
electrical dynamics and mechanical performance of the wind turbine, including tower 
vibration. The model predicted that voltage sag can cause severe tower vibration and the 
tower oscillations can affect rotation speed and interact with the pitch control system. The 
result showed that the effect of voltage sag will depend on a complex interaction between 
the frequency at which the voltage sag occurs and the natural frequencies of the tower, so 
that higher tower vibrations occur for certain voltage sag durations, on the other hand for 
the electrical system of the wind turbine the longer the voltage sags the more severe the 
consequences. 
Al-Ghamd, et al., [59] used vibration measurement and AE to identify bearing defects 
and to estimate the magnitude of the defect. The tests were performed at rotational speeds 
between 10 and 4000 rpm and defects of different sizes were seeded onto the outer race 
of the test bearing. Comparison of vibration and AE results showed that AE enabled 
earlier detection of the fault, had better identification capabilities and was more able to 
quantify the size of defect.  
Tan and Mba [60] studied the application of AE to the detection and identification of 
defects seeded into a spur gearbox arrangement with two identical oil bath lubricated gear 
boxes connected in a back-to-back arrangement. The results showed that the level of the 
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AE signal was not influenced by the load and the source of AE activity was due to 
asperity contact. 
Bouaziz, et al., [61] investigated the effects of shaft misalignment in a test rig which 
consisted of a rotor and two hydrodynamic journal bearings mounted in such a way as to 
have two degrees of freedom. A theoretical model was developed for the dynamic 
behaviour of the system including the effect of angular misalignment. It was found that 
the vibration level of the angular misalignment decreases with the increase of relative 
eccentricity and the increasing when the imposed angle increases. Comparison of 
hydrodynamic journal and roller bearings revealed that the hydrodynamic journal bearing 
gave greater attenuation of vibration resulting from the misalignment. 
Radoslaw, et al., [62] presented a novel method of classifying data obtained from online 
monitoring systems using a technique based on long term trends of such parameters as 
the RMS of the time domain of the vibration signal and power variation. They claim to 
have shown that analysis of data separately for several sub-ranges of load is much better 
than classical analysis. The study showed that by decomposing data into several sub-
ranges can provide better fault recognition than when all the data is taken together. It is 
claimed that this method could improve automatic decision making algorithms in 
vibration based CM systems. 
Siores and Negro [63] explored the use of AE techniques to identify possible failure 
modes in a gearbox during its useful life. The test rig included a gearbox with input and 
output gear sets, a DC shunt motor and a variable speed motor. The AE sensor with 
resonant frequency 175 kHz was mounted on the gearbox casing. Prior to the test, the 
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gearbox was run-in for four one-hour intervals at 1200 rpm and full load. Common gear 
faults such as worn and broken teeth, shaft misalignment and excessive backlash were 
seeded into the test gears. The RMS and standard deviation of the time domain of the AE 
signal were measured and it was concluded that these AE parameters could identify the 
failure modes. 
Singh, et. al., [64] used AE to investigate detection of the growth of a gear tooth crack 
but no information was given regarding the type of gear, applied load, sensors used, or 
the data sampling rate. A single tooth bending machine was used where the load on the 
tooth varied sinusoidally at a frequency of 40 Hz. An accelerometer and AE transducer 
were mounted on a spur gear close to the loaded tooth. The test showed that the vibration 
level did not change significantly during crack initiation and the initial stages of crack 
growth, but did increase substantially during the final stage of failure. On the other hand 
the AE had detected the presence of a fault by the time the gear reached 90% of its final 
life. Generally the amplitude of the AE signal increased as the crack progressed. A high 
amplitude AE signal was obtained during the final stage of gear tooth fracture. It was 
concluded that AE method was superior to the vibration monitoring technique. 
2.3  Signal Processing Techniques  
To reduce operational and maintenance costs it is necessary to continuously improve the 
CM of wind energy conversion systems. The condition of the wind turbines can be 
estimated using approaches which vary from simple measurement techniques to 
sophisticated signal processing. This section seeks to provide a brief summary of the 
common fault detection techniques; time domain analysis, frequency domain analysis, 
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cepstrum analysis and time-frequency analysis, applied to vibration signals obtained from 
rotating machinery,  
One approach is to extract statistical properties of the time domain signals; the most 
common of these are RMS, standard deviation, Kurtosis, mean, skewness, crest factor, 
impulse factor, … etc. Applications are given in [65, 66]. When using this approach is it 
usual to perform time domain averaging to minimise the random element of the vibration 
signal  [65, 67]. Some of these factors such as Crest factor can be sensitive indicators of 
the presence of a fault, but as the damage progresses and becomes well advanced their 
values decreases and may well fall to that the undamaged bearings [68].  
Fraser and King [69] used kurtosis to assess when a gearbox component was severely 
damaged. Kurtosis is a measure of the peakedness of a signal, and a slightly damaged 
gear for example will exhibit multiple impulses in the time domain which increase the 
value of the kurtosis. As the damage progresses and the rate at which the peaks appear 
increases and the peaks begin to merge one with another and the magnitude of the 
kurtosis decreases.  
Residual analysis, where major frequency components are removed from the averaged 
vibration signal can also be used to detect gear faults. The simplest characterisation of the 
signals is to use an index of central tendency such as the mean to indicate the point where 
the signal is centred on a scale of measures [70, 71]. 
Another approach is cepstrum analysis which attempts to condense the frequency domain 
information into an easier to interpret form, thus providing a practical system for routine 
prognostic monitoring.  
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Principle Component Analysis (PCA) is a popular tool in multivariate statistical analysis 
because it can be used to reduce the number of variables with a minimal loss of 
information. PCA is a statistical technique which can be used for early indication of any 
irregularity in the data structure (small fault) and can determine which features of a 
system are most important in regulating its behaviour. PCA can be used to reduce the 
dimensionality of a data matrix and then Independent Component Analysis (ICA) can be 
applied to identify the independent components among the data and correlate them to 
faults in, e.g., a gearbox[72]. 
Makinezhad [73] used PCA to analyse raw AE data from a faulty ignition system of an 
automobile. The sampled dataset was heavily contaminated by unwanted noise from 
nearby automobile engines and other sources of sound found in an engineering workshop. 
Parameters such as Crest Factor, Kurtosis, RMS, Skewness, Maximum count, Minimum 
count and Zero count were calculated from the sound signals and PCA was used for 
dimension reduction. They were used for classifying the signal. It was claimed that the 
accuracy of this AE based method was greater than 70%. 
Hu [74] proposed a novel non-linear method for feature extraction from the time-domain 
signal using wavelet packet pre-processing and from the corresponding frequency-
domain of the signal using the kernel principal component analysis (KPCA), to 
characterize the condition of a gearbox. Experimental tests on an automobile gearbox 
showed that KPCA outperformed PCA in terms of clustering capability, and both the two 
KPCA-based subspace methods were effectively applied to gearbox CM.   
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Spectral analysis is a widely used technique in vibration analysis. The development of the 
fast Fourier transform (FFT) [75] made a huge contribution to its almost universal use in 
transforming time domain signals to their corresponding frequency domains.  
Hamid and Kabiri [76] used the FFT to extract useful features for fault detection from 
the time domain of airborne acoustic signals. The variations in the frequency spectrum 
were used to distinguish between healthy and faulty operating conditions of four different 
automobile engines with a fault the ignition system. The FFT coefficients of the acoustic 
signal for the different frequency bands were taken as representative features. 
The standard FT decomposes a time domain signal into its frequency spectrum but it 
represents the spectrum of a stationary signal with no time information. If the time 
domain signal is non-stationary the spectral content will change with time and the FT 
cannot fully describe the signal. If a fault is progressing its vibration signal is non-
stationary and some method other than the FT is required. Time-frequency distributions 
can be performed with constant or varying time-frequency resolution and thus are an 
ideal method for describing the change in spectral content of a signal with time.  
Secil et al., [77] used the STFT method to analysis signals for healthy and faulty turbine 
blades. They investigated electro-mechanical systems in wind turbine, particularly the 
variation in generator rotor speed, gear and generator torque resulting from a possible 
wind turbine blade fault. Analysis and comparison of healthy and faulty signals proved to 
be able to determine the fault and successfully identified changes in blade structure.   
Chin-Shun et al., [78] proclaimed a signal processing approach using the STFT to 
enhance inspection of wind turbine blades. It is claimed that with this approach the test 
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signals received from sensors distinguished a damaged structure from a healthy one under 
a number of process scenarios. Fitzgerald, et al.,[79] investigated the use of time-
frequency methods and the STFT to detect defects in wind turbine blades using the blade 
vibration signal. A model was developed and used for simulation studies of the behaviour 
of the wind turbine blade and nacelle with change in rotational speed and stiffness of the 
blades. This study emphasised structural dynamics of the turbine including interaction 
between the blades and with the tower. 
Kelley et al., [80] decomposed and analyised turbulence/rotor interaction. Both wavelet 
and Short-Time Fourier Transforms (STFTs) were applied to the inflow turbulence 
(Reynolds stresses) and a turbine key rotor response parameter (root flapwise loads). 
Those techniques were applied to both observed and simulated turbulence and turbine 
response. By comparing results, it was found that STFT did not give as much information 
as obtained from continuous and discrete wavelet transforms.  
The Wigner-Ville Distribution (WVD) is a time-frequency method which has been 
widely used in machine diagnostics, indeed the earliest application of time-frequency 
methods was of STFT and WVD by Forrester to detection of gear faults [81, 82]. The 
work of Forester [83] demonstrated that time-frequency techniques, such as the WVD 
provide a framework for robust detection and classification schemes that describe how 
the spectral content of a signal changes with time. 
Al-Ahmar et al.,[84, 85] discovered a particular transient technique suitable for 
mechanical and electrical fault diagnosis in double fed induction generator (DFIG) wind 
turbines. This technique is a combination of statistical variance and energy analysis using 
47 
 
wavelet decomposition of the stator current signals, and was found to be useful for CM 
and failure diagnosis in wind generators. The test rig was a 1.1 kW induction generator, 
DC motor and gearbox. The sensors used were: two speed sensors (drum and shaft 
speeds); three current sensors (supply currents) two torque sensors (torque instantaneous 
value and lifting torque) and multiple vibration sensors positioned on the generator.     
Jiang et al., [86] investigated feature extraction from the vibration signals of wind 
turbines using an adaptive Morlet wavelet and singular value decomposition (SVD). The 
Shannon wavelet entropy was adapted to optimise the central frequency and bandwidth 
parameter of the Morlet wavelet to maximise matching with the impulsive components. 
Improved matrix methods were used to obtain the wavelet coefficient and appropriate 
transform scale after which the SVD was used to obtain the most appropriate transform 
scale. Experimental results showed that the adaptive Morlet wavelet combined with the 
SVD‎ performed‎ better‎ than‎ the‎ Donoho‘s‎ ―soft-thresholding‎ denoising‖‎ method‎ for‎
extracting the features associated with impulsive components contained in the time 
domain vibration signals. 
Lardies and Gouttebroze [87] adapted the Morlet wavelet to better extract modal 
parameters such as natural frequencies and damping ratios of a vibrating system. These 
researchers used the son wavelet function to obtain results which were claimed to be 
better than those obtained with the traditional Morlet wavelet function. The technique 
was tested quantitatively using a turbine tower subject to ambient winds and it is claimed 
that the results demonstrate that this particular wavelet transform is well suited to the 
analysis of mechanical systems excited by random forces. 
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Bouchikhi et al., [88] carried out a comparative study of the performance of the STFT, 
the Continuous Wavelet Transform (CWT), the Pseudo Wigner-Ville transform (PWVT) 
and the Hilbert-Huang transform (HHT) for detection of a broken-rotor bar fault in non-
stationary conditions. The comparison was based on a number of criteria which included 
computational complexity and ease of interpretation of the representation. It was 
demonstrated that each technique could be used for detection of this particular fault and 
the advantages and disadvantages are given. 
Tang et al., [89] attempted to compensate for the two major weaknesses of the WVD in 
the detection of incipient faults in wind turbine gearboxes. The WVD is sensitive to 
background noise and this was reduced by applying the CWT in the form of a Morlet 
wavelet to the time domain of the vibration signal. The WVD is also sensitive to 
internally generated cross-terms which were suppressed using an Auto Term Window 
(ATW) function based on the Smoothed Pseudo Wigner-Ville Distribution (SPWVD). It 
was claimed that the method was effective in suppressing cross-terms and background 
noise, gave high time-frequency resolution and good energy aggregation and the fault 
features extracted were clear. 
According to Yang et al., [90] the wavelet transform is an appropriate and efficient 
technique to analyse and monitor electrical generators and drive trains for mechanical 
faults. Information was gathered using a number of transducers to evaluate vibration, 
generator voltage, DC load current, shaft rotational speed and torque. Drive signals are 
rich in noise which it is hard to remove using of conventional filters with fixed cut-off 
frequencies. However, discrete wavelet transforms (DWT) can be used for noise deletion 
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and CWTs for character extraction. The electric signals from generator can be monitored 
and analysed to find drive train mechanical faults and those experiments showed that it is 
feasible and relatively easy to gather electrical signals from a wind turbine generator 
rather than torque, proximity or vibration measurements. Tsai et al.,[91] proposed a 
complex CWT based on signal entropy to differentiate between a healthy structure and an 
impaired turbine blade, for improvement of damage detection ability of wind turbine 
blades.   
Abouel-seoud and  Elmorsy [92] proposed wavelet fault feature extraction method 
based on the CWT for diagnosis of faults such as cracks in gear teeth and the main 
bearing inner race in planetary gearboxes. The time domain vibration signal was filtered 
to indicate the presence and progression of the fault. These researchers claimed that de-
noising the vibration signals is a useful technique for enhancing fault detection hence 
determining the type of fault accurately and quickly. 
Wenxian et al.,[93] have a proposed a versatile method of CM which will diagnose both 
mechanical and electrical faults in a wind turbine. The test rig used was built to simulate 
wind turbines working under different conditions and consisted of a 50 kW DC variable 
speed drive controlled motor, a two-stage gearbox with gear ratio 11.14:1, and a three-
phase synchronous permanent-magnet generator. Voltage and current signals were 
accessed through the terminals of the generator, vibration transducers were fixed to the 
test rig, and shaft torque and rotational speed were measured. Induced mechanical faults 
included rotor imbalance which was simulated by attaching a mass to the outer surface of 
the generator rotor. The drive train mechanical fault was simulated through an 
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eccentricity fault in the gearbox. The electrical faults were generator stator winding faults 
simulated by simultaneous shorting of the load bank to ground, and a full short circuit 
fault simulated by connecting one of the phase terminals of the generator and resistance 
bank to ground. The data measured from the terminal generator was analyzed using 
empirical mode decomposition (EMD) which can remove variations in the signals due to 
such factors as variable wind and was able to detect both the mechanical and electrical 
faults.  
Parey et al., [94] developed a 6-degree-of-freedom dynamic model for a real gear system 
consisting of a spur gear pair, two shafts, two inertial loads a prime mover and bearings. 
A localised tooth defect (pitting) was then introduced into the model. The simulated and 
measured‎vibration‎signals‎were‎compared‎and‎EMD‎was‎used‎to‎―break‎down‖‎the‎time‎
domain vibration signal. Early detection of the pitting fault was obtained by decomposing 
the gear vibration signal into a number of intrinsic mode functions (IMFs) and then 
calculating the Crest Factor and Kurtosis for each IMF. Unfortunately these researchers 
restricted their work to pitting and did not consider other gear faults such as cracks and/or 
breakages in gear teeth. 
Yang et al., [95] developed a new technique, Bivariate Empirical Mode Decomposition 
(BEMD), for use with wind turbine condition monitoring for incipient mechanical and 
electrical faults. The authors recognise the efficiency and effectiveness of the EMD 
technique, but point out that it was developed for one dimensional signals which can be a 
severe limitation when wanting to fuse data to obtain a more rounded assessment of a 
fault condition. BEMD using a recently developed wavelet-based‎ ‗energy‎ tracking‘‎
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technique was proposed as a method of overcoming this disadvantage. Experimental 
results showed that the BEMD-based technique was better than EMD for assessing shaft 
vibrations, and more powerful than EMD and wavelet-based techniques when processing 
non-stationary and nonlinear signals.  
An et al., [96] applied ensemble empirical mode decomposition (EEMD) and Hilbert 
transform to the time domain vibration signal to investigate a loose bearing pedestal in a 
direct-drive wind turbine. IMFs were extracted very effectively from the measured 
vibration signals using the combination of EEMD and Hilbert transform. The authors 
claim that the efficiency of this method was verified by information extracted from 
experimental signals for the loose bearing pedestal.  
Feng et. al., [97] proposed a joint amplitude and frequency demodulation analysis 
method based on EEMD and an energy separation algorithm to monitor and diagnose 
planetary gearbox faults. Vibration signals from the planetary gearbox of a test rig 
representing a wind turbine drive train were decomposed into a finite set of IMFs using 
EEMD. Each IMF represented a different vibration source. The energy separation 
algorithm was used to approximate the amplitude of the envelope and the instantaneous 
frequency of the modulated signals ready for further demodulation analysis. The authors 
claim that this method is sensitive to both wear and chipping damage of the gears, and by 
using these methods, these faults can be diagnosed and located.  
Tsai et al.,[98] applied a wavelet transform approach using a Meyer basis function for 
enhancing  the damage-detection capability of wind turbine blades  to distinguish 
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between damaged and undamaged structures of a turbine blade. The test results showed 
successful discrimination in blade-damage detection in different conditions. 
Baydar and Ball [99] utilized the instantaneous power spectrum (IPS) for detecting local 
of faults in helical gears and assessing fault severity. The study showed that changes in 
the IPS can provide useful information on the presence and progression of faults in a 
gear. The IPS can be used locate a defect by noting the frequencies of the peaks in the 
spectrum even under varying loads and speeds.  
Kar and Mohanty [100] carried out an experimental investigation to determine the 
presence of faults in a multistage gearbox under transient loading. The experimental work 
investigated three defects under three transient loads. The DWT and a milti-resolution 
Fourier Transform (MFT) were used to investigate the transient vibration signal from an 
accelerometer sited on the tail-end bearing of the gearbox, and transient current signals 
drawn by the induction motor. The RMS values of the MFT coefficient of vibration 
transient were calculated at various discrete frequencies to facilitate distinguish various 
faults in gears undergoing fluctuation in loads.  
2.4 Summary 
Monitoring of wind turbines assists in avoiding unplanned downtime and can be an aid to 
prevent damage of the wind turbine. Recently, CM methods for rotating machinery have 
been also applied for monitoring wind turbines. Most of those methods have been carried 
out offline and the focus was other wind turbine components e.g. gearbox and generator. 
It is also noted that only a few studies investigated blades health monitoring and no 
online monitoring methods were reported in the literature. Different condition monitoring 
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technologies are widely used to monitor wind turbines condition such as: vibration, 
acoustic emission, lubricant analysis, motor current, thermography and ultrasonic 
measurement. Vibration analysis, acoustic emission and ultrasonic methods are often 
used to monitor blades after the manufacturing process. Vibration is the most effective 
method to monitor wind turbine blades online to avoid breakdown.  Therefore, this 
research project focuses on detecting and diagnosing faults of wind turbine blades using 
vibration analysis techniques and possibility of real-time monitoring. The review 
revealed that various methods of analysing information have been used for monitoring 
the condition of rotating machinery, including simple statistical parameters such as: 
RMS, Standard Deviation, Kurtosis, Mean, Skewness, Crest Factor, and Impulse Factor 
which were used to extract statistical properties of the time domain signals. Beside that 
Fast Fourier Transform FFT and Short-Time Fourier Transform (STFT) are commonly 
used for condition monitoring purposes in rotating machineries. Moreover, Principle 
Component Analysis (PCA), Independent Component Analysis (ICA) and kernel 
principal component analysis (KPCA) are used to characterize the condition of a gearbox. 
Other techniques such as Wigner-Ville Distribution (WVD), Pseudo Wigner-Ville 
transform (PWVT) and Continuous Wavelet Transform (CWT), are a time-frequency 
method which has been widely used in machine diagnostics. The discrete wavelet 
transforms (DWT) were used for noise deletion and CWTs for character extraction. 
Another technique, Empirical mode decomposition (EMD), is used to remove variations 
in the signals due to such factors as variable wind and was able to detect both the 
mechanical and electrical faults. Bivariate Empirical Mode Decomposition (BEMD) is 
used with wind turbine condition monitoring for incipient mechanical and electrical 
54 
 
faults. Also, Ensemble empirical mode decomposition (EEMD) and Hilbert transform is 
used to investigate a loose bearing pedestal in a direct-drive wind turbine. 
The above mentioned techniques have been used for rotating machinery condition 
monitoring including wind turbine gearbox and generator and have proved their success 
in detecting wind turbine electrical and mechanical faults. Thus, based on results that 
have been obtained after applying those methods, developing an inexpensive, flexible and 
innovative method to actively monitor the behavior of wind turbines is necessary.  
Due to wind turbine vibration complexity, modulation and the number of free degrees of 
freedom, empirical mode decomposition (EMD), continuous wavelet transform (CWT) 
and principle component analysis (PCA) are suitable analysis techniques for extracting 
blades condition related features.   
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Chapter 3 
 
 
 
Dynamic Model of Horizontal Axis Wind Turbine 
 
This chapter introduces the software packages used, then blade design and 
aerodynamic characteristics are given followed by the finite element 
simulation method and the work on component design. Model analysis and 
vibration characteristics of the blade are explained in detail followed by a 
chapter summary.  
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3.1 Introduction 
During service life wind turbine blades are exposed to conditions which excite severe 
vibrations and which can have an adverse effect on dynamic behavior and even lead to 
structural damage. Much theoretical and laboratory research has been carried out in an attempt 
to improve overall wind turbine efficiency, with an emphasis on reducing condition monitoring 
(CM) and maintenance costs and, in particular, techniques for the CM of turbine blades[101].  
This project has designed a horizontal wind turbine, using the SolidWorks and ANSYS 
software packages version11.0, to study blade vibration characteristics of a simulated wind 
turbine in order to predict blade behaviour and assess whether nacelle vibration carries useful 
information about the health of the wind turbine blades and other components. Such an 
approach is relatively inexpensive and gives the possibility of simulating faults, such as cracks 
in the blades, into the system. The results were used to develop a wind turbine test rig to 
confirm experimentally whether this method can be developed into a wind turbine CM system.  
From known parameters (e.g. Reynolds number) the software calculated dimensionless lift, 
drag and pitching moment coefficients for a selected blade, and their optimum values were 
found from lift/drag polar curves and moment modelling data. The results were used to select 
the aerofoil with best overall aerodynamic performance on the basis of a 3D model. 
Here, a National Advisory Committee for Aeronautics (NACA 2412) blade profile was 
selected and the pitch-line velocity and gear bearing specifications (e.g. tooth bending stress) 
were determined. Then the SolidWorks software was used to generate a 3-D model of a 
horizontal axis wind-turbine with three airfoil blades. Cracks were simulated in one of the three 
blades. The cracks had one of four lengths: 10 mm, 20 mm, 30 mm and 40 mm. Every crack 
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was 3 mm wide and 2 mm deep. Cracks were seeded on the blade 5 cm close to the root, where 
the stresses due to bending are greatest. ANSYS software was then used to study the natural 
frequencies of vibration for healthy and faulty blades so that their behaviour could be predicted 
at different rotational speeds when in situ in the wind turbine. The simulated and experimental 
results were compared and the vibration signals generated by the model were used in the study 
of the effects of real cracks in the blade.  
3.2 Airfoil Characteristics and Blade Design Aspect 
3.2.1 Blade Shape           
The shape and orientation of an airfoil are key in creating the differences in velocities and 
pressures which generate the aerodynamic forces on the airfoil, its boundary layer profiles and 
separation characteristics.  Designers take great care determining the optimum shape for the 
airfoil for a particular design.  Today computer programs generate and optimise these airfoils, 
but many initial airfoil shapes are chosen from published data. Airfoils are often classified into 
families or groups of similar shapes, each member differing from the next by a gradual change 
in one or other of its shape parameters. Figure 3.1 shows a typical airfoil and the parameters 
which describe it. 
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1- Leading edge 2- Upper surface 3- Maximum thickness 
4- Maximum camber 5. Camber line 6- Trailing edge 
7- Lower surface 8- Chord line 9- Chord length  
 
Figure ‎3.1 Airfoil geometric parameters 
From‎general‎considerations‎we‎can‎say‎that‎the‎blade‎angle‎β‎should‎be‎set‎to‎give‎this‎angle‎
of attack (),‎whilst‎the‎angle‎φ‎must‎be‎known.‎In‎practice,‎most‎airfoil‎sections‎produce‎their‎
best lift when the angle of attack is about 4
0
 or 5
0
. The angle of attack is the angle between the 
airfoil chord line and the relative air wind - direction of airflow in relation to the airfoil. 
 = − 5                                                                                               ‎3.1 
Thus, 
 = tan−1   
2
3 
r
R
 
                           ‎3.2 
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And 
β=tan-1  
2
3(r R )
 - 5                          ‎3.3 
The blade profile for each station along a‎turbine‎blade‎is‎determined‎by‎blade‎angle,‎β,‎and‎C‎
the chord width;   
𝐶 =
5.6∗R2
𝑁𝐶𝑙𝜆
2𝑟
                               ‎3.4 
Where  is the tip speed ratio (TSR = ratio of speed of the tips of the turbine blade to the wind 
speed), r is the local radius at point of computation, R is the radius of the blade at tip, Cl is the 
lift coefficient and N is the number of blades. 
Up to a certain value the lift increases with increase in angle of attack but if the angle of attack 
exceeds a certain value (called the critical angle of attack), the airflow over the top of the airfoil 
breaks away to form eddies, the airfoil loses lift and stalls [102]. 
3.2.2 Lift and Drag and Moment Coefficients  
Wind tunnel measurements are usually used to evaluate lift and drag generated by an airfoil. 
The results are reported as dimensionless coefficients which are defined as follows: 
Lift coefficient:    cl =
l
1
2 ρV
2S
                          ‎3.5 
Drag coefficient: cd =
d
1
2  ρV
2S
                ‎3.6 
Where l and d are the measured lift and drag forces for the particular airfoil, S is the area swept 
by the rotor blades (m²), sometimes denoted by the chord length,  is the local density of air 
and V is the velocity of the air(m/s). The pitching moment, M, is important for the stability of a 
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blade. NACA has shown both theoretically and experimentally that on most low speed airfoils 
the aerodynamic force acts at a location a distance of about ¼ the chord length back from the 
leading edge, and the magnitude of the turning moment (called the pitching moment) produced 
on the airfoil by this force remains nearly constant with angle of attack. The pitching moment 
acts‎ to‎ rotate‎the‎airfoil‎ leading‎edge,‎where‎a‎ ―nose-up‖‎moment‎ is‎defined‎as‎positive.‎The‎
dimensionless pitching moment coefficient, Cm, is given by: 
Cm =
m
1
2
ρV2SC
                  ‎3.7 
Where m is the turning moment and C is the airfoil chord length.   
It is usual in airfoil simulations to set the centre of the pitching moment a distance of one 
quarter the chord length as a first approximate value [103]. Table 3.1 shows lift coefficient, 
pitching moment and estimated critical Mach number values that used in this study. 
3.2.3 Reynolds Number   
The Reynolds number (Re) is the non-dimensional ratio of inertial to viscous forces: 
Re =
ρV2/L
μV/L2
=
ρVL
μ
                 ‎3.8 
In this study the Reynolds number is estimated as 68500 x chord length x wind speed.  Here Re 
is between 25000 and 55000 so lift coefficient is estimated as close to zero. Aerofoil behaviour 
can be described into three flow regimes [1]: Attached flow regime; in this situation, lift 
increases with the angle of attack. 
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High lift/stall development regime; the lift coefficient peaks at the critical angle of attack and 
above this angle (which depends the Reynolds number) the airfoil becomes increasingly stalled. 
Stall occurs when boundary layer on the upper surface separates from the airfoil.  
Flat plate/fully stalled regime; airflow over the airfoil is turbulent. Airfoil behaviour and 
aerodynamic performance will depend on aerofoil geometry so choosing an aerofoil applicable 
for a wind turbine blade (low wind speeds) will improve its efficiency [103].  
3.2.4 Reading Airfoil Data Charts 
As stated above, in this study a NACA 2412 blade profile was chosen because it has a well-
defined critical angle of attack. NACA uses codes of 4, 5 or more digits to classify and define 
the airfoil shapes that they have tested. In the four digit series:  
(i)‎The‎ first‎digit‎gives‎the‎airfoil‘s‎maximum‎camber‎as‎a‎percentage‎of‎ the‎chord‎length,‎so‎
here this airfoil has a 2% camber, see Table 3.2. 
(ii) The second digit gives the position of maximum camber behind the leading edge in tenths 
of the chord length, so here the maximum camber is 40% of the chord length behind the leading 
edge.  
(iii) The third and fourth digits comprise a single number which gives the airfoil maximum 
thickness as a percentage of chord length, so here the maximum thickness of the airfoil is 12% 
of its chord length [104]. Figure 3.2 shows the profile of the NACA 2412.  
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Figure ‎3.2 Profile for NACA 2412 
Figure 3.3 shows the lift and moment coefficients of the airfoil section as functions of the angle 
of attack at four different Reynolds numbers (Re). The drag and lift forces for the airfoil were 
measured experimentally and the results are shown in Figure 3.4[105].  
 
 
 
 
 
 
 
 
 
Figure ‎3.3 Lift and Moment coefficients vs. angle of attack at varying Re values 
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Figure ‎3.4 Lift coefficient vs. Drag coefficient at varying Re values 
Table ‎3.1 NACA 2412 Results for incompressible potential flow (Aerofoil Investigation 
Database, 2012) 
Parameters  Values 
lift coefficient  0.847 
leading edge pitching moment coefficient  -0.271 
estimated critical Mach number   0.504 
 
Table ‎3.2 NACA 2412 Airfoil properties in fractions of chord length 
 
 
 
Parameters  Values 
centre of pressure 0.184 
maximum camber 0.02 
maximum camber location from leading  0.4 
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3.3  Modelling in 3D with Software Packages 
Many commercial software packages are used in engineering as mechanical analysis tools 
which assess the relative merits of different designs. They are often used to assess machine 
performance and reliability from concept through design and development to finished product. 
These programs offer modal analysis and shape, structural and thermal optimization studies. 
This project used the SolidWorks software package to design the components of the wind 
turbine and then to assemble them into a 3D three bladed horizontal wind turbine. The ANSYS 
software package was used to investigate the dynamic behaviour of the blades and to simulate 
vibration for healthy and faulty conditions at different rotational speeds. The use of these 
packages in the design of the wind turbine and simulation of its performance accelerated 
development and provide feedback on multiple fault scenarios which could reduce maintenance 
costs. It also allowed simulated machine behaviour to be monitored under different condition 
modelling real conditions. 
3.3.1 The Principle Theories Relevant to Modelling  
Deriving the governing equations (e.g. mass, momentum and energy) is a necessary 
precondition for accurate modelling. Initial and boundary conditions are also essential. For 
meshing models the next step is to create a mesh of cells which places the discretized equations 
and boundary conditions into a single grid. 2D unstructured grids have basic elements which 
are triangular or quadrilateral cells, but for structured grids rectangular cells are more common. 
In 3D simulations unstructured grids tend to use cells which are tetrahedra and/or pentahedra, 
and in structured grids the hexahedra cell is used. Good mesh quality is essential to obtain a 
reasonably accurate physical solution, traditionally selection of a suitable mesh was a measure 
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of the ability of the simulation engineer, but modern packages have remeshing built into them. 
Generally, the finer the mesh the larger the number of nodes and the greater the computational 
time needed to solve the problem. So selecting an efficient mesh was indispensable. Today 
however, the package automatically adapts the mesh size to the problem, making changes as 
the simulation proceeds. One of three numerical methods is used to discretize equations: finite 
element method (FEM), finite difference method (FDM) and finite volume method (FVM). 
With FVM and FEM problems are relatively easily formulated compared to FDM, and have the 
advantage that they can cope with unstructured meshes, have greater flexibility and so can be 
applied to a variety of geometries.  
3.3.2 Finite Element Method (FEM)   
The FEM is a numerical method to solve engineering problems defined by the user [106]. First 
applied to stress analysis problems it has since been used to solve problems in fluid dynamics, 
material behaviour, thermal analysis, and many more. The researchers attempt to determine the 
behaviour of a field variable such as displacement in material behaviour or the temperature in 
thermal analysis, and so on.   
The FEM attempts to find a close approximation of the solution numerically, when it is difficult 
or impossible to obtain an analytical solution. This is achieved by dividing the domain of 
interest into many elements which usually have a relatively simple geometry. Known physical, 
chemical and/or biological laws are then applied to each small element. The field variable – 
which is a continuous function - is approximated using a straight line function in each element 
formed‎ by‎ the‎ nodes.‎ The‎ shorter‎ these‎ ―lines‖‎ the‎ more‎ exactly‎ they‎ approximate‎ the‎
continuous function. The discrete values of the field variable at the nodes are then the 
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unknowns. The known equations are used to determine‎ the‎ equations‎ for‎ these‎ ―lines‖,‎ after‎
which they are joined to each other. This process gives a set of simultaneous equations which 
define the entire system and can be solved to give the desired field variable [107].  
Here the FEM used for modal, static, and dynamic analysis is a commercially available 
software package called ANSYS version11.0. Modal analysis determines such parameters as 
natural frequencies and mode shapes of a structure. Static solutions are suitable for steady state 
loading on a structure in equilibrium. Dynamic or time-transient analysis determines the time 
response of a structure to e.g. a displacement or applied force [108]. 
3.4 Three-dimensional Wind Turbine Modelling 
3.4.1 Blade Design 
Inserting the equations from 3.1 to 3.8 into Microsoft Excel and using logic commands, the 
blade angle and chord width were calculated as shown in Table 3.3:    
Table ‎3.3 the blade angle and chord width values 
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Each station on the blade is defined by three variables: local radius (the distance from blade 
root to the individual station), chord width and blade angle (the angle of twist of the blade). 
NACA defines aerofoil profiles using Cartesian x,y and z coordinates for each station of the 
aerofoil as a percentage of the the total chord length. To obtain the coordinates for the blade 
chords shown in, the NACA 2412 station coordinates in percentages are multiplied by the 
chord widths.  For example, at station 1.25% the coordinate for the chord of length 0.0711 m is:  
1.25*0.0711/100 = 8.888x10
-4
 m = 0.8888 mm (conversion to millimeters makes for easier 
plotting in SolidWorks ). Very large turbine airfoils will require as many as 120 points on each 
of the upper and lower surfaces of the blade, but for this project 18 points are sufficient to 
define the blade geometry accurately. Five Sketch planes were created and offset 44 mm apart. 
The coordinates were converted to Notepad files and imported into SolidWorks  as spline 
curves which were then converted to sketches as specified in the Blade design spreedsheet. 
Using the loft command to join the profiles at the local radi, a well engineered wind turbine 
blade was created and modelled as can be seen in Figure 3.5.  
 
 
 
 
 
 
Figure ‎3.5 Final blade design 
68 
 
3.4.2 Hub Design 
After designing the blade the hub is the next most important part of the design: to make it as 
lightweight as possible but with the strength to ensure mechanical integrity. The blades of a 
wind turbine are joined to the hub which, in turn, is connected to the drive shaft. Being wind 
driven this shaft will operate at low speeds and the hub was a circular block (150.7 mm 
diameter and 16 mm width, see Figure 3.6 ) of Nylon 6; a tough plastic material that is easily 
machined 
 
 
 
 
 
 
Figure ‎3.6  Hub model in SolidWorks  
3.4.3 Helical Gears Design 
Helical gears were selected for this project after thorough research. Figure 3.7 labels the 
various elements of a helical gear. In a pair of gears, the larger is the gear and the smaller is the 
pinion. Helical gears have their teeth inclined to the axis of rotation and this produces a more 
gradual engagement of the teeth than occurs with spur gears which generates less noise and 
vibration. An important feature of helical gears is that they can be used to transmit motion 
between non-parallel shafts. The most important part of the gear is the tooth and the use of 
69 
 
gears must ensure maximum tooth bending stress is not exceeded. The pitch-line velocity and 
maximum tooth bending stress were calculated, see Table 3.4. 
 
 
 
 
 
Figure ‎3.7 Nomenclature of helical gear 
1- Face width 2- Space width  3- Dedendum  4 Circular Thickness 
5 -Addendum  6 -Addendum Circle 7 -Pitch Circle 8 Face 
 
Table ‎3.4 Equations used in calculating the maximum bending stress for gears. 
Pitch line 
velocity (v) 
𝑣 =
𝜋 ∗ 𝑑 ∗ 𝑁
6 ∗ 104
 
where N is the rotation speed, d is the 
 pitch diameter 
6.82 m/s 
Dynamic 
factor (Kv) 
𝐾𝑣 =
6.1
6.1 + 𝑣
 
where  v is the pitch line velocity 0.47 
Module (m) 𝑚 = 𝑑 𝑥  d is pitch circle, x is the number of teeth. 2 
Transmitted 
load (Wt ) 
𝑊𝑡 =
𝑝𝑜𝑤𝑒𝑟
𝑣
 
where  v is the pitch line velocity 5.61 N 
Tooth bending 
stress  (𝜎) 
𝜎 =
𝑊𝑡
𝑚𝑘𝑣𝑌𝐹
 
where  Y=0.355 is the Lewis form factor,  
the number of teeth is 30, F is the face 
width 
935.04 
Nm-2 
  
Using the formulae above the required factors were calculated and SolidWorks used to simulate 
the helical gears, see Figure 3.8 and Figure 3.9.  
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Figure ‎3.8  Input gear 
 
 
 
 
 
 
 
 
Figure ‎3.9 Output gear 
71 
 
3.4.4 Bearings Design 
Bearings were used to transmit loads efficiently from the superstructure to the substructure and 
to provide for expansion, contraction, and rotation of the superstructure. Their main purpose 
was to allow a shaft to spin smoothly and to bear loads.  
Table 3.5 shows the bearing specifications calculated and verified for this project. Figure 3.10 
illustrates the physical parameters of the bearings, while Figure 3.11and Figure 3.12 show the 
SolidWorks bearing model.  
 
Table ‎3.5  Bearing specifications 
 
 
 
 
 
 20 mm 
Outer diameter 32 mm 
Width 7 mm 
Dynamic load 13.5 kN 
Static load 6.55 kN 
Reference speed 32000 
Limiting speed 17000 
Weight  0.018kg 
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Input bearing  20  32  7  13.5  6.55  32000 17000 0.3 12 4 0.018 
Input bearing 15 28 7 4.36 2.24 56000 16000  12 4 0.016 
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Figure ‎3.10 Physical parameters of input bearing 
 
 
 
 
 
 
 
 
Figure ‎3.11 Input bearing 
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Figure ‎3.12 Output bearing 
3.4.5 Shaft Design 
Shafts invariably have a circular cross-section because they rotate and are used to transmit 
power or motion. By virtue of its function the shaft acts as the axis of rotation of such elements 
as gears, flywheels and cranks and controls their motion. In this study two shafts were created, 
see Figure 3.13 and Figure 3.14. The low speed shaft was 156.2 mm long and the high speed 
shaft was 88.3 mm long.  
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Figure ‎3.13 Low speed shaft 
 
 
 
 
 
 
 
 
Figure ‎3.14 High speed shaft 
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3.1.6 Nacelle and Tower Design 
The nacelle protects the bearings, gears and generator from the local environment, and humans 
from any parts that break off. The nacelle was 280 mm long, 150 mm wide and 150 mm high. 
Aluminium was chosen as the material for the nacelle because it is reasonably strong, can be 
made corrosion resistant relatively easily, is non-magnetic and, in the given circumstances, 
non-combustible. The nacelle can be opened from above (lid), and can also be opened from the 
left and right sides for repairs. The tower is an important parts of a wind turbine. It supports the 
rotor and the blades at an appropriate height for efficient operation. Generally the tower is a 
structural item of large mass and high initial cost. They tend to be manufactured from steel 
(truss or tubular) or reinforced concrete. The tower used here was made from steel and had a 
height of 900 mm and 50 mm diameter. All the assembly drawings of the wind turbine 
components including the tower were produced using SolidWorks  software, see Figure 3.15.  
   
 
 
 
 
 
 
Figure ‎3.15 Wind turbine assembly in SolidWorks  
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3.5 Vibration Analysis by Finite Element Package ANSYS 
3.5.1 Modal Analysis 
Each component of the wind turbine including the airfoil blades were simulated, using the 
measured dimensions and actual material properties and subjected to modal analysis to 
determine the natural frequencies of the system so that the frequencies of excitation of the 
system did not coincide with system resonances.  
This section focuses on the modal analysis procedure used in the experiment with a horizontal 
axis wind turbine. The aim is to give an overview of the theory and then to extract natural 
frequencies. The formulation of a mathematical model of a wind turbine blade first requires the 
idealization of the structure. Then, the equations of motion governing the natural vibrations of 
the model may be found. For harmonic vibration these have the following form: 
  k − 2 m   X =  0                                                 ‎3.9 
Where k is the stiffness matrix, m is the mass matrix, X is the displacement amplitude vector 
and  is the frequency of vibration. Equation 3.9 which may be solved by standard techniques 
to give the natural frequencies (i) of the system and the corresponding mode shapes (i). The 
generalized mass [M] and generalized stiffness [K] can be obtained from: 
 M = []T m                                        ‎3.10 
 K =   T k                           ‎3.11 
Equations 3.10 and 3.11 allow the free vibration equations to be written as uncoupled 
differential equations: 
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 M  Y  +  K  Y =  0                ‎3.12 
Equation 3.12 may be solved for any given applied force, and the total response may be 
obtained by superposition [101]. 
3.6 Execution of Computations 
Structural analysis is carried out using the FEA package ANSYS. This required meshing the 
model into a FEM as shown in Figure 3.16. The root of blade was assumed fixed (no 
displacement) and material properties were defined. The material used was a glass reinforced 
plastic. The generated model had 260 elements with 1554 nodes. A free vibration simulation 
was performed for a healthy blade and blade suffering from a crack. The analysis took between 
6 to 10 seconds to determine the first 5 mode shapes.  
 
 
 
 
 
 
 
Figure ‎3.16: A 3D finite element model of blade 
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3.7  Mode Shape Identification 
Vibration analysis is necessary in order that excitation of the natural frequencies and therefore 
resonance phenomenon can be avoided. It is also possible to detect areas of excessive 
movement which could weaken the material and possibly cause failure of the blade [101]. With 
rotational symmetry, natural frequencies can superimpose and identification of mode shape can 
be difficult. However, this turbine blade was sufficiently asymmetric that every mode shapes 
was clearly discernible and there was no confusion about which mode was associated with 
which natural frequency. For this analysis it was assumed that the mode shapes are the same for 
every blade. 
3.8 General Trends in Response 
3.8.1 Healthy Natural Frequency Results 
The wind turbine blade was clamped at the root. The frequencies of each mode can be seen in 
Table 3.6. 
Table ‎3.6: Five mode shapes with corresponding natural frequency 
Mode Natural frequency 
1 31.458 Hz 
2 166.04 Hz 
3 340.40Hz 
4 437.28 Hz 
5 481.49 Hz 
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In Table 3.6 the first mode shape corresponds to first order of bending (these are transverse 
vibrations similar to those of a cantilever beam fixed at one end), second mode shape represents 
the second order of bending, third mode shape shows first order of bending in the x direction 
(the force applied transverse), the fourth mode shape gives the third order of the bending in y 
direction and fifth mode shape is the torsional vibration.  
3.8.1.1 First Mode Shape 
Figure 3.17 shows the first mode of vibration, it is a bending mode in the perpendicular y - 
direction about the root. The natural frequency was 31.458 Hz.  The parameters affecting root 
stiffness have a substantial impact on the frequency of the first mode. This frequency is also 
influenced by tip mass but section stiffness has very little impact. In this mode shape, the airfoil 
is‎tending‎to‎bend‎around‎the‎root‎section‘s‎minimum‎moment‎of‎inertia. 
3.8.1.2  Second Mode Shape  
This is also a bending mode but in the x-direction, and again the airfoil is tending to bend 
around the root. The natural frequency was 340.40 Hz. This frequency is higher because of the 
greater stiffness in this direction. The greater chord length of the airfoil root section also 
increase stiffness for this mode thus increasing its frequency. Tip mass affects this frequency in 
a similar manner to the first mode frequency. 
3.8.1.3 Third Mode Shape 
The third mode is torsional with a natural frequency of 481.49 Hz. The vibration is 
characterized by the twisting of the airfoil tip. The 481.49 Hz is a function of torsional stiffness 
of both root and midsection of the airfoil and tip rotational moment of inertia. There is very 
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little displacement in the root area. If we focus on only the first order of each mode we will 
have the Table 3.7 : 
Table ‎3.7: Three main mode shapes with natural frequencies 
First Mode Natural frequency, (Hz) 
y-direction 31.458  
x –direction 340.40  
Torsional 481.49  
 
 
 
 
 
 
 
 
 
 
 
Figure ‎3.17  The first mode shape 1 at 31.458 Hz 
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3.8.1.4 Multi-blade Natural Frequencies 
The natural frequency of three blades is different from the natural frequency of a single blade 
because the three blades are part of a system which includes the hub and shaft. Thus having a 
number of blades will change the natural frequencies and the modes. Determining the natural 
frequency for wind turbine blades as group coupled to the hub, may explain many blade 
failures and help designers and engineers to better understand blade behavior and to build more 
reliable blades. A finite element program was used to simulate a structure consisting of a group 
of three blades attached to a common hub, and evaluate the eigenvalues for the healthy case, 
see Figure 3.18.  
 
 
 
 
 
 
 
 
 
Figure ‎3.18 First mode shape of multi-blades at 34.95 Hz 
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 Table 3.8 shows that the number of blades affected the magnitude of frequencies. By 
comparing the first mode of a single blade and multi-blades the effect on the natural frequency 
can be seen. 
Table ‎3.8  Natural frequency of first multi-blade mode shape 
First Mode Natural frequency (Hz) 
y-direction 34.950 
 
3.8.1.5 Natural Frequencies for Healthy and Faulty Blades 
The simulation work was carried out on a healthy blade and a blade suffering from the cracks 
specified in Section 4.1. For the healthy blade the first mode had a frequency of 31.458 Hz, 
with crack of length 10 mm the natural frequency fell very slightly to 31.441 Hz; with the 20 
mm crack the natural frequency was 31.368 Hz, for the 30 mm crack - 31.231 Hz, and for the 
40 mm crack - 31.101 Hz. Table 3.9 shows the first mode frequency for a single blade suffering 
from the four different length cracks. 
Table ‎3.9: First mode single blade, natural frequency for healthy blade and blade with four 
seeded cracks. 
Natural frequency, Hz Condition of blade 
31.458 Healthy 
31.441 Fault 1 
31.368 Fault 2 
31.231 Fault 3 
31.101 Fault 4 
 
83 
 
It can be seen from Table 3.9 that with increase in crack length [(all cracks with same depth (2 
mm) and thickness (3 mm)] there was a slight decrease in resonant frequency. The introduction 
of the 40 mm long crack reduced the resonant frequency of this particular mode by only about 
1%.  
3.8.2 Overall Wind Turbine Vibration Simulation  
ANSYS software was used to simulate the vibration signals produced by a wind turbine with 
three healthy blades, see Figure 3.19. The time domain of the simulated vibration signal for the 
healthy case and speed of 250 r/ min is shown in Figure 3.20.   
 
 
 
 
 
 
 
 
 
Figure ‎3.19 Simulated vibration signal for healthy system 
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Figure ‎3.20  Time domain of simulated healthy vibration signal. 
3.9 Summary  
The aims and objectives of this chapter have been achieved. A 3D wind turbine simulation 
model has been developed using the SolidWorks software package and then imported into the 
ANSYS software package.  Comparisons between the ANSYS results and experimental data 
for different conditions, presented in the next chapters, show ANSYS is a reliable benchmark.  
Simulation has the capability of modelling the system over a wider range of rotational speeds 
than can be achieved experimentally. Also an analysis of the natural modes of the blades was 
performed very quickly using ANSYS so that unwanted resonances could be avoided. In this 
regard three analyses were performed: (i) an analysis of a single healthy blade, (ii) analysis of a 
single faulty blade, and (iii) an analysis of three healthy blades on the hub.  
The results confirm that the ANSYS software package offers a quick and accurate method of 
investigating resonance phenomena in wind turbines, and subsequently ANSYS was used to 
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simulate vibration data for different conditions of blades. The simulated outcomes will be 
compared with real-time vibration measurements in the next chapters.  
The results obtained show that using such numerical simulation software can improve product 
quality, in particular, by helping to create the wind turbine in the most cost-effective manner, 
simplifying the overall design process, possibly decreasing manufacturing costs by enabling the 
investigation of the use of lower-priced raw materials. Moreover such software packages help 
researchers to understand wind turbines working principles and devise ways of increasing 
efficiency, reliability and reducing the cost of maintenance.   
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Chapter 4 
 
 
 
 
Experimental Set-up and Fault Simulation 
 
This chapter introduces the test rig and gives a complete description of test rig 
design and construction and makes an assessment of test rig suitability including 
safety precautions. A description of fault simulation is given. The equipment and 
sensors used in the test rig to collect data are described. The accelerometer 
(including sources of errors inherent in piezoelectric sensors and due to 
mounting), the amplifier, the data acquisition system, processing and analyzing 
software are explained. Finally the experimental procedure is described. 
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4.1 Introduction  
Over the past decade many techniques and instruments have been used for fault detection and 
identification in complex rotating machinery such as wind turbines which has confirmed the 
necessity of comprehensive an on-line condition monitoring system for analysing and 
enhancing rotating machine performance 
In this project a test rig was designed and purpose-built to simulate the behaviour of a real wind 
turbine. When faults were seeded into the rig it imitated the response of a real wind turbine and 
could be used to investigate methods for the detection and diagnosis of the seeded faults. All 
moving mechanical components in the system will generate vibration to some level, including; 
bearings, gears, shafts, unbalanced rotor of wind turbine (due to a cracked blade) and the 
supporting tower. Each of these will have a resonant frequency and if the frequency of an 
unbalanced driving force were to match any one of these then large amplitude vibrations would 
be expected, with possible structural damage. This study focuses on vibration and will 
investigate the use of vibration measurements induced by wind turbine blades, both healthy and 
faulty, for fault detection and fault severity evaluation. 
4.2 Test-Rig Suitability 
A three aerofoil bladed wind turbine was designed in advanced industrial diagnostics centre 
(AID) at Manchester metropolitan University (MMU) by the author and introduced as a key 
component of the test rig. Studies were conducted on the wind turbine with healthy blades to 
determine: 
- The efficiency and overall performance of the test rig at different wind speeds, 
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- The experimental turbine performance curves and how power generation varied with 
wind speed, 
- Whether the wind generator was performing correctly and how the performance of the 
test wind turbine comparing with the electricity power obtained from other wind 
turbines available in the laboratory,   
- Typical wind speeds for the test rig with different electrical loads,   
- The vibration behaviour of the wind turbine test rig at different rotational speeds for the 
healthy condition, and 
-  Whether the wind turbine test rig was safe, because the work with a wind turbine must 
be considered as potentially dangerous. 
- Balanced turbine was assured by performing laser based alignment before data was 
collected.  
4.3 Design and Fabrication of Wind Turbine Test Rig 
The test-rig had to be capable of simulating the behaviour of a real wind turbine, of having 
representational faults seeded into it and for its behaviour to be monitored. Thus horizontal and 
vertical accelerometers were incorporated in the rig to be used to detect blade faults and 
monitor the condition of the wind turbine. The blades of the turbine (type were NACA 2412) 
were chosen to represent a typical wind turbine.  
The design and construction of the wind turbine test-rig took one year to complete and was 
divided into three stages: 
1
st
 stage: Design and fabrication blades and other wind turbine components using SolidWorks 
software package.   
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2
nd
 stage:  fabricate the entire wind turbine rig in the mechanical engineering laboratory 
workshops at MMU. The wind turbine consisted of three airfoil blades; each blade was 32 cm 
long. The basic dimensions of wind turbine components are as listed in Table 4.1.     
3
rd
 stage: installation of the test rig in the wind tunnel laboratory at MMU, addition of 
measurement sensors (accelerometers and amplifiers) and equipment (including speed 
controller, data acquisition system, PC, and supporting tower). The wind turbine, supported by 
the tower, was placed 1 meter directly in front of the wind tunnel with the plane of the propeller 
normal to the air flow, see Figure 4.1 and schematic diagram of the test-rig shown in Figure 
4.2.  
The vibration signals were collected by two accelerometers (B&K type 4371) mounted on the 
nacelle of the wind turbine: one vertical and the other horizontal. The accelerometers had 
sensitivity of 10 mV/g and a frequency range of 1 Hz to 12 kHz. Their signals were fed to a 
B&K type 2635 charge amplifier which was used to condition the signal and to convert the low 
charge output signal of the accelerometer (pico-coulomb) to a low impedance and high voltage 
(in the range of mV) signal. The cut-off frequency for the initialising filter was set to 10 kHz.  
Data acquisition card (NI USB 9233) was connected between a PC and the charge amplifier to 
collect data.  
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Figure ‎4.1 Wind turbine test rig in MMU Mechanical Engineering Laboratory 
 
 
 
 
 
 
 
Figure ‎4.2 Schematic diagram of the wind turbine monitoring system 
 
 
Data 
Acquisition 
Output Shaft 
Input Shaft 
PC for data 
analysis 
 
blades 
Accelerometer 
Charge 
Amplifier 
Wind tunnel Pinion 
Gear Wind direction 
Charge 
Amplifier 
Accelerometer 
91 
 
Table ‎4.1 Basic dimensions of wind turbine 
Components Dimensions 
shaft length 22 cm 
shaft diameter 3 cm 
Hub diameter 14 cm 
Blades length 32 cm 
Input gear teeth 30 
output pinion teeth 15 
Input bearing inner diameter 20 mm 
Input bearing outer diameter 32 mm 
Input bearing width 7 mm 
Output bearing inner diameter 15 mm 
Output bearing outer diameter 28 mm 
Output bearing width 7 mm 
Nacelle of wind turbine 28X15X15cm 
 
4.4 Test Rig Safety Precautions 
The nacelle of the wind turbine enclosed the gearbox and generator and thus protected the 
surroundings from any debris or parts that may have flown off in case of breaking and failure. 
Data acquisition system, amplifiers and PC were situated away from the test rig for safety. 
Steel wires restraints were fitted to the tower and attached to the stanchions in the ground to 
provide greater safety. 
4.5 Fault Simulation 
The experimental work was performed using a three bladed wind turbine with either three 
healthy blades or two healthy blades and one blade with a crack seeded into it. The cracks were 
of four length: (10 mm, 20 mm, 30 mm and 40 mm) referred to as f1, f2, f3 and f4 
respectively), all were 2 mm deep and 3 mm wide, see Figure 4.3. The cracks were introduced 
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by removing part of the blade face using drill. The tests were carried out for three rotation 
speeds; 150, 250 and 360 r/min and with a constant 100  load.    
 
 
 
 
 
 
 
 
Figure ‎4.3 Simulated local faults on one blade 
4.5.1 Piezoelectric Accelerometer   
Accelerometers are widely used because of their accuracy, robustness and sensitivity as well as 
being easier to mount, lighter and smaller than other motion transducers. Accelerometers are 
inertial electromechanical devices which convert mechanical motion into an electrical output in 
accordance with Newton's second law of motion: F = ma.   
A piezoelectric accelerometer contains a mass which generates an inertial force and a 
piezoelectric crystal which convert the force to an electric charge, see Figure 4.4 [109].  
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Figure ‎4.4 Schematic of an accelerometer mounted on a structure 
4.5.2 Accelerometer Theory 
The standard model of the accelerometer is well established and well known. The model is 
based on the damped mass-spring system. The equation of motion for the mass is: 
𝑚𝑥 + 𝑐 𝑥 − 𝑦 + 𝑘 𝑥 − 𝑦 = 0                            ‎4.1 
  Where m is the mass, c is the damping constant of the system assumed proportional to the 
relative velocity between mass and base, k is the stiffness of the system and x(t) and y(t) are the 
displacements of mass and structure, respectively.  
If the relative displacement between mass and base is z(t) = x(t) – y(t), and the base undergoes 
a sinusoidal motion, 𝑦 = 𝑌𝑐𝑜𝑠(𝜔𝑡) - there is little loss of generality in this assumption as most 
repeated waveforms can be written as the sum of a series of sinusoids. The equation of motion 
then becomes [110]. 
𝑚𝑧 + 𝑐𝑧 + 𝑘𝑧 = 𝑚𝜔2𝑌𝑐𝑜𝑠 𝜔𝑡                                     ‎4.2 
The steady state solution for Equation 4.2 is:  
Piezoelectric crystal 
m 
Voltage 
X(t) 
y(t) 
y(t) 
m 
X(t) k 
c 
Voltage 
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𝑧 𝑡 =
𝜔2𝑌
  𝜔𝑛
2 −𝜔2 
2
+ 2𝜁𝜔𝑛 𝜔 
2
𝑐𝑜𝑠  𝜔𝑡 +  − tan−1
2𝜁𝜔𝑛 𝜔
𝜔𝑛
2 −𝜔2
                               ‎4.3 
Where‎ω‎ is‎ the‎ driving‎ frequency,‎𝜔𝑛  is natural frequency of the accelerometer spring-mass 
system, and 𝜁 is its damping ratio (= c/2√(km)).  
For linear systems z(t) has the same frequency as the base but with a phase shift between the 
two movements. The amplitude of z(t) will depend on the relationship between driving 
frequency and natural or resonant frequency of the system. For systems with little damping, 
such as accelerometers, 𝜔𝑛  =‎ √(k/m). From Equation 4.3 it can be seen that the maximum 
amplitude of z(t) will‎be‎zero‎for‎a‎stationary‎system‎(ω‎=‎0)‎and‎will‎gradually‎increase‎as‎ω‎
increases. However when‎ ω‎ approached‎ 𝜔𝑛  the denominator in equation 4.3,  
  𝜔𝑛2 − 𝜔2 2 +  2𝜁𝜔𝑛𝜔 2, approaches its minimum value and of z(t) will approach its 
maximum value, the system will be in resonance. This maximum value can be very large for 
systems‎with‎little‎damping.‎As‎ω‎gets‎progressively‎larger‎than‎𝜔𝑛  the value of z(t) decreases 
and‎asymptotically‎approaches‎Y‎the‎larger‎ω‎becomes.‎In‎practice‎the‎upper‎frequency‎limit‎of‎
the working range of an accelerometer is well below its resonant frequency.  
Today accelerometers are preferred to velocity and displacement sensors because [111]: 
1- Small accelerometers have a very wide working frequency range much greater then 
alternative sensors. 
2- Systems respond to applied forces and so acceleration is more directly relevant than 
velocity or displacement. 
3- Measurements of shock and transient responses can be readily made, more easily than 
with velocity or displacement sensors. 
95 
 
4- Direct integration of the output of the accelerometer will provide velocity and 
displacement. 
5- Today accelerometers can be made much smaller than velocity or displacement sensors, 
and the less the mass of the transducer the less it will affect the system on which it is 
mounted.  
4.5.3 Accelerometer Mounting Techniques  
Correct mounting of the accelerometer is essential [112]. There are four commonly accepted 
mounting techniques used for attaching accelerometers to accurately measure vibration signals, 
these are shown in Figure 4.5. The major requirement is for close mechanical contact between 
the base of the accelerometer and the surface to which it is to be attached [4].  
- Stud mounting – a stud is attached to the machine surface by tapping and screwing. 
Once the stud is in position the accelerometer is screwed onto it, but care must be taken 
not so generate stresses in the piezoelectric material. This gives the best frequency 
response and is the best technique for permanent mounting.  
- Adhesive mounting – for permanent fixing accelerometers can be glued to the machine 
surface if an appropriate adhesive is used. Traditionally Araldite was used but 
increasingly today superglue is replacing it. In wet environments dental adhesive is 
preferred.  
- Magnet, beeswax or double-sided adhesive tape – only suitable for temporary 
measurements such as spot checks. Their frequency responses are relatively poor even 
when attached by an expert.  
96 
 
- Handheld probes are used for spot checks only and have a poor frequency response 
probably less than 5 kHz. 
 
 
 
 
 
 
 
 
 
Figure ‎4.5 Accelerometer mounting techniques and their effects on the frequency response 
function [113] 
Moreover, Figure 4.5 shows typical frequency ranges for expertly mounted accelerometers. 
This is the best that can be expected, bad mounting will adversely affect vibration 
measurements by seriously reducing the usable frequency range. More information and details 
about accelerometers used in this research is outlined in appendix B.  
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4.5.4 Sources of Error with Piezoelectric Accelerometers   
The precision of accelerometer measurements made in the laboratory depends on many factors 
including; accelerometer mounting, sensitivity, temperature of surface, transducer mass, and 
fixing and length of cables. Accelerometer mounting has been discussed above.  
The sensitivity of the accelerometer must be such that it provides a measurable output over the 
range of vibration levels being investigated. This will be decided when the transducer is 
purchased. Temperature is rarely a problem for laboratory experiments but in industry 
sensitivity can be affected by the local temperature.  
The mass of the accelerometer must be at least ten times less than that of the surface being 
monitored so that it does not significantly affect the motion of the surface. Larger 
accelerometers will usually be more sensitive than small ones but this is unlikely to be a 
problem in practice. 
When a charge amplifier is connected to an accelerometer by a cable, triboelectric effects 
contaminate the vibration signal. Triboelectric noise is due to rubbing between adjacent layers 
of insulating material and conductors. To minimized this source of noise cables should be as 
short as possible and fixed to the vibrating structure using adhesive tape or epoxy glue, as 
shown in Figure 4.6 [114]. 
 
 
 
Figure ‎4.6 Proper mounting of accelerometer cable 
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4.6 Charge Amplifier 
Signal conditioning units are important when transforming analogue data to a digital form. For 
example, the magnitude of the incoming voltage signals must be compatible with the input 
range of the data acquisition board. Signal conditioning units will amplify low amplitude 
signals, and filter-out unwanted high-frequency (and low-frequency) signals to give a more 
accurate measurement. This is the role of the B&K type 2635 charge amplifier used in this 
work, see appendix C. 
 The optimum amplification to achieve the highest clarity, to maximise the resolution of low 
level signals and distinguish them from background noise, should be such that the maximum 
voltage range of the conditioned signal equals the maximum input range of the analogue-to-
digital converter (ADC). On the test-rig, both vibration and acoustics signals were amplified 
before reaching the ADC. 
4.7  Data Acquisition System  
The data acquisition system (DAS) was a general system designed to interface any test rig to 
any PC in order to measure and monitor variables such as temperature and vibration.  The DAS 
consists of hardware and software.  
The hardware is the accelerometers, PC and data acquisition card (DAQ) which was a National 
Instruments type USB NI9233, see Figure 4.7. The card was used to transmit signals from the 
accelerometer to the PC and has the following features; ±5 V input range, 102 dB dynamic 
range, 24-bit resolution, 50 KS/s maximum sampling rate per channel and anti-aliasing filters.  
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The full scale supply voltage (EFSR) and the resolution of this DAQ card and limit settings 
determine the smallest detectable change in the input voltage. The resolution can be determined 
using the following formula [115]; 
𝑉𝑐𝑤 =
EFSR
224
                                          ‎4.4 
For this DAQ the resolution is in the range of few microvolts.  
The software, designed for a Windows operating system, provided the interface between the 
ADC and the user. The DAQ software was USB NI9233 using LabVIEW to control the PCI 
boards, saving of data to the hard drive and viewing the recorded data. Interfacing between user 
and the ADC board allowed changes to be made to such operating parameters as sampling 
frequency.  
The interfacing software could process the data from the accelerometer online, which made 
possible to view the vibration spectrum at any time this is one of MatLab‘s‎many‎strengths‎it‎is‎
excellent for visualizing data. It could also display such operational parameters as wind turbine 
speed and power generated.   
                               
Figure ‎4.7 Data acquisition card 
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4.8 Processing and Analysing Software  
Fault detection and diagnosis are fundamentally dependent on the software used to gather and 
process data. MatLab was chosen for this study, because it is highly interactive with an 
excellent library of applications backed by a good support literature. The application sub-
routines range from simple spectral analysis to complex wavelet functions, which can be 
simply drawn down for use as required. MatLab thus has the ability to extend and creat new 
commands and functions [116]. The writing and development of the MatLab codes used in this 
project for processing and analysis of the acquired data was an important part of this research 
work. The results obtained using these codes are presented in Chapters 5, 6, 7 and 8. 
4.9 Experimental Procedure  
 The DAQ card, amplifier, accelerometers and cables were connected and their 
performance verified. 
 The mounting locations for the transducers were cleaned of dirt, oil and paint and the 
accelerometers were then glued to the surface using an appropriate adhesive. 
 LabVIEW software was used to interface with the DAQ and to set: signal input range, 
samples to read and sampling frequency. 
 LabVIEW was used to build a suitable graphical user interface which was then used to 
monitor the test rig and to save the collected data for further analysis using MatLab.  
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Chapter 5 
 
 
 
 
Fundamental Characteristics of Wind Turbine Vibration 
 
In this chapter, some of commonly used conventional descriptors of 
vibration signals and their basic principles are summarized. The description 
focuses on: time domain and frequency domain analyses. The application of 
these techniques and their performance is explained using local faults 
seeded into one of the wind turbine blades. Experimental and simulation 
signals analysed and summary is given. 
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5.1  Introduction 
Conventional techniques used to monitor the condition of rotating machinery are not 
widely used in the condition monitoring (CM) of wind turbines due to the complex, non-
linear and non-stationary nature of the signals. Vibration analysis is the best known 
technology for CM of rotating equipment including bearings and wind turbines and 
features extracted from the vibration signals can accurately reflect the condition of the 
machine. Such a system is indispensable for the effective CM of machinery.  
Most traditional methods for CM are simple to use and easy to understand; the two that 
will be introduced here and applied to CM of a wind turbine using vibration data are: 
 Statistical parameters, and 
 Spectrum analysis. 
Vibration analysis involves the collection of relevant data from a machine which can then 
be displayed as a time domain plot or transformed using standard techniques into the 
frequency domain [117].  
5.2 Time Domain Overview  
Before digital signal processing made spectral analyses widely available and relatively 
cheap most CM using vibration analysis extracted statistical measures from the time-
domain. The time domain is a plot of amplitude versus time and time-domain approaches 
are appropriate where periodic vibration (which may take the form of impulses) occurs 
[118]. The most common such statistical indicators for machinery are Kurtosis (Ku), Root 
mean square (RMS), Crest factor (CF), Skewness (Sk) and Standard deviation (SD) [119, 
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120].‎A‎commonly‎used‎term‎for‎these‎indicators‎is‎―condition‎indices‖‎and‎according‎to‎
their value the condition of a gearbox, for example, would be judged acceptable or not, as 
the case might be.  
As the value of the statistical parameter, such as the RMS increased that would be taken 
as‎ an‎ indication‎ of‎ the‎ gearbox‘s‎ deteriorating‎ condition.‎ The‎ assumption‎ is‎ that‎
measured values for a damaged gear would be greater than the corresponding values for a 
healthy gear, and by comparing like with like, e.g. RMS values of a given vibration 
signal from a healthy gear with measured RMS values for the same gear the presence of a 
fault and its severity can be detected. The RMS is a measure of energy in the signal but 
Ku and CF of‎ a‎ signal‎ are‎ measures‎ of‎ its‎ ―spikiness‖,‎ which‎ can‎ be‎ of‎ great‎ use‎ in‎
detecting the early stages of gear damage. , Ku and CF both increase with increase in 
vibration but beyond a certain stage, as the damage increases and the defect spreads, the 
vibration becomes more random in nature and Ku and CF reduce to more normal levels. 
Thus, statistical analysis based on Ku and CF of a signal is not used to detect well-
developed gear defects. Figure 5.1shows the time domain of the vibration data from a 
healthy wind turbine 
 
 
 
 
 
104 
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.25
-0.2
-0.15
-0.1
-0.05
0
0.05
0.1
0.15
0.2
0.25
Time(Sec)
A
m
p
lit
u
d
e
 
 
 
 
 
 
 
 
Figure ‎5.1 Time-domain vibration profile for healthy wind turbine 
5.2.1 Statistical Parameters: 
Periodical excitation forces are present in and affect all rotating machinery including 
wind turbines. These forces arise mainly from the natural action of the machine, in 
particular rotational and translational forces as the machine performs its specified 
functions. However, such forces are complemented by forces from mechanical defects 
such as shaft imbalance or bearing defects or faulty gears. A fault, then, will generate a 
signature impulse in each revolution of the machine.  
Statistical measures such as Ku, RMS, CF, Sk and SD obtained from the time-domain 
signal are widely used with vibration signals of rotating machines to assess the level of 
wear and possible damage. [121]. Ku, RMS, CF Sk and SD were used to evaluate a 
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healthy wind turbine blades and one blade suffering from different faults as described 
earlier. A brief review of these parameters is given below. 
5.2.1.1 Kurtosis 
Ku is the normalised fourth moment of the signal x [122] and is a measure of how spiky 
the signal is, the higher the value of Ku the more pointed and sharper the peaks and the 
longer the tails of the signal, the lower the value of Ku the more rounded the peak.  
Equation 5.1 gives the non-normalised value of Ku: 
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If the Ku for a distribution which closely followed the Gaussian was calculated its value 
would be 3.  A flatter curve would have Ku < 3, and a sharper peak would have Ku > 3. 
5.2.1.2 The Root Mean Square 
The RMS is defined as ―the‎square‎ root‎of‎ the‎average‎of‎ the‎ sum‎of‎ the‎ squares‎of‎an‎
infinite‎ number‎ of‎ samples‎ of‎ the‎ signal‖‎ [6].‎ This‎ parameter‎ is‎ intensively‎ used‎ in‎
electrical engineering and for signal analysis: 
𝑅𝑀𝑆𝒙 =  
𝟏
𝑵
  (𝒙𝒊)𝟐
𝑵
𝒊=𝟏                              ‎5.2 
Where x is the time signal, N is the number of samples and i refers to the i
th
 sample. 
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RMS is the simplest and most commonly used measure in vibration monitoring for 
assessing the overall intensity of a (wide-band) vibration signal. Because it is an average 
it reduces the influence of one-off vibration impulses. 
5.2.1.3 The Crest Factor 
CF is‎defined‎as‎―the‎ratio‎of‎the‎maximum‎positive‎peak‎value‎of‎the‎signal‎x divided by 
the RMS value of the signal x‖‎ [7]. CF is this normalised measure of the signal peak 
amplitude. CF can be considered a measure of either the smoothness of a signal or its 
impulsiveness, increasing in value as problems become more severe [123]: 
𝐶𝐹 =
𝑥𝑝𝑘
𝑅𝑀𝑆𝑥
                  ‎5.3 
     Where 𝑥𝑝𝑘  is the maximum value of x.   
5.2.1.4 Skewness 
Sk is a measure of the asymmetry of a signal, whether an amplitude distribution curve is 
skewed to the right or left of the Gaussian. If Sk  < 1 most of the data appear to the left of 
the average – the distribution will have a tail or pointed end extending towards lower or  
more negative values. If Sk > 1 most of the data appear to the right of the average. Sk is 
the normalised third central moment; 
𝑆𝐾 =
𝑬[ 𝒙𝒊−𝒙  
𝟑]
𝑹𝑴𝑺𝟑
                      ‎5.4 
Where E is the expected value of the function. 
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5.2.1.5 Standard Deviation 
The SD is the square root of the variance. It indicates the spread of the data, the larger the 
SD the more widely the data are spread out. Although influenced by extreme values, the 
SD is important in many tests of statistical significance: 
𝑆𝐷 =   
  𝒙𝒊−𝒙  
𝟐𝑵
𝒊=𝟏
𝑵
                           ‎5.5 
Where xi a set of samples, N is the total number of samples, and 𝑥 is the mean value of 
the samples.  
5.3 Frequency Domain Overview 
The spectral content of the measured vibration signal could be more useful than the time 
domain for determining turbine condition. This approach transforms the time domain 
signal into the frequency domain using fast Fourier transformation (FFT). Strictly the 
FFT should be used only for linear and stationary signals [1], but here it is assumed that 
once the crack fault is seeded into the blade conditions are stationary over the 
measurement period.  
Using this technique it is possible to identify eccentricity by noting the increase in the 
magnitude of modulation sidebands in the spectrum. Local defects such as fatigue cracks 
are another defect/fault which can be found by detecting the presence of sidebands on 
both sides of the gear meshing frequency (and its harmonics). These sidebands are 
separated from the gear meshing frequency by integer multiples of the frequency of gear 
rotation. Useful information on the health of the gear is often provided by sidebands 
generated by either amplitude or frequency modulation in the vibration signal. Randall 
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has claimed that successful gear fault identification can be achieved by analysis of the 
first three gear meshing harmonics and their sidebands [124]. Tracking the changes in 
amplitude of the sidebands of a particular frequency in a vibration signal can often 
provide a reliable indicator of gear failure.  
When looking for incipient faults the signal to noise ratio (S/N) is very low, 
simultaneously the healthy vibration spectrum will have a multitude of peaks and using 
only an FFT it becomes impossible to distinguish the fault peaks. This is the most 
difficult problem associated with FFT based fault detection.  This also applies to the side 
bands which depend on periodic nature of the exciting force and on the transmission path. 
5.3.1 Spectrum Analysis 
Nevertheless most CM of rotating machinery is still performed on frequency-domain 
vibration data using the FFT despite its limitations. However, an additional and major 
limitation of the FFT is that the spectral analysis provides only frequency information 
and cannot provide information of spectrum changes that take place with respect to time. 
Spectral analysis is a commonly and widely used method for interrogating the vibration 
signal of rotating machines for detection and diagnosis of faults, and assessment of fault 
severity. The spectral components of the vibration signal are closely related to the 
dynamics of a machine and its condition. In particular, for example, detection of the 
characteristic frequencies of bearings which are well defined theoretically can be very 
useful in the early detection of bearing faults.  
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This study will detect faults in the mechanical condition of the wind turbine as reflected 
by changes in the vibration signal [125]. 
5.3.2 Performance of Conventional Techniques on Simulation Vibration Signals 
Vibration data collected from simulated wind turbine as shown in chapter 3 and vibration 
data collected from experimental work analysed using time and frequency domain 
methods. The result for statistical parameters for Ku, RMS, CF, Sk and SD are explained 
in section ‎5.3.3.  
5.3.3 Time Domain based Analysis of Vibration Signals 
These statistical parameters were applied to the both vibration signals (simulation and 
experimental work) obtained for a wind turbine with three healthy blades and four cases 
where one of the blades had an increasingly severe crack fault seeded into it. Using the 
five statistical quantities simultaneously may provide the basis for a more reliable 
decision than relying on the value of a single parameter. The results can be seen in 
Figures 5.2 to 5.6. Table 5.1lists the statistical parameters with increase in crack length 
and rotational speed. Clearly there is so much fluctuation in the values that individually 
none of them is suitable for fault diagnosis used on its own.   
Figure 5.2 shows the Ku values for the simulation and experimental vibration signals 
obtained for the healthy condition and for one blade with different crack lengths (10 mm, 
20 mm, 30 mm and 40 mm) at rotational speeds 150 rpm, 250 rpm and 360 rpm.    
Figures 5.3, to 5.6 show the RMS, CF, Sk and SD values, respectively for the same 
signals. The data for the healthy wind turbine are used as guide to the faulty cases with 
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seeded cracks. Obvious these parameters vary with crack length but not in a consistent 
way, they also vary with speed of rotation.  
 
 
 
 
 
 
 
Figure ‎5.2 Magnitude of Kurtosis; a) simulation signal, b) experimental signal 
 
 
 
 
 
 
 
 
Figure ‎5.3 Magnitude of RMS; a) simulation signal, b) experimental signal 
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Figure ‎5.4 Magnitude of Crest Factor; a) simulation signal, b) experimental signal 
 
 
 
 
 
 
 
 
Figure ‎5.5 Magnitude of Skewness; a) simulation signal, b) experimental signal 
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Figure ‎5.6 Magnitude of Standard Deviation; a) simulation signal, b) experimental signal 
 
It can be seen that these five statistical measures of the vibration signal when applied to a 
wind turbine are not sensitive enough to detect particular type of fault because they show 
no consistent of significant change with presence or severity of the blade crack. 
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Table ‎5.1 Values of statistical parameters for healthy and four faulty turbines 
K
u
rt
o
si
s 
Blade fault 
severity  (mm) 
Rotational speeds 
150 rpm 250 rpm 360 rpm 
Healthy 2.5791 2.3568 2.4377 
10 2.8324 2.4682 2.7958 
20 2.8225 2.9146 2.7118 
30 2.7702 2.4183 2.3776 
40 2.6991 2.8988 2.8823 
 
R
o
o
t 
m
ea
n
 
sq
u
a
re
 
Healthy 0.0829 0.1428 0.2001 
10 0.0700 0.1581 0.1486 
20 0.1005 0.1103 0.1383 
30 0.0865 0.1593 0.1638 
40 0.0728 0.1371 0.1420 
 
C
re
st
 
fa
ct
o
r 
Healthy 2.9156 2.5984 2.8922 
10 2.8612 3.0416 3.1713 
20 3.0372 3.3875 2.8944 
30 2.7363 2.4208 2.8473 
40 2.8849 3.5798 3.2162 
 
S
k
ew
n
es
s Healthy 0.0670 -0.0034 0.0318 
10 0.0375 0.0030 0.1121 
20 -0.0425 -0.0797 -0.1149 
30 -0.0417 -0.0225 -0.0425 
40 -0.0313 -0.0128 0.0003 
 
S
ta
n
d
a
rd
 
D
ev
ia
ti
o
n
 Healthy 0.0829 
 
0.0214 
 
0.0211 
10 0.0700 
 
0.0199 
 
0.0112 
 20 0.1005 0.0195 
 
0.0115 
 30 0.0866 
 
0.0209 
 
0.0120 
 40 0.0728 0.0143 
 
0.0116 
 
5.3.4 Performance of fast Fourier Transform on Experimental Vibration Signals 
5.3.4.1 Baseline Spectrum Analysis 
The chosen vibration method depends is baseline spectrum analysis; comparing a healthy 
baseline spectrum with that of the wind turbine under seeded fault conditions. Thus 
114 
 
0 50 100
0
5
x 10
-10
M
a
g
n
it
u
d
e
frequency (Hz)
Simulation signal
0 50 100
0
2
4
x 10
-9
M
a
g
n
it
u
d
e
frequency (Hz)
0 50 100
0
2
4
x 10
-9
M
a
g
n
it
u
d
e
frequency (Hz)
0 50 100
0
5
 Experimental signal
M
a
g
n
it
u
d
e
frequency (Hz)
0 50 100
0
5
M
a
g
n
it
u
d
e
frequency (Hz)
0 50 100
0
5
M
a
g
n
it
u
d
e
frequency (Hz)
(c)
(b)
(a)
(c)
(b)
(a)
acquiring, analysing and saving of data sets from the healthy wind turbine is the first step 
in establishing a maintenance program [126]. All the frequency peaks in the baseline 
spectrum should be identified and examined for different operating conditions. Normally 
the reference data set for all future measurement should be compiled when the wind 
turbine is first installed or after a scheduled maintenance. To obtain a baseline spectrum 
data sets from a healthy wind turbine were obtained and stored for three different 
rotational speeds (150, 250 and 360 rpm), see Figure 5.7.  
 
 
 
 
 
 
 
 
 
Figure ‎5.7 Frequency- domain for simulation and experimental vibration signatures for 
healthy wind turbine, a) at 150 r/min, b) at 250 r/min and c) at 360 r/min. 
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5.3.4.2 Spectral Analysis for Non-baseline Operating Conditions 
Frequency analysis of the simulation and experimental vibration signals collected from 
the wind turbine under four fault conditions of increasing severity (seeded cracks as 
described above) and at different rotational speed was carried out using the FFT, as 
shown in Figures 5.8 to 5.13, respectively.  
Unfortunately from these figures although there are changes to the frequency spectrum 
with the presence of a crack fault the changes did not appear consistent and significant. 
The reason is that the collected signals are non-stationary and their statistic characteristics 
vary with time as well as the low frequency. The signals are contaminated with noise. 
Sources of vibration are, for example, the gear box, the generator as well as the fan pass 
frequency. The vibration generated from gear box and the generator contains more or less 
prominent tones, whose amplitude and sometimes also frequency fluctuate slightly in 
rhythm with the blade passing frequency of the rotor [12].    
The results show that the FFT is not suitable for analysing these signals and it has not 
provided‎consistent‎blade‘s‎condition‎related‎information. 
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Figure ‎5.8 FFT for healthy and faulty simulation signals at 150r/min; 
 
 
 
 
 
 
 
 
Figure ‎5.9 FFT for healthy and faulty experimental signals at 150r/min; 
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Figure ‎5.10 FFT for healthy and faulty simulation signals at 250r/min; 
 
 
 
 
 
 
 
 
 
Figure ‎5.11 FFT for healthy and faulty experimental signals at 250r/min; 
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Figure ‎5.12 FFT for healthy and faulty simulation signals at 360r/min; 
  
 
 
 
 
 
 
 
Figure ‎5.13 FFT for healthy and faulty experimental signals at 360r/min. 
There remain important advantages to using the FFT with stationary signals. But there are 
inherent performance limitations with non-stationary signals; in particular the FFT 
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approach may not to be able to distinguish the spectral responses of healthy and faulty 
signals. Moreover due to energy leakage of the data that occurs when processing with the 
FFT is other limitation [14].  
5.4 Summary  
The statistical analysis of the time-domain signal from healthy and faulty wind turbine 
blades shows that – at least for the statistical parameters used - there is limited 
information‎ that‎ could‎ be‎ extracted‎ about‎ the‎wind‎ turbine‎ blades‘‎ condition‎ from‎ the‎
vibration signal time domain wave form. From results, Figures from 5.2, to 5.6 showed 
that the values of Ku, RMS, CF, Sk and SD, fluctuate around the initial values for the 
healthy case and it is not possible to reliably determine whether there is any fault present 
even if they are used simultaneously.  
In general, failure detection using frequency domain analysis can be achieved by 
monitoring two parameters in the spectrum. The first is variation in the amplitude of a 
particular frequency – such as the appearance of the characteristic frequencies associated 
with bearing faults - and the second are changes in the structure of sidebands in the 
spectrum. As can be seen from Figures 5.8 to 5.13, the Results showed the presence of 
abnormalities in wind turbine structure with crack severity. But the amplitude of the shaft 
frequency did not changed considerably, although the increase in the number of 
sidebands had been observed under severe fault situations. Thus the signals analysis is 
still limited to provide enough information about the crack condition at this stage. 
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Chapter 6  
 
 
 
Condition Features Extraction Using Empirical Mode 
Decomposition 
This chapter begins by introducing methods of analysis of non-linear and 
non-stationary signal. Then it provides a brief description of the 
mathematical characteristics of empirical mode decomposition (EMD) 
followed by a description of the principles of application of EMD to the 
analysis of numerical data, after which EMD is applied to simulation and 
experimental data obtained in this research project. The chapter then 
introduces the feature intensity level “EDFIL”, as a new method of fault 
diagnosis for wind turbines blades, and its basic principles. The chapter 
concludes with a summary.   
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6.1 Introduction 
 Data analysis is an essential part of the transition from pure research to application. 
Theory usually begins with linear and stationary processes which are relatively easy to 
analyse, but many real world problems, particularly in condition monitoring, non-linear 
and non-stationary. For the past sixty years the transformation of the time-domain signal 
to its frequency spectrum has been dominated by the FFT (initially analogue and then 
digital fast Fourier transform). But as shown in chapter five, the FFT has a severe 
limitation it is, strictly, applicable only to stationary signals but today – as in this thesis – 
it is non-stationary signals that are of interest.  
A recent transform pioneered by Huang et al [127]  for analysing non-stationary and non-
linear signals is the Hilbert Huang transform (HHT). This combines empirical mode 
decomposition (EMD), and the Hilbert transform (HT). The HT has been known for 
some time; what Huang did that was new was to introduce EMD and decompose the 
original signal into its intrinsic modes (known as the intrinsic mode functions, IMFs) 
each of which will have its own frequency characteristic and identifies the instantaneous 
frequencies‎ contained‎ in‎ the‎ signal.‎ Huang‎ describes‎ the‎ ―EMD‎ as‎ a‎ data-adaptive 
decomposition method with which any complicated data set can be decomposed into zero 
mean‎ oscillating‎ components,‎ named‎ intrinsic‎ mode‎ functions‎ (IMFs)‖[128]. Thus the 
use of IMFs reduce the problem associated with sharp changes in frequency content of 
the original signal and so are very compatible with the HT. Once the IMFs are obtained 
the HT is applied to each IMF to obtain the time-frequency representation.  
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6.2 Modified Hilbert Huang Technique 
Details of the HHT together with some later improvements and variations are given 
in[129, 130]. The HHT has two parts:  
First, the EMD is used to decompose the signal waveform into multiple intrinsic mode 
functions (IMFs) that possess well-behaved HTs. Each IMF has two principal properties 
– (a) it has a zero mean, and (b) in the full data set, the number of extrema and number of 
zero-crossing must either be equal or differ at most by one. (A local extremum is any 
point on the waveform where the first derivative is zero and the second derivative is non-
zero). Second, the HT is applied to obtain the instantaneous amplitudes and frequencies 
of the individual IMFs.  
6.3 Empirical Mode Decomposition Description 
This section briefly outlines the EMD method. Recently EMD methods have been 
applied to many different types of time domain decompose them into IMFs, each of 
which is taken to be generated by a separate physical source with its own time 
characteristics [131]. Huang et al. [129, 132] and Wu et al.  [133]  have used EMD 
methods to identify oscillatory modes in data sets using local maxima and minima, and 
based on the following three assumptions:  
1-  The data set contains at least one maximum and one minimum (two extrema); 
2- The time intervals between two consecutive extrema defines the characteristic 
local time scale; and 
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3- If the data contained no extrema but did contain inflections, then the signal can be 
obtained by integration of the components. 
6.4 Empirical Mode Decomposition to obtain IMFs 
In elementary vector notation a signal with one component can be represented as a vector 
rotating round a point, and its instantaneous frequency is given by the time derivative of 
the‎ signal‘s‎ phase.‎ This‎ is‎ the‎ principle‎ underlying‎ Huang‘s‎ EMD‎ method[133]. 
However, real signals will contain many modes of oscillation and so will not have a 
single instantaneous frequency. Thus, real signals must be decomposed into their 
constituent mono-component parts before applying the HT to determine the instantaneous 
frequencies. 
The heart of the EMD is the recognition of those oscillatory modes which exist in the 
periods between local extrema. Several local extrema may occur within an observation 
window. The major advantage of EMD is that the basic functions are derived directly 
from the signal itself.  
The EMD is defined by a process called sifting. It decomposes a given signal x(t) into a 
set of IMF. K modes 𝑑𝐾 𝑡  and a residual term r(t) are obtained and expressed as: 
𝑋 𝑡 =  𝑑𝐾 𝑡 + 𝑟 𝑡 ,
𝐾
𝑘=1                                                   ‎6.1 
k=1,‎2,‎…………………..‎K 
The EMD algorithm is summarised by the following steps:  
1. Commence with the signal d1 𝑡 , 𝐾 = 1 .Sifting process  𝑕𝑗  𝑡 = 𝑑𝐾 𝑡 , 𝑗 = 0. 
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2. Identify all local extrema of 𝑕𝑗 (𝑡). 
3. Compute the upper (EnvMax) and the lower envelopes (EnvMin) by cubic spline lines: 
interpolation of the maxima and the minima. 
4. Calculate the mean of the lower and upper envelopes, 
      𝑚 𝑡 = 1 2 [𝐸𝑛𝑣𝑀𝑖𝑛 𝑡 + 𝐸𝑛𝑣𝑀𝑎𝑥 𝑡 ]             ‎6.2 
5. Extract the detail 𝑕𝑗+1 𝑡 = 𝑕𝑗  𝑡 − 𝑚 𝑡 ,      
6. If  𝑕𝑗 +1 𝑡  is an IMF, go to step 7, otherwise iterate steps 2 to 5 upon the signal 
𝑕𝑗+1 𝑡 , 𝑗 = 𝑗 + 1,   (4) 
7. Extract the mode                    𝑑𝑘 𝑡 = 𝑕𝑗+1 𝑡                                 
8. Calculate the residual        𝑟𝑘 𝑡 = 𝑋 𝑡 − 𝑑𝑘 𝑡                 ‎6.3 
9. If 𝑟𝑘 𝑡  has less than 2 minima or 2 extrema, the extraction is complete𝑟 𝑡 = 𝑟𝑘 𝑡 . 
Otherwise iterate the algorithm from step 1 upon the residual𝑟𝑘 𝑡 , 𝐾 = 𝐾 + 1.             
Figure 6.1 shows the flowchart of the EMD algorithm. 
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Figure ‎6.1 Flowchart of Empirical Mode Decomposition Algorithm [134] 
 
 
X(t)-m(t)=h(t) 
n=1; r =x(t) 
Extract all extremes of x(t) 
Create upper envelope by local 
maxima and lower envelope by local 
minima of data  x(t). 
Is  h(t) an  IMF ? 
K =Kn+1 ; dk(t)=h(t) ; 
residue r(t)=X(t)-dk(t) 
Is r(t) a monotonic 
function? 
End of EMD 
Compute the local mean of upper and lower )(tm envelope 
x(t)=r(t) 
 
x(t)=h(t) 
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6.5 Numerical Simulation Signal: 
Bladed rotating machinery generates complex vibration from such different sources such 
as blades, shaft, gears and bearings with most of data non-stationary and non-linear. The 
frequency of the signal changes within a characteristic period so that Fourier Methods are 
of limited use.  
To demonstrate the efficiency and performance of EMD methods in analysing non-
stationary and non-linear signals, consider the following signals: 
𝑥1 𝑡 = 0.3 ∗ sin 2𝜋 ∗ 𝑓1 ∗ 𝑡                                    ‎6.4 
𝑥2 𝑡 = 0.3 ∗ sin 2𝜋 ∗ 𝑓2 ∗ 𝑡                                ‎6.5  
𝑥3 𝑡 = 0.3 ∗ 𝑠𝑖𝑛 2𝜋 ∗ 𝑓3 ∗ 𝑡                          ‎6.6 
𝑥4 𝑡 = 0.3 ∗ 𝑠𝑖𝑛 2𝜋 ∗ 𝑓4 ∗ 𝑡                            ‎6.7 
𝑥5 𝑡 = 𝑟𝑎𝑛𝑑𝑛 𝑠𝑖𝑧𝑒 𝑡                                                                              ‎6.8 
Where f1 =4.16 Hz, f2 =12.5 Hz, f3 = 25 Hz and f4 =125 Hz. These frequencies are 
analogy to the shaft frequency, fan pass frequency, second harmonic of the fan pass 
frequency and meshing frequency, respectively. The signals including the noise are 
shown in Figure 6.2  
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Figure ‎6.2. Five sinusoidal signals; a) generated by Eq. 6.7, b) generated by Eq. 6.6, c) 
generated by Eq. 6.5, d) generated by Eq. 6.4, e) generated by Eq. 6.8  
 
The following is example that shows how the EMD algorithm works. Although the 
process is not non-stationary, however, the example illustrates the basic concepts of 
EMD: 
  𝑥𝑇 𝑡  = 0.3 ∗ sin 2𝜋 ∗ 4.16 ∗ 𝑡 + 0.3 ∗ sin 2𝜋 ∗ 12.5 ∗ 𝑡 + 0.3 ∗ sin 2𝜋 ∗ 25 ∗ 𝑡 +
0.3 ∗ 𝑠𝑖𝑛 2𝜋 ∗ 125 ∗ 𝑡 + 𝑟𝑎𝑛𝑑𝑛 𝑠𝑖𝑧𝑒 𝑡                      ‎6.9 
Suppose a time domain signal is given by Equation 6.9 .We might say the signal 𝑥𝑇 𝑡   is 
the sum of four sinusoids corrupted with zero-mean random noise. Figure 6.3a show the 
signal 𝑥𝑇 𝑡  in time domain of total duration 1 second.  The EMD is decomposes the 
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signal into its IMFs, with the first IMF having the highest frequency (contained in the 
noise due to Equation 6.8 and subsequent components will have lower frequencies as 
shown on Figure (6.3b, 6.3c, 6.3e, 6.3f and 6.3g.‎The‎decomposition‎is‎―polluted‖‎by‎the‎
presence of more than one mode and random noise. 
 
 
 
 
 
 
 
 
 
Figure ‎6.3. The IMFs of Equation 6.9 
The fact there are numerous (4) modes mean that oscillations of different time scales will 
coexist in individual IMFs, or that oscillations with the same time scale could be assigned 
to different IMFs because the EMD is not band pass filtered. The frequency-domain 
analysis presented in Figure 6.4 is for numerical signal as a result of applying fast Fourier 
transform on each IMF – this is done here for comparison because the sinusoids are linear 
and stationary so the use of the FFT is acceptable.  
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Figure ‎6.4. Fast Fourier Transforms for IMFs shown in Figure 6.3 
After applying FFT on IMFs modes in Figure 6.3, the first spectra shown in first trace in 
Figure 6.4, gives the highest frequencies because these are contained within the noise 
generated by Equation 6.8; The second trace contains the frequency 125 Hz 
corresponding to mode IMF2 from Figure 6.3 that generated by Equation 6.7. The fourth 
trace contains a peak at frequency 25 Hz and corresponds to mode IMF4 which is 
generated by Equation 6.6, which simulate second harmonic of the fan pass frequency. 
The 6
th
 trace corresponds to modes IMF6 contain peaks at frequencies 12.5 Hz that 
simulate the fan pass frequency generated by Equation 6.5. Finally, the 7
th
 trace is the 
spectra produced from mode IMF7 and it is associated to signal generated by Equation 
6.4 that simulate shaft frequency at 4.16 Hz.  
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Not all IMFs are physically significant as there will always be some degree of noise 
contamination in real samples: e.g. EMD applied to the measured signals from wind 
turbines. 
6.6 The Performance of EMD on Simulation and Experimental Vibration Data 
Empirical mode decomposition method applied used to decompose vibration signals 
collected from simulation and experimental work into a finite set of signals. The 
decomposition of the simulation vibration signals for the healthy case at different 
rotational speeds its spectra is shown in Appendix A, whilst the decomposition of the 
experimental vibration signals for the healthy cases at different rotational speeds are 
considered in this chapter. 
The test runs were dynamic analysis was performed and the fundamental vibration 
characteristics were extracted for a three bladed propeller with two healthy blades and 
one blade with one of four cracks introduced. The cracks were of lengths 10 mm, 20 mm, 
30 mm and 40 mm, all had a consistent 3 mm width and 2 mm depth. The tests were 
carried out for three rotation speeds; 150, 250 and 360 r/min.  The measured vibration 
signal for the healthy case was decomposed for rotation speeds; 150, 250 and 360 r/min 
as shown in Figures 6.5, 6.6 and 6.7, respectively and the sampling rate was 3 KHz .  
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Figure ‎6.5  Decomposition of experimental vibration signals for healthy signal at 150 
r/min 
 
 
 
 
 
 
 
Figure ‎6.6  Decomposition of experimental vibration signals for healthy signal at 250 
r/min 
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Figure ‎6.7  Decomposition of experimental vibration signals for healthy signal at 360 
r/min 
The decomposition separates modes high frequencies from low frequencies and it is 
assumed that the results shown in first IMF are completely corrupted by noise, whilst low 
frequency modes is usually related with components such as gears, bearings and shafts. 
The FFT was applied on each IMF for Figures 6.5, 6.6 and 6.7 in turn to produce the 
spectra shown in Figures 6.8, 6.9 and 6.10, respectively.  
From these figures, the signals show different frequencies; high and low frequencies are 
produced from different sources such as gears, bearings, fan pass frequency and the 
shafts. By analysing the spectra shown in Figure 6.9 produced at 250 rpm, the first mode 
IMF1 contains a noise-contaminated signal. The second mode IMF2 is associated with 
meshing frequency (125 Hz), which is can be calculated as follows:  
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𝑓𝑚 = 𝜔𝑝𝑁𝑃 = 𝜔𝑔𝑁𝑔    =
250
60
∗ 30 = 4.16 ∗ 30 = 125 𝐻𝑧                      ‎6.10 
Where Np, Ng = number of teeth on pinion and gear respectively.  𝜔𝑝 , 𝜔𝑔  are rotational 
speeds of the pinion and gear respectively.  
The wind turbines blade pass frequencies (BPF) vary with number of blades (x) and 
rotational speed and can be expressed as: 
BPF =
nx
60
   = 250 ∗
3
60
= 12.5 Hz                                     ‎6.11 
Thus, the third mode IMF3 is associated with third harmonic of the fan pass frequency 
(50 Hz). The fourth mode IMF4 is associated second harmonic of the fan pass frequency 
(25.0 Hz), while the fifth mode IMF5 contains blade pass frequency (12.5 Hz).   
     
 
 
 
 
 
 
 
Figure ‎6.8 Fast Fourier transform is applied on each (IMF) at speed 150 r/min 
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Figure ‎6.9 Fast Fourier transform is applied on each (IMF) at speed 250 r/min 
 
 
 
 
 
 
 
 
Figure ‎6.10 Fast Fourier transform is applied on each (IMF) at speed 360 r/min 
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In Figure 6.8, 6.9 and 6.10 the spectra corresponding to Mode IMF7 contains a spectral 
peak in the region of the shaft frequency. Thus for these cases, mode IMF7 was adopted 
to compute feature intensity level at different rotational speeds; 150, 250 and 360 r/min 
as explained below. 
6.7 Proposed Novel Condition Index 
The proposed method starts by measuring the wind turbine nacelle vibration, decomposes 
the measured signal into its fundamental frequency components and calculates the shaft 
speed signal intensity level. It then compares this level with the threshold amplitude of 
the baseline data for each speed. It uses curve fitting for the FFT spectrum in the region 
of the shaft frequency and its sideband zones. 
If the fitted curve for the signal is p(f) the feature intensity level (FIL) of the signal in the 
frequency band from f1 to f2, can be expressed as:  
FIL =  p f df
f2
f1
                                                             ‎6.12 
Where, f1 and f2 are upper and lower frequencies of the frequency band.  
Digitally using the discrete FFT, the feature intensity level (FIL) of the signal in the 
frequency band from f1 to f2, can be expressed as:  
𝐹𝐼𝐿 =   
1
2
𝑓2
𝑓1
  𝑝 𝑓𝑖 +  𝑝  𝑓 𝑖+1   𝑑𝑓                                                          ‎6.13 
Where df = f(i+1) – fi, p(fi). p(fi) = Amplitude of signal at fi , and p(f(i+1)) = amplitude of 
signal at f(i+1). The integration may be done for the whole range of frequencies obtained 
using the FFT. In this study the area contained between adjacent points on the spectral 
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envelope was calculated using the trapezoidal rule via MatLab. Figure 6.11shows the 
flowchart of algorithm proposed for the EDFIL. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure ‎6.11 Flowchart of the proposed method EDFIL 
Start 
Decomposition of 
signal using EMD 
Vibration data 
measurement 
Calculation of Fast Fourier 
Transform of shaft frequency 
Apply curve fitting and EDFIL 
determination 
No 
Yes 
Confirm fault 
Presence 
EDFIL> baseline 
threshold 
Baseline 
EDFIL 
threshold 
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6.8 Validation of the EDFIL: 
Figures 6.12 and 6.13 represent feature intensity level for three healthy blades (h- healthy 
condition) and two healthy blades and third suffering from a crack (f1=10 mm, , f2= 20 
mm, f3=30 mm, and f4=40 mm length) at three rotation speeds 150 r/min, 250 r/min and 
360 r/min for both simulation and experimental signals, respectively. 
 
 
 
 
 
 
 
 
 
 
Figure ‎6.12 Normalized Feature intensity level contained in simulation signals 
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Figure ‎6.13  Normalized Feature intensity levels of experimental signals 
For the experimental and simulation results it is noticeable that the normalized FIL 
increases both with shaft speed and with the severity of the fault. This is a promising 
result because it suggests that the rate of increase of normalized FIL could be significant 
for practical applications. 
6.9 Summary 
Empirical mode decomposition (EMD) is a powerful technique for improving signal to 
noise ratio of the measured corrupted vibration. EMD is an adaptive technique for signal 
decomposition with which complex signals can be decomposed into finite set of signals 
called intrinsic mode functions (IMF). Each IMF represents different frequency 
component from the whole frequency spectrum of the signal. Because of this ability, the 
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EMD is far better than the usual Fourier spectral analysis techniques and suits non-linear 
and non-stationary signals.  .   
This chapter has shown that with EMD it is possible to successfully identify the wind 
turbine vibration sources from the IMFs of a contaminated vibration signal. The FFT is 
applied on each IMF in turn to produce the spectra of those components. A new condition 
index has been proposed to increase the efficiency of EMD method when applied to 
practical situations. The new method seeks to combine feature intensity level and EMD 
for predictive maintenance and CM of wind turbine blades, in particular. The 
combination of feature intensity level and EMD were used to detect the presence and 
severity of cracks in a wind turbine blade. The EDFIL approach can indicate change in 
the running condition of a wind turbine and to provide the possibility of online CM of 
wind turbines which could be an optimal condition indicator especially for detecting 
crack initiation.  
With further development EDFIL approach should be suitable and sensitive for both 
detecting and diagnosing the severity of crack faults. 
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Chapter 7 
 
 
 
 
Wind Turbine Vibration Analysis Using a Wavelet Technique 
 
This chapter introduces the wavelet analysis techniques and then gives the 
theory of the continuous wavelet transform (CWT). The CWT method is 
applied to the wind turbine vibration signal. The blades condition related 
feature intensity levels based on CWT were calculated for healthy and faulty 
signals fallowed by discussions and a summary of the results obtained. 
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7.1 Introduction  
 The increasing popularity of wavelet transform has meant that today its use rivals that of 
the Fourier Transform (FT) or Fourier series particularly for time varying signals. 
Comparing the two, the wavelet transform (WT) uses a so-called mother wavelet instead 
of the exponential scaling of the FT and translation replaces frequency shift. The essential 
difference is that a two-dimensional (surface) wavelet coefficient replaces the single 
dimension Fourier coefficient. The consequent advantage of the WT is that it can provide 
an analysis that contains information in both the time and frequency domains. Wavelets 
used to analyze signals are mathematical functions which are limited with definite end 
points along their axis – unlike the sine and cosine functions of the FT they do not repeat 
to infinity. This makes wavelets different from other transformations because not only 
can they divide time domain signals into their component frequencies, they can also be 
expand or compress the (time) scale over which the frequencies are analyzed[135]. This 
allows the scale to be matched to the required resolution of the signal and gives the WTs 
the ability to treat non-stationary signals. Thus the WT is used increasingly used for 
condition monitoring of rotating machinery, to diagnose the presence of faults such as 
bearing defects, rotor cracks, rotor misalignment and unbalance, etc. Recently WTs have 
also been applied to detect stable and propagating cracks. 
7.1.1 Continuous Wavelet Transforms (CWT) 
Once the window function has been selected the commonly used fast Fourier transform 
(FFT) and digital Fourier transform (DFT) are constrained to fixed resolutions in both the 
time and frequency domains. The WT of a time signal is an expansion of the signal in 
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terms of family of functions, which are generated from a mother wavelet which may 
contain one or more wavelet kernels[136]. The classical FT transforms data from the time 
to the frequency domain using sinusoids as the basis functions, which give the time-
averaged characteristics of the signal. The WT moves data from a space to a scale (or 
time-frequency) domain with the chosen wavelet as the basis function retaining local 
features of the original signal. An important characteristic of the WT is that the duration 
of the time window can be changed depending on whether the signal has a high or low 
frequency content. This is a crucial difference between WT methods and traditional time-
frequency methods because it means the WT can resolve transient phenomena making it 
suitable for analysing non-stationary signals such as early detection of faults in 
gearboxes.  
In this section, the continuous wavelet transform (CWT) is introduced and used to detect 
wind turbine blade faults. Wavelets occur in sets or families of functions defined by the 
mother function; the position of the wavelet in time (where on the signal the daughter 
wavelet is placed) is controlled by the translation or shift, the scaling parameter (which 
determines the time and frequency resolution) is defined by a dilation. Mathematically, 
the CWT of the continuous signal x(t) is defined [137, 138]:  
𝐶𝑊𝑇𝑥 𝑎, 𝑏 = 𝑊𝜓  𝑎, 𝑏 =
1
 𝑎
 𝑥 𝑡 𝜓∗  
𝑡−𝑏
𝑎
 𝑑𝑡
+∞
−∞
                                                        ‎7.1 
Where a (a>0) is dilation/contraction factor, b is the translation factor, (t) is the mother 
wavelet and the factor a/1  is included for energy normalisation. The mother wavelet 
is translated and dilated into the daughter wavelet (ab(t)) as: 
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 𝜓𝑎𝑏  𝑡 =
1
 𝑎
 𝜓(
𝑡−𝑏
𝑎
)                                                                                                        ‎7.2 
Where )(
a
bt 
  is the mother wavelet translated by a factor of b and dilated by a. The 
daughter wavelet, ab(t), changes continuously due to varying the scaling parameter and 
changing a and b. When a low frequency wavelet is required (one spread out in time) 
large scales are selected, and vice versa. CWT is defined as the sum over all time of the 
signal, and is one of the best transforms for singularity detection. 
7.1.2 Selection of Analysing Wavelet 
There are a number of functions that can be used as analysing wavelets and each will 
have its own properties. Some of the most widely used wavelets are; Daubechies, Haar, 
Meyer and Morlet, see [139, 140]. Window function in L
2
(IR) should have a localisation 
property.  
The size of the time-frequency window determines the localisation property of the Short 
Time Fourier Transform (STFT), and is defined in terms of its frequency bandwidth f 
and duration t. For good time-frequency localisation the window must have a 
sufficiently small area, but the resolution is restricted by the uncertainty principle [137]: 
Δ𝑡 Δ𝑓 ≥
1
4𝜋
                                                                                                                        ‎7.3        
The greatest precision is with equality in Equation 7.3, a condition which is reached if the 
window is the Gaussian function [137]: 
𝑔𝛼 𝑡 =
1
2 𝜋𝛼
𝑒
 
−𝑡2
4𝛼
 
                                                                                                          ‎7.4 
144 
 
Where  > 0. Such a window is called the Gabor Transform and is given by: 
𝐺 𝑓 =  𝑥 𝑡 𝑒𝑖𝑤𝑡 𝑔𝑡 𝑡 − 𝑏 𝑑𝑡 =
∞
−∞
 𝑥 𝑡 𝐺(𝑡)      𝑑𝑡
∞
−∞
                                                     ‎7.5 
Where x(t) is the signal being transformed and G(t) is taken as a windowing function. In 
this study, Equation 7.5 is used as an analysing wavelet by setting [137]: 
𝐺 𝑡 = 𝜓 𝑡 = 𝑐𝑒𝑖𝑎𝑡𝑔∞(𝑡 − 𝑏)                                                                                      ‎7.6 
Where c  0,   0. 
Analysing wavelets with fast decay rates usually possess a good localisation capability. 
An advantage of the wavelet in Equation 7.5 is that the decay rate can be controlled not 
only the scale parameter a but also by selection of . This provides additional flexibility 
when attempting to obtain good time-frequency resolution. 
7.1.3 Properties of the Wavelet Transform 
The four most important properties of the WT transform are [137, 140, 141]: 
Conservation of Signal Energy: A WT preserves the energy of a signal so that the total 
energy of the signal can be expressed in terms of the WT [142]: 
𝐸𝑥 =   𝑥(𝑡) 
2𝑑𝑡 =   𝐶𝑊𝑇𝑥(𝑎, 𝑏) 
2 𝑑𝑎𝑑𝑏
𝑎2
∞
−∞
                                                               ‎7.7 
Thus the square of the modulus of the CWT is an energy density distribution of the signal 
in the time-scale plane.   
Linearity: In most time-frequency distributions bilinearity is undesirable because it 
causes interference when multi-component signals are analysed. The WT is suitable for 
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the analysis of multi-component signals because it is a linear representation of a signal 
and so does not generate interference. 
Resolution: The uncertainty principle, Equation 7.3, expresses an unavoidable 
relationship between time and frequency which imposes a limit on their resolution. In 
contrast the WT offers a local resolution in time and frequency as [143]: 
∆𝑡 = 𝑎∆𝑡𝑔                                                                                                                       ‎7.8 
∆𝑓 =
∆𝑓𝑔
𝑎
                                                                                                                            ‎7.9 
Where fg and tg are the bandwidth and duration of the analysing wavelet, respectively. 
From Equations 7.8 and 7.9, it can be seen that the time resolution becomes arbitrarily 
good at high frequencies, while the frequency resolution becomes arbitrarily good at low 
frequencies. The wavelet is suitable for the detection of transients in signals because of 
this high resolution characteristic. 
Localisation in the frequency and time domains: Generally, the value of the CWT at 
any particular (a, b) in Equation 7.2 will be non-local and depend on the analysed signal 
at all instances of time. 
7.2 Performance of CWT Method in Detection of Wind Turbine Blade Crack 
Important practical parameters that have substantial impact on the quality of analysis by 
WT are the sampling frequencies of the signal and of the wavelet function. The sampling 
frequency of the signal determines the accuracy of the time resolution and the sampling 
frequency of the wavelet function determines the frequency bandwidth of the analysis.  
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In this chapter the CWT was used to distinguish between wind turbine conditions and 
detect faults. Figures 7.1 to 7.3 show the CWT plots for the healthy and faulty wind 
turbine at 150, 250 and 360 rpm respectively. The results are displayed as time- 
frequency distributions with the colours representing the intensity (magnitude) of the 
signal.  
 
 
Figure ‎7.1Wavelet transform (CWT contour plot) for healthy and cracked wind turbine 
blade at 150 r/min a) healthy, b) fault 1 (10 mm), c) fault 2 (20 mm), d) fault 3 (30 mm) 
and e) fault 4 (40 mm). 
Figure 7.1a shows the contour plot for the healthy wind turbine and it can be seen that the 
energy distribution varies with time, and this is more clearly observable at higher 
frequencies. Figures 7.1b, 7.1c, 7.1d and 7.1e present the CWT plots for increasing fault 
severity and show that the vibration energy around the fundamental shaft frequency 2.5 
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Hz and its 2
nd 
and 3
rd
 harmonics 5.0 Hz and 7.5 Hz, respectively are affected significantly 
and gradually increase with growth in the fault. Figure 7.2a, presents the plot for the 
healthy wind turbine at a rotational speed 250 rpm, while 7.2b, 7.2c,7.2d and 7.2e show 
the CWT plots for increasing fault severity around the fundamental shaft frequency 4.1 
Hz. 
  
 
 
 
 
 
 
 
 
 
 
Figure ‎7.2 Wavelet transform (CWT contour plot) for healthy and cracked wind turbine 
blade at 250 r/min. a) healthy, b) fault 1 (10 mm), c) fault 2 (20 mm), d) fault 3 (30 mm) 
and e) fault 4 (40 mm). 
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Finally, Figure 7.3 show the CWT plots for wind turbine healthy and with seeded cracks 
at a rotation speed 360 r/min.  As can be seen the energy distribution increases around the 
fundamental shaft frequency and its multiples as the severity of the fault increases. 
 
 
 
 
 
 
 
 
 
 
Figure ‎7.3 Wavelet transform (CWT contour plot) for healthy and cracked wind turbine 
blade at 360 r/min a) healthy, b) fault 1 (10 mm), c) fault 2 (20 mm), d) fault 3 (30 mm) 
and e) fault 4 (40 mm) 
Figures 7.4, 7.5 and 7.6 represent the feature intensity level for three healthy blades (h - 
healthy condition) and two healthy blades and third suffering from a crack (f1=10 mm, , 
f2= 20 mm, f3=30 mm, and f4=40 mm length) at three rotation speeds 150 r/min, 250 
r/min and 360 r/min for experimental signals, respectively. 
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Figure ‎7.4 Normalized FIL at rotational speed 150 r/min 
 
 
 
 
 
 
 
 
Figure ‎7.5 Normalized FIL at rotational speed 250 r/min 
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Figure ‎7.6 Normalized FIL at rotational speed 360 r/min 
Form the results; it is noticeable that the normalized FIL increases both with shaft speed 
and with the severity of the fault. This is a promising result because it suggests that the 
rate of increase of normalized FIL could be significant for practical applications. 
7.3 Summary  
This work has introduced wavelet analysis as a time-frequency analysis tool and has used 
the CWT algorithm to analyse noisy, non-stationary and nonlinear vibration data from a 
wind turbine.  
Wavelet based analysis techniques have advantages over traditional Fourier transforms 
for revealing the random and non-stationary components within the signals of interest. 
This kind of analysis is suitable for signals composed of high frequency components with 
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short duration and low frequency components with long duration, which is often the case 
in practical situations. Moreover, CWT is an excellent denoising signal tool in joint time 
and frequency domain. In this chapter, the mathematical background of the CWT 
technique was briefly explained and a MatLab code was developed for analysing wind 
turbine vibrations.    
The CWT representation produces an interpretable contour plot of the vibration signals 
when applied to detect the presence of cracks in the wind turbine blades. From Figures 
7.1a, 7.2a, 7.3a, the energy of the signal appears predominantly around the fundamental 
shaft frequencies 2.5 Hz, 4.2 Hz and 6 Hz for the healthy blade at 150 r/min, 250 r/min 
and 360 r/min, respectively. When the cracks are seeded into one of the blades, see 
Figure 7.1(b, c, d and e), Figure 7.2 (b, c, d and e) and Figure 7.3(b, c, d and e) some of 
the energy of vibration can be seen to concentrate around fundamental shaft frequency.  
Thus, it has clearly shown that the energy content of the CWT is proportional to the 
blade‘s‎crack‎severity.‎Moreover,‎calculation‎of‎FIL‎offers‎a‎more‎effective‎way‎to‎detect‎
faults than these statistical measures. The technique has been successfully applied for 
detection of cracked blade. 
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Chapter 8 
 
 
 
 
Principal Component Analysis Techniques for Signal 
Enhancement 
 
This chapter introduces principal component analysis (PCA) its underlying 
concepts and the background before discussing the application of PCA to 
data collected from a wind turbine. Finally, the Crest Factor (CF) is applied 
to the residual matrix as an approach for the detection of cracks in wind 
turbine blades. This is followed by a summary of the results obtained. 
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8.1  Introduction  
Detection of faults in complex rotating machinery, particularly wind turbines, remains an 
ongoing challenge. It has long been established both experimentally and theoretically that 
many machine faults are directly related to machine vibrations [144]. Over the past 
decade there have been substantial advances in both sensing and signal processing but 
many difficulties remain to the successful detection of incipient faults [145, 146]. The 
emphasis has tended to be on the development and application of new signal processing 
techniques because it is believed that modern sensors are sufficiently sensitive that their 
output signals contain sufficient information to detect faults in their early stages, and 
what is required is a method to extract that information. Signal processing methods to 
obtain suitable statistical measures may involve: 
 Identification of a suitable statistical model/process, 
 Cluster analysis and classification, 
 Data compression to reduce data dimensionality, and 
 Other data manipulation techniques. 
Wind turbine vibration even for a healthy machine will be contaminated by noise, and for 
faulty machines will be a non-stationary and nonlinear process. It has been found that 
Principal Component Analysis (PCA) is well suited to analysing such a problem. 
PCA is a method used for identifying those features of a system, which are most 
important in regulating its behaviour. Statistically this means establishing the most 
informative features in the data sat. PCA is used to reduce the complexity of a large data 
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set that contains information from a numerous variables all of whose behaviour 
influences the system. The starting point might be the peaks in the vibration spectrum of, 
say, a faulty wind turbine. PCA uses matrix analysis to reduce the original data set to a 
much smaller set of variables which represent the original data with minimum loss of 
information. The technical problem here is to gain sufficient simplicity to make the 
process worthwhile but ensure the information lost in the process does not contain 
essential information about the system behaviour. In the condition monitoring (CM) of 
wind turbines, PCA can be looked at as a method of selecting the most important features 
to monitor [147]. 
PCA is a popular tool in multivariate statistical analysis and is based on an orthogonal 
decomposition of the covariance matrix of the process variables along the directions that 
explain the maximum variation of the data. 
8.2 Principal Component Analysis 
Potentially important uses for PCA in the CM of, say rotating machinery, is the 
classification of the relative importance of variables, early detection and identification of 
any abnormality arising in the data set and the detection of outliers in the data set. In CM 
there can be a very large number of measured variables, and multivariate statistical 
techniques are used to reduce data dimensionality (number of variables) so that only the 
more essential information is retained which can then be analyzed relatively easily.  
Johnson and Wichern [148] have described how multivariate techniques, by considering 
all possible relevant variables simultaneously, have extended traditional single variable 
univariate methods to process variation. Kourti [149-151]has explained that PCs can be 
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extracted using a linear combination of the original input variables. He has shown that if, 
for example, there are six relevant variables in a process: and of these v1, v3 and v4 
demonstrate the same trend – that is they are correlated (could be positive or negative 
correlation) with each other over the specified time period – then a weighted average of 
v1, v3 and v4, can be used as a single PC. If there were also a correlation between of v2, 
v5 and v6 then a weighted average of these three variables would be a second PC. The 
initial six variables are reduced to two PCs which because of the correlations between the 
variables can still adequately represent the major trends contained the original data set. 
According to Kourti [151] PCA methods when applied to steady state conditions can 
invariably reduce the original number of variables to a two-dimensional matrix. In 
practice, of course, such steady state conditions may not prevail but relevant PCA 
methods have been developed for use in such real conditions  
Before generalising let us consider the three dimensional data set of n points shown in 
Figure 8.1.This represents three variables contributing to the data set. For simplicity the 
n-points lie on a plane. Here, the first PC axis will be the line on which the projections of 
the n points have maximum variance. It can be seen that this is the line PC-1. The second 
PC will be orthogonal to the first and will be the line on which the projections of the n 
points have maximum variance; this is the line PC-2, and so on if there were more 
dimensions.   
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Figure ‎8.1 Principal components in three dimensions 
More generally, PCA explains the spread of a sample set of m points in s-dimensional 
space in terms of a set of orthogonal linear coordinates so that the variance of the sample 
with respect to these new co-ordinates is in decreasing order of magnitude. 
 𝐿𝑒𝑡 𝑋 = 𝑥1,𝑥2, 𝑥3, …𝑥𝑚 be a data set in m-dimensions describing the behaviour of a 
wind turbine under consideration. PCA decomposes vector, 𝑋, as [152]: 
𝑋 = 𝑇𝑃𝑇 = 𝑡1𝑝1
𝑇 + 𝑡2𝑝2
𝑇 + ⋯ . . +𝑡𝑚𝑝𝑚
𝑇 =  𝑡𝑖𝑝𝑖
𝑇𝑚
𝑖=1                                                       ‎8.1 
Where 𝑝𝑖 is an eigenvector of the covariance matrix of 𝑋. 𝑇 is defined as the score matrix 
of the PCs, and 𝑃 is defined as the PC loading matrix. Information on which variables 
contribute most to the PCs is given by the loading and information on how the data set is 
clustered is obtained from the score – as is identification of transitions between different 
operating conditions.     
Variable-1 
Variable-2 PC-1 
PC-2 
Variable-3 
157 
 
The PCA transforms take the groups of correlated variables in the original data set and 
uses the covariance matrix to transform them into a new set of uncorrelated variables. 
The general expectation is that there is a sufficiently large correlation among the original 
data set that the first few PCs account for most of the variance. If this is true then no 
important information or insights are lost by using only the first few PCs for further 
analysis. Thus it is often both possible and desirable to omit higher order PCs and retain 
only the first few lower order PCs. In that case Equation 8.1 can be expressed as [153]: 
𝑋 = 𝑇𝑃𝑇 + 𝐸 =  𝑡𝑖𝑝𝑖
𝑇 +  𝐸𝐾𝑖=1                                                                                        ‎8.2 
Where E is the residual error matrix; the error due to omitting the higher order PCs. For 
example, if the first two PCs represent most of the total variance, the residual error matrix 
will be: 
𝐸 = 𝑋 − [𝑡1𝑝1
𝑇 + 𝑡2𝑝2
𝑇]                                                                                                    ‎8.3 
It is common to find in the literature claims that the first few PCs contain all of the 
necessary information. This may be the case for most CM but in some process 
monitoring applications when a plant suddenly malfunctions it is the higher order PCs 
which dominate. Analysis of these higher order components may provide valuable 
diagnostic information on sudden failures in process engineering [152]. 
8.3 Implementation of PCA using Single Value Decomposition 
With process machinery a common first step in implementing PCA is to obtain a 
correlation matrix or covariance matrix. For m-variables(𝑋 = 𝑥1, 𝑥2, 𝑥3, …𝑥𝑚), the 
correlation matrix is: 
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                                                                                                ‎8.4 
Where si
2
 is the variance of the ith variable, xi,, and sij is the covariance between the  ith 
and jth variables. The method of PCs is to calculate the eigenvectors and eigenvalues of 
matrix S. The covariance of matrix S will be a symmetric, non-singular, m x m matrix, 
and such a matrix can be reduced to a diagonal matrix L by suitable matrix manipulation:   
𝑈𝑇  𝑆𝑈 = 𝐿                                                                                                                        ‎8.5 
Where U is an orthogonal, unit matrix. 
The eigenvalues of S are the diagonal elements of L, (l1, l2, …lm). The eigenvectors of S 
are the column vectors of U, (𝑢1,𝑢2, …𝑢𝑚). The eigenvalues can be obtained by solving 
the following determinantal equation: 
 𝑆 − 𝑙𝐼 = 0                                                                                                                       ‎8.6 
Where I is the identity matrix.  
Equation 8.6 represents an m
th
 degree polynomial in l which can be solved for the 
Eigenvalues and eigenvectors using, e.g., an iterative technique [154]. 
Singular value decomposition (SVD) is used to implement PCA  In SVD, a data matrix X 
is decomposed into products using [155-157]: 
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𝑋 = 𝑈𝜆𝑃𝑇                                                                                                                          ‎8.7 
Where U are eigenvectors and  eigenvalues of XXT and PT is a loading matrix.  
The major advantage of SVD is that all three matrices can be found in a single operation 
without the need to find a covariance matrix. MatLab can be used to implement PCA by 
SVD. 
8.4 Fault Detection Based on the PCA Model – Q and T2 -Statistics 
Once a PCA model is established it can be used as a basis to which the behaviour of the 
machine can be referred. Suppose a new event occurs (a fault say) which was not present 
in the data used to develop the PCA model, the new observation(s) will be outside the 
space defined by the PCA model and as such will indicate an abnormality. One technique 
to detect such events is to compute the square prediction error (SPE) of the residuals of 
the new observations [158]. The SPE is found by finding taking the differences between 
the observed values and values predicted for the normal condition, squaring and summing 
them as: 
𝑆𝑃𝐸 =  (𝑥𝑖𝑗 − 𝑥 𝑖𝑗 )
2𝐾
𝐼=1                                                                                                    ‎8.8 
Where, ijx  and ijx are the observed values and values predicted by the PCA model 
respectively.   
This statistic is known as the Q-statistic‎or‎―distance‎to‎the‎model‖‎[159] It represents the 
square of the perpendicular distance of the new observation from the plane. When the 
machinery operates normally, the SPE is relatively small, but when there is a deviation 
from the normal condition, such the introduction of a fault, the value of the SPE will 
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increase and may fluctuate depending on the nature and severity of the fault. An unusual 
event that produces a change in the covariance of X will be detected as a high value of the 
SPE which means that the normal PCA model is no longer valid. Thus the Q-statistic can 
be used as a measure of a parameter varying outside of the normal PCA model. Upper 
control limits for the SPE can be determined from normal/historical data [158]. Because 
the T
2
-statistic measures the overall variability of the data it can be used to detect unusual 
variations beyond the norm.  
The T
2
-statistic focuses directly on the‎ PCs‎ rather‎ than‎ the‎ residual.‎ Hotelling‘s‎ T2-
statistic is simply the sum of squares of the PCs that are retained. Thus, if the ui 
represents the principal components, then T
2
 can be calculated [154]: 
𝑇2 = 𝑢1
2 + 𝑢2
2 + ⋯… . +𝑢𝐾
2  (𝑖 = 1,2,3, …𝑘 retained PCs)                                             ‎8.9 
8.5 Performance of PCA Method in Detection of a Wind Turbine Blade Crack 
In this section we apply the PCA method to real data and consider it as a method for 
reducing what may be considered a contaminated signal into a series of manageable data 
sets. Every set contains its PCs, which are interpretations of the original data.  
The experimental work was carried out with two healthy blades and a single blade with a 
crack introduced. The seeded cracks were all 3 mm wide and 2 mm deep, and of four 
lengths 10mm, 20mm, 30mm and 40mm, as shown in Figure 4.3. The tests were carried 
out for three rotation speeds; 150, 250 and 360 r/min and then analyzed using the PCA 
method. 
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Figure 8.2 shows eigenvalues plotted against PCs at rotational speed 150 r/min. From 
theory each PC contains a proportion of the total variance and the eigenvalues represent 
the amount of variance. Thus the eigenvalues are a measure the relative importance of 
each PC in reconstructing the real signal. It can be seen the shape of the eigenvalue plot 
changes with significantly once a crack fault is introduced into the blade but the change 
in shape of the curves is not sufficiently clear to detect and identify the seeded faults.  
 
  
  
 
 
 
 
 
 
 
 
Figure ‎8.2 Eigenvalues for healthy and blade with seeded cracks. 
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Figure 8.3 shows score plot for healthy and four faulty cases. This plot presents such 
characteristics as size, spread and clusters in the data. From the plot there is no clear 
difference between healthy and faulty cases, which means that this method is certainly 
not sensitive enough to small changes in the vibration signal to detect initial faults.  
 
 
 
 
 
 
 
 
 
 
Figure ‎8.3 Score plot for healthy and faulty blade for the first PC 
The main use of PCA is to reduce the dimensionality of a data set and it is assumed that 
the first few PCs contain most of not all the necessary relevant information contained in 
the original data. Thus it follows that the remaining PCs should contain mostly noise 
from the original data. According to PCA theory these PCs can be placed in a separate 
matrix called the residual matrix, which is constructed in the same way as the original 
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data matrix except it contains only the so-called irrelevant PCs and their respective 
weightings.  
In fact, the relevant scores (PCs) are used to calculate the Residual Matrix. The Residual 
Matrix contains the information which has been removed from the analysis and the 
residual errors are found using this matrix. Here the sum of the error in each column of 
the matrix is squared to give a positive result which is plotted. The residual errors plots 
for healthy and faulty cases are showed in Figure 8.4. From this figure, there appears to 
be a noticeable difference between healthy and faulty cases. But to differentiate the cases 
between healthy and faulty was difficult.  
 
 
 
 
 
 
 
 
 
 
Figure ‎8.4 Residual error plot for healthy and faulty blade. 
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Developing a new way of thinking about this analysis could provide an effective PCA 
method of evaluating the signals obtained from CM to determine incipient faults. It was 
decided to calculate the Crest Factor (CF) for the residual signal for each fault seeded 
into‎the‎system‎and‎this‎has‎led‎to‎a‎novel‎condition‎index‎‗‘indicator‘‘. 
8.6 Derivation of Novel Condition Index Based on PCA 
A PCA-based technique was applied to the measured data collected form wind turbine 
under different condition. According to equation 8.3 the residual error matrix is E, it 
extracted for healthy and faulty signals, thus CF was calculated for the residual signal for 
healthy and for each fault seeded into the wind turbine blade. As known to calculate CF, 
the root mean square (RMS) is required. It is defined as the square root of the average of 
the sum of the squares of N samples of the signal and is given by; 
𝑅𝑀𝑆𝑥 =  
1
𝑁
  (𝐸𝑖)2
𝑁
𝑖=1                                                                                                   ‎8.10 
Where 𝐸𝑖  is the prediction error vector of the residual error matrix sampled time signal, N 
is the number of samples and subscript i represents the value of the i
th
 sample. The CF is 
defined as the maximum positive peak value of the matrix E divided by the RMS value of 
the residual error matrix E: 
𝐶𝐹 =
𝐸0−𝑝𝑘
𝑅𝑀𝑆𝑥
                                                                                                                   ‎8.11 
Healthy and damaged blade, with different size of cracks is set up and vibration signals 
are collected and processed in order to properly detect a fault as explained in chapter 4 
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that continue experimental setup. The proposed novel technique is to determine wind 
turbine faults based on the RMPCA algorithm shown graphically in Figure 8.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure ‎8.5 Illustration of the RMPCA based proposed technique 
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8.7 Performance of Proposed Method (RMPCA) 
The proposed technique was applied on the residual matrix for the three healthy blades 
and blade with faults seeded into it. Figures 8.6, 8.7 and 8.8 represent CF values for the 
residual matrix for the wind turbine blade signal at three rotational speeds. It can be seen 
that the value of CF increased with fault level which suggest that the proposed method 
may have advantages over the other statistical techniques when used with PCA. 
 
 
 
 
 
 
 
 
 
 
Figure ‎8.6   Crest factor value for healthy and faulty wind turbine blade at 150 r/min. 
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Figure ‎8.7 Crest factor value for healthy and faulty wind turbine blade at 250 r/min. 
 
 
 
 
 
 
 
 
 
Figure ‎8.8 Crest factor value for healthy and faulty wind turbine blade at 360 r/min. 
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8.8 Summary   
Principle component analysis (PCA) is a statistical technique and a powerful tool for 
finding hidden patterns in data of high dimensions. It can be used to reduce the number of 
dimensions of data set while retaining the variability in the data. The above mentioned 
capabilities of the PCA indicates that this technique suits wind turbine vibration data 
where dimensionality, noise content and the number of components are very high.  
However, its application to vibration data for healthy and faulty turbine blades could not 
distinguish between healthy and faulty signals. The PCA was then developed into a new 
approach for analysing such signals, with the statistical analysis of the residual error 
matrix to determine its CF.  
The residual matrix contains the information removed from the analysis as not usefully 
contributing to the PCA. When the CF was applied to the residual matrix it was found 
great promise in detecting cracked blades with all four cracks and at all rotational speeds 
used.  
The vibration signals collected from wind turbine are often so contaminated that simple 
statistical parameters are not sufficient for fault detection. This study has introduced a 
promising new approach to detect cracks in wind turbine blades. 
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Chapter 9 
 
 
 
 
Contribution to Knowledge, Achievements, Conclusions and 
Future Work 
 
This chapter presents the contribution to knowledge made by this research 
project. It summarises the achievements of the research and explains how 
the objectives stated in Section 1.6 were achieved. The chapter concludes the 
study and suggests further work in this area of condition monitoring of wind 
turbines.  
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9.1 Introduction  
Changes in blade structure cause rotor imbalance and generate vibration so that the 
vibration signature carries useful information about the health of the turbine blades and 
was used in this project to identify defects in the wind turbine blades. The vibration 
signal will also contain information concerning structural (tower) resonances, possible 
electrical faults, bearings and gear meshing frequencies.  
Different analytical techniques were used to detect blade faults in their early stages. The 
techniques used were;  
(i) Time domain methods including time series analysis, 
(ii) Frequency domain techniques including Fourier analysis, and  
(iii) Time-frequency methods such as wavelets. 
This project included the design and construction of a test rig that allowed the simulation 
of different severities of a given defect in a turbine blade. Signals from this test rig were 
analysed using time and frequency domain tools. The signal characteristics were also 
evaluated using non-linear techniques which demonstrated their relative abilities to 
analyse the increased signal complexity of machines with defects. 
9.2 Overview of Objectives and Achievements 
The main achievements of this work are described below and matched with the original 
objectives in Section 1.5.2 
Objective 1: 
Understand the working principles and related parameters of wind turbines. 
171 
 
Achievement 1: 
The working principles of wind turbine were studied under varying wind speeds, 
different loads and different condition including the number of blades, see appendix B.  
Objective 2: 
Determine and describe the common failure modes of the key components of a wind 
turbine. 
Achievement 2: 
Wind turbine failure modes including blade failure were determined and described in 
Chapter 1. 
Objective 3: 
Review current rotating machinery monitoring and vibration analysis techniques, and 
examine them for monitoring the condition of wind turbine blades. 
Achievement 3: 
Different technologies for monitoring purposes including vibration monitoring, acoustic 
monitoring, electrical effects, oil analysis, strain measurement, thermography, visual 
inspection and performance monitoring were outlined in Chapter 1.Condition monitoring 
techniques used for rotating machinery were reviewed in Chapter 2. 
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Objective 4: 
Simulate a 3-D model of a wind turbine with three airfoil blades using SolidWorks and 
ANSYS packages for the purpose of understanding induced vibration signals under 
different operating conditions including healthy and faulty blades. 
Achievement 4: 
A 3-D model of a wind turbine with three airfoil blades was created using the 
SolidWorks package and then imported into the ANSYS package to study blade natural 
frequencies and to extract induced vibration signals, see Chapter 3. Data was collected 
under different blade condition and different rotational speeds. 
 Objective 5: 
Build a test rig for data collection and analysis; using a three-bladed horizontal wind 
turbine with the necessary instrumentations and data acquisition system. 
Achievement 5: 
The experimental wind turbine test rig is described in Chapter 4. It consisted of a three-
bladed wind turbine with simple gearbox, connected to a generator. Blade faults were 
simulated on one of the three blades. 
Objective 6: 
Collect vibration baseline data for three rotation speed; 150, 250 and 360 r/min. 
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Achievement 6: 
Baseline data was collected at the three rotational speeds and stored for comparison with 
the faulty signals, see Chapter 4.  
Objective 7: 
Experimentally seed quantified faults into one of the blades by removal of small slivers 
from one blade face; 10mm, 20mm, 30mm and 40mm length, all with a consistent 3 mm 
width and 2 mm depth.  
Achievement 7: 
This objective delivered in Chapter 4. The four faults were seeded into one of the three 
blades. The same faults were also modelled in the simulation work, see Chapter 3. 
Objective 8: 
Detect the seeded faults and evaluate their severity using conventional and advanced 
signal processing analysis including Principal Components Analysis (PCA), Empirical 
Mode Decomposition (EMD), and Continuous Wavelet Transform (CWT).  
Achievement 8: 
Statistical analysis of the time and frequency domain signals and PCA, EMD and CWT 
were applied to the collected data. The results obtained from the statistical techniques for 
time and frequency domain analysis are presented in Chapter 5 and the performance of 
EMD is presented in Chapter 6. The results obtained from the CWT are presented in 
Chapter 7 and the performance of the PCA is presented in Chapter 8. 
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Objective 9: 
Use the knowledge and results gained from the objectives above to develop signal 
processing that suits wind turbine blade CM vibration based schemes. 
Achievement 9: 
To achieve the goal of this study, of effectively monitoring the condition of wind turbine 
blades, different techniques have been borrowed from other fields. Those techniques have 
been reviewed and applied to datasets collected from simulation and experimental work. 
This led to two new approaches being developed for monitoring wind turbine blades: 
- To calculate the feature intensity level (FIL) using curve fitting for the FFT 
spectrum in the region of the shaft frequency and its sideband zones based on the 
EMD method and to calculate the FIL using a waveform based on the CWT. 
- To calculate the crest factor of waveform based on PCA. 
These proposed approaches have shown great promise in detecting cracked blades on a 
wind turbine. 
9.3 Contribution to Knowledge 
This research work has made the following contributions to knowledge  
9.3.1 Wind Turbine Modelling: 
A finite element model of a three bladed wind turbine was created to simulate the real 
wind turbine used in the experimental work, see chapter three. This was done using the 
SolidWorks software package and imported into the ANSYS software package which 
extracted the fundamental vibration characteristics of key components of the wind 
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turbine. Vibration signals were extracted using dynamic analysis for three healthy blades 
and with one blade with one of four cracks introduced. Simulation and experimental 
results were compared.  
9.3.2 The performance of Basic Signal Processing Techniques:  
Wind turbines are complex machines that emit non-stationary signals. Conventional 
techniques using statistical measures of the time domain signal (such as kurtosis, root 
mean square, crest factor, skewness and standard division) and frequency analysis using 
the fast Fourier transform (FFT) were used to analyse vibration data collected from wind 
turbine under different blade conditions for three different rotational speeds, see chapter 
five. Results showed conventional techniques failed to identify the presence of cracks in 
the wind turbine blade. Other methods are necessary. 
9.3.3 The Performance of Empirical Mode Decomposition (EMD) 
EMD was applied to analyse the vibration data collected from the wind turbine under 
different blade conditions and for the three different rotational speeds based on FIL 
calculation for detecting the faults in the blades, see chapter six. Thus the proposed 
method based on EMD is the combination of EMD and FIL called EDFIL which gave a 
good indication of change in the wind turbine running condition and is suitable and 
sensitive for diagnosing the given faults.  It was successfully applied to determine 
component signatures including the shaft frequency signature.  
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9.3.4  The Performance of Continuous Wavelet Transform (CWT): 
The CWT was used to distinguish between different conditions of the wind turbine blade 
and detect faults. This technique was successfully applied to the detection of a cracked 
blade by calculating the FIL of the waveform, see chapter seven. The results showed that 
the scalogram produced was a more easily interpretable contour plot of the vibration 
signals to detect the presence of cracks in the wind turbine blades.  
9.3.5 The Performance of Principle Components Analysis Method (PCA): 
PCA is considered a statistical technique and was used here to extract the residual matrix 
which contains information not included in the analysis and the errors from the vibration 
signal. Results showed that the residual matrix contains useful information relating to 
changes in the condition of the wind turbine blades, information which appears in its 
residual error plot. However, the residual error plot itself does not show any clear trend to 
increase or decrease with faults severity rather it requires a statistical analysis of the 
residual error matrix to determine its crest factor, see chapter eight. The results obtained 
show that the proposed method has great promise for detecting cracked blades.   
9.4 Conclusion  
It can be concluded that this study has demonstrated the applicability of vibration 
measurement for detecting and locating incipient cracks whilst the wind turbine was in 
operation. The results showed that vibration parameters such as the FIL based on EMD 
and CWT, or crest factor based on PCA are reliable, robust and sensitive to the detection 
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of incipient cracks at different rotational speeds. These results have opened the possibility 
of developing a universal method for wind turbine condition monitoring.  
9.5 Future Work 
This section describes possible future works that could improve condition monitoring and 
fault diagnosis of wind turbine systems. The suggestions are: 
9.5.1 Test Rig Improvement 
- The test rig was built in a laboratory and a wind tunnel was used to produce wind 
flow, it might be better to build the rig outdoors. 
- Additional faults may be designed and introduced into the blades including 
delamination, fibre breakage, de-bonding of the top and bottom skins of a 
composite blade and icing up of the blade.  
- The focus of the research could be extended to include all wind turbine parts 
which could include studying gearbox failure modes. 
9.5.2 Monitoring Techniques  
- To investigate condition monitoring of turbine blades using parameters other than 
vibration, these could include air-borne acoustic and acoustic emission signals. 
The efficiency of these methods could be compared with vibration technology 
with the aim of reducing the cost of maintenance.  
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9.5.3 Theoretical Research 
- Neural networks could be developed to analyse the signals collected and 
determine the presence of faults and then classify the fault according to type and 
severity. 
- Wavelet analysis has been successfully applied for blade fault detection. It could 
be developed and combined with other techniques for the monitoring of wind 
turbines including the gearbox and combined not only with vibration methods but 
also air-borne acoustic and acoustic emission. 
- Filters should be also introduced to reduce noise in the signals. 
Theoretical work should develop a numerical simulation (software packages) that can 
improve product quality, in particular, by helping to create the wind turbine in the most 
cost-effective manner, simplifying the overall design process, possibly decreasing 
manufacturing costs by enabling the investigation of the use of lower-priced raw 
materials. Moreover numerical simulation helps researchers to understand wind 
turbines working principle and devise ways of increasing efficiency, reliability and 
reducing the cost of maintenance. 
Finally, although, this study has contributed to the development of monitoring 
techniques for turbine blades there needs to be a universally accepted technique for 
monitoring all wind turbine components, and its development remains a big challenge. 
To meet this challenge and to develop a universal condition monitoring technique there 
is a crucial need to ensure the proposed method is suitable for detecting faults in 
components such‎as‎bearings,‎gears‎…etc.‎The‎problem‎is‎made‎more‎difficult‎because‎
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the faults need to be detected as early as possible. Implementing a condition monitoring 
system for a wind turbine system is challenging, therefore requires more attention and 
focus in different areas of the wind turbine. 
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Appendix A: Simulation results 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A1  Decomposition of simulated vibration signals for healthy turbine at 150 r/min 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A2  Fast Fourier spectra from the IMFs obtained from simulation signal at 150 r/min 
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Figure A3  Decomposition of simulated vibration signals for healthy turbine at 250 r/min 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A4  Fast Fourier spectra from the IMFs obtained from simulation signal at 250 r/min 
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Figure A5  Decomposition of simulated vibration signals for healthy turbine at 360 r/min 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure A6  Fast Fourier spectra from the IMFs obtained from simulation signal at 360 r/min  
 
196 
 
Appendix B:Specifications– Charge Accelerometer  Type 4371, 4371 S and 4371 V 
 Units 4371/4371 S 437 1 V 
Dynamic Characteristics 
Charge Sensitivity (@ 159.2 Hz) pC/g 9.8 ± 2% 9.8 ± 15% 
Frequency Response  See typical Amplitude Response 
Mounted Resonance Frequency kHz 42 
Amplitude Response ±10% [1] Hz 0.1 to 12600 
Transverse Sensitivity % <4 
Transverse Resonance Frequency kHz 15 
Electrical Characteristics 
Min. Leakage Resistance @ 20°C GΩ ≥20 
Capacitance PF 1200 
Grounding  Signal ground connected to case 
Environmental Characteristics 
Temperature Range °C (°F) – 55 to 250 (– 67 to 482) 
Humidity  Welded, sealed 
Max. Operational Sinusoidal 
Vibration  (peak) 
g  pk 
6000 
Max. Operational Shock (± peak) g pk 20000 
Base Strain Sensitivity Equiv. g/µ strain 0.002 
Thermal Transient Sensitivity 
Equiv.  g/°C  
(g/°F)  
0.004 (0.022) 
Magnetic Sensitivity (50 Hz – 0.03 
Tesla) 
g/T 
0.4 
Physical Characteristics 
Dimensions  See outline drawing 
Weight gram 
(oz.) 
11 (0.39) 
Case Material  Titanium 
Connector  10 – 32 UNF 
Mounting  10–32 UNF  × 3.2 mm threaded 
hole 
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Appendix C:Charge Amplifier — Type 2635  
 
 
 
 
FEATURES:                                            
 Charge Input 
 3 digit conditioning to transducer sensitivity 
 Unified output ratings for simplified  system calibration 
 High sensitivity up to 10 V/pC 
 Built-in integrators for displacement and velocity 
 Switchable low and high frequency limits 
 Built-in test oscillator 
Description 
The   2635 is a four stage amplifier consisting of an input amplifier; low- pass   
filter-amplifier, integrator amplifier,   and   output   amplifier (see Figure C1).  An 
overload detector, test oscillator and   power supply unit   are also included. 
                    
 
Block diagram charge amplifier-type 2635 
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