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school, and Clélia de Mulatier, who found time to teach me about interesting topics in
statistical physics. I also appreciate the guidance and friendship of Vahid Mehrpour,
Adrian Radillo, Hannah Lefumat, Takahiro Doi, Yunshu Fan, Siddhartha Joshi, Alex
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ABSTRACT
A COMPUTATIONAL STUDY OF THE INFLUENCE OF CORTICAL
PROCESSES ON THE OLFACTORY BULB
David Kersen
Vijay Balasubramanian
Minghong Ma
The olfactory bulb sits at the crossroads of input from an animal’s external and
internal world. In this neural structure, chemical information from the environment
interacts with contextual information emanating from higher cortical regions to shape
mental representations of odor. Nevertheless, the factors influencing this interaction,
and how the cortex manipulates these factors to the advantage of the animal, remain
a mystery. To investigate this question, we have developed a large-scale computational model of the olfactory bulb. This model consists of a new algorithm to determine connectivity between mitral cells and granule cells, based in known anatomical
constraints, combined with a dynamical systems approach utilizing the Izhikevich
equations to simulate the network’s behavior. Using this model, we first examine
connectivity and activity patterns of our network to demonstrate the strong relationship between structure and function in the olfactory bulb. We then further employ
this model to analyze the effects of centrifugal feedback to the olfactory bulb on cortical odor representations; through this analysis, we are able to show that stochastic
feedback patterns can evoke distinct trends in convergence and divergence between
these representations depending on cortical excitability. Finally, we take advantage
of the ease of incorporating new neurons into the model to study neurogenesis in
vii

the olfactory bulb, in particular to elucidate possible rules governing the placement
of new cells. Through these experiments, our model provides new insight into the
olfactory bulb and its role in the greater olfactory system.
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CHAPTER 1 : Introduction
Olfaction is likely the most ancient of the vertebrate senses, but the high-dimensional
nature of odor input along with the complex circuitry involved in decoding this input
render it a complicated phenomenon to decipher. In particular, the olfactory bulb
(OB), a neural structure which serves as the first site of modification to odor input,
not only features a host of unique excitatory and inhibitory cell types connected in
a network, but also extensive cortical input to that network in the form of direct
feedback, neuromodulation, and even introduction of new cells entirely [1–4]. Consequently, any understanding of olfaction necessitates an understanding of the OB,
both in how it manipulates odor information as well as how it is manipulated by
cortical processes.
The OB’s inherent circuitry allows it to perform a number of alterations to incoming
odor signals, including gain control [5, 6] and decorrelation [7]. The addition of influence from cortical processes further amplifies these native OB computations [8–10]
as well as permits for more complex ones, such as generalization [11] and adaptation
to new environments and contexts [12, 13]. Moreover, some degree of cortical input
to the OB appears to be essential to normal OB function [14, 15]. Through these
findings, our conception of the OB has evolved from a simple, feedforward relay to a
thalamus-like structure which critically shapes odor representation [16].
The OB has long served as an object of interest for theoretical studies of brain structures, and, in recent years, many of these studies have investigated the interaction
between cortex and OB. Models in such studies have been successful in reproducing
OB functions derived from this interaction [11, 17–19]. However, much remains uncertain about how these functions operate within and depend upon the OB’s anatomical
1

properties, in part because most modeling studies heavily simplify or even discard
such properties. The goal of this thesis, then, is to incorporate biologically-derived
rules of connectivity into a computational study of the OB and investigate how they
influence cortical interactions with the OB. To this end, I construct a anatomicallyrealistic but tractable large-scale model of the OB, with which I first investigate how
the effects of direct cortical feedback, as well as the OB’s native functions, depend
on the connectivity statistics of the OB. I then employ this model to determine if
randomly targeted feedback patterns can bring about robust and predictable changes
of odor representations in piriform cortex, a major component of the olfactory cortex.
Finally, I examine how recent experimental advances in our understanding of neurogenesis in the OB – particularly, the near total absence of cell death [20] – reshape
theoretical models of how neurogenesis improves OB function. Ultimately, I hypothesize that the extent and spatial pattern of changes induced by cortical interactions
with the OB will depend heavily both on the general properties of OB connectivity
as well as the specific configuration of a given instantiation of the OB network. The
thesis consists of the following sections:

1.1. Development of a realistic, tractable model of the olfactory bulb
Following my conceit that the connectivity of the OB is key to its function, in this
chapter, I devise an algorithm to determine the connectivity between mitral cells
(MCs), one of the major excitatory cell groups in the OB, and granule cells (GCs),
the most numerous type of inhibitory cell in the OB. I then use this algorithm to
construct a large-scale model of the MC-GC network in the OB. I also determine
parameters to model MC and GC dynamics via a system of Izhikevich point neurons and their interconnecting synapses [21–23] in order to simulate and analyze this
network in the succeeding chapters. Thus, I will use this model to examine different
2

structural and functional aspects of the OB, particularly in its relationship to the
cortical processes that may influence its behavior.

1.2. Determining the relationship between connectivity and dynamics
in the olfactory bulb
In this chapter, I utilize the network model developed previously to examine the relationship between structure, in particular network connectivity, and function in the
OB. The connectivity of the OB undergoes constant remodeling throughout its life via
synaptic plasticity [24] and neurogenesis [4], suggesting a crucial role in modulating
OB behavior. Therefore, I hypothesize that important features of OB activity resulting from MC-GC interactions, such as lateral inhibition and oscillations in the local
field potential, will directly reflect corresponding aspects of the network structure.

1.3. Analysis of the effect of centrifugal feedback to the olfactory bulb
on cortical odor representation
Centrifugal feedback, defined as input from higher cortical regions to the OB, is indispensable to the forging of odor-context relations [11, 19, 25]. How such feedback
effects meaningful change amid the intricacy of the MC-GC network, especially before
the invocation of synaptic plasticity to guide its activity [26], remains unknown. Here,
with my collaborator Gaia Tavoni, we have developed a simple statistical paradigm
which predicts, for normal cortical spiking thresholds, that the magnitude of the
change in similarity between the cortical representations of odor pairs following random feedback to the OB increases linearly with the initial similarity of those odor
representations. In particular, convergence in representations occurs for sufficiently
similar feedback patterns and divergence for sufficiently different patterns. To test
3

this prediction, I construct a second statistical model using distributions extrapolated from the spiking model of the first two chapters, in order to directly simulate
on a large scale the effects of feedback to MCs and GCs. We hypothesize that this
more biologically realistic model will recapitulate the predictions of the first statistical
framework, despite the complex dynamics of the OB network as well as the random
projection of MCs to cortex [27–29].

1.4. Elucidating rules of cell localization during neurogenesis
The incorporation and survival of new granule cells into the OB circuit was long
thought to be random and activity-dependent - that is, GCs were randomly placed in
the OB, and those that were sufficiently active during a critical period survived, with
the rest undergoing apoptosis [4, 30, 31]. Moreover, these newborn GCs replaced preexisting GCs, leading to a constant turnover of GCs in the OB [4, 32, 33]. However a
recent study has demonstrated that newborn GCs, once placed in the OB, rarely die,
casting doubt on the validity of a activity-based replacement model of neurogenesis
[20]. Thus, it remains unclear what biological or theoretical principles may underlie
the spatial distribution of newborn GCs as they accumulate in the OB. I hypothesize
that, without activity-based selection, random placement of GCs will be insufficient
to induce effective improvement in OB function as measured via the OB’s capacity
to decorrelate odors. Taking advantage then of the ability to easily incorporate new
neurons into my model, I test this prediction as well as explore the biological and
theoretical considerations which may underlie newborn GC localization.

4

CHAPTER 2 : Constructing a tractable, anatomically-faithful model
of the olfactory bulb
This section is adapted from:
Kersen, D.E.C., Tavoni, G. and Balasubramanian, V. Connectivity and dynamics in
the olfactory bulb. In submission.

2.1. Abstract
Dendrodendritic interactions between excitatory mitral cells and inhibitory granule
cells in the olfactory bulb create a dense interaction network, reorganizing sensory
representations of odors and, consequently, perception. Large-scale computational
models are needed to reveal how the collective behavior of this network emerges from
its global architecture. We propose an approach where we summarize anatomical
information through dendritic geometry and density distributions which we then use
to calculate the probability of synapse between mitral and granule cells. At the same
time, we capture activity patterns of each cell type in the neural dynamical systems
theory of Izhikevich. In this way, we generate an efficient, anatomically and physiologically realistic large-scale model of the olfactory bulb network. Here, we describe
the methodology behind the creation of the model.

2.2. Introduction
The olfactory bulb (OB), an important waystation along the olfactory pathway, synthesizes odor input with feedback from higher cortical structures via its complex
internal circuitry. This synthesis occurs through interactions between two principal

5

components of the bulb, excitatory mitral cells (MCs) and inhibitory granule cells
(GCs), which create a network that reshapes odor information as it passes to cortex. Computational studies are necessary for understanding how this odor information is reshaped, since we lack experimental methods for interrogating this network’s
structure-function dependency. However, the sheer number of neurons, encompassing tens of thousands of excitatory cells and millions of inhibitory cells [3]; intricate
network architecture [1, 34, 35]; and complex spiking dynamics [36–40] make detailed
biophysical simulation impractical at large scale. Thus, many studies use random
connections or simple distance-dependent functions to establish MC-GC connectivity
[17, 18, 41–51] and often study smaller networks on the order of hundreds or even
tens of neurons [18, 41–43, 48, 51–53], allowing for highly complex, conductance-based
neuronal frameworks [38]. Other approaches use rate-based or population equations
[17, 50, 54] thereby facilitating models with larger numbers of neurons. Together,
these studies have shed light on important OB phenomena, such as beta and gamma
oscillations [41–44, 46, 49] and effects associated with olfactory discrimination and
perceptual learning [17, 19, 24, 48, 50, 55].
However, OB function depends heavily on connectivity: particular arrangements of
GCs around MCs can dramatically affect its output [4, 10, 32, 39, 56–62]. Likewise,
the characteristic spiking dynamics of GCs and MCs can change overall network
behavior, e.g., affecting the nature of oscillations that may play an important role in
olfactory coding and perception [43, 63]. With this in mind, we have leveraged diverse
anatomical and physiological data to build on earlier models and craft an algorithm
for generating large-scale, realistic networks of MCs and GCs that facilitate studies
of emergent OB network behavior.
In short, we inferred the average distribution of dendrites for each cell type from data
6

[39, 64, 65] and modeled the results geometrically. By calculating the intersection
between the dendritic distributions of a given MC and GC, we could extrapolate the
average number of synapses for the cell pair and in turn calculate a probability of
synapsing. After constructing spatial distributions of MCs and GCs in the OB, we
sampled the synapse probability for each MC-GC pair to build a large-scale network
constrained by the anatomy and featuring a realistic ratio of GCs to MCs [3]. We
modeled each cell using the dynamical systems theory developed by Izhikevich, thus
reproducing realistic cellular spiking patterns [21, 22, 39, 40]. The resulting network
was tractable: a network with nearly 20,0000 units could be simulated for tens of
thousands of steps (several seconds of real time) in a few hours on a conventional
laptop; parallelizing on a server will divide simulation time by roughly the number of
processors used.
Our model reproduced important empirical features of the OB, including differential connectivity patterns among sister and non-sister MCs, decorrelation over short
timescales, as well as theta, beta and gamma oscillations in the local field potential
(LFP). The model makes the surprising, and testable, prediction that cortical feedback inhibition of MCs via GCs is a network property largely independent of which
GCs are targeted, an observation with consequences for our understanding of how
context modulates odor representations [19, 26, 66–73], and for theories of the functional purpose of granule cell neurogenesis [4, 17, 50, 55]. The model also predicts
that beta and gamma oscillations, which are implicated in numerous theories of odor
coding and decoding [74–77], are network properties intrinsic to the bulb that can be
modified, suppressed, or enhanced by the density of granule cell activity [43, 52, 63].

7

2.3. Results
2.3.1. Deriving the probability of synapse
To establish the probability that a particular mitral cell (MC) and granule cell (GC)
form a synapse, we first determined the average number of synapses between that
pair. Unlike most neurons, MCs and GCs of the olfactory bulb (OB) form synapses
between dendrites, specifically between MC lateral dendrites, which extend out from
the soma along the contour of the bulb, and GC dendritic spines, small ellipsoid
protuberances off the GC dendrite [78, 79]. The dendritic trees of these cells have
stereotypical shapes, so we approximated the OB as a flat 3-dimensional space, and
used simple geometric forms to represent the mean spatial distributions of these trees.

Figure 2.1: Calculating the MC lateral dendritic density We utilized camera lucida
images of MCs to calculate the total amount of dendrite within circles of increasing radii
and found that this quantity was well fit by an equation α tan−1 (kr + β) + C (mock MC
shown). The equation for the density of lateral dendrites ρm (r) was derived from this. For
example, a cell image from [65] was well fit by the function with α = 66, 270, k = 0.002609,
β = −1.159, and C = 55, 010 (r2 value = 0.9998).
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2.3.2. Mitral cell lateral dendritic density
Analyzing camera lucida drawings of mitral cells from [64] and [65], we fit a function
of the following form for the total dendritic length contained within a circle of radius
r (Fig. 2.1):
f (r) = α tan−1 (kr + β) + C

(2.1)

Then by default:
f (0) = α tan−1 (β) + C = 0
and:
β = tan(−C/α)
So Eq 2.1 becomes:
C
f (r) = α tan−1 (kr − tan( )) + C
α
where r ∈ [0, rmax ] and

C
α

(2.2)

∈ [0, π2 ). Replacing for convenience C with mα, Eq 2.2 then

becomes:
f (r) = α tan−1 (kr − tan(m)) + mα

(2.3)

with m ∈ [0, π2 )
Now for an annulus of thickness , the ratio of the additional length of dendrite
encapsulated in the annulus to the area of the whole annulus is:

ρm (r) =

f (r + ) − f (r)
(2πr + π)

In the limit as  goes to zero, we see that this equation simply becomes:

ρm (r) =

9

1 df
2πr dr

Plugging in f (r), Eq 2.3 for the dendritic density finally becomes:

ρm (r) =

αk/2πr
1 + (kr − tan(m))2

(2.4)

α, k, and m are defined in terms of the variables γ, ξ, and the maximum radius
rmax . γ v Uniform(0.2, 0.3) describes the fraction of rmax where the maximum of

df
dr

df
dr

at

occurs. ξ v Uniform(1/3, 4/5) represents the fraction of the maximum value of

r = 0. Additionally, we assume that the total length of dendrite L for a given MC is
proportional to the area of that MC’s dendritic field, such that:

2
L = wπrmax

(2.5)

where we set w v Uniform(0.00255, 0.00510) for each MC. Then, since the maximum
value of

df
dr

is αk and occurs at r = tan(m)/k, it follows that:
tan(m)
krmax
1
ξ=
1 + tan(m)2
γ=

(2.6)
(2.7)

and the values of m, k, and α can be re-expressed as:
r

1
− 1)
ξ
tan(m)
k=
γrmax
L
α=
−1
tan (krmax − tan(m)) + m
−1

m = tan (

10

(2.8)
(2.9)
(2.10)

2.3.3. Granule cell spine density
The equation of spine density (in spines per unit volume) is defined as:

ρg (z) =

Ns (z)
πr(z)2

(2.11)

For z ∈ (z0 , zmax ], where zmax and z0 are the maximum height and bottom of the dendritic tree respectively. r(z), the radius as a function of height, was simply determined
using similar triangles:
r(z) =

rmax
(z − z0 )
zmax − z0

(2.12)

Ns (z), which describes the linear spine density as a function of height, was assumed
a parabola as an approximation of the linear spine densities found in [39] and [64]:

Ns (z) = −a(z − z0 )(z − zmax )

(2.13)

Where a is a constant to be determined as follows. Since Ns (z) is subject to the
constraint:
Z

zmax

Ns (z)dz = S
z0

where S is the total number of spines on the cone, then:

a=

6S
(zmax − z0 )3

(2.14)

And Eq 2.13 thus becomes:

Ns (z) =

−6S
(z − z0 )(z − zmax )
(zmax − z0 )3
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(2.15)

Ultimately, substituting in Eq 2.12 for r(z), Eq 2.15 finally becomes:
−6S
ρg (z) = 2
πrmax (zmax − z0 )



z − zmax
z − z0


(2.16)

2.3.4. Calculating the overlap MC dendritic length L
We defined the average number of synapses between a MC-GC pair as the average
number of GC spines within sufficient proximity to the lateral dendrites of an MC to
establish synapses. We first calculated the length L of MC lateral dendrites present in
the overlap between the MC and GC dendritic trees by integrating the MC dendritic
density over the area of intersection between the two trees:
ZZ

Z
ρm (r)dA =

L=
A(zm )

ρm (r)rdrdθ

(2.17)

A(zm )

Where A(zm ) is the area of intersection between the MC disk and the GC cone at the
disk’s height zm , and ρm (r) is equation 2.4. Calculating this integral is dependent on
s, the distance between the center of the MC field and the GC field, as well as on rm ,
the radius of the MC, and rg , the radius of the GC at zm , the MC height and thus
the height of the intersection. Below we detail how the integral changes as the two
fields are drawn closer together.
For all cases, if s ≥ rg + rm , or if zm is out of range of the GC cone (i.e. the MC and
GC do not overlap), then by default (Fig. 2.2A):

L=0

12

(2.18)

Again for all cases, if

p 2
2 ≤ s < (r + r ), then (Fig. 2.2B):
rg + rm
g
m
Z

µ

Z

rm

ρm (r)rdrdθ

L=2
0

(2.19)

g(θ)

where:
µ = cos−1 (

2
rm
+ s2 − rg2
)
2rm s

(2.20)

and:
q
g(θ) = s cos(θ) − rg2 − s2 sin2 (θ)

(2.21)

the latter of which is just the equation in polar coordinates for a circle a distance s
from the origin. Since the problem is symmetric, we multiplied the integral by 2 and
integrated from 0 rather than integrate from −µ to µ. Note that we adopted this
strategy for all integrals except the case where the GC field overlapped the center of
the MC field, in which case we integrated over all θ (see below).
Moving forward, the integrals depended on the relative sizes of rg and rm , so below we
consider the relevant cases separately. Before continuing, we must define two further
quantities:
γ = sin−1 (rg /s)

(2.22)

and
0

g (θ) = s cos(θ) +

q

rg2 − s2 sin2 (θ)

(2.23)

where the latter is again the equation in polar coordinates for a circle a distance s
from the origin, but integrated in the opposite direction from g(θ).

13

Figure 2.2: Overlap equations valid for all sizes of MC and GC MC is in red, GC
in green. O marks the origin, and s represents the distance between the centers of the two
cells. (A) If the two cells do not overlap, then by default L = 0 (B) If the GC center
overlaps with the MC but is not closer than the hypotenuse of the right triangle formed by
the MC radius rm and the GC radius rg , the overlap is calculated by integrating θ from 0
to µ and r from the GC radius g(θ) to the MC radius rm .

Case 1: rm ≥ 2rg

If rm − rg ≤ s <

p

2 , then (Fig. 2.3A):
rg2 + rm

Z

µ

Z

rm

L=2

Z

γ

Z

ρm (r)rdrdθ +
0

g(θ)

!

g 0 (θ)

ρm (r)rdrdθ
µ

(2.24)

g(θ)

If rg ≤ s < rm − rg , then (Fig. 2.3B):
Z

γ

Z

g 0 (θ)

L=2

ρm (r)rdrdθ
0

g(θ)
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(2.25)

If 0 ≤ s < rg , then (Fig. 2.3C):
Z

2π

Z

g 0 (θ)

L=

ρm (r)rdrdθ
0

(2.26)

0

Case 2: 2rg > rm ≥ rg

If rg ≤ s <

p 2
2 , then (Fig. 2.4A):
rg + rm
Z

µ

rm

Z

Z

γ

ρm (r)rdrdθ +

L=2

ρm (r)rdrdθ

g(θ)

0

!

g 0 (θ)

Z

µ

(2.27)

g(θ)

If rm − rg ≤ s < rg , then (Fig. 2.4B):
µ

Z

rm

Z

π

Z

Z

ρm (r)rdrdθ

ρm (r)rdrdθ +

L=2
0

µ

0

!

g 0 (θ)

(2.28)

0

If 0 ≤ s < rm − rg , then (Fig. 2.4C):
Z

2π

Z

g 0 (θ)

ρm (r)rdrdθ

L=
0

(2.29)

0

Case 3: rg > rm

If rg ≤ s <

p 2
2 , then (Fig. 2.5A):
rg + rm
Z

µ

Z

rm

L=2

Z

γ

Z

ρm (r)rdrdθ +
0

g(θ)

ρm (r)rdrdθ
µ
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!

g 0 (θ)

g(θ)

(2.30)

Figure 2.3: Overlap equations for Case 1 MC is in red, GC in green. O marks the
origin, and s represents the distance between the centers of the two cells. (A) The GC field
is closer than the hypotenuse of the right triangle formed by the MC radius rm and the GC
radius rg but is not entirely within the MC field, so two integrals must be performed. The
first is the same as in Fig. 2.2B. The second involves integrating θ from µ to γ and r from
g(θ) to g 0 (θ) (i.e. from one end of the circle to the other). (B) The GC field is completely
contained within the MC field but does not overlap the center of the MC field at the origin,
so the integral goes from 0 to γ for θ and from g(θ) to g 0 (θ) for r. (C) The GC field is
completely contained within the MC field and overlaps with the MC field center, so the
integral is over all θ and from 0 to g 0 (θ) (or g(θ) for r.

16

Figure 2.4: Overlap equations for Case 2 MC is in red, GC in green. O marks the
origin, and s represents the distance between the centers of the two cells. (A) The GC field
is closer than the hypotenuse of the right triangle formed by the MC radius rm and the
GC radius rg but does not cross the MC field center at the origin, so two integrals must be
performed. The first is the same as in Fig. 2.2B. The second involves integrating θ from µ
to γ and r from g(θ) to g 0 (θ) (i.e. from one end of the GC to the other). (B) The GC field
overlaps the center of the MC field at the origin but is not yet completely within the MC
field, so two integrals must be performed for before and after µ, the angle where the MC
and GC field intersect. The first is over θ from 0 to µ and over r from 0 to rm . The second
is from µ to π for θ and from 0 to g 0 (θ) for r. (C) The GC field is completely contained
within the MC field and overlaps with the MC field center, so the integral is over all θ and
from 0 to g 0 (θ) (or g(θ)) for r.
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If rg − rm ≤ s < rg , then (Fig. 2.5B):
Z

π

g 0 (θ)

Z

L=2

Z

µ

Z

ρm (r)rdrdθ

ρm (r)rdrdθ +
µ

0

!

rm

0

(2.31)

0

If 0 ≤ s < rg − rm , then (Fig. 2.5C):
Z

2π

Z

rm

ρm (r)rdrdθ

L=
0

(2.32)

0

2.3.5. Calculating the probability of synapse
In order to account for the 3-dimensional nature of potential interactions between
MC and GC, we converted the overlap dendritic length L into an equivalent volume
by assuming the lateral dendrites to be cylinders of radius around 0.63 µm [40]. We
then defined the volume of interest to be the cylindrical sheath of thickness dshell
surrounding the lateral dendrite, with dshell = 1.02 µm, the effective diameter of a
spine [79] (Fig 2.6B). The volume of this sheath was then:

2
V = π((dshell + rdendrite )2 − rdendrite
)L = qπL

(2.33)

with q = 2.32 µm2 .
The density of GC spines in this volume was ρg (zm ), under the simplifying assumption
that it was constant throughout the sheath volume. Thus, the expected number of
spines in this volume, and by our definition synapses, is just:

λ = ρg (zm )V = qπρg (zm )L

(2.34)

Because most MC-GC pairs make only one synapse [79], we used a Poisson distribu-

18

Figure 2.5: Overlap equations for Case 3 MC is in red, GC in green. O marks the
origin, and s represents the distance between the centers of the two cells. (A) The GC field
is closer than the hypotenuse of the right triangle formed by the MC radius rm and the
GC radius rg but does not cross the MC field center at the origin, so two integrals must
be performed, the same as in Fig. 2.4A. (B) The GC field overlaps the center of the MC
field at the origin but does not yet completely cover the MC field, so two integrals must
be performed for before and after µ, the angle where the MC and GC field intersect, the
same as in Fig. 2.4B (C) The MC field is completely contained within the GC field so the
integral is over all θ and from 0 to rm for r.
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tion to calculate the probability of synapse from the expected number of synapses.
If multiple synapses form, they are treated as a single effective synapse. Thus, the
probability of synapsing is:

P (synapse) = P (Nsynapse 6= 0) = 1 − exp (−λ)

(2.35)

Sample probability curves are shown in (Fig. 2.6C).

2.3.6. Cell placement
To spatially distribute MCs and GCs, we modeled the OB as a thin circular cylinder
with area A and thickness θ subdivided into parallel layers based on OB anatomy
[2]. MC disks were distributed in the topmost layer of our model, the equivalent
of the external plexiform layer (EPL), where interactions between GCs and MCs
occur [1]. The number and location of these MCs was determined by their glomeruli,
which are conglomerations of the apical dendrites of MCs. These glomeruli existed
in the eponymous glomerular layer (not modeled) above the EPL, and we assumed
that projections of these glomeruli onto the EPL were distributed randomly in the
x-y plane, an easily relaxed assumption if future connectomic studies provide finer
information. We calculated from data the overall area density of glomeruli in the
OB (see Section 2.4), so the number of glomeruli for a given OB space was just this
density multiplied by the area A. Each glomerulus was randomly assigned between
15 to 25 MCs, whose disk centers were randomly scattered in the x-y plane around
that glomerulus’s projection, with distance from the glomerular projection drawn
from a truncated logistic distribution fit to data from [35] (Fig. 2.S1). MCs were also
divided into type I and type II subgroups (2:1 ratio), which differ in where in the
EPL their lateral dendrites ramify [1, 64, 65]; thus the z-position of each MC in our
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Figure 2.6: Schematic of the OB model and connectivity algorithm (A) Our model olfactory bulb (OB) has
three layers: the external plexiform layer (EPL), mitral cell layer (MCL), and internal plexiform layer (IPL), each
with a specified thickness.We modeled mitral cells (MCs) as flat disks with radius rm (indicated in red), placed at
at a height zm in the EPL. We modeled granule cells (GCs) as inverted oblique circular cones (indicated in green),
with bottom vertex at z0 in the MCL or IPL, and top face at zmax in the top half of the EPL; the radius of the top
face was rmax . By integrating the MC lateral dendrite density ρm (r) over the area of intersection A(zm ) between the
MC disk and GC cone, we calculated the length of MC lateral dendrite contained in the overlap. (B) By treating
the lateral dendrites as cylinders, we calculated the potential volume of interaction between MC lateral dendrite and
GC spines around the length of MC lateral dendrite in the overlap. Presuming that GC spines are roughly evenly
distributed at any given height along the cone, such that the spine density ρg depends only on z, and that this density
is roughly constant, the expected number of spines in the interaction volume (which we treat as equivalent to the
expected number of synapses) is ρg (z) multiplied by the volume. (C) Sample probability curves for different MC/GC
pairs, using the expected number of synapses as the mean of a Poisson distribution.
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model depended on its type assignation. The radius of an MC disk was drawn from a
uniform distribution between 75 and 800 µm, based on measurements of MC images
from [40].
Once we placed the MCs, we added GCs. GCs can be divided into two major types
based on where in the EPL their trees principally spread: the aptly named superficial
and deep GCs, which are thought to interact primarily with tufted cels (TCs) and
MCs, respectively [39, 80]. Since our excitatory population consisted of MCs, we only
included deep GCs, although superficial GCs and TCs could easily be modeled too
(see Discussion).
The vertices of the previously described GC cones were distributed uniformly randomly in the x-y plane of the OB space. We used images of GCs from [39] to roughly
determine the bounds of GCs in the z-direction. The bottom vertex of the cone either
inhabited the mitral cell layer (MCL), which lies directly below the EPL, or the internal plexiform layer (IPL), which is below the MCL and constituted the bottom-most
layer of our model. Meanwhile, the top face of the cone was confined to the top half
of the EPL, and the xy-position of its center was located a random distance away
from the xy-position of the bottom vertex (i.e. potentially making the cone oblique).
For simplicity, we drew the total number of spines S for a particular GC from a
uniform distribution determined by the cone’s volume. However, because only spines
in the EPL are relevant for forming synapses with MCs, we limited the number of
possible synapses each GC could make (Savailable ) to the total number of spines present
in the EPL, which could be found by integrating Ns (z) from the bottom of the EPL
to the maximum height of the cone:
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Z

zmax

Savailable =

Ns (z)dz

(2.36)

θIPL +θMCL

2.3.7. Network generation
To generate the network, we added GCs individually and compared with each MC
to determine, via the equations above, whether a synapse would exist between that
pair. To account for preexisting synapses that an MC might already have (since spines
corresponding to those synapses occupy space in the interaction volume surrounding
the MC lateral dendrites), we weighted the calculated volume V = qπL for that MCGC pair by the ratio of the volume of unoccupied interaction space to the volume
of total interaction space on that MC, assuming for simplicity that the preexisting
synapses are distributed evenly along the length of the dendrites:

Veff = V

Nps Vspine
1−
Vtot


(2.37)

Here Nps is the number of preexisting synapses, Vtot is the total volume of interaction
space on the MC, and Vspine = 0.58 µm3 is the average volume of a spine [79]. We
used Veff in Eq. 2.34 to determine the average number of spines and in turn the
probability of synapse. We repeated this for each MC (whose order is shuffled for
each new GC to avoid bias) until every MC in range has been tested. If the number of connections exceeded the maximum number of synapses allowed for that GC,
we retained a random subset of those connections with size equal to the number of
available synapses, and removed the remnant. Since the network generation was probabilistic, it was unlikely but not impossible that a GC would be disconnected from
all mitral cells and thereby not contribute to the network. Thus, we generated GCs
23

Figure 2.7: Sample voltage traces (A) Sample voltage trace of an MC. Input was 200
pA direct current. (B) Sample voltage trace of a GC. Input was 45 pA direct current.

individually, discarding those that were disconnected from all mitral cells, until we
reached a target number of GCs, which we calculate to be 15 deep GCs per MC based
on current estimates of cell numbers in the OB [3]. Thus, we generated a model OB
of radius 600 µm (area 1.13 mm2 ) containing a network of 3,550 MCs and 53,250 GCs.

2.3.8. Single cell dynamics
To explore network function we modeled individual MCs and GCs as dynamical systems described by the Izhikevich equations [21, 22]:

C

dv
= k(v − vr )(v − vt ) − u + I
dt
du
= a(b(v − vr ) − u)
dt

with spike reset:
If v ≥ vc , then




v ← c


u ← u + d
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(2.38)
(2.39)

Figure 2.8: Frequency-current curves Frequency-current (f-I) curve for an MC (A) and
a GC (B). Each cell was simulated with the given parameters in Table 2.1, receiving direct
current for 1 second of in-simulation time per current density.

where v is the membrane potential; u is a recovery current; vr is the resting potential;
vt is a threshold; vc is a cutoff; I is an external current; and a, b, c, d, and k are free
parameters.
We selected parameters to model class II behavior of MCs [81] and to establish realistic f − I curves [40] (Fig. 2.8A). Following conductance based models [36, 38], we
took GCs to be integrators [21, 22]. Other work suggests that some GCs may display
resonator properties, including subthreshold membrane potential oscillations [82, 83],
but the very low oscillation frequency may make them irrelevant to excitability classification [22], especially since some GCs appear to be entirely non-resonant [82]. So,
b < a in the Izhikevich model; additionally, by assuming b to be negative, we could
take advantage of the following equations to calculate b and k [22]:

b=

vr − vt + 4Rρ
4R2 ρ
1
k=
4R2 ρ
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(2.40)
(2.41)

Internal parameters (mean values)
Variable
Mitral cell
Granule cell
−1
k (nS(mV) )
2.5
0.067
a (ms−1 )
0.02
0.01
b (nS)
12
-0.133
c (mV)
-70
-75
d (pA)
13
2
vr (mV)
-58
-71
vt (mV)
-49
-39
vc (mV)
30
25
C (pF)
191
48
Table 2.1: Parameters for single cell internal dynamics
where R is input resistance and ρ is the rheobase (minimum DC current to produce
spikes). We chose the remaining parameters to match a realistic f − I curve from [39]
(Fig. 2.8B). The parameter values are given in Table 2.1. We drew parameters from a
normal distribution with standard deviations equal to 1/10 of each mean, except for
b and k for GCs, which we drew from normal distributions with standard deviations
equal to 2/3 of the mean to satisfy the constraint that b < 0 while achieving a range
of rheobases between 10 and 70 pA, and input resistances between 0.25 and 1.5 GΩ.

2.3.9. Synaptic dynamics
We modeled dendrodendritic synapses for MC-GC pairs as NMDA and AMPA receptors on GCs, and GABA receptors on MCs. The synaptic AMPA current was

IAMPA (t) = s(t) gAMPA (V (t) − Ee )

(2.42)

where gAMPA is the conductance, s(t) is a gating variable representing the fraction
of open channels, V (t) is the voltage of the recipient cell, and Ee = 0 mV is the
excitatory reversal potential. For GABA receptors, we also noted that inhibitory
signals from the cell periphery degrade as they propagate to the soma [84], which
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Figure 2.9: MC-GC interactions in the model (A) When an MC spikes (MC with
blue ring), the gating variables of GC AMPA and NMDA receptors increase at the synapses
between that MC and all connected GCs. In turn, the gating variables of MC GABA
receptors increase by a small amount at the synapses between the connected GCs and their
subsequent connected MCs (B) When a GC spikes (GC with blue ring), the gating variables
of MC GABA receptors increase at the synapses between that GC and all connected MCs.

we described as an exponential decay. Including this decay, we modeled the GABA
current as
L
IGABA (t) = s(t) gGABA (V (t) − Ei ) exp(− ) ,
λ

(2.43)

where Ei = −70 mV is the inhibitory reversal potential, L is the distance between
the MC center and the synapse, λ is a length constant, and other parameters were as
for AMPA. The network generation did not identify MC-GC synapsse locations, so
we chose points sampled randomly from the overlap between each MC and GC.
For NMDA receptors, we used [85]:

INMDA (t) = s(t)

gNMDA (V (t) − Ee )
1+

[Mg2+ ] exp (−0.062V (t))
3.57

(2.44)

where the additional term in the denominator describes the magnesium block, with
[Mg2+ ] assumed to be 1 mM [86].
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The AMPA and GABA gating variables evolved as in [23]:
dsX
−sX
=
,
dt
τX

(2.45)

where X = GABA or AMPA. The NMDA dynamics follows
dsNMDA
−sNMDA
=
+ αn(1 − sNMDA ) ,
dt
τNMDAdecay
dn
−n
=
.
dt
τNMDArise

(2.46)

MC activation at reciprocal MC-GC synapses caused excitatory glutamate release
onto NMDA and AMPA receptors on GCs, while GC activation caused inhibitory
GABA release onto GABA receptors on MCs [87, 88]. Thus, when an MC spiked, the
gating variables of GC NMDA and AMPA receptors at its synapses were updated as
(Fig. 2.9A, center GC):

sAMPA ← sAMPA + W (1 − sAMPA )
n ← n + W (1 − n) ,

(2.47)

where W = 0.5. To account for network-driven GC activity [37], GABA gating
variables of MCs indirectly connected to a spiking MC via shared GCs were also
updated (Fig. 2.9A, right MCs):

sGABA ← sGABA + κW (1 − sGABA )

where 0 < κ < 1. When a GC spiked, the gating variables of MC GABA receptors
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Synaptic parameters (mean values)
Variable
Value
gAMPA (nS)
0.73
gNMDA (nS)
0.84
gGABA (nS)
0.13
κ
0.006
τAMPA (ms)
5.5
τNMDArise (ms)
10
τNMDAdecay (ms)
80
τGABA (ms)
18
λ (µm)
675
α (ms−1 )
0.1
Table 2.2: Synaptic parameters
at its synapses were updated as (Fig. 2.9B):

sGABA ← sGABA + W (1 − sGABA )

For each cell, the synaptic input at any time was the sum of the currents for its
receptors at all synapses (NMDA and AMPA for GCs, GABA for MCs). We derived
time constants τ and α from data [87], and tuned conductances and κ to reproduce
lateral inhibition results from [89] as faithfully as possible. We calculated the length
constant λ from the formula in [84] for the diameter of dendrite used in the connectivity algorithm (d = 1.26 µm). Parameters are in Table 2.2.

2.4. Spatial distributions for cell placement
We measured the average thickness of the external plexiform layer (EPL), mitral cell
layer (MCL), and internal plexiform layer (IPL) from camera lucida images in supplementary material from [39] and [40]:
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Layer

Thickness (in µm)

EPL (θEPL )

131

MCL (θMCL )

36

IPL (θIPL )

27

Total (θ)

194

Table 2.3: Olfactory bulb layer thicknesses

Glomerular density and distribution
For the purpose of calculating the area density of the glomerular projections (henceforth referred to as simply ’glomeruli’) on the EPL, we assumed the EPL to be a
flat (with thus no difference in the surface areas of the top and bottom surfaces),
3-dimensional space with a volume of around 1.5 mm3 [90]. We also assumed the
thickness of the EPL to be uniform (although in general there is considerable variation in thickness over the bulb), and so by dividing this volume by θEPL , we arrived
at an area of 1.145 x 107 µm2 . We assumed 1800 glomeruli per olfactory bulb [91, 92],
leading to an area density ρglom of 157 glomeruli/mm2 . Thus, for the network, ρglom πrc2
glomeruli were placed uniformly randomly in the x-y plane within a radius of rc .

Mitral cell distribution
A number of MCs drawn from Uniform(15, 25) was placed around each glomerulus.
For a glomerulus located at (xglom , yglom ), the location of one of these MCs in the x-y
plane was (xglom + r cos θ, yglom + r sin θ), where r (in µm) v Logistic(µ = 78.4, s =
23.1) for r ∈ [0, 300] [35], and θ v Uniform(0, 2π). The radius of each MC was drawn
from Uniform(75, 800).
MCs were either assigned as type I with

2
3

30

probability or type II with

1
3

probability

[1]. The z-positions for each cell type were drawn from the following distributions:

z-position

Type I

Type II

θIPL + θMCL +

θIPL + θMCL +

Uniform(0, 21 θEPL )

Uniform( 25 θEPL , 45 θEPL )

Table 2.4: Mitral cell z-position distributions

Granule cell distribution
We specifically modeled deep granule cells, which preferentially interact with mitral
cells [39]. GCs were distributed randomly in the xy-plane such that the x and y positions of their bottom vertices were distributed uniformly randomly. The maximum
radius, top and bottom z-positions, and xy-distance of the center of the top face from
the bottom vertex were drawn from the following distributions (in µm):

N (83, 28)

Maximum radius (rmax )

for r ∈ [30, 160]

Bottom z-position (vertex)

Uniform(0, θIPL + θMCL )
θIPL + θMCL +

Top z-position (face)

Uniform( 12 θEPL , θEPL )

Vertex to face-center projection distance

Uniform(0, 50)

Table 2.5: Granule cell spatial distributions

Finally, the number of spines S was drawn from a uniform distribution with bounds
determined by the volume of the cone. The equation of the bounds was of the form:

a tan−1 (bV )
31

(2.48)

where V is the volume. For the lower bound, a = 39.31 and b = 1.043 ∗ 10−5 , while
for the upper bound, a = 357.7 and b = 2.653 ∗ 10−6 .
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2.5. Supplemental Figures

Figure 2.S1: Distribution of sister MCs about a glomerulus Distribution of sister
MC somata with relation to their parent glomerulus from [35]. This distribution was well
)) + 1/(1 + exp ( m
fit by a logistic function of the form 1/(1 + exp ( −(x−m)
s
s )), with m = 78.4
2
and s = 23.1 (r value = 0.998), and the constant term forcing the function through the
origin, since we assume that no MCs are encapsulated by a circle of radius 0.
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CHAPTER 3 : Determining the relationship between connectivity
and dynamics in the olfactory bulb
This section is adapted from:
Kersen, D.E.C., Tavoni, G. and Balasubramanian, V. Connectivity and dynamics in
the olfactory bulb. In submission.

3.1. Abstract
The model, whose method of construction and simulation we detail in Chapter 2,
is capable of demonstrating known biological characteristics of the OB. Notably, it
reproduces known connectivity between sister vs. non-sister mitral cells; measured
patterns of lateral inhibition; and theta, beta, and gamma oscillations. The model
in turn predicts testable relations between network structure, lateral inhibition and
odor pattern decorrelation; between the density of granule cell activity and LFP oscillation frequency; how cortical feedback to granule cells affects mitral cell activity;
and how cortical feedback to mitral cells is modulated by the network embedding.
Additionally, the methodology we describe here provides a tractable tool for other
researchers.

3.2. Introduction
Our model reproduces important empirical features of the OB, including differential
connectivity patterns among sister and non-sister MCs, patterns of lateral inhibition,
as well as theta, beta and gamma oscillations in the local field potential (LFP). The
model makes the surprising, and testable, prediction that cortical feedback inhibition
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of MCs via GCs is a network property largely independent of which GCs are targeted,
an observation with consequences for our understanding of how context modulates
odor representations [19, 26, 66–73], and for theories of the functional purpose of granule cell neurogenesis [4, 17, 50, 55]. The model also predicts that beta and gamma
oscillations, which are implicated in numerous theories of odor coding and decoding
[74–77], are network properties intrinsic to the bulb that can be modified, suppressed,
or enhanced by the density of granule cell activity [43, 52, 63].

3.3. Results
3.3.1. Sister mitral cells are weakly correlated in the network
We asked what our local connection rules predicted for global network features such
as MC to GC connectivity and vice versa. The distribution of MC connectivity to
GCs was well fit by an exponential (Fig. 3.1A, top), as were individual type I and type
II distributions (Fig. 3.1A, bottom). However, type I MCs connected to more GCs
than their type II counterparts, likely because type II MC dendrites ramify higher in
the EPL and thus overlap less with deep GC dendritic baskets. The distribution of
GC connectivity to MCs was well fit by a skewed normal distribution (Fig. 3.1B; see
Methods). These structural predictions can be tested as bulb connectomes become
available. We also found that sister MCs, i.e., MCs connected to the same glomerulus, connected to more of the same GCs than non-sister MCs, but, surprisingly, this
overlap was low (mean = 0.13) (Fig. 3.2). This predicts that sister MCs, despite
originating in the same glomerulus, will have distinct lateral dendrite synaptic patterns consistent with [35], and will encode odors non-redundantly, perhaps explaining
findings in [34, 93].
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Figure 3.1: Connectivity statistics of the network (A) Top: Distribution of MCs
by number of connected GCs, black line = exponential fit (mean 1225.8; χ2 = 124.52,
p < 10−14 ). Bottom: Distribution of type I (left) and II (right) MCs by number of connected
GCs. Black line for type I MCs = exponential fit (mean 1426.0; χ2 = 139.1, p < 10−22 ).
Black line for type II MCs = exponential fit (mean 818.7; χ2 = 39.9, p = 0.022). (B) Distribution of GCs by number of connected MCs. Black line = skewed normal fit (parameters
α = 15.2, ξ = 13.0, ω = 85.5; χ2 = 501.1, p < 10−83 ; see Methods for definition of skewed
normal)
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Figure 3.2: Sister MCs are more interconnected than non-sister MCs, but still
have largely independent connectivity patterns Distribution of fraction of connected
GCs shared with another MC for non-sister (left) and sister (right) MCs.

Network oscillations and granule cell inhibition
There are prominent local field potential (LFP) oscillations in the OB, with different
frequencies associated to specific aspects of olfaction, e.g., fine odor discrimination
and associative learning [75]. Thus, we tested whether respiratory baseline and odor
input produced oscillations and in what range. MCs received Poisson inputs with
time-varying rates [94] from olfactory sensory neurons (OSNs) activating 100 synapses
per MC, each with an NMDA and AMPA receptor modeled as Eqs. (2.45-2.46), albeit
with conductances and time constants based on [95] (Table 3.1). For each synapse, a
spike input caused the NMDA and AMPA gating variables to increase as in (2.47).
To simulate respiratory baseline, we modeled the Poisson rate r(t) for the external
inputs as
r(t) =

rmax rmax
+
(sin (2πf t − φ) + 1)
3
3

(3.1)

with f = 2 Hz, representing respiratory rate. To determine rmax we drew xg uniformly
from 0 to 0.25 Hz for each glomerulus; then for each sister MC of this glomerulus,
we drew rmax from a Gaussian (mean xg , standard deviation xg /10). Similarly, to
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Parameter
gAMPA (nS)
gNMDA (nS)
τAMPA (ms)
τNMDArise (ms)
τNMDAdecay (ms)
α (ms−1 )

Value
6.7
12
14.3
13
70
0.03

Table 3.1: External input parameters to MCs for LFP experiments
determine the phase φ, we first drew pg uniformly from 0 to 2π for each glomerulus
since phases of non-sister MCs are highly uncorrelated [93]. Then for each MC in a
glomerulus we drew φ from a Gaussian (mean pg , standard deviation π/4) reflecting
variability among sister MCs [93].
To simulate odor input, we increased respiratory rate to 6 Hz to represent sniffing
and normalized r(t) to be stronger:

r(t) =

rmax rmax
+
(sin (2πf t − φ) + 1) .
2
4

(3.2)

We selected 0.2 of the glomeruli to receive odor input and resampled rmax for all MCs,
except that for odor-receiving glomeruli, xg was drawn uniformly between 2 and 3
Hz, while for non-odor-receiving glomeruli, xg was drawn uniformly between 0 and
0.25 Hz; φ was resampled as before.
We used [96, 97] to calculate LFPs:

φ(re , t) =

S
X
Is,AMPA (t) + Is,NMDA (t) + Is,GABA (t)
s=1

4πσ|re − rs |

(3.3)

where for each synapse s, rs is the location, Is,X (t) is the current through a receptor
type, and σ is extracellular conductivity (1/300 Ω−1 cm−1 ). Here, re is the “electrode”
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Figure 3.3: A network with a 15:1 GC:MC ratio exhibited beta oscillations with
odor presentation (A) A network with a 15:1 GC:MC ratio and respiratory input exhibited LFP oscillations at 7 Hz in the theta range (2-12 Hz) (B) Odor input to a subset of
glomeruli, caused oscillations at ∼15 Hz, in the lower beta range (15-40 Hz), in addition to
activity at 6 Hz, corresponding to respiration. Curves averaged from 10 trials; bars indicate
standard error.

location at the xy-center and halfway up the EPL. After filtering and selecting the
region of interest, we acquired the LFP power spectrum averaged across 10 trials (see
Methods).
During baseline respiration, the LFP oscillated at 7 Hz, in the theta range, consistent with data showing theta oscillations coupled to resting respiration [75] (Fig.
3.3A). During odor input, the LFP oscillated at 6 Hz, corresponding to sniff rate,
and at 15 Hz, in the beta range (Fig. 3.3B). This was surprising, since odor presentation is thought to produce gamma oscillations (35-100 Hz), due to activity at the
MC-GC synapse while beta oscillations are more commonly associated with cortical
feedback to the OB [43, 75]. However, given that a major role of cortical feedback
is to activate GCs [8], and that without such feedback, large segments of GCs are
tonically inactivated [3, 62, 98], we hypothesized that reducing the number of active
GCs to approximate tonic inhibition might produce gamma oscillations, especially
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Figure 3.4: A network with a 5:1 GC:MC ratio exhibits gamma oscillations with
odor presentation (A) A network with a 5:1 GC:MC ratio and respiratory input exhibits
LFP oscillations at 7 Hz in the theta range (2-12 Hz) (B) Odor input additionally causes
oscillations with a broad frequency peak around 40-55 Hz, in the gamma range (35-100
Hz), in addition to activity at 6 Hz, corresponding to respiration. Curves averaged from 10
trials; bars indicate standard error.

since other computational studies demonstrating gamma have utilized lower GC:MC
ratios [41, 43]. Therefore we repeated the experiment with a GC:MC ratio set to

1
3

that of the full network. Indeed, odor presentation led to LFP oscillations peaking
around 40–55 Hz, in the gamma range (Fig. 3.4B). This suggests that overall activity
of the GC network, determined by a balance between tonic inhibition and excitatory
feedback, is a major determinant of whether the OB oscillates in the beta or gamma
ranges during odor presentation [99, 100]. This is in line with studies demonstrating
the importance of GC excitability to LFP oscillation frequency [43, 52, 63].

3.3.2. Lateral inhibition follows network architecture
It is believed that lateral inhibition by granule cells may be involved in gain control, synchronization of MC output, and decorrelation of odor representations [7,
60, 89, 101–105]. To ask how recurrent interaction between MCs and GCs varied
with distance, we first measured the number of GCs shared between pairs of MCs
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at around the same height in the EPL, and connected individually to similar number of GCs. This shared number decreased with distance following a relation of the
form a exp(−bxn ) (Fig. 3.5A), with n ∼ 1.5 intermediate between an exponential
and a Gaussian, leading us to anticipate that lateral inhibition between pairs should
be of similarly short range. To test, we selected MC pairs as above, and mimicked
the experimental methodology of [89], where we measured the firing rate of one MC
when (a) it alone was excited with direct current and (b) when the other MC of the
pair was also excited. We found that the decrease in firing rate of the first cell in
conditions (a) vs. (b) declined with separation between the pair and had a similar
short-range form to the relationship between MC separation and number of shared
GCs (Fig. 3.5B). For comparison, we built a second network with the same number of
cells and average MC-GC connectivity but with constant, distance-independent probability of connection for each MC-GC pair. In this second network, both the number
of shared GCs and magnitude of lateral inhibition were constant and independent of
distance (3.S1). This suggests that the assumption of random connectivity used for
simplicity in many studies [18, 49, 50, 52] leads to fundamentally different inhibitory
effects in the feedforward olfactory pathway.
Given that the magnitude of the decrease in firing rate for an MC produced through
lateral inhibition was relatively low (Fig. 3.5B) compared to the firing rate produced
through direct current stimulation of the MC alone (∼70 Hz), we were curious whether
the GC network in our model could effectively decorrelate odor patterns. To answer
this question, we generated a set of 6 odors, with odor 1 targeting glomeruli 1 through
30, odor 2 targeting 6 through 35, and so on, leading to an average overlap between
odors of ∼18 glomeruli; we then simulated our system receiving each of these odors.
We ensured that odor inputs for the overlapping glomeruli were delivered at the same
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Figure 3.5: Relationship between connectivity and the extent of lateral inhibition (A)
The number of shared GCs between pairs of MCs (n = 1436). MC pairs were partitioned based on
inter-cell distance into 12 bins each representing a 100 µm span. Each point represents the average
number of shared GCs of all MC pairs in a given bin and was placed halfway along the bin width,
with the bar representing standard error. The red curve is a fit of the form a exp(−bxn ), with x in
microns, a = 229.2, b = 1.721e-04 and n = 1.545. (B) Lateral inhibition strength decreases with
distance between MCs. MC pairs (n = 1436) were simulated with one and then both cells receiving
current input, and the resulting decrease in firing rate for the first cell was measured. MC pairs were
again partitioned based on inter-cell distance into 12 bins each representing a 100 µm span. Each
point represents the average decrease in firing rate of all MC pairs in a given bin and was placed
halfway along the bin width, with the bar representing standard error. The blue curve represents a
fit of the form a exp(−bxn ), with a = 11.08, b = 9.375e-06 and n = 1.976.

phase and strength, because input phase differences can already decorrelate responses,
and we were primarily interested in the specific role played by the GC network. We
measured the Pearson correlation of the MC firing rates induced by each odor within
sliding time windows of fixed duration. Afterward, we repeated the same experiment,
except with the GC network disabled by setting the GABA conductances on MCs
to zero (Fig. 3.6A). Then, for each condition we time-averaged the correlation after
the first sniff (by which point the system had equilibriated). Finally, we calculated
the difference between the odor-response correlations measured with and without the
granule cell network, and treated this as the amount of decorrelation induced by the
GC network. Without granule cells (black and grey lines in Fig. 3.6A), we found
that the MC output correlation reflected the number of overlapping glomeruli when
measured over long time windows, but was less correlated over short windows because
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of variations in spike timing for individual MCs determined by the dynamics. At short
timescales, we observed that the GC network had a small but significant decorrelating
effect, especially when the response correlation was measured in windows of <20 ms
(Fig. 3.6A,B). This is consistent with experiments showing that GCs primarily operate
along such timescales and produce decorrelation through alteration of spike timing
rather than gain control [106].

3.3.3. Network architecture shapes cortical feedback
GCs and MCs receive extensive cortical feedback, which plays a major role in shaping
odor representation as information is conveyed through the OB to cortex [6, 8, 9, 19,
25, 107, 108]. We thus asked how the arrangement of GCs in the network determined
the expression of this feedback in the OB. We first examined the effect of external
activation of the GC network on odor-receiving MC output, and how this effect varied

Figure 3.6: Odor decorrelation occurs at short timescales (A) Example of evolution of Pearson
correlation between model OB responses to two odors, each targeting 30 of 178 glomeruli (25 overlapping) over time, in the presence and absence of GC activity. Dark red/grey: GCs enabled/disabled
for 100 ms time window. Bright red/black: GCs enabled/disabled for 10 ms time window. (B) The
decrease in Pearson correlation was maximal for shorter timescales. We measured mean correlation
over the period after the first sniff ( 16 of a second) for networks with and without GCs, and then
calculated the difference of the two. The magnitude of decorrelation increased as the window size
decreased below 20 ms. Data averaged over n = 15 odor pairs, each odor activating 30 glomeruli,
and with varying overlap ranging from 5 to 25 glomeruli (average overlap = 18). Error bars =
standard error of the mean.
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Figure 3.7: Network architecture and effects of external feedback to the OB. (A) The effects of randomly
distributed, excitatory feedback to GCs depend on the OB network’s inherent connectivity and are relatively invariant
to the specific GCs targeted. We presented an odor to the network without and then with external feedback to GCs,
and measured the change in MC firing rate. For each feedback level, we ran three trials; the first two took place in
the same MC-GC network, but targeted non-overlapping sets of targeted GCs. The third trial took place in a second
network with the same MCs but a different spatial configuration of GCs. We computed the Pearson correlation for
successive time windows of length 10 ms between the vector of feedback-driven changes in odor-receiving MC firing
rates for the first two trials, in the same network (purple), and the first and third trial, in different networks (blue).
We found that even for small numbers of targeted GCs, the mean correlation over time was high for the same-network
trials despite targeting different sets of GCs, but was lower for the different-network trials. (B) MCs which connect
to the least GCs are most affected by direct excitatory feedback. We randomly distributed excitatory feedback to
20% of MCs during odor presentation and recorded the resulting change in firing rate. MCs with larger firing rate
increases tended to connect to a smaller number of GCs for both odor-receiving (red) and non-odor-receiving (dark
red) MCs. Vertical lines indicate standard error. Data compiled from n = 5 trials.

with the spatial pattern of GC activation. Thus, we targeted excitatory feedback
randomly to between 0.1%-20% of all GCs during presentation of an odor, and then
compared to simulations where no feedback was present. The first two trials used the
same network but targeted non-overlapping sets of GCs, in order to ascertain whether
the effect of feedback could be attributed to which set of GCs was targeted. In the
third trial, we performed the same experiment but in a different network which had
the same arrangement of MCs but a different configuration of GCs. We calculated
the change in odor-receiving MC firing rates with feedback for each trial and then
computed the correlation of these changes over time between the first and second trials
(same GC network) and between the first and third trials (different GC networks)
using a sliding window of length 10 ms and 50% overlap between windows.
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To our surprise, the particular arrangement of the feedback in terms of which GCs
were selected had little effect on which MCs were ultimately affected, since the average
correlation between trials in the same GC network (Fig. 3.7A, purple) was relatively
high even for small amounts of targeted GCs. Moreover, the average correlation
values between trials in different GC networks was significantly lower in comparison
(Fig. 3.7A, blue). Thus, our results suggest that a primary determinant of the effect
of cortical feedback on the bulb output is the network architecture of GCs, as opposed
to which of these cells are specifically targeted. This implies that theories of feedback
and neurogenesis in the bulb that rely on specific targeting of GCs and MCs [11, 17, 19]
may require additional components beyond the basic MC-GC network to be feasible.
We also examined how changes in MC firing rate due to direct positive feedback depended on the arrangement of GCs in the OB [109, 110], by first presenting the OB
with an odor, and then presenting the same odor with excicatory feedback current
to a randomly selected set of MCs. Repeating this experiment for different odors, we
found that cells whose firing rates increased the most with feedback were connected
to the least number of GCs, both for odor-receiving (Fig. 3.7B, red) and non-odorreceiving MCs (Fig. 3.7B, dark red). Thus, just as with GC feedback, the effect of
direct MC feedback also appears to depend on the particular architecture of the GC
network around MCs.

3.4. Discussion
The functions of the olfactory bulb, which reshape odor representations before they
are sent to cortex, emerge from the complex dynamics of a structured network of granule cells, mitral cells and other cell types. Computational models are necessary for
determining these collective dynamics, but are challenging to manipulate because of
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the size and complexity of the network. Many models navigate this challenge by building networks with a reduced number of neurons or GC:MC ratio [18, 41–43, 48, 51, 52]
and either random connectivity or simple distance-dependent functions to generate
connectivity [17, 18, 41–51]. These works have replicated several experimentally observed phenomena, such as LFP oscillations [41–44, 46, 49, 52], odor decorrelation
[50, 55, 103] and generalization [11], and even odor discrimination in complicated
environments [17]; moreover, they have offered potential mechanisms for the relationship between cortex and OB via processes such as feedback and neurogenesis
[11, 17, 19, 26, 54, 55].
However, the functional consequences of the anatomical constraints imposed by the
OB’s cellular morphology remain unclear. Thus, we developed a modeling approach
that employed geometry and dynamical systems theory to integrate realistic details
of single cell anatomy [1, 39, 40, 64, 65, 80] and physiology [39, 40, 81, 89], along with
empirical information about synaptic architecture [79], into a tractable, yet realistic,
computational model of the OB network. The model simulates the activity of tens of
thousands of cells on a standard laptop, and can be parallelized for greater speed. A
key advantage of the model is its extensibility: additional cells and their connections
could be added as shown here for MCs and GCs. This ease of making alterations
to the network may be of use, for example, in the study of GC neurogenesis, which
is known to play a crucial role in olfactory learning [4, 10, 15, 111–113]. One study
attending to anatomy in large-scale OB modeling is [114], whose authors simulated
individual lateral dendrites for each MC along a curved model of the OB, a level of
detail limiting the number of MCs to an order of magnitude fewer than in our model.
Their connectivity distributions for MCs to GCs and vice versa were Gaussian, while
ours are heavily skewed, with a low peak and a long tail (Fig. 3.1). We considered
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that this difference may arise because MCs residing near the edges of our flat OB
have curtailed lateral dendritic fields and hence presumably form fewer connections
with GCs, while the curved OB of [114] has a smaller edge for a given surface area,
leading to less skew. However, we found that periodic boundary conditions, which
lead to no curtailed dendritic fields, are still far from having Gaussian connectivity
(Fig. 3.S2). The key difference is likely that [114] assumed fixed MC-GC synapse
density per length along the MC lateral dendrites. The normal distribution of the
MC dendritic field in [114] then implies normally distributed connectivity. Our model
includes an additional spatial constraint: MCs “compete” for GCs since GCs each
have a limited number of spines. Thus MCs with the most favorable lateral dendritic
distributions for a given GC configuration form the most synapses, leading to the exponential distribution for MC connectivity. Indeed, if we counter-factually assumed a
fixed distance-independent probability of MC-GC synapses, our model also produced
normal connectivity distributions (Fig. 3.S1).
Functionally, these differences manifest in the effects of lateral inhibition. Our results
show that, statistically, lateral inhibition is more likely to be stronger over shorter
distances as a consequence of the shape of the network’s distance-dependent connectivity. In contrast, Migliore et al specifically demonstrate an example where MCs
which are far apart have a significant influence on each other’s firing. The appearance
of such long-range inhibition is unlikely in our anatomically grounded model which
uses a lower GC:MC ratio of 15:1 (unlike ratios between 20:1 and 100:1 in [114]), and
realistic statistics of dendritic connection (unlike fully connected dendrites in [114]).
It is conceivable that the prior synaptic tuning performed in [114] to simulate odor
learning may allow the sparser inhibitory connections in our model to have a stronger
long-range effect. Since we perform no such tuning and presume all synaptic strengths
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to be of roughly equal magnitude, the network’s natural, distance-dependent architecture determines lateral inhibition. Thus, network remodeling, whether through
synaptic plasticity [24] or neurogenesis [4] may be key to overriding the anatomical
constraints which would otherwise disfavor long-range interactions. This explanation
may also contribute to resolving conflicting reports of the extent of lateral inhibition
in the mammalian OB, with some experimental studies reporting that interactions
are at least partially short-range [115–118] consistent with our findings, and others
reporting distance-independent inhibition [119–121].
Our model predicts that with a realistic OB network topology and single cell response
physiology, gamma oscillations, classically associated with feedback-independent OB
activity after odor input [75], only appear with a lower active GC:MC cell ratio
than the anatomical proportion. At the full ratio, we see beta oscillations, more
commonly associated with activation of cortical feedback to the bulb during odor
input [75], an effect that we did not explicitly model. Our results are consistent with
previous experiments and models [43, 52, 63] which suggest that gamma oscillations
appear when GC activity is reduced due to a lower baseline excitability than suggested
by single cell neurophysiology, perhaps due to the influence of centrifugal [14] or
deep short-axon cell inhibition [122]. Alternatively, the absence of gamma at high
active GC:MC ratio could reflect the possibility that GC activation generally produces
oscillations predominantly in the beta range, with other types of EPL interneurons
being responsible for gamma oscillations [3]. Additionally, GCs have local and spikeindependent processes [37] which may play a role in gamma oscillations [43, 49]; our
model utilizes point neurons in order to facilitate large-scale simulation and does not
fully capture such processes. Future experimental and theoretical work can separate
these possibilities
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Our model also suggests that cortical feedback to the bulb will be heavily guided
by the existing network structure. Specifically, we found that the MCs affected by
feedback to GCs were largely determined by the network configuration, rather than
by the GCs targeted. Likewise, the local connectivity to GCs determined which
MCs responded most to direct cortical excitation. Similarly, we found that sister
MCs originating in the same glomerulus exhibited highly non-overlapping connectivity
patterns (Fig. 3.2C). This prediction is consistent with previous experimental studies
[34, 35], but differs from many models, which, for simplicity, treat all MCs associated
to a glomerulus as equivalent [44, 47, 50, 104, 123–126]. Thus, our results suggest the
importance of accurately including network structure for determining the function of
individual cells in the OB and their collective behavior, as well as the power of our
model in providing a way to probe this relationship.
In the future, it will be interesting to extend our model by introducing other OB cell
types, notably tufted cells (TCs) and their corresponding superficial granule cells.
TCs form the second major population of excitatory neurons in the OB and have different anatomical and electrophysiological properties from MCs [1, 40, 64, 65]. Moreover, they may have significantly different functionality from MCs in odor processing
[9, 127–129]. For their part, superficial GCs also have anatomical and electrophysiological properties which separate them from deep GCs [39, 64, 80]. Indeed, based
upon their location in the EPL, they likely form connections with type II MCs in
addition to TCs, and, in our model, their absence may potentially explain the relatively lower number of GCs connected to type II MCs as compared to type I MCs.
Thus, the addition of such cell types to our model will facilitate exploration of the
differences between MCs and TCs as well as between the two MC types. Perhaps
such studies will shed light on a classic question: why do neural circuits like the OB
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need so many different cell types with different properties to carry out their functions,
rather than simply having more complex circuitry connecting fewer functional types
as in silicon hardware [130]?

3.5. Methods
All values were derived, where possible, from measurements of the murine olfactory
bulb [35, 39, 40, 59, 92], the chief exception being the derivation of MC lateral dendritic density, which was based on images from study of rabbit [64] and rat [65].

3.5.1. Experimental procedures
Skewed normal distribution
A skewed normal distribution has a PDF described by the following equation:
(x−ξ)2
2
f (x) = √ e− 2ω2
ω 2π

Z α( x−ξ )
ω
−∞

t2
1
√ e− 2 dt
2π

(3.4)

where ω is the scale parameter, α is the shape parameter, and ξ describes the shift
of the distribution.

Local field potential oscillations
After the LFP signal was calculated, we it through a 6th-order low-pass Butterworth
filter with cutoff of 200 Hz and then detrended the signal. We removed the first
200 ms of each of the two periods to roughly isolate the signal’s steady-state for
each period. We then used Welch’s power spectral density estimate to calculate the
power spectrum, utilizing a window size of 400 ms with 50% overlap between windows.
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Lateral inhibition
MC pairs (here denoted cells A and B) were selected from then network that had a
number of connected GCs within 75 of the average for all MCs and whose z-positions
lay within 5 µm of each other. During the first simulation, cell A was fed 700 pA
of direct current for 1 s (with 100 ms of unrecorded padding time at the beginning
of the simulation to allow the cell to activate from rest), and the consequent firing
rate for cell A was measured. During the second simulation, cell A was fed 700 pA
of direct current while cell B was fed 750 pA of direct current, and the firing rate
for cell A was measured again. This process was repeated for 1,436 different pairs of
MCs to cover a wide range of inter-cell distances.

Decorrelation
For simulation of a given odor, each MC in each glomerulus received input current of
the form:
I(t) =

I0 I0
+ (sin (2πf t − φ) + 1)
2
4

(3.5)

For the MCs belonging to each glomerulus, I0 was drawn from N (Imean , Imean /5) pA.
If the glomerulus was one which was designated to receive odor, Imean was drawn
from a uniform distribution between 400 and 600 pA, while for all other glomeruli,
Imean was drawn from a uniform distribution between 0 and 150 pA; the phase φ was
drawn as for the LFP experiments.
Six odors were generated which each targeted 30 glomeruli and which had varying
degrees of glomerular overlap (between 5 and 25 shared glomeruli, mean = 18), such
that the strength and phase of the input for odor-receiving glomeruli were identical;
meanwhile, strength and phase for the different glomeruli and for all other non-odor-

51

receiving glomeruli were different. Odor presentation was simulated for 6 sniffs at 6
Hz (i.e. 1 second of in-simulation time) for each odor individually. Then, the spike
time series for each odor was divided into windows of time length T , with 50% overlap
between windows, and the Pearson correlation was computed between corresponding
intervals for each pair of two odors (n = 15). The value of T was varied to examine
how the correlation time course depended on the timescale.

Cortical feedback to GCs
In each experiment, an odor was generated which targeted 35 glomeruli. Odor currents were simulated as in the decorrelation experiment, for a total of 2 sniffs (1/3
of a second real-time). For baseline, odor input alone was presented. For the first
condition, excitatory feedback was added to a subset GCs in the form of 50 pA of
constant current, with the subset of GCs being either 0.1%, 1%, 5%, 10%, 15%, or
20% of all GCs depending on the experiment. For the second condition, feedback was
again presented but to a set of GCs non-overlapping with the first set. We examined
only the second sniff (since network dynamics appear to stabilize after one sniff) and
calculated the change in firing rate that occurred with feedback compared to baseline
for each odor-receiving MC for each condition. We computed the Pearson correlation
of these changes in firing rates over 10 ms windows, with 50% overlap between successive time windows, between the first and second conditions, and then found the
mean correlation. For the third condition, a new arrangement of GCs was generated
around the same MCs and the experiment was repeated, with the correlation of the
changes in firing rates being computed between the results of the first condition and
this new condition.
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Cortical feedback to MCs
These experiments were conducted similarly to the previous feedback experiments.
During the feedback condition, instead of feedback current to the GCs, constant excitatory feedback current was delivered to 0.2 of all MCs, with the strength of the
current for each MC being drawn from N (200, 20) pA. Data in the figure was compiled from n = 5 trials, each with a different odor and feedback pattern.

3.5.2. Simulation
All simulations were done in MATLAB versions R2017, R2018, or R2019 via a forward
Euler method with time step = 0.1 ms.
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3.6. Supplemental Figures

Figure 3.S1: Lateral inhibition and connectivity in the distance-independent network. (A) When the probability of connectivity is independent of distance, the number of
shared GCs (A) and strength of lateral inhibition (B) are also both independent of distance.
Distributions of connectivity are Gaussian for both (C) MCs and (D) GCs.
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Figure 3.S2: Connectivity in the periodic network. Distributions of (A) MC and (B)
GC connectivity are right-shifted compared to those of the bounded network.
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CHAPTER 4 : Analysis of the effect of centrifugal feedback to the
olfactory bulb on cortical odor representation
This section is adapted from:
Tavoni, G.*, Kersen, D.E.C.*, and Balasubramanian, V. Cortical feedback and gating
in odor discrimination and generalization. In submission.

4.1. Abstract
A central question in neuroscience is how context changes perception. In the olfactory system, for example, experiments show that task demands can drive divergence
and convergence of cortical odor responses, likely underpinning olfactory discrimination and generalization. Here, we propose a simple statistical mechanism for this
effect based on unstructured feedback from the central brain to the olfactory bulb,
which represents the context associated with an odor, and sufficiently selective cortical gating of sensory inputs. Strikingly, the model predicts that both convergence
and divergence of cortical odor patterns should increase when odors are initially more
similar, an effect reported in recent experiments. The theory in turn predicts reversals
of these trends following experimental manipulations and in neurological conditions
that increase cortical excitability.

4.2. Introduction
Contextual information has a powerful effect on perception across a range of sensory
modalities [131–138]. In olfaction, experiments have demonstrated the influence of
context and task demands on the neural representation of odors at different levels in
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the olfactory pathway. In the olfactory bulb (OB), where odor information is first
processed before passing to cortex, context-dependent changes in both single-neuron
and collective bulb activity have been observed during and following learning [19, 66–
73]. Context can also reshape representations of odors in the olfactory cortex: when
odors are associated with the same or different contexts, the corresponding cortical
activity undergoes pattern convergence (increased response similarity) or divergence
(decreased response similarity) respectively [139, 140]. The mechanisms underlying
such context-induced transformations are of great interest in sensory neuroscience.
The OB and cortex are notably coupled to one another. Mitral cells (MCs) and tufted
cells (TCs) from the bulb project to several higher brain regions [141]. In particular,
experiments have highlighted that the piriform cortex (PC) is activated by convergent and synchronous inputs from the bulb: coincident activation of several glomeruli
within a short time window [142] is required to induce spiking in cortical pyramidal
neurons, a mechanism that is thought to be important for decoding complex combinations of chemical features [29, 143]. In turn, the bulb receives extensive feedback
from multiple areas of the central brain, including the PC [8, 107, 109, 144–146].
Such feedback can arise directly as a response to odor input (i.e. in a traditional
feedback loop), but may also independently encode the odor’s context, such as associated sensory or reward information [19, 25]. At the cellular level, this feedback
predominantly targets granule cells (GCs) and other OB interneurons, enhancing or
suppressing their activity [8, 9, 14, 108, 147, 148], but may also directly excite the
MC/TCs [109, 110] or otherwise alter MC/TC activity via neuromodulatory factors
such as acetylcholine, serotonin, and norepinephrine [2, 6].
Experiments have demonstrated that this cortical feedback plays a critical role in OB
function. Activation of feedback pathways can decorrelate MC output [9], enhancing
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odor discrimination. Neuromodulation of the OB can also alter odor discrimination
and, importantly, adjust the influence of contextual information on activity in the bulb
and odor perception [19, 71, 149, 150]. Consequently, disruption of these pathways
impairs both these associative [11, 25, 149] and discriminatory abilities [14, 48, 71,
149]. Theoretical and computational studies have also explored possible mechanisms
by which feedback may impose these effects. Models of top-down, direct cortical
feedback to the bulb which include plasticity in the feedback and in cortex have been
able to reproduce odor association with visual context [19] and differences in cortical
reorganization during passive vs. active learning [26]; demonstrate adaptation to
specific olfactory environments and odor tasks when guided by neurogenesis [17]; and
explain differential responses to the same odor under separate contexts [11]. Other
models have demonstrated further effects of neuromodulation on OB activity, such
as normalization of output neuron response [151], increasing spike synchrony [18, 71],
and general enhancement of odor discrimination [48, 151].
The potential role of such plastic feedback in driving contextual changes in odor
discrimination and generalization is complicated by the apparently random projection of MC/TCs to the cortex [27–29, 143, 152]. In particular, any changes induced
by plasticity in feedback to the bulb would appear to become scrambled in cortex,
necessitating further plasticity at the synapses between MC/TCs and cortical cells,
and within the piriform cortex, to produce targeted effects. Indeed, this dispersion
of information from the bulb may underpin the distributed character of the cortical
representation of odors, with different odorants activating unique, but completely
dispersed groups of cortical neurons [143]. Likewise, cortical feedback fibers are distributed diffusely over the OB without any discernible spatial segregation [144, 146].
Consequently, it is difficult to predict how different cortical feedback patterns af-
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fect overall OB output and subsequent odor representation in cortex. Thus, global
reorganization of the OB network through synaptic plasticity to reflect the odor environment and its associated contexts may also require significant time. This raises
the question of how animals are able to effectively learn in the short term under these
constraints [153].
Here, we postulate that diffuse feedback signals, carrying unstructured representations of context, can nonetheless modulate odor responses in the OB, even without
synaptic plasticity, to provide a rapid trigger for effectively entraining robust convergence or divergence of odor patterns in piriform cortex (PC). These changes, which
can be stabilized by plasticity in the recurrent connectivity of cortex [154–156], can
in turn underpin generalization and discrimination in sensory behavior (Fig. 4.1A).
To test this hypothesis, we constructed a statistical, analytically tractable model of
the OB and its projections to the PC, which we later extended by incorporating an
anatomically-faithful network of interactions between OB excitatory and inhibitory
cell types along with a realistic distribution of projections from the OB to the PC.
Under minimal assumptions about the statistics of odor and feedback inputs, we show
that changes in bulb firing rates driven by unstructured feedback lead to divergence
or convergence of cortical odor representations. The model predicts that the extent
of both pattern divergence and, counterintuitively, pattern convergence, should increase with initial odor similarity, a prediction which matches results from recent
experiments [139, 140, 157]. These results are especially surprising, since we might
expect that incorporation of the semantic context of stimuli would require that similar contexts lead to greater convergence in the representation of initially dissimilar
odors, the opposite of what we predict and experiments observe. Notably, our results
require that cortical units selectively gate coincident inputs, which PC pyramidal
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Figure 4.1: Experimental protocol Context is information present in the environment
that is salient to perception and behavior, e.g. the location of a reward associated with
an odor. Left: in two-alternative forced-choice tasks, when distinct odors are associated
with the same context (e.g. a left reward port), animals learn to generalize their choice
(approaching the left port) across odors; after training, the neuronal ensemble responses
to the odors in the PC are more correlated (pattern convergence, [139]). Right: when
odors are associated with alternative contexts (e.g. opposite reward ports), animals learn
to discriminate the stimuli and make different, odor-specific, choices (approaching the left
versus right port); after training, the cortical ensemble responses are less correlated (pattern
divergence, [139]).

neurons are known to do [142, 143]. The model also predicts that increases in cortical
excitability, either by experimental manipulation or in neurological conditions such
as Alzheimer’s disease [158, 159], will alter or even reverse these trends, and hence
induce characteristic modifications of contextually-driven change in odor perception
and behavior.

4.3. Results
4.3.1. A statistical mechanism for associating contexts to odors
Our initial model contains a sensory layer and a cortical layer, the olfactory bulb
(OB) and the piriform cortex (PC) respectively, consistent with the basic anatomical
features of the olfactory system (Fig. 4.2A). The sensory (OB) layer consists of N
”modules”, where each module represents the set of mitral cells (MCs) in the OB that
project to the same pyramidal neuron in the cortical (PC) layer. Consequently, the
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Figure 4.2: Description of the statistical model (A) In the statistical model, the
olfactory bulb is represented as an ensemble of “modules” (black circles), with each module
defined as the set of MCs (black dots) that project to the same cortical neuron (triangle), and
the activation probability of cortical cells is a threshold function of the modules’ responses.
(B) A geometrical interpretation of Eq. 4.5. The square represents the space of module
responses to two odors (A and B). The number of cortical cells activated by odor A (CA
in Eq. (4.5)) is equal to the number of modules with responses higher than the cortical
activation threshold θc (orange rectangle labeled CA ); likewise for CB (orange rectangle
labeled CB ) and CAB (red rectangle). (C) NA (orange rectangle labeled NA ), NB (orange
rectangle labeled NB ), and NAB (red rectangle) represent the number of modules responsive
to odor A, odor B, or both odors, respectively. Because of the assumption of uniformity,
CA , CB , and CAB can be re-expressed in terms of these values.

cortical (PC) layer consists of N units as well, with each unit representing a pyramidal neuron receiving direct inputs from its corresponding module in the sensory layer.

Modeling odor inputs
We summarized the response of the ith OB module to an odor input by the change in
the total firing of its constituent MCs Ri compared to baseline, where 0 < Ri < Rmax .
Thus the response for the bulb as a whole was described by the module firing rate
vector
R = (R1 , R2 , . . . , RN )

(4.1)

These responses were then transformed into a cortical response vector K via an
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element-wise nonlinear activation function f (R), such that:

K = (K1 , K2 , . . . , KN ) = (f (R1 ), f (R2 ), . . . , f (RN ))

(4.2)

Modeling context-induced feedback inputs
We modeled context as the effect produced by cortical feedback inputs to the OB.
In the OB, such feedback can lead to increases or decreases in MC firing and consequently in the strength of inputs to PC, represented in our model by the module
firing rates. Cortical excitation of interneurons such as GCs and periglomerular cells
reduces MC firing [8, 107, 109, 110, 144–146], while other modes of feedback, such as
direct excitation of MCs [109, 146], neuromodulation of MC excitability [150, 160–
163], and excitation of deep short axon cells (which drives feedforward inhibition of
GCs) [8, 9, 14] can enhance MC activity. As a result, we represented the effect of
feedback as a change in module firing rates:

∆R = (∆R1 , ∆R2 , . . . , ∆RN )

(4.3)

Where ∆Ri < 0 and ∆Ri > 0 respectively represent decreases and increases in the
overall firing rate of the ith module.
Additionally, we assumed that the similarity between changes in module responses
induced by any two given feedback inputs, which we quantify using the cosine distance between the respective ∆Rs, reflects the similarity between the contexts that
elicit those feedback inputs. (The cosine distance between vectors v and w is defined
as v · w/||v|| ||w|| where · is the inner product and ||v|| is the norm of v). In the
most extreme case, feedback inputs that induce identical changes in the modules’
responses represent identical contexts, e.g. two odors being associated with a reward
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at the same location (Fig. 4.1, left). Conversely, those that induce uncorrelated or
anticorrelated changes represent different contexts, e.g. two odors being associated
with a reward at different locations (Fig. 4.1, right).

Defining cortical similarity
The similarity ρi between cortical responses to two odors A and B before feedback
was quantified by the cosine distance between the K vectors for the two odors. Then,
the similarity ρf between cortical responses for those two odors after feedback was
simply the cosine distance between the new K0 vectors, where K’ = f (R + ∆R).

4.3.2. Change in similarity between odor representations following feedback varies
linearly with the initial similarity
To capture the overall features of the system while maintaining analytical tractability,
we made the following simplifications. Firstly, since experiments have indicated that
piriform neurons only respond if the amount of input they receive within a short window is above a certain threshold [29, 142], we approximated f (R) as a step function:

Ki = f (Ri ) =




0 if Ri < θc

(4.4)



1 if Ri ≥ θc
where θc quantifies the threshold for cortical activation. Thus, in our model, the ith
cortical neuron receiving input from its module was said to be “active” (i.e. Ki = 1)
only when Ri ≥ θc . Because f (R) is a step function, we can express the cortical
similarity as:
CAB
ρ= √
CA CB
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(4.5)

where, before feedback, CAB is the number of PC neurons active for both odors, and
CA and CB are the numbers of PC neurons active for odors A and B respectively
(Fig. 4.2B).
As a second approximation, we set the module firing rate distribution to be roughly
uniform above and below a value θm , which we denote the ”response threshold”.
Modules with responses above this threshold are considered significantly ”responsive”
to that odor, but since θm  θc [29, 142], a responsive module may not necessarily be
cortically active, as described above. With this approximation of uniformity, we can
interpret the problem geometrically (Fig. 4.2C). If we define NAB as the number of
modules responsive to both odors A and B, and NA and NB as the numbers of modules
responsive to odor A or odor B respectively, then CAB , CA , and CB are just rescaled
versions of NAB , NA , and NB respectively, and can be re-expressed accordingly:

Rmax − θc
NA
Rmax − θm
Rmax − θc
CB =
NB
Rmax − θm

2
Rmax − θc
NAB
CAB =
Rmax − θm
CA =

(4.6a)
(4.6b)
(4.6c)

As a third approximation, for modules that receive non-zero feedback, we set the
magnitude of the change in the module firing rate due to feedback to be the same for
all modules.
General patterns of feedback, which vary in the number of modules they reach as well
as in their ratio of excitation to inhibition, require an examination of many alternative
cases. In the Methods, we carry out this examination and show analytically that for
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Figure 4.3: Entirely excitatory and inhibitory negative feedback induces characteristic
changes in odor similarity (A) Stochastic feedback representing contextual changes in the distribution of module responses. Modules with responses to either odor within ∆R from the cortical
activation threshold and targeted by positive/negative feedback (with probabilities p+ and p− , respectively) are brought above/below the cortical threshold, changing similarity between the cortical
odor representations (Eq. 4.7). (B) Left: When feedback is identical and positive to all bulb modules
for both odors, increasing their responses by ∆R, its effect on the cortical activity is equivalent to
a decrease of the cortical activation threshold by ∆R. This results in a positive change in similarity
between the cortical odor representations (i.e. pattern convergence). Right: The amplitude of this
effect increases linearly with initial odor similarity. (C) Left: When the feedback is positive to all
bulb modules for odor A and negative for odor B, the change in cortical activity is equivalent to that
induced by a decrease/increase of the cortical activation threshold by ∆R for odor A/B respectively.
This results in a decrease in similarity between cortical odor representations, i.e. pattern divergence.
Right: The amplitude of this effect increases linearly with initial odor similarity.
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a pair of odors associated to specific contexts, each of which produces unstructured
cortical feedback, the general relationship between the initial similarity ρi of their
cortical representations and the change in that similarity following feedback ∆ρ is
linear:
∆ρ = Q2 ρi + Q1

(4.7)

with Q1 and Q2 being complicated functions of the parameters of the feedback and
the response thresholds defined above (full derivation in Methods). The linear relationship can be understood intuitively as follows: feedback changes odor similarity
by pushing some modules above or below the cortical threshold (depending on the
feedback sign); these activated/deactivated modules are typically close to the cortical
threshold and thus odor-responsive before feedback (Fig. 4.3A); thus, they can be
expressed as a fraction of the number of odor-responsive modules. Since the response
similarity ρi can also be re-expressed in terms of the number of odor-responsive modules (Eqs. 4.5, 4.13), one component of ∆ρ will be proportional to ρi , hence the Q2 ρi
term in Eq. 4.7. If feedback is sufficiently strong compared to the difference between
the cortical and response thresholds, it may also activate for both odors some modules
that are not odor responsive. This effect gives rise to the constant term Q1 . Note that
the effects we are reporting are not a simple result of similar and different feedback
producing corresponding changes in firing rates. Indeed, because we are considering
unstructured feedback to the olfactory bulb, which then projects to cortex, we will
see that the effects can be partially reversed by increasing cortical excitability, an
observation that may serve as a potential experimental test.
To illustrate the general results, we can examine special cases. For example, suppose
all modules receive the same excitatory feedback of strength ∆R for both odors,
so all modules with responses to odor A or B that are close enough to the cortical
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threshold (θc − ∆R < Ri < θc ) are brought above threshold by the feedback; as
a result, the cortical neurons to which they project are activated by the feedback.
These context-induced changes are equivalent to an effective decrease of the cortical
activation threshold by ∆R for both odors (Fig. 4.3B). Thus, by computing the
similarity via Eq. 4.5 before and after replacing θc with θc − ∆R in Eqs. 4.13, the
resulting change in similarity can be expressed:

∆ρ =

∆R
ρi
Rmax − θc

(4.8)

which demonstrates pattern convergence that increases linearly in magnitude with
initial odor similarity.
Similarly, we can consider a simple situation where all modules receive excitatory
feedback for the first odor and inhibitory feedback for the second odor, both with
uniform strength ∆R. By an argument similar to the one above for the case of
identical feedback, these effects are equivalent to an effective decrease and increase of
θc by ∆R for the first and second odors respectively (Fig. 4.3C). By then computing
the similarity before and after replacing θc with θc −∆R for the first odor and θc +∆R
for the second in Eqs. 4.13, the change in similarity can be expressed:


∆ρ =

q
(Rmax − θc )2 − ∆R2
Rmax − θc


− 1 ρi .

(4.9)

which demonstrates pattern divergence that again increases linearly in magnitude
with initial odor similarity.
The general scenario, with different ratios of excitatory and inhibitory feedback, different numbers of modules affected for the two odors, and different correlations between
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Figure 4.4: Pattern convergence and divergence for general feedback (A) We computed the slope in Eq. 4.7
as a function of the cortical threshold θc and the feedback similarity ρF B for the following set of plausible feedback
conditions: 1) feedback strength ∆R = Rmax /5; 2) feedback coverage p+ + p− = 0.5 for both odors; 3) fraction of
feedback-affected modules that receive inhibitory feedback for one of the odors p− /(p+ + p− ) = 0.75 (the inhibitory
fraction for the other odor varies with the feedback correlation along the y-axis); overlap between the subsets of
modules affected by the feedback for the two odors pboth = 0.5. Pattern convergence and divergence increasing with
initial odor similarity arise at values of the cortical threshold overlapping with the realistic range, with correlated
and anticorrelated feedback, respectively. (B)–(E) Results generalize to a range of feedback conditions. Panels show
effects of changing one feedback parameter, while maintaining others as in A. Color maps represent values of slope
coefficient Q2 from Eq. 4.7, with darker shades corresponding to higher |Q2 |, as a function of cortical activation
threshold θc and feedback similarity ρF B . Red: pattern convergence increasing with odor similarity (Q2 > 0 and
Q1 = 0). Blue: pattern divergence increasing with odor similarity (Q2 < 0 and Q1 = 0). Green: mixed effects, i.e.
pattern convergence decreasing with odor similarity and potentially turning into pattern divergence at high similarity
(Q2 < 0 and Q1 > 0). Gray dotted lines: realistic range for the cortical threshold, activating 15%, 10% and 3% of
cortex respectively in response to odor input [143]. Black dashed line: a threshold θc = θm +∆R approximating the
transition between pattern divergence/convergence and mixed effects. All panels: θm = 0.3, Rmax = 2, podor = 0.6
(probability that a given module has a significant response to an odor input).
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feedback patterns has an intricate parameter dependence in the linear coefficients of
Eq. (4.7) (see Methods). To illustrate these general results, we computed the slope
Q2 under a general feedback pattern in which ∼50% of the modules were affected by
feedback, with the majority of that feedback (∼75%) being negative (i.e., suppressing
firing rates), and whose feedback strength ∆R was ∼20% of the maximum firing rate
Rmax . Fig. 4.4A shows that under these conditions, when the cortical threshold θc was
high (so that about 10% of the cortical units were activated by each odor, as is typical
experimentally [143]), highly correlated contexts induced pattern convergence, while
uncorrelated or anticorrelated contexts led to pattern divergence. Moreover, this pattern convergence and divergence both increased linearly with the degree of initial
similarity in the odor responses, just as in the special cases described previously.
These results held across: (i) different feedback strengths, and over larger ranges of
cortical thresholds for stronger feedback, (ii) different fractions of modules targeted
by feedback, (iii) different fractions of negative versus positive feedback, and (iv) different overlaps between the sets of modules targeted by feedback for the two odors
(Figs. 4.4B-E) (although if the fraction of negative feedback was low, the transition
between pattern divergence and pattern convergence could occur at an intermediate
value of the feedback correlation even for low cortical thresholds (Fig. 4.4D, left)).
These results also persisted when the module firing rate distribution was Gaussian
and the nonlinearity was changed from a theta function to a sigmoid function (Supplemental Information (SI), Fig. 4.S1), but they changed dramatically if the cortical
layer and its associated nonlinearity were removed (i.e. for module i, f (Ri ) = Ri )
(SI, Fig. 4.S2).
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4.3.3. A mechanistic extension of the statistical approach
Above, to facilitate mathematical analysis, we described activity in the OB and the
effects of feedback in terms of independent firing rates (and changes in firing rates)
of OB modules. However, anatomically, these modules comprise overlapping groups
of MCs, and feedback targets individual MCs along with the GCs that inhibit them
[8, 109]. Moreover, these MCs and GCs are highly interconnected in a network.
Consequently, the precise effect that feedback has on MC output during combined
odor driven and feedback activation is difficult to anticipate. To account for these
considerations, we refined our approach by making use of algorithms developed in
Chapter 2.
We utilized the same biophysically realistic OB network as in Chapter 3. Odor input
was represented as an oscillatory current into the MCs, while positive and negative
feedback to the system were represented as pulses of constant excitatory current
to a random subset of the MCs and GCs respectively (Fig. 4.5A). We determined
that a sufficiently large number of MCs (>8000) was required to achieve statistically
stable results (Fig. 4.S3). The large size (especially given that there are around an
order of magnitude more GCs than MCs [3]) meant that computational limitations
precluded us from directly performing the spiking simulation for all the different odor
and feedback tests. We circumvented this limitation by using the spiking model to
extrapolate distributions of firing rates in MCs following odor input and reciprocal
feedback from GCs, both with and without external feedback to MCs and GCs (see
Methods). This allowed us to simulate the detailed dynamics of larger numbers of
MCs efficiently by summarizing the effects of the granule cell network in terms of the
distribution of effects on MC firing.
To simulate cortical responses, we allowed K cells to sample randomly from a fraction
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q of the M MCs, with q ∼ 0.07, consistent with experimental measurements [27]. Each
group of sampled MCs thus constituted a module in the terminology used above. MCs
were also partitioned into G glomerular, non-overlapping sets, each representing the
set of MCs associated to the same glomerulus. We modeled the response to an odor
as the evoked firing rate over a single sniff (a length of time sufficient for a rodent
to distinguish between odors [164]) in a fraction fodor of the glomeruli. Thus, the
MCs in fodor G glomeruli had a non-zero probability of having a firing rate greater
than 0, while the remaining MCs had vanishing firing rates, after subtracting baseline
responses. For the fraction of MCs that were selected to receive odor input, the firing
rate for each MC was drawn from a distribution fitted to data from the detailed
spiking model of the bulb (Fig. 4.8).
We determined the input to each cortical unit from the sum of the firing rates of
MCs that projected to it. To account for the effects of cortical balancing [165], we
subtracted the mean cortical input from the input to each unit, and then passed the
result through a nonlinear activation function (a sigmoid). This ensured that the
strongly activated cortical units tended to receive the highest rate, and hence most
coincident, inputs. This sequence of steps yielded a vector of odor-induced firing rates
over a sniff as the cortical representation of the odor. Finally, we modeled feedback
as a vector of firing rate changes in a fraction fF B of randomly selected mitral cells.
These changes could be induced either by direct feedback to the mitral cells [109, 110]
or indirect inhibitory feedback through the granule cells [8, 9, 107, 109, 146, 166],
all of which have the net effect of modifying MC firing rates. The specific pattern
of feedback (i.e. the affected MCs and the net change in firing rate of each MC)
effectively defined the context associated to the odor presentation.
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An in silico experiment on pattern convergence vs. pattern divergence
We tested how similarities and differences in feedback affected the cortical representation of odors in our mechanistic model. To this end, we generated pairs of odors,
with each odor targeting fodor G glomeruli, where the two odors shared different fractions of targeted glomeruli. We then computed the cosine distance ρ between cortical
responses to pairs of odors before and after addition of feedback for different feedback
regimes.
We first considered the situation where the threshold of the sigmoidal activation
function is high, leading to sparse firing in the cortex as seen in experiments [143, 167–
169]. We presented pairs of odors, which had varying degrees of initial similarity,
excitatory feedback to MCs, where the feedback patterns for each odor also varied in
their similarity. We found that strongly correlated feedback led to pattern convergence
(increased overlap in cortical responses), while uncorrelated feedback led to pattern
divergence (decreased overlap in cortical responses) for higher initial odor similarity.
Notably the pattern convergence and divergence both increased linearly with the
initial overlap of cortical responses (Fig. 4.5B).
Notably, we showed previously in Chapter 3 that the identity of the MCs which are
affected by inhibitory feedback through the GCs depends less on the particular GCs
targeted, and more on the overall network connectivity within the bulb; additionally,
the degree to which the firing rate of individual MCs is affected depends primarily
on the fraction of GCs targeted and the strength of the feedback current, rather than
the particular GCs targeted. In our reduced network then, under the assumption
that the network remained the same for both odors and that feedback patterns were
of roughly similar strength and extent, inhibitory feedback was necessarily highly
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Figure 4.5: The mechanistic model produces trends in pattern convergence and divergence similar to
those predicted by the statistical framework (A) The algorithm in Chapter 3 is used to generate a network
of MCs interconnected by GCs. Network dynamics are simulated via the Izhikevich model [21], with each neuron in
the network receiving external inputs in the form of odor or feedback as well as reciprocal inputs resulting from the
connectivity of the network. Odor input is modeled as an oscillatory current to mimic the respiratory cycle while
external feedback is modeled via a constant current input. (B) For high cortical thresholds, the normalized overlap
between odor representations increases (pattern convergence) or decreases (pattern divergence) linearly in the initial
overlap, according to the similarity in the feedback inputs. For (B), we simulated 10,000 MCs grouped into 500
glomeruli and 100,000 cortical cells, each sampling 7% of the MCs, with odor targeting 12% of the glomeruli, positive
feedback targeting 8% of the MCs, and negative feedback targeting all MCs.
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Figure 4.6: Inhibitory feedback induces pattern divergence in the mechanistic model at
high threshold For high cortical thresholds, pattern divergence occurred when excitatory feedback
was presented for one odor and inhibitory for the other (purple line), or when highly correlated
inhibitory feedback was presented for both odors (green line). In all cases, we simulated 10,000
MCs grouped into 500 glomeruli and 100,000 cortical cells, each sampling 7% of the MCs, with odor
targeting 12% of the glomeruli, positive feedback targeting 8% of the MCs, and negative feedback
targeting all MCs.

correlated for both odor patterns. Interestingly, presentation of odors with highly
correlated inhibitory feedback produced pattern divergence, unlike in the case with
highly correlated MC feedback (Fig. 4.6, green line). Additionally, presentation of
excitatory feedback for one odor and inhibitory feedback for the other produced strong
pattern divergence (Fig. 4.6, purple line).
All told, these results recapitulated the predictions of the statistical model in a detailed mechanistic setting. One difference from the abstract analysis is that in this
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mechanistic model the only form of direct negative feedback goes through the GC network and is thus non-specific to particular MCs. As a result, strongly anticorrelated
feedback is hard to achieve, but may be possible in the brain through targeted neuromodulatory effects or through feedback that suppresses GCs. In addition, because
the MCs are embedded in a GC network, excitatory feedback to MCs necessarily
induces some inhibitory feedback disynaptically through the granule cells. Thus, in
this realistic mechanistic model there are constraints on the achievable forms of net
excitatory and inhibitory feedback. Stronger feedback antisimilarity would further
enhance pattern divergence.

4.3.4. A prediction: partial reversal of effects when cortical excitability is increased
In the normal brain, pyramidal cells in the PC have a high threshold for activation and
respond only when there is coincident input from multiple MCs [87, 142, 143]. However, both experimental manipulation and neurological conditions such as Alzheimer’s
disease can cause increases in cortical excitability, or, equivalently, lower the cortical activation threshold [158, 159]. Our model makes striking predictions for these
conditions that can be tested experimentally.
First, Fig. 4.4 shows that pattern convergence only arises by our proposed mechanism
within a range of cortical activation thresholds that are high, and these thresholds
include the typical values expected for pyramidal neurons to achieve realistic levels
of cortical activation [143]. Thus, we predict that increased excitability in the PC
(or, equivalently, reduced activation thresholds) will impair pattern convergence and
thus the behavioral ability to generalize. Specifically, if cortical excitability increases
moderately, our model predicts that any feedback inputs (anticorrelated as well as
correlated) will induce a weak pattern divergence effect, increasing with initial odor
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similarity (light blue regions in between the black and gray dashed lines in Fig. 4.4).
If the increase in cortical excitability is sufficiently large, our model predicts more
complex effects (green regions in Fig. 4.4), as explained below. Qualitatively, in the
high-threshold regime, only modules that already have a significant response to an
odor input (Ri > θc − ∆R > θm ) can exceed the cortical threshold due to feedback, whereas if the threshold is sufficiently low (θc . θm + ∆R), feedback can push
some modules that were not initially odor responsive to be above the cortical threshold. This can influence the final cortical similarity and change results qualitatively
(Fig. 4.7).
Fig. 4.7A shows analytical results from our statistical model at a low cortical threshold
with identical (top) and opposite (bottom) feedback. We see that some of the effects
at high threshold are reversed: (a) when the initial cortical similarity is high, similar
contextual feedback to the bulb can lead to cortical pattern divergence instead of
pattern convergence (∆ρ becomes negative in Fig. 4.7A, top right), (b) when the
initial cortical similarity is low, dissimilar contextual feedback to the bulb can lead
to cortical pattern convergence instead of pattern divergence (∆ρ becomes positive
in Fig. 4.7A, bottom right), and (c) while pattern divergence for dissimilar contexts
increases with increasing initial odor similarity (Fig. 4.7A, bottom right), pattern
convergence for similar contexts decreases with increasing odor similarity (negative
slope in Fig. 4.7A, top right), reversing the trend at high threshold. These reversals
at low threshold are confirmed by analysis of more general feedback conditions and
response distributions (Fig. 4.4, Fig. 4.S2).
To confirm the predictions in the mechanistic model, we considered a situation where
the threshold of the sigmoidal activation function is low, leading to greater cortical
excitability, and hence broad activity in the cortical units. In this case we saw the
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Figure 4.7: The mechanism for pattern convergence and divergence requires a highthreshold transfer function Predicted trends in pattern convergence and divergence for increased
cortical excitability, obtained from the statistical model and the mechanistic model with low activation thresholds. Low cortical activation thresholds yield effects that are qualitatively different from
the realistic high-threshold case. (A) Analytical results obtained for θc = 0.35 and the feedback
scenarios of Fig. 4.3A,B: red indicates 100% excitatory feedback for both odors; blue indicates 100%
excitatory/inhibitory feedback for the first/second odor, respectively. Since θc is low, some modules
that are not odor-responsive (R < θm ) are pushed by feedback above θc (sketches to left) changing similarity between cortical odor representations (right) differently from Fig. 4.3A,B: correlated
feedback inputs (red) yield pattern convergence decreasing with increasing odor similarity, and for
high odor similarity, pattern convergence can turn into pattern divergence. Anticorrelated feedback
inputs (blue) yield pattern convergence/divergence for low/high initial odor similarity, respectively.
(B) Similar results are obtained from the mechanistic model (same simulation conditions as in
Fig. 4.5B).
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same striking reversal: pattern convergence following strongly correlated feedback
decreases with initial odor overlap (Fig. 4.7B).

4.4. Discussion
Context profoundly shapes odor perception [26, 67, 70, 139, 170, 171], and previous
studies have demonstrated the critical role of cortical feedback to the OB in the formation of odor-context associations [19, 25]. Cortical feedback can also enhance odor
discrimination [9, 17, 149–151] and generalization [11]. Some studies have implicated
feedback in the generation of beta oscillations, thought to be associated with olfactory learning [75, 100, 172–174]. Consequently, understanding the effect of cortical
feedback on the OB is necessary to decode the broader relationship between context
and perception in the olfactory system.
Our study contributes to this understanding by showing that diffuse feedback signals,
carrying unstructured context representations, can modulate OB responses without
synaptic plasticity to effectively entrain convergence and divergence of odor patterns
in cortex despite the apparently random afferent projections from the OB. The model
predicts that the resulting enhancement in discrimination or generalization should increase linearly with the initial odor similarity. This is especially surprising in the case
of odor generalization, since we had expected that more dissimilar odors would show
greater convergence in the presence of like contexts, in order to achieve an equal similarity in final cortical representation; in fact, initially similar odors converged more
than dissimilar ones, suggesting that the cortex’s ”first impression” of similarity between a given odor pair plays a strong role in determining the influence of context.
Moreover, our results also predict that these linear trends are critically dependent
on the strong gating of the OB’s projections to cortex. In fact, if the gating were
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weaker (i.e., if the threshold for cortical activation were lower, leading to less sparse
activity), some of these effects would reverse. Our results are robust to broad changes
in the statistics of odor inputs and feedback patterns, and are realized in a detailed
mechanistic model of the circuit architecture of the olfactory bulb.

4.4.1. Generality of the proposed mechanism
Although our work focused on the olfactory system, similar mechanisms could be
implemented in other areas of the brain and support pattern convergence/divergence
for other sensory modalities. Indeed, all sensory cortices satisfy the key structural
requirements of our statistical model: (1) convergent projections from one layer to
the next; (2) increasingly selective gating of the sensory inputs (as demonstrated by
a reduction in neural activation levels across the sensory hierarchy [175]); and (3) the
presence of feedback carrying information about the context of the sensory stimuli
towards the lower sensory layers. We showed that pattern convergence and divergence
effects that emerge in neuronal networks with these features rely only on minimally
constrained feedback signals that are agnostic to the specific neuronal activation patterns induced by the sensory inputs: that is, feedback is not designed to target specific
sensory neurons (e.g. based on their tuning properties), and does not require synaptic
plasticity. Effective forms of pattern convergence/divergence arise statistically via a
mechanism that simply adjusts the level of similarity in otherwise unstructured feedback patterns to reflect the similarity between the contexts. Feedback signals with
these simple properties can be implemented in many ways and in diverse sensory
areas of the brain, making this mechanism applicable across modalities.
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4.4.2. Role of feedback to the olfactory bulb
Our results demonstrated that feedback to the OB could yield cortical pattern convergence or divergence varying linearly with the initial similarity between the two odor
patterns. Because this effect is only dependent on the relationship between feedback
patterns induced by different contexts, rather than on the activation of particular
MCs or GCs in the bulb, the cortex has much more flexibility in producing pattern
convergence and divergence via this mechanism. Moreover, this feedback will automatically induce a predictable level of pattern convergence or divergence, which can
presumably be further adjusted by the cortex’s native ability to mold odor representations in accordance with the animal’s needs [154, 156, 176–178]. For example,
piriform cortex could utilize feedback to induce broad initial changes to odor representation which are then solidified via the PC’s inherent recurrent circuitry, which is
necessary more generally to stabilize cortical odor representations [155]. Altogether,
with these advantages, it is clear that the cortex, by targeting an upstream neural
structure, can efficiently induce robust odor discrimination and generalization in its
own odor representations, thereby suggesting one etiology for the extensive cortical
feedback to the OB.

4.4.3. Model predictions and experimental tests
Key behavioral predictions of our theory follow from the assumption that similarities
and differences in the perception of an odor are directly related to the similarities
and differences in their cortical representation. Thus, our theory suggests that perceptual learning should be strongly affected by cortical excitability, or, equivalently,
the response threshold of cortical neurons. At low excitability (or high threshold),
which is the normal state of sensory cortex, odors presented in related contexts should
be perceived as more similar than they originally are, and the extent of this percep80

tual change should increase with the initial similarity. Therefore, the more similar
the odors smell initially, the more similar they should seem after presentation in the
same context. By contrast, if excitability is high (or threshold is low), the perceptual
change in response to presentation in related contexts should be greatest for odors
that were initially dissimilar. As a result, if the cortex of an animal performing a
generalization task is highly excitable, stimuli that are very different should be disproportionately perceived as similar and potentially confused with one another, while
perceptual association of initially similar stimuli would be less effective or not achieved
at all. Conversely, we predict that, at both low and high thresholds, the ability to
discriminate odors associated with different contexts will increase with initial odor
similarity.
Some of these predictions are already supported by experimental evidence from studies conducted in rodents. In particular, both [139] and [140] found that association
of odor mixtures with different contexts decorrelated the cortical neural responses to
the mixtures (pattern divergence) only in difficult discrimination tasks, i.e. when the
odor mixtures were perceptually similar. This experimental finding is consistent with
our prediction of a positive gain for pattern divergence as a function of the initial
odor similarity. Furthermore, both studies reported an increase in cortical response
similarity (pattern convergence) when odors were associated with the same context
(the same reward port in [139], the same positive valence in [140]). In support of our
model predictions, the perceptual effects measured in [139] also strongly suggest a
positive gain for pattern convergence.
Our model also makes predictions about the different effects produced by different
patterns of feedback. Interestingly, we show that the overall transition as a function
of cortical threshold and feedback correlation from pattern divergence to convergence
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is generally invariant to changes in feedback parameters (Fig. 4.4). Two additional
statistical effects that our model identifies are that pattern divergence and pattern
convergence can be achieved for low and high feedback correlation (1) over a larger
range of cortical thresholds for stronger feedback (Fig. 4.4B) and (2) even in the
presence of relatively low cortical thresholds if the fraction of inhibitory to excitatory
feedback is low (Fig. 4.4D, left). Experimentally, these predictions could be tested
by first engineering similar or different contexts for a pair of odors. Then, after
training subjects to associate each odor with its given context, one could measure the
statistics of the consequent changes in OB neural activity (e.g. via electrophysiology
or calcium imaging), under the hypothesis that these changes reflect the influence of
cortical feedback encoding context.
Overall, the predictions following from our proposed mechanism are readily falsifiable.
Their rejection or further validation requires measurements of the similarity in cortical
responses to odor pairs before and after odor discrimination/association training in
two sets of conditions: a control set, in which the response properties of cortical
neurons are not altered, and an experimental set, with heightened piriform cortical
excitability (i.e. lower activation thresholds). An increase in excitability could be
facilitated in a number of ways, for example via stimulation of other brain regions
[179], or application of a GABA-A antagonist [180]. Our predictions could also be
probed in patients showing neurological conditions of increased cortical excitability
such as Alzheimer’s disease [158, 159].
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4.5. Methods
4.5.1. The statistical model
Parameters and assumptions
We derive the results of the statistical model in terms of the parameters and assumptions in Table 4.1. Parameters pboth , pflip , and the distribution of ∆R together control
ρF B , defined as the cosine similarity in the response changes induced by feedbacks FA
and FB for odors A and B. Assuming constant feedback strength ∆R, ρF B is simply:

ρF B =

∆RA · ∆RB
∆RA ∆RB

(4.10)

The probability pB
± , that feedback FB increases/decreases the firing rate of a module,
can be related to pA
± , the probability that feedback FA increases/decreases the firing
rate, in terms of pboth and pflip , where pboth is the probability that a module receives
feedback for odor B given that it receives feedback for odor A, and pflip is the probability that the feedback for odor B has the opposite effect on the firing rate from the
feedback for odor A:

pB
+ =

A
psame pA
+ + pflip p−
pboth

pB
− =

A
psame pA
− + pflip p+
pboth

(4.11)

Similarly we can use Bayes’ rule Pr(FA < 0|FB > 0) Pr(FB > 0) = Pr(FB > 0|FA <
B
A
0) Pr(FA < 0) written as pA
flip p+ = pflip p− to write the probability that the feedback

for A is negative given that the feedback for B is positive:

pA
flip =

pflip pA
−
pB
+

We will use the expressions in (4.11) and (4.12) in our analyses.
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(4.12)

Parameters
Thresholds
θm
θc
∆θ = θc − θm

module response threshold
cortical response threshold (θc > θm )
difference in thresholds

Module responses
Rmax maximum module response
∆Rc = Rmax − θc range of responses above the cortical threshold
∆Rm = Rmax − θm range of responses above the response threshold
N total number of modules
Nµ (µ = A, B, AB) number of modules with response greater than θm for odor A, odor B, or both (µ = AB)
Cµ (µ = A, B, AB) number of modules above the cortical threshold θc for odor A, odor B, or both (µ = AB)
∆R magnitude of change in firing rate for modules affected by feedback
Module densities in response space (derived in terms of the parameters above)
ρ(µ) = Nµ /∆Rm (µ = A, B) density of modules (modules/response range) responsive to odor A or B
ρ(µ̄) = (N − Nµ )/θm (µ = A, B) density of modules (modules/response range) not responsive to odor A or to B
ρ(AB) = NAB /(∆Rm )2 density of modules in response space (modules/area in response space) that are responsive to both A and B
2
ρ(ĀB̄) = (N − NA − NB + NAB )/θm
density of modules in response space (modules/area in response space) that are responsive to neither A and B
ρ(AB̄) = (NA − NAB )/(∆Rm × θm ) density of modules in response space (modules/area in response space) that are responsive to A but not to B
ρ(ĀB) = (NB − NAB )/(∆Rm × θm ) density of modules in response space (modules/area in response space) that are responsive to B but not to A
Feedback
Fµ (µ = A, B) feedback associated to odor A or B
pµ± (µ = A, B) fraction of modules that increase (subscript +) or decrease (subscript −) their response due to feedback Fµ
pboth probability that a module is affected by feedback for B given that is also affected by feedback for A
pflip probability that the feedback for B affects a module in an opposite manner from the feedback for A
psame = pboth − pflip probability that the two feedbacks affect a module in the same way (i.e., both increase or decrease the firing rate)
Assumptions
response distribution (analytical model) marginal and joint response distributions of responses to odors A and B are separately uniform below and above θm
supplemental numerical analysis in Fig. 4.S1 response distribution and response change after feedback (∆R) are taken to be Gaussian
A
B
B
feedback coverage both feedbacks target the same number of modules pA
+ + p− = p + + p−
feedback independence 1 the probability that one feedback increases/decreases a module’s firing rate is independent of whether
the other feedback affects the module
feedback independence 2 the probability that one feedback has no effect on a module given that the second feedback does affect it
is the same regardless of whether the latter increases or decreases the firing rate

Table 4.1: Parameters and assumptions of the statistical model
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Analytical calculation of the cortical similarity
The assumption of a uniform response distribution (see Table 4.1 and Fig. 4.2 in the
main paper) allows us to write the number of modules responding over the cortical
threshold θc as a proportion of the number of modules that are odor responsive
(response higher than θm ):
∆Rc
NA
CA =
∆Rm

∆Rc
CB =
NB
∆Rm


CAB =

∆Rc
∆Rm

2
NAB

(4.13)

Hence, the initial similarity between the cortical responses to odors A and B is a
fraction of the initial similarity in the odor-responsive OB modules (Eq. (5)):
NAB
CAB
= Q0 √
ρi = √
CA CB
NA NB

with Q0 =

∆Rc
∆Rm

(4.14)

We want to derive an analogous expression for the similarity between cortical responses after receiving feedbacks FA,B associated to odors A and B (Fig. 4.3A). To
do so we have to ask how FA and FB affect the numbers of modules CA , CB and CAB
that produce cortical responses to odors A, B, and both.

Feedback-driven changes in modules responding to odor A or to odor B.
Let us start with the CA modules producing cortical responses to A. (The modules
responding to B can be treated similarly.) We have to consider two cases: (ii) modules
whose responses increase due to feedback, and (ii) modules whose responses decrease
due to feedback. CA is increased by modules whose responses increase if their initial
firing rate R is less than, but within ∆R of, the cortical threshold (θc − ∆R ≤ R ≤
θc ). CA is reduced by modules whose responses decrease if their initial firing rate
R is greater than, but within ∆R of, the cortical threshold (θc + ∆R ≥ R ≥ θc ).
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For simplicity, we have assumed an initially uniform distributions of the NA module
responses above θm , and of the N − NA module responses below θm . This means that
we can write the change in the number of cortically responsive modules in terms of
the proportions of modules within the two ranges indicated above. If the change in
the module firing rates after feedback ∆R is smaller than the difference between the
cortical activation and module response thresholds ∆θ, then only the NA modules
with initial firing rate greater than θm matter for the analysis. This gives the change
in the number of modules responding to A as:



A
δCA = pA
+ min(∆R, ∆θ) − p− min(∆R, ∆Rc ) ρ(A)

(4.15)

Here pA
± is the probability that a given module increases or decreases its firing rate,
ρ(A) = NA /(Rmax − θm ) is the density of responsive modules (modules/firing rate
range), min(∆R, ∆θ) is the size of the interval of rates that can contribute to increase
in CA , and min(∆R, ∆Rc ) is the size of the interval of rates that can contribute to
decrease in CA . If ∆R > ∆θ, some modules that were previously unresponsive (below
threshold θm ) can contribute to the cortical response after feedback, and we have to
add this contribution to get:

δCAtotal = δCA + pA
+ min(∆R − ∆θ, θm ) ρ(Ā) H(∆R − ∆θ)
H(x) = 0 if x < 0 and equals 1 otherwise

where ρ(Ā) =

(N −NA )
θm

(4.16)

is the density of modules below the response threshold, and

min(∆R − ∆θ, θm ) = min(θm − (θc − ∆R), θm ) is the size of the interval below θm
from which modules could become cortically activated after feedback. We included
the step function H(∆R − ∆θ) to indicate that the second term is only present if the
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effect of feedback is larger than the difference between thresholds. Through similar
reasoning

δCBtotal = δCB + pB
+ min(∆R − ∆θ, θm ) ρ(B̄) H(∆R − ∆θ)

(4.17)

is the change in cortical responses to B after feedback.

Feedback-driven changes in modules responding to both odors. A module
may increase or decrease its firing rate after feedback following one or both odors,
and this feedback may be correlated. To calculate the resulting change in the number
of modules reaching the cortical threshold for both odors, δCAB , we must consider
different possibilities for the initial firing rates as in the analysis of responses to single
odors above. For example, if the response to odor A is just below the cortical threshold
θc , while odor B lies just above, then positive feedback after A combined with the
absence of negative feedback after B triggers a cortical response for both odors. By
contrast, if the odor B response lies just below θc and the response to A lies just
above, then the pattern of feedback must be reversed to get cortical responses after
both odors. Reasoning in this manner we can distinguish the 15 cases enumerated in
Table 4.2.
The first four columns in Table 4.2 list the various relevant ranges for the initial firing
rates of a module responding to odors A and B in which increase or decrease of firing
by an amount ∆R after feedback can move a module above or below the cortical
threshold θc . The results for the contribution to δCAB presented in the last column
all have the same general form:
Pr(module increases/decreases response for one odor)
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× Pr(same or opposite for the other odor)
× (Area of the region in the response space)
× (Density of modules in this region).
The results are written in terms of the probability that both feedbacks affect the
module (pboth ), the probability that the two feedbacks have same sign effects (psame ),
and the probability that the two feedbacks have opposite sign effects (pflip ). See
Table 4.1 for definitions of other parameters.
For example, in Row 1 of Table 4.2, we start initially with a module whose responses
to both odors lie above the response threshold and below the cortical threshold (θm ≤
R ≤ θc ). We then multiply the probability that feedback causes the response to both
odors to increase (pA
+ × psame ) with the number of modules that lie close enough to the
cortical threshold such that feedback will take them over this threshold. This latter
is evaluated by multiplying by the density of modules in the joint A-B response space
(ρ(AB) = NAB /(∆Rm )2 ) (modules per unit response space area) times the area of
the region that lies close enough to the cortical threshold to cross over after feedback.
Since the feedback is taken to to have magnitude ∆R, the latter area is the square of
the minimum of ∆R and the interval between the thresholds ∆θ = θc − θm .
In Row 2 of Table 4.2 we consider a module which initially responds below the cortical
threshold to odor A θm < R < θc , but above the threshold for odor B. Thus, before
feedback, this module does not contribute to CAB , the count of modules responding
to both odors. After feedback the module will contribute to this count if the response
to odor A increases, and the response to odor B does not decrease. The probability
of this happening is pA
+ (1 − pflip ), accounting for the first two factors in the result.
To count the number of modules that experience this situation, as with the Row 1
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total
δCAB
=

(i)

(θc − ∆R, θm )

(θm , θc )

(θc , θc + ∆R)

P15

i=1

(i)

δCAB
Contribution δC (i) to δCAB

(θc + ∆R, Rmax )

pA
+

psame [min(∆R, ∆θ)]2 ρ(AB)

1

A,B

2

A

B

3

B

A

4

A

B

pA
+ [min(∆R, ∆θ) max(0, ∆Rc − ∆R)] ρ(AB)

5

B

A

pB
+ [min(∆R, ∆θ) max(0, ∆Rc − ∆R)] ρ(AB)

2
B
A
− pA
− + p− − p− psame [min(∆R, ∆Rc )] ρ(AB)

pA
+ (1 − pflip ) [min(∆R, ∆θ) min(∆R, ∆Rc )] ρ(AB)

B
p + 1 − pA
flip [min(∆R, ∆θ) min(∆R, ∆Rc )] ρ(AB)

6

A,B

7

A

B

−pA
− [min(∆R, ∆Rc ) max(0, ∆Rc − ∆R)] ρ(AB)

8

B

A

−pB
− [min(∆R, ∆Rc ) max(0, ∆Rc − ∆R)] ρ(AB)

9

2
pA
+ psame [min(∆R − ∆θ, θm )] ρ(ĀB̄)H(∆R − ∆θ)

A,B

10

A

B

pA
+

11

B

A

pA
+ psame [min(∆R − ∆θ, θm ) × ∆θ] ρ(AB̄)H(∆R − ∆θ)

12

A

B

pA
+ (1 − pflip ) [min(∆R − ∆θ, θm ) min(∆R, ∆Rc )] ρ(ĀB)H(∆R − ∆θ)

13

B

A

A
pB
+ (1 − pflip ) [min(∆R − ∆θ, θm ) min(∆R, ∆Rc )] ρ(AB̄)H(∆R − ∆θ)

14

A

B

pA
+ [min(∆R − ∆θ, θm ) max(0, ∆Rc − ∆R)] ρ(ĀB)H(∆R − ∆θ)

15

B

A

pB
+ [min(∆R − ∆θ, θm ) max(0, ∆Rc − ∆R)] ρ(AB̄)H(∆R − ∆θ)

psame [min(∆R − ∆θ, θm ) × ∆θ] ρ(ĀB)H(∆R − ∆θ)

Table 4.2: All fifteen cases for feedback-driven changes in modules responding to both odors The first four
columns are indexed by ranges for the initial response rates of the modules before feedback. For example, (θm , θc )
indicates that the initial response lies between the response threshold θm and the cortical threshold θc . Likewise
(θc − ∆R, θm ) indicates that the initial response lies below the response threshold θm but is sufficiently high that a
feedback-driven addition of ∆R to the response rate would push the module above the cortical threshold. This case
is only possible if the cortical threshold is sufficiently low and the strength of the feedback is sufficiently high. The
letters in each row indicate the range in which the response lies for each of the two odors. The results in rows 9-15
include the step function H(x) which is defined as H(x) = 0 if x < 0 and H(x) = 1 if x ≥ 0.

result, we have to multiply by the density of modules in response space by the area
in response space which lies close enough to the cortical threshold. This accounts for
the last two factors in the result.
Proceeding similarly, we arrive at the results in each row of Table 4.2. Note that the
results in some rows (e.g. rows 6, 7, and 8) are negative, and contain factors of pA
− or
pB
− because they represent the effects of negative feedback that cause modules which
are initially above the cortical threshold for both odors to cease to be so.

Overall equation
√
As described in the main paper, the cortical similarity is given by ρ = CAB / CA CB ,
which is the ratio of the number of modules that respond to both odors to the geo-
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metric mean of the numbers of modules that respond to each of A and B. Thus the
similarity after feedback is:

ρf = q

total
NAB
CAB + δCAB
= Q3 √
+ Q1


N
N
total
total
A
B
CA + δCA
CB + δCB

(4.18)

where in the second equation we are separating out all terms proportional to NAB ,
having noting that, from (4.13), CAB is proportional to NAB , and that, from the
total
expressions for δCAB
in Table 4.2 and for the densities ρ(AB), ρ(ĀB), ρ(AB̄), and
total
ρ(ĀB) in Table 4.1, every term in δCAB
also contains one piece proportional to NAB .
total
Upon including the explicit expressions for δCAtotal , δCBtotal , and δCAB
all factors of

NA , NB and NAB except those explicitly displayed in (4.18) cancel out, so that Q3
and Q1 only depend on the remaining model parameters such as the thresholds and
the probabilities of positive and negative feedback. Recalling from (4.14) that the
√
initial cortical similarity before feedback is ρi = Q0 NAB / NA NB , we can express the
change in similarity as

∆ρ = Q2 ρi + Q1

with Q2 =

Q3
−1
Q0

(4.19)

This is the main result of our analysis.

Pattern convergence and divergence: analytical model
Fig. 4.4 of the main paper illustrates these general results for a wide variety of feedback parameters. The general finding is that if the cortical activation threshold is
sufficiently high, then Q1 = 0 and Q2 > 0 when the feedback similarity is high, while
Q2 < 0 when the feedback similarity is low. Thus high and low feedback similarity
give rise to, respectively, pattern convergence and divergence increasing with initial
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odor similarity. On the contrary, if the cortical threshold is low, so that θc < θm +∆R,
then Q1 6= 0 and Q2 < 0 for both low and high feedback similarities (partial reversal
of effects, Fig. 4.7 and green regions in Fig. 4.4). Here, we discuss in more detail the
intercept Q1 and the sign of the slope Q2 in high and low cortical-threshold regimes.

Intercept Q1 and slope Q2 in the high-threshold regime The coefficient Q2
total
in (4.19) arises from the terms in δCAB
that are proportional to NAB , the number
total
of modules that are responsive to both odors. Every contribution δC (i) to δCAB

that is listed in Table 4.2 contains such a term via the expressions in Table 4.1 for
the densities of modules that are responsive/unresponsive to the two odors, ρ(AB),
ρ(ĀB), ρ(AB̄), and ρ(ĀB̄). By contrast, the intercept Q1 comes only from the contributions 9-15 in Table 4.2 that arise from situations where modules are non-responsive
before feedback for at least one of the two odors (R < θm ). These contributions only
matter if the effect of feedback, ∆R, is larger than the difference between the cortical and response thresholds, ∆θ (hence the step function H(∆R − ∆θ) in each of
these contributions). Thus all of these contributions vanish if the cortical activation
threshold is sufficiently high, i.e. θc > θm + ∆R, so that the Q1 = 0 in these cases.
In the main text, we have also provided explanations for the sign of Q2 in the high
cortical-threshold regime, in the simple situations of identical (Q2 > 0) and opposite
(Q2 < 0) feedback. The only exception to these situations is the case of ∼ 100%
inhibitory feedback for both odors (i.e. p− /(p+ + p− ) ∼ 1). In this singular case,
identical feedback yields pattern divergence increasing with odor similarity (Q2 < 0).
As a simple illustration, consider the special case that the inhibitory feedback targets all the modules (pF−1 = pF−2 = 1): the effect of such feedback on the cortical
similarity is equivalent to an increase in the cortical activation threshold for both
odors, which corresponds to flipping the sign of ∆R in Eq. (8) of the main text. Thus
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Q2 = −∆R/ (Rmax − θc ) < 0. As another special case, the slope is also negative when
feedback does not target all the modules and affects disjoint subsets for the two odors.

Intercept Q1 and slope Q2 in the low-threshold regime Now consider a situation where cortex has increased excitability and thus has a low threshold relative to
the strength of feedback: θc < θm + ∆R. Then, from Eq. (4.19) we can derive exact
expressions for Q1 and Q2 in the special case pA
+ = 1, pboth = 1, pflip = 0, i.e., when
feedback targets all the modules and is positive for both odors (Fig. 4.7, top). In this
A
B
A
B
case, pB
+ = 1 as well and p− = p− = 0. Because of this, only the p+ and p+ terms

in Eqs. (4.15), (4.16), and (4.17) contribute to the shifts in the number of cortically
responsive modules δCAtotal and δCBtotal that appear in the denominator of the cortical
similarity after feedback (4.18).
total
=
Every contribution to δCAB

P15

i=1

δC (i) in the numerator of the similarity equation

(4.18) contains a term that is proportional to NAB because there is such a term in all
module densities ρ listed in Table 4.1; we will call these terms δC (i,p) . Meanwhile the
contributions δC (i) with i = 9, · · · 15 also contain terms that are not proportional to
NAB ; we will call these δC (i,n) . In terms of these quantities, after some algebra we
can write the intercept Q1 and slope Q2 in (4.19) as:
P15

(i,n)
9 δC
Q1 = p
(CA + δCAtotal )(CB + δCBtotal )

P
√
(i,p)
CAB + 15
NA NB
1 δC
p
Q2 =
−1
Q0 NAB
(CA + δCAtotal )(CB + δCBtotal )

(4.20)

Notice that the intercept Q1 only takes contributions from modules that do not respond to at least one odor before feedback (cases i = 9 · · · 15 in Table 4.2), and thus
requires a low cortical threshold with ∆θ < ∆R. Explicit computation shows that
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Q1 > 0. Meanwhile, in the expression for Q2 there are four qualitatively different sets
of terms:
• The part of the sum for Q2 from i = 1 to i = 5 represents modules that initially
respond to both odors (see Table 4.2) and give positive contributions of Q2 .
• The part of the sum for Q2 from i = 6 to i = 8 represents modules that initially
respond to both odors (see Table 4.2) but give negative contributions of Q2 .
B
However, since pA
− = p− = 0 for this case, these contributions become 0.

• The term in Q2 with i = 9 comes from modules that do not respond to either
odor before feedback (see Table 4.2), and therefore only makes a contribution
to Q2 in the low threshold regime where the difference in thresholds is smaller
than the effect of feedback, i.e., ∆θ < ∆R. This term is positive because the
number of modules in this set increases as odor similarity increases.
• The part of the sum in Q2 from i = 10 to i = 15 arises from modules that
respond to only one of the two odors before feedback (see Table 4.2). Therefore
it also only makes a contribution to Q2 when the cortical threshold is low, i.e.,
∆θ < ∆R. This contribution is negative because the number of modules in this
set increases as the odor similarity decreases.
Overall, the third contribution dominates so that the slope is negative (Q2 < 0) when
θc ≤ max(θm , ∆R), regardless of the other parameter values. This is a sufficient
condition to have Q2 < 0, but for most values of the model parameters, higher θc can
also yield negative slopes, as long as θc < θm + ∆R.
A similar argument can be applied to the case pA
+ = 1, pboth = 1, pflip = 1, i.e. when
feedback targets all the modules and is positive for odor A, and negative for odor B
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(Fig. 4.7, bottom). In this case the analysis shows that in this feedback condition
Q2 < 0 for any θc < θm + ∆R and Q1 > 0 for any θc < min (θm + ∆R, Rmax − ∆R).

4.5.2. Mechanistic model
For details of the construction and simulation of the network, see Chapter 2.
Firing rate distributions
Firing rate distributions were acquired by simulating a network of 3,550 mitral cells
and 53,250 granule cells for one sniff cycle ( 61 of a second assuming a 6 Hz sniffing
rate) for a set of 8 different odors each targeting 20 of 178 glomeruli, with the strength
of the odor being drawn from a uniform distribution between 300 and 500 pA. The
resulting firing rates were fit with a generalized Pareto distribution with parameters
k = −0.281, σ = 3.331, and θ = −0.4 (Fig. 4.8A). Excitatory feedback current
was randomly added to a different subset of the MCs for each odor (in each case,
feedback targeted

1
5

of all MCs with current drawn from between 0 and 300 pA),

and the simulations were rerun. The resulting changes in firing rates due to feedback
were fit by a zero-elevated skew normal distribution (Fig. 4.8B), with the probability
of being drawn from the distribution equal to 0.31 and the consequent skew normal
distribution having the parameters α = 4.232, ω = 2.687, and ξ = 0.7785 (Fig. 4.8B,
inset). For excitatory feedback to GCs, a simulation was done for a set of 8 odors
each targeting 20 glomeruli, with a different feedback pattern for each odor (targeting
1
8

of all GCs with current drawn from between 0 and 100 pA); the change in firing

among the odor-receiving cells was then determined. Note that the distribution was
determined among MCs with spike count greater than or equal 2, as the maximum
number of spikes lost due to GC feedback was found to be 2. The resulting changes
in firing rate were fit with a lognormal distribution with parameters µ = 0.7957,
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Figure 4.8: Distributions of changes in firing rate (A) Distribution of MC firing rates due
to odor input (B) Distribution of changes in MC firing rates due to excitatory feedback. Inset
shows the skew normal distribution that was sampled if the change was not equal to 0. (see ”Firing
rate distributions”) (C) Distribution of changes in odor-receiving MC firing rates due to excitatory
feedback to GCs. Note that the lognormal distribution has been shifted to match the range of the
data. The parameters of the simulations for the distributions in A–C are provided in the text of the
Methods (”Firing rate distributions”)
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σ = 0.2548, which was then appropriately shifted and flipped to produce values with
the desired range and shape (Fig. 4.8C).

4.6. Supplemental Materials
Pattern convergence and divergence for normal distributions of module
responses: numerical results
We noted that the firing rate of modules should be determined by the sum of the firing
rates of the component mitral cells. Thus, by the central limit theorem, the module
firing rates should be normally distributed. Likewise, feedback affects individual
mitral cells, and the resulting change in the firing rate of a module is determined by the
sum of these changes for the component mitral cells. Thus, the effect of feedback on
the module firing rates should also be normally distributed. We then simulated N =
10, 000 cortical units receiving inputs from the corresponding number of bulb modules,
and responding to two odors A and B. Before feedback, we took the responses of bulb
modules to be normally distributed for each odor. We controlled initial odor similarity
by changing the fraction of modules that responded to both odors as opposed to
only one. We then modeled the effects of contextual feedback by adding normally
distributed firing rate changes to the modules. The mean and standard deviation
of the distributions were picked so that the range of module responses would be
comparable to the previous analytical computations. Additionally, the hard threshold
for cortical activation in the analytical model was replaced with a sigmoid acting on
the olfactory bulb module responses with a soft threshold at θc . These simulations
of the statistical model produced trends in pattern convergence and divergence that
were qualitatively similar to those derived analytically. We also were able to show
that these results were robust to broad changes in parameters (Fig. 4.S1).
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Figure 4.S1: The trends in pattern convergence and divergence are robust against changes in the
parameters of the normal distributions of module responses. (A) Results of the analytical model generalize
to realistic normal distributions of module responses to odor and feedback inputs (mean and variance µ1 = 1.15,
σ12 = 0.42 for odor inputs; and µ2 = 0.57, σ22 = 0.28 for feedback inputs). The cortical threshold is set to θc = 1.6
to give cortical activation of 10% [143]. Datapoint obtained by averaging the results for 10 randomly generated pairs
of odor inputs with similar similarity values. Different markers indicate different feedback conditions. Filled red/blue
circles: the two feedback scenarios corresponding to ρF B = 0.8 and ρF B = −0.8, respectively. Note that |ρF B 6= 1|
due to variability in the amplitude of the feedback strength ∆R. Empty red/blue circles: two intermediate conditions,
corresponding to 50% of modules receiving feedback, of which 75% are shared between the two odors. Of the feedbacktargeted modules, 75% receive inhibitory feedback for both odors in the first case (red, ρF B = 0.6), and 75% / 12.5%
receive inhibitory feedback for the first/second odor in the second case (blue, ρF B = −0.6) (B)–(E) Each panel
shows the statistical model results assuming normal distributions of module responses to odor and feedback inputs.
The parameters of the distributions are varied one by one with respect to A (µ1 = 1.15, σ12 = 0.42, µ2 = 0.57,
σ22 = 0.28). Results are robust against changes in (B, C) the mean and variance, respectively, of the distributions
of module responses to odor inputs and (D, E) the mean and variance, respectively, of the distributions of module
responses to feedback inputs. As in A, each datapoint is obtained by averaging the results for 10 randomly generated
pairs of odor inputs with similar similarity values. Different markers indicate different feedback conditions. Filled
red/blue circles: the two feedback scenarios of Fig. 1, corresponding to, respectively, ρF B = 0.8 and ρF B = −0.8
in B–C, ρF B = 0.75 and ρF B = −0.75 in D, left, ρF B = 0.94 and ρF B = −0.94 in D, right, ρF B = 0.92 and
ρF B = −0.92 in E, left, ρF B = 0.72 and ρF B = −0.72 in E, right. Empty red/blue circles: two intermediate
conditions, corresponding to 50% of modules receiving feedback, of which 75% are shared between the two odors.
Of the feedback-targeted modules, 75% receive inhibitory feedback for both odors in the first case (red, ρF B = 0.6
in B–C, ρF B = 0.56 in D, left, ρF B = 0.71 in D, right, ρF B = 0.69 in E, left, ρF B = 0.54 in E, right), and
75% / 12.5% receive inhibitory feedback for the first/second odor in the second case (blue, ρF B = −0.6 in B–C,
ρF B = −0.56 in D, left, ρF B = −0.71 in D, right, ρF B = −0.69 in E, left, ρF B = −0.54 in E, right
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The necessity of a nonlinear transfer function with high cortical threshold
in simulations of the statistical model
Our results depend critically on a two-layer architecture where activity in the bulb is
modulated by feedback and then passed through a nonlinearity with a high threshold
in the cortex. To see this, we changed the nonlinearity to a linear function f (Ri ) = Ri
(which effectively reduced the model to a single-layer) and studied how the similarity
in bulb responses to odors changed due to feedback. As above, we assumed that these
responses prior to feedback and the feedback-induced changes were both normally distributed, and we also maintained the same feedback similarities and statistics. We
then computed the cosine similarity between bulb responses to odors A and B, before
and after adding feedback. Fig. 4.S2A shows that the effects induced by feedback
in the bulb are substantially different from those that arise in the cortical layer of
the original model with high threshold Fig. 4.S2C, whereas they are similar to those
obtained in the original model with low thresholds Fig. 4.S2B. In particular, in the
single-layer model pattern convergence can be achieved only when the feedback similarity is very high, and even then decreases with increasing odor similarity, oppositely
to the trend observed in the high-threshold original model. Thus, the form of pattern convergence of Fig. 4.S2C can only emerge in a network linked by a non-linear
(high-threshold) transfer function.
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Figure 4.S2: The mechanism for pattern completion and separation requires a network with (at least)
two layers linked by a high-threshold transfer function The statistical effects induced by feedback in a singlelayer architecture or with low cortical threshold are qualitatively different from those arising in a two-layer model
with a high-threshold transfer function. (A) With only one layer, pattern completion can be achieved only when
the feedback similarity is very high and decreases with increasing odor similarity (red). Moderately correlated and
anticorrelated feedback induce similar effects (empty red and blue circles). Same conditions as in C: Filled red/blue
circles for the two extreme feedback scenarios with ρF B = 0.8 and ρF B = −0.8, respectively; empty red/blue circles for
the two intermediate feedback conditions, with ρF B = 0.6 and ρF B = −0.6, respectively. (B) Same conditions as in C
except with lower cortical threshold. The trend reversal is similar to that seen in the analytical framework (Fig. 4.7).
(C) Figure 4.S1A demonstrating results from a normal two-layer, high-threshold architecture for comparison.
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Figure 4.S3: Pattern convergence that increases with initial odor similarity only
occurs for sufficiently high numbers of mitral and cortical cells A robustly positive
slope of the relationship between initial similarity and change in similarity at high threshold
is only achieved for a sufficient number of MCs and bulb modules (i.e., cortical cells).
For different numbers of M mitral cells and K cortical cells, we simulated presentation
of the same positive feedback for different pairs of odors and then measured the slope
of the relationship between initial similarity and change in similarity at high threshold.
Although positive slope was achieved for relatively low numbers of MCs and cortical cells,
this relationship did not achieve a consistently high r2 value without approximate values
of M > 8000 and K > 80000. For all simulations, fodor = 0.12, G = 500, pF B = 0.08, and
q = 0.07.
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Figure 4.S4: Sufficiently similar feedback is required to produce a positive relationship between initial odor similarity and change in similarity following excitatory feedback to MCs Sufficiently correlated positive feedback produces a proportional
relationship between initial similarity and change in similarity. We generated a range of
feedback similarities for pairs of excitatory feedback vectors. We found that the slope of
the relationship between initial similarity and change in similarity at high threshold varied
linearly with the feedback similarity (slope = 0.5469, r2 = 0.9322). Thus, for feedback
vectors with significant similarity, the relationship between initial similarity of two odor
representations and the change in similarity of those representations following feedback is
positive. For all simulations, M = 10000, K = 100000, fodor = 0.12, G = 500, pF B = 0.08,
and q = 0.07.
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CHAPTER 5 : Elucidating rules of cell localization during
neurogenesis
5.1. Abstract
Granule cells, the most numerous cell type in the olfactory bulb, constitute an important component of the inhibitory framework which modulates bulbar output. Notably,
they undergo adult neurogenesis, in which new cells migrate from the cortex and integrate into the existing bulbar network, not only reshaping the bulb’s connectivity but
also enhancing its contributions to odor discrimination and olfactory learning. Traditionally, newborn granule cells were thought to localize randomly in the olfactory
bulb and, if their activity was sufficient to promote survival, replace preexisting GCs.
While this activity-based selection has been shown in computational studies to improve bulbar functionality, recent experimental evidence has contradicted this model,
suggesting that granule cells undergo very little cell death and, rather, incorporate
permanently into the bulbar network. We initially hypothesized that without this cell
death, random placement of GCs would not be able to produce improvements in bulbar function, as measured via the OB’s ability to decorrelate odors. Using the model
developed in the previous chapters, we instead found that the permanent addition of
GCs alone could indeed promote odor decorrelation, which we postulate arises from
a general increase in the network’s decorrelating ability. Moreover, the inclusion of a
activity-based localization rule further strengthened this decorrelation, likely by improving the network’s adaptation to the given odor environment. Nonetheless, more
complex localization rules and/or invocation of synaptic plasticity are likely required
to achieve optimal orthogonalization of OB responses to a given environment.
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5.2. Introduction
Adult neurogenesis is a rare phenomenon in the mammalian central nervous system,
with the olfactory bulb (OB) being one of the two major regions where it is known
to regularly occur [30]. Despite this rarity, neurogenesis not only strongly enhances
the ability of the OB to facilitate odor discrimination [10, 113, 181], but appears to
be indispensable to olfactory learning and memory formation [10, 15, 33, 182, 183].
Granule cells (GCs) comprise one of the two major cell types which undergo adult
neurogenesis in the OB; unsurprisingly then, where these adult-born GCs localize
in the OB and, in turn, how their subsequent incorporation into the existing MCGC network translates into improved OB functionality are of great interest in both
olfactory as well as general neuroscience.
Traditionally, experimental evidence has suggested that newborn GCs 1) localize
randomly in the OB; 2) ”compete” for survival during a critical period, with the most
active cells, as determined by the current odor environment, surviving; and 3) replace
preexisting GCs, leading to constant GC turnover [4, 30–33, 56, 111, 112, 184, 185].
Adopting this paradigm, computational models in turn have been able to demonstrate
that such activity-dependent selection can enhance decorrelation of odors in a given
environment [50, 55], as well as reproduce other experimentally observed phenomena
such as odor discrimination when many odors are present in a mixture (the ”olfactory
cocktail party” effect) [17]. However, recent evidence has demonstrated that the usage
of high, toxic concentrations of radioactive tracers for labeling newborn GCs has led
to a gross overestimation of the amount of cell death these cells undergo, to the point
that reduction of these concentrations lead to virtually no cell death at all [20]. This
calls into question the validity of activity-based selection as an explanation for the
effects of neurogenesis.
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How does this lack of cell death affect random cell placement and activity-based selection as the engines of neurogenesis? Furthermore, if these rules are consequently
found to be unsatisfactory for improving OB function, then what is the true logic
underlying placement of newborn GCs? To explore these questions, we simulate the
introduction of new GCs into the OB using the model developed in Chapter 2. We
first adopt a similar paradigm as in previous works [17, 50] and then remove cell
death in order to determine how critical it is to the facilitation of enhanced odor
decorrelation, as shown in experiment [10, 113, 181]. We initially hypothesized that
the total absence of cell death would render neurogenesis incapable of enhancing odor
decorrelation. To our surprise, we found that, while activity-based selection was capable of decreasing odor correlation, permanent addition of GCs could also facilitate
odor decorrelation; the addition of an activity-based localization rule to the latter
condition further improved this ability to decorrelate. To understand this latter result, we examined which MCs newborn GCs preferred to synapse with and found
that there was a heavy tendency to synapse with MCs which already connected with
many pre-existing GCs, a tendency ameliorated by the presence of the localization
rule. Thus, we hypothesize that, while neurogenesis can increase dissimilarity between
odor pairs through the decorrelating effect induced by an increase in the number of
GCs, modifications to the effective network structure, whether anatomically via specific localization rules during neurogenesis or functionally via synaptic plasticity, may
also be critical to the efficacy of neurogenesis.

5.3. Results
We first attempted to replicate findings from previous computational models as a
baseline [17, 50, 55]. We generated a small network of 916 MCs, organized into 44
glomeruli, and 13,740 GCs as well as a set of 10 odors, where odors were modeled as
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Figure 5.1: A simple experimental setup for studying neurogenesis in the model We simulate the system
receiving a set of odors and use the firing rates of the GCs to update the network with new GCs (potentially with cell
removal as well). Meanwhile we use the MC firing rates over time to determine the correlation between odor output
patterns. We thus examine how the correlation evolves with each neurogenic alteration of the network.

in Chapter 3: for each glomerulrus g, a strength Ig was drawn from Uniform(150,600)
or Uniform (0,150) for odor and non-odor receiving glomeruli, respectively; and a
phase pg was drawn from Uniform(0, 2π). Then for each MC in a given glomerulus,
a number I0 and phase φ were drawn from Normal(Ig , Ig /5) and Normal(pg , π/4)
respectively, and the input current was simulated as before:

I(t) =

I0 I0
+ (sin (2πf t − φ) + 1)
2
4

(5.1)

Each odor targeted 8 glomeruli, with the identity of the glomeruli selected to produce
sufficient odor diversity (mean glomerular overlap = 4.3, SD = 2.18). We set f equal
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Figure 5.2: An example of activity-based replacement (A) Example from one trial of
the change in total GC activity with constant replacement of relatively inactive GCs with
randomly placed GCs for each round of neurogenesis. A steady increase in total GC activity
in the network occurred. (B) Relationship between the ultimate change in correlation
between odor pairs following all rounds of neurogenesis and the initial correlation for the
trial in (A). 35 out of 45 odor pairs exhibited a net decorrelation.

to 6 Hz to represent sniffing [186] and simulated each odor in our base system for
0.33 s of in-simulation time, equal to 2 sniffs and sufficient to achieve steady state
conditions.
As a simple approximation of neurogenesis, we created the following experimental
paradigm (Fig. 5.1). We simulated the network receiving each of the 10 odors; once
we had finished all 10 simulations, we summed the recorded firing rates of the GCs
into a single vector, with each entry representing the aggregated firing of a particular
GC. Then, we removed the 25% of GCs with the lowest firing rates and replaced them
with new, randomly placed GCs, which formed random synapses with MCs depending on their location following the methodology described for network generation in
Chapter 2. Afterward, with the new GCs in place, we ran the simulation for each
odor again and removed and added granule cells as before. We repeated this process
10 times and examined how the correlation between odor pairs evolved with each
version of the model. We calculated the correlation between odor pairs in the same
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Figure 5.3: An example of random permanent addition (A) Example from one trial
of the change in total GC activity with random, permanent addition of GCs for each round
of neurogenesis. An steady increase in total GC activity in the network occurred. (B)
Relationship between the ultimate change in correlation between odor pairs following all
rounds of neurogenesis and the initial correlation for the trial in (A). 37 out of 45 odor pairs
demonstrated a net decrease in correlation.

manner as in Chapter 4, measuring the Pearson correlation between MC firing rates
over sliding time windows of length 5 ms (with 50% overlap between windows) at corresponding points in each odor’s spike train. We found that this form of neurogenesis
always increased total GC activity in the network, and in general, odor pairs tended
to experience a net decorrelation following all rounds of neurogenesis, although the
results were variable from trial to trial (mean fraction of odor pairs experiencing net
decorrelation = 0.73, SD = 0.1355, N = 5 trials). A representative trial is shown
in Fig. 5.2. Moreover, odor pair correlation varied considerably across each round
of neurogenesis, suggesting that each odor pair is quite sensitive to the particular
orientation of GCs in the network (Fig. 5.S1A).
To see what effect removing cell death would have on neurogenesis, we created a new,
smaller network of 864 MCs and 4,320 GCs (1/3 the normal GC:MC ratio) to act
as a base structure on which to add new GCs. Unlike the baseline condition, when
we added GCs in this scenario, we did not remove any preexisting GCs nor any of
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Figure 5.4: An example of guided permanent addition (A) Example from one trial
of the change in total GC activity with permanent addition of GCs for each round of neurogenesis guided by the relative activity of the MCs. An steady increase in total GC activity
in the network occurred. (B) Relationship between the ultimate change in correlation between odor pairs following all rounds of neurogenesis and the initial correlation for the trial
in (A). 42 out of 45 odor pairs demonstrated a net decrease in correlation.

the newly added GCs - in short, all GCs were incorporated permanently into the
network. We again performed 10 rounds of neurogenesis, each time adding 864 GCs
(1/10 of the remaining number of GCs needed to achieve a full 15:1 ratio of GCs to
MCs) and otherwise conducted the experiment as in the control condition, generating
a set of 10 odors and determining how correlation between odor pairs evolved with
the addition of new GCs. In this case, total GC activity again increased (Fig. 5.3A).
Interestingly, the net change in correlation following all rounds of neurogenesis again
tended toward decorrelation despite not invoking an activity-based localization rule
(mean fraction of odor pairs experiencing net decorrelation = 0.78, SD = 0.06, N =
5 trials). A representative trial is shown in Fig. 5.3. As with the baseline condition,
there was high variance in odor pair correlation with the evolution of the network
(Fig. 5.S1B).
Since an activity-based criterion was successful in the baseline condition, we wondered if an activity-based localization rule would further improve the decorrelating
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effect present during random, permanent addition of newborn GCs. To this end, we
conducted an experiment in which GCs again were incorporated permanently into the
pre-existing network but localized nearby active MCs. To achieve this, following each
simulation, we calculated the total firing rate across all odors for each MC and divided
by the sum of total firing rates for all MCs to create a probability distribution. For
each new GC, we sampled from this distribution to select an MC. Then, the x and y
positions of the GC were each selected a distance from within 1/10 of the MC’s radius
away from the MC’s center, while the GC’s z-position was ensured to be higher than
that of the MC (to ensure overlap between the MC and GC); the connectivity algorithm was afterward run as before to determine the GC’s connections with all MCs.
As with the previous experiments, alternating cycles of simulation and incorporation
were run 10 times until the network was at a full GC:MC ratio, and the change in
mean correlation over time for all odor pairs was measured. The results were similar
to those found with simple random placement: 1) increasing GC activity (Fig. 5.4A);
2) a general (but not universal) increase in net decorrelation of odor pairs for individual trials (Fig. 5.4B); and 3) high heterogeneity in odor correlation over rounds of
neurogenesis (Fig. 5.S1C). However, the fraction of odor pairs that experienced a net
decorrelation was higher than in either of the two previous conditions (mean = 0.88,
SD = 0.05, N = 5 trials) (Fig. 5.5A) . To further see how this condition compared
with the previous two, we also examined the ratio of the mean net decorrelation to the
initial correlation for all odor pairs with an initial correlation greater than 0.1 (we ignored those odor pairs with less initial correlation since fluctuations in correlation for
these pairs can produce unreasonably high values of this ratio). We found that, again,
guided permanent addition outperformed both the localization with replacement and
random permanent addition approaches (Fig. 5.5B).
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Figure 5.5: Comparison of net decorrelation among neurogenesis approaches (A)
Fraction of odor pairs experiencing net decorrelataion after all rounds of neurogenesis averaged among trials for each condition. N = 5 trials for all conditions. The leftmost condition
is a sham replacement condition, conducted similarly to the activity-based replacement condition, except a random subset comprising 25% of GCs was replaced instead of the least
active 25%. (B) Mean ratio of the net change in correlation to the initial correlation averaged among all odor pairs with initial correlation greater than 0.1 for all trials. N = 142 for
sham replacement, N = 145 for activity-based replacement, N = 171 for random permanent
addition, and N = 165 for guided permanent addition. Error bars indicate standard error
of the mean
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We were curious how these different forms of neurogenesis affected the connectivity
of the network. We compared the number of each MC’s initial complement of GCs
with its overall increase or decrease in number of connected GCs after all rounds of
neurogenesis. We found that in all cases, the more GCs the MC initially connected
to, the more subsequent GCs it went on to connect with during succeeding rounds of
neurogenesis (Fig. 5.6). This suggests that the ability of the network to reshape its
connectivity from an anatomical perspective is strongly limited by the pre-existing
MC architecture. From this perspective, it appears the mere addition of GCs is to a
large degree sufficient to decrease the similarity between odors, unsurprising given the
GC’s natural tendency to decorrelate (Fig. 3.6). However, the use of a localization
rule also appears to improve decorrelation by allowing the network to diverge somewhat from these anatomical constraints and adjust the network connectivity to the
given odor environment (Fig. 5.6B,C). Thus, even without the ability to change the
overall number of GCs, activity-based replacement is still able to increase decorrelation between odors, while guided permanent addition is able to draw on both these
sources of decorrelation for the strongest effect.

5.4. Discussion
Adult neurogenesis of granule cells (GCs) is an important process in the olfactory bulb
(OB), improving odor decorrelation [10, 113, 181] and facilitating olfactory learning
and odor memory formation [10, 15, 33, 182, 183]. However, our longstanding conception of how this process occurs, namely via activity-dependent survival of newborn
GCs that in turn replace pre-existing GCs, has recently been disputed [20]. Specifically, new findings contradict the notion of mass cell death motivating a highly malleable network structure, instead suggesting that GC incorporation into the OB is,
for all intents and purposes, permanent. Here, we have made use of our model to ex111

Figure 5.6: Newborn GCs predominantly connect with MCs which already connect to many GCs We calculated the increase in number of connected GCs after all
rounds of neurogenesis for activity-based replacement (A), random permanent addition (B)
and guided permanent addition (C). Each result is from one trial of that condition. In all
cases, there was a trend for GCs to connect to those MCs which already connected with
many GCs. However, the addition of a localization rule ameliorated this tendency to some
extent.
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amine the role cell death plays in neurogenesis and shed light on potential alternative
mechanisms guiding the incorporation of newborn GCs into the OB.
Interestingly, while activity-based replacement can increase decorrelation as shown
in previous computational studies [17, 50, 55], the addition of GCs in and of itself
appears to be sufficient to induce decorrelation. This suggests that the absence of cell
death, far from impeding the efficacy of neurogenesis, rather promotes it, presumably
as long as the OB has room to accommodate new GCs. Consequently, it would
appear that there exist at least two different avenues by which neurogenesis can
facilitate decorrelation - either via remodeling of the OB network, or via growth of
its native decorrelating ability via the simple addition of GCs. Unsurprisingly then,
the combination of these two effects yielded the greatest returns in terms of odor
decorrelation (Fig. 5.5).
Notably, our results strongly disagree with the findings of [55], which suggested that
an activity-based criterion would be sufficient to orthogonalize OB responses to a
given odor space. Our results show that, despite the overall net decorrelation induced
via activity-based replacement, many odor pairs were highly sensitive to the network
structure (Fig. 5.S1), such that the overall OB response to the given odor environment
had certainly not achieved optimal decorrelation. This discrepancy could stem from
methodological issues present in [55]. In particular, they utilize the determinant of
the matrix of odor responses in the OB to measure their orthogonality; however, the
use of the determinant is dependent on having an equal number of MCs and odors
(i.e. a square matrix), a highly unlikely coincidence, and so the use of such a metric is
questionable. Given the multiplicity of odors an organism is likely to encounter in an
environment, balancing each odor pair’s decorrelation over all possible combinations
is more likely a highly complex optimization problem, one not apparently solvable
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via a simple activity-based rule. The rules of localization then that most effectively
lead to experimentally-observed improvements in decorrelation and learning remain
obscure.
Some possible clues to such rules could emerge from the ways in which neurogenesis alters network structure in our model. Unlike previous models, which assume
distance-independent connectivity, GC localization in our framework is constrained
by the existing network structure, with newborn GCs generally preferring to synapse
with MCs which have ”advantageous” dendritic distributions and, as a result, already connect to many GCs (Fig. 5.6); the use of an activity-based localization criterion, however, tends to reduce this tendency, with the increased spread of values in
Fig. 5.6B and C indicating that at least some GCs are localizing around active MCs
and not necessarily anatomically favorable ones. To preserve some degree of flexibility
in response to changes in the environment, localization rules, whether activity-based
or more complex, may then be necessary, especially when attempting to maximize
decorrelation among many odor pairs.
Ultimately, determining these rules will require a more comprehensive understanding and simulation of neurogenesis. Indeed, our experiments here are simple and
preliminary - there are a host of other biological factors affecting neurogenesis that
play crucial roles in determining its effects. Notably, the increased excitability and
enhanced synaptic plasticity demonstrated by newborn GCs [13, 32, 181, 187] are
sure to strongly affect how and where these cells incorporate into the OB network.
Without synaptic plasticity in particular, the ability of the network to adapt to new
odor environments in the absence of cell death would likely be severely compromised.
Moreover, although our model goes to great lengths to encompass known anatomical
data about MCs and GCs, cells are not just circuit elements - they are fundamen114

tally living units subject to the influence of biological and chemical processes. This
is especially relevant in considering the migration newborn GCs undergo, as neuronal
migration in general is a process beholden to chemical gradients as well as the activity
of auxiliary cells of the nervous system such as glia [188, 189]. Thus, finding ways
to accurately represent such phenomena, and their potential link to preexisting GCs,
will be an important component of unraveling how newborn GCs know where to go.
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5.5. Supplemental Figures

Figure 5.S1: Correlation of odor pairs varies significantly over rounds of neurogenesis Evolution of correlation for 3 odor pairs from the activity-based replacement example
in Fig. 5.2 (A), the random permanent addition example in Fig. 5.3 (B), and the guided
permanent addition example in Fig. 5.5
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CHAPTER 6 : Conclusion
The olfactory bulb (OB), despite its small size and, at first glance, narrow functionality, is just as complex a brain region as any other. Besides being host to a
veritable menagerie of cell types [1], it is inextricably connected to the cortex, not
only in a feedforward manner, but importantly, via feedback processes as well. It is
not enough to understand each individual component of the OB, or even the OB by
itself - it must be studied in situ as an essential component of the olfactory pathway,
both as a transmitter and recipient of information. Despite their limitations, models
provide a way of investigating this relationship both in detail and at large-scale, being
able to directly analyze the behavior and interactions of thousands of neurons at a
time.
Through this thesis, I endeavored to construct a new model which pursues this goal by
both accurately and efficiently reconstructing the OB’s native cellular architecture.
Though limited in scope to just two cell types, it was capable of recapitulating a
number of known OB phenomena as well as making predictions concerning both
structural and functional aspects of the bulb, particularly in regard to how cortical
feedback interacts with cells in the OB. I then utilized this model to explore in
more detail the effect of cortical feedback on odor representation, reinforcing the
statistically-derived hypothesis that random feedback can enact robust and cortical
threshold-dependent patterns of convergence and divergence between different odor
patterns. Finally, I began preliminary investigations of the effect of neurogenesis on
network dynamics, showing that the permanent addition of newborn GCs can lead
to decorrelation, while providing evidence against the traditional, but experimentally
challenged model of activity-based selection. In addition, due to its tractability, I
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anticipate this model framework to be a useful tool for future researchers, and all code
has been made available online on GitHub at https://github.com/dkersen/olfactorybulb.
Ultimately, this model represents a new approach to understanding the relationship
both between structure and function as well as between cortex and periphery in
the brain, and I hope these studies are able to contribute to the rich tradition of
computational modeling of the brain.
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