1. Introduction. The purpose of this paper is to illustrate how the techniques of the theory of dynamic programming,
[l], may be used to convert a number of eigenvalue problems, where one is interested only in maximum or minimum values, into problems involving recurrence relations.
In turn we shall treat Jacobi matrices, some special types of quadratic forms possessing certain features of regularity, and finally Sturm-Liouville problems. The connection between Sturm-Liouville problems and dynamic programming has already been discussed in [2], using an approach different from that we shall present here.
The method discussed below is not only useful for computational purposes, but provides a method for studying the analytic dependence of the maximum and minimum eigenvalues upon the analytic structure of the matix. 
The maximum characteristic root of J is clearly/i(0). Let us now show that we can obtain a recurrence relation connecting the members of the sequence {fB(y)}. Write
Once xr has been chosen, the problem of choosing the remaining xk is quite similar to the original, with R transformed into R + l and the constraint on the remaining x* taking the form
Let us then set
so that the constraint on zk is Ef-fl+i 2* = L
We then have
Employing the "principle of optimality,"
[l], we obtain the recurrence relation over the region JjJLb x|= 1.
As above, we obtain the recurrence relation 
(b) x0 = zgo, xN -0.
Define the sequence 
