The human brain has accumulated many useful building blocks over its evolutionary history, and the best knowledge of these has often derived from experiments performed in animal species that display fi nely honed abilities. In this article we review a model system at the forefront of investigation into the neural bases of information processing, plasticity, and learning: the barn owl auditory localization pathway. In addition to the broadly applicable principles gleaned from three decades of work in this system, there are good reasons to believe that continued exploration of the owl brain will be invaluable for further advances in understanding of how neuronal networks give rise to behavior.
Introduction

B
arn owls (Tyto alba) are nocturnal hunters whose survival depends on sound localization (Payne 1971) . Field observations in the 1960s by behaviorist Roger Payne led neuroethologist Masazaku Konishi to speculate that the owl brain might have a map of auditory space, which would accurately direct the birds' talon strikes to prey rustling under groundcover. This was a contentious idea. At the time, the notion that the brain encoded incoming sensory events in the form of topographic maps was well established. In the visual or somatosensory cortex, for example, the spatial location of light or touch stimuli is represented by retinotopic or somatotopic maps, isomorphic representations of the corresponding epithelial surfaces, the retina or body surface. But the analogous representation in the auditory system would be a map of sound frequencies, not of sound source locations. If auditory space maps did exist they would have to be computed on the basis of binaural analysis-comparison of arrival times, intensity, and sound spectrum at each of the two ears. Had the brain evolved to perform this computational feat?
Indeed it had. In the late 1970s, Konishi and postdoctoral fellow Eric Knudsen reported conclusive evidence of an auditory space map in the owl's inferior colliculus (Knudsen and Konishi 1978) . The two major lines of investigation that emerged from this discovery have provided key insights into basic principles of neuroscience and continue to be active areas of research. One line of study focuses on elucidating the neural computations that give rise to the auditory map, and the other on how individual experience (i.e., learning) fi ne-tunes such computations. We outline some of the highlights of these topics.
Information Processing in the Auditory Localization Pathway
Shrews, most bats, cetaceans, and two species of birds use echolocation to navigate their environments. In contrast to this active process that uses biosonar emissions, owls and many mammals (including humans) rely on passive listening, involving a triangulation in which two copies of the sound are collected by each ear and compared by the brain to infer source direction (Konishi 2003) . During periods of alert exploration, the computation may evoke an orienting response toward the "perceived" sound source, which, because of owls' lack of a movable pinna and signifi cant ocular movements (Steinbach 2004; Walls 1942) , yields mainly two output variables: the azimuth and the elevation of a head turn (Figure 1) .
The main cues used to compute source direction are leftright differences in timing, or interaural time differences (ITDs 1 ), and left-right difference in sound level, or interaural level differences (ILDs 1 ). Humans and other mammals with symmetric heads use both ITD and ILD cues for localization in the horizontal plane and monaural spectral cues for localization in the vertical plane (Heffner and Heffner 1992) . Owls, too, use ITDs to determine the horizontal coordinate but uniquely use ILDs for the vertical component (Moiseff and Konishi 1983) because their craniofacial asymmetries create a systematic variation of ILD with source elevation (Moiseff 1989) . Interestingly, while distinct morphological asymmetries have evolved in different species, from the position of the ear fl aps in barn owls to the shape of the skull in Tengmalm's owl (Aegolius funereus), they all appear to achieve the same functional goal (Volman and Konishi 1990) .
Notwithstanding species-specifi c differences in the spatial pattern of ITD and ILD cues, the barn owl has proven to be an outstanding experimental model. In one sense it is indeed a "specialist" with a number of unique adaptations from inner ear to midbrain. In another sense, the computations performed in the barn owl brain likely represent building blocks of higher-order processes used across brain regions and across species. We describe these remarkable computations in the following two sections.
Detection of Binaural Cues
The brain's measurement of ITD has been modeled as a coincidence detection system in which neurons respond when impulses arrive at the same time (Jeffress 1948) . In the owl's nucleus laminaris (NL; Figure 1C ), impulses from each side are conveyed by myelinated axons of unusually low conduction velocity, with variable delays from one and the other side (Carr and Konishi 1990) . These bilateral delay differences are within a physiologically relevant range of ITDs expected given the owl's interaural distance and the speed of sound in air (Carr and Konishi 1990; Peña and Konishi 2001; Sullivan and Konishi 1986) . NL neurons respond maximally when the conduction times from each side exactly cancel the difference in the arrival time of the sound to each ear (i.e., the ITD; Figure 2 , inset) and are arranged topographically to form a map of the ITD. Although this neural scheme does not appear to be universal (Fitzpatrick et al. 2000; Harper and McAlpine 2004; Joris and Yin 2007; McAlpine et al. 2001; Schnupp and Carr 2009) , experimental evidence strongly supports the idea that the model proposed by Jeffress (1948) applies to how ITD is encoded in the owl's brain (Carr and Konishi 1990; Peña and Konishi 2001; Wagner et al. 2007 ) and in that of other bird species (Köppl and Carr 2008) and reptiles ).
Figure 2
Overhead view of barn owl circuit for detection of interaural time difference (ITD). In the owl's nucleus laminaris, phase-locked impulses are conveyed by cochlear nucleus magnocellularis axons from each side. The delays from one and the other side vary dorsoventrally in opposite directions. Coincidence-detector neurons respond maximally when impulses from the left and right sides arrive at the same time. Systematic variation in the neural delays produces a topographic representation of ITD that covers the range of ITD normally experienced by the animal (Carr and Konishi 1990) . The process of detecting ITD has been modeled as a system implemented by coincidence-detector neurons and axonal delay lines (Jeffress 1948, inset) . The similarity between measured and computed curves indicates that the multiplicative model has remarkable power to predict the data. dB, decibel; mV, millivolts. Modifi ed from Peña and Konishi (2001) .
NL neurons project to the central nucleus of the inferior colliculus (ICCc; Figure 1C ). Both NL and ICCc neurons are tuned to ITD and narrowly tuned to frequency, leading to rate-ITD curves that look similar at fi rst glance (Christianson and Peña 2007; Wagner et al. 1987 Wagner et al. , 2002 Wagner et al. , 2007 . Recent studies showed, however, that ICCc cells respond to ITD more reliably (Christianson and Peña 2006) . The ICCc receives input from the NL (Takahashi and Konishi 1988b) and from the anterior part of the dorsolateral lemniscal nucleus (LLDa; Figure 1C ) (Adolphs 1993; Wild et al. 2001) , which also receives input from the contralateral NL (Takahashi and Konishi 1988a) . LLDa neurons show more reliable response to ITD than NL as well . These results indicate that the output of similarly tuned NL neurons is summed to produce an averaged response with greater single-unit reliability.
The ILD is computed in a dedicated pathway where neurons, though unable to reliably adjust spike timing to sound phase, more effi ciently signal sound-level changes (Köppl and Carr 2003; Sullivan and Konishi 1984) . Neurons in the pars posterior of the dorsolateral lemniscus (LLDp; Figure 1 ) respond to sounds that are louder on the contralateral ear by means of reciprocal inhibition between LLDp nuclei (Manley et al. 1988; Mogdans and Knudsen 1994) . The strength of inhibition varies dorsoventrally (Mogdans and Knudsen 1994; Takahashi et al. 1995) , yielding systematic variation in ILD tuning along this axis and a precursor of the downstream topographic representation of elevation. In the owl's midbrain neurons become sharply tuned to restricted ranges of ILD. Bilateral projections from LLDp to the lateral shell of the central nucleus of the inferior colliculus (ICCls 1 ; Figure 1C ) appear to be involved (Adolphs 1993) , although the mechanism to generate nonmonotonic ILD tuning is poorly understood.
Integration of Binaural Cues
The ascending streams of binaural information converge in the external nucleus of the inferior colliculus (ICx 1 ; Figure 1C ), where they are used to compute a map of auditory space. Individual neurons in this map respond most strongly to sounds arising from one particular direction in the animal's surroundings. For each ICx neuron, space specifi city is largely due to combination selectivity to ITD and ILD and to frequency convergence (Mazer 1998; Takahashi and Konishi 1986) . While the ITD and ILD tunings are robust determinants of the vertical and horizontal coordinates of spatial receptive fi elds (Moiseff and Konishi 1983; Olsen et al. 1989) , convergence across frequency channels is required both to eliminate ambiguities inherent in the periodic nature of sound (Mazer 1998; Peña and Konishi 2000; Takahashi and Konishi 1986) and to account for frequency-dependent variation of spatial cues generated by direction-dependent fi ltering properties of the owl's head and facial ruff (Hausmann et al. 2009; Keller et al. 1998; Olsen et al. 1989; Poganiatz et al. 2001; Spezio and Takahashi 2003) . The end result is neuronal space specifi city that is tuned to naturalistic sound properties (Nelson and Takahashi 2008; Reches and Gutfreund 2008; Wagner 1992; Witten et al. 2006 ) and matches behavioral acuity (Bala and Takahashi 2000; Bala et al. 2007; Saberi et al. 1998a,b) .
The biophysical mechanisms that underlie these computations have come under intense scrutiny. In vivo intracellular recordings showed that the spiking threshold of space-specifi c neurons is strategically located to narrow the spatial receptive fi elds, creating a spiking output that is signifi cantly more sharply tuned to space than the subthreshold receptive fi eld Konishi 2000, 2002) , and principal component analysis on these fi elds unmasked a multiplicative combination of inputs tuned to ITDs and ILDs Konishi 2001, 2004) (Figure 3 ). Multiplication is a powerful operation that produces robust combination selectivity (Gabbiani et al. 2002; Koch 1999; Poggio 1990; Pouget and Sejnowski 1997; Salinas and Abbott 1996) . A study of subjective lateral position based on lateralizationmatching experiments in humans (Stern and Colburn 1978) and on physiological studies of auditory nerve activity (Kiang 1968) predicted that the estimate of lateral position is computed by the product of timing and intensity functions, which until then are processed in parallel. The similarity of the processing in the barn owl's brain to this model is striking.
Understanding of the mechanism of spatial tuning in ICx has advanced considerably since Knudsen and Konishi (1978) discovered the map. However, further studies are necessary to understand its mechanism in terms of microcircuits, cellular properties, and synaptic effects.
Recent work has compiled the vast amount of data related to spatial tuning of ICx neurons into a model in which ITD-and ILD-dependent signals are multiplied within narrow frequency channels and frequency integration uses a linearthreshold mechanism (Fischer et al. 2009 ). This model embraces the diversity of spiking responses in ICCls (Fischer et al. 2007 ), addressing how a heterogeneous population can produce ICx responses; reconciles the observation of multiplicative responses to ITD and ILD with the presence of linear frequency integration in subthreshold ICx responses Konishi 2000, 2001) ; and is consistent with experimental evidence that learning in the owl can elicit frequencydependent connectivity changes in ICx (Gold and Knudsen 2000) . Specifi c predictions of this model are yet to be tested.
Examples like these highlight the analytical power of mathematical models to represent how owls locate prey. However, they are snapshots of a conspicuous trend. The owl's brain performs many algorithms that models have proposed. The running cross correlation, derived for coincidence detectors by Licklider (1959) and later used in several models of sound localization (Blauert and Cobben 1978; Jeffress and Robinson 1962; Saberi 1996; Sayers and Cherry 1957; Stern et al. 1988) , accurately describes the NL neurons' response to the ITD . Noise reduction has been represented in sound localization models by time averaging (Sayers and Cherry, 1957) ; in the owl's brain, an averaginglike process increases tuning reliability shortly after ITD detection (Christianson and Peña 2006; Fischer and Konishi 2008) . Frequency convergence in the owl's brain eliminates the ambiguity inherent in the periodic nature of sound (Mazer 1998; Peña and Konishi 2000; Saberi et al. 1998a,b; Singheiser et al. 2010; Takahashi and Konishi 1986) , consistent with lateralization models for humans (Stern et al. 1988) . As mentioned above, a multiplicative-like process, postulated by Stern and Colburn (1978) , underlies the combination selectivity of space-specifi c neurons (Fischer et al. 2007 (Fischer et al. , 2009 Peña and Konishi 2001) .
The remarkable power of models to predict neural processing in the owl's auditory system underscores the principles of neuroethology. In this specialized nocturnal hunter, developmental and evolutionary mechanisms have resulted in the convergence of optimal function and mathematical elegance.
Learning in the Auditory Localization Pathway
We have described the computations that interpret a particular set of binaural cues and translate them into a map of auditory space. But for any individual owl or human the cue values corresponding to particular locations change over time. This is especially evident during early and juvenile development as the head grows and the interaural distance lengthens. Even subtle postdevelopmental alterations in cranial, pinna, and torso morphology can signifi cantly transform the spatial pattern of cues. Moreover, age-related changes in inner ear function can alter cue values at the input stage. To maintain an accurate representation of auditory space, the brain must adjust its interpretation of cue values on the basis of spatial information available from other modalities.
Barn owls have excellent night vision (Harmening et al. 2007) due to a dense concentration of rod-type photoreceptors in the area centralis, or fovea. They use vision for many essential behaviors-guiding fl ight through a forest or the rafters of a barn, landing on perches, and almost certainly for sizing up prey. Consider an owl fl ying above a fi eld at night. It hears a noise, orients, and fl ies toward it. Upon close approach and with a bit of ambient moonlight or artifi cial lighting, the owl's gaze falls on the auditory target. A fi eld mouse or small vole is desirable, while a larger rat is unmanageable and dangerous. Should the visual assessment reveal suitable prey, the direction of gaze now instinctively guides the direction of talon strike ( Figure 1B ). Thus a successful hunt under most natural conditions relies on both audition and vision.
The integration of these modalities occurs in the optic tectum (OT 1 ), which sits at the highest level of the midbrain auditory localization pathway ( Figure 1D ), where the auditory space map computed in the ICx aligns and integrates with a visual space map derived from retinotopic input (Knudsen 1982) . Sensory stimuli of either modality can activate OT neurons, and because their output directly controls motor nuclei that innervate the head and neck muscles (Masino and Knudsen 1990 , 1992 , orienting movements can be elicited by targets that are visual only, auditory only, or bimodal in nature (Figures 1 and 4 ).
Figure 4
Behavioral changes during prism adaptation. Head direction before and after orienting to target is indicated by thin dotted lines; fi nal direction of gaze is indicated by solid lines with arrows, location of talon strike by talon icons. Visual targets are represented by mouse icons and auditory targets by mouse icons obscured under groundcover. Left panel: Behavioral responses to a visual (top) or auditory (bottom) target immediately after mounting of R20° prisms. The visual target elicits a head movement that accurately directs the owl's optically displaced gaze. Because the talon strike normally follows head direction, the reach to target is miscalibrated and the mouse escapes. With the auditory target, the direction of the head movement is based solely on the owl's interpretation of binaural cues (interaural time difference and interaural level difference); because these are unchanged by the prisms, the owl correctly orients its head toward the target-and the optically displaced gaze falls off target. If visual assessment is warranted, the owl may be reluctant to strike. If conditions are auditory only, the owl may strike and catch the mouse. Center panel: Behavioral responses after short-term prism experience. The owl makes a visuomotor adjustment (heavy grey arrow) so that the talon strike follows the optically displaced gaze. Once learned and reinforced by hundreds of daily interactions, this adaptive behavior becomes refl exive. As a result, reaching to auditory targets is now inaccurate. Right panel: Behavioral responses after long-term prism experience. Orienting and reaching to visual targets remains as illustrated in the center panel. After 8 weeks of prism rearing, however, the owl has learned to reinterpret the binaural cues that normally correspond with visual targets at R45° and now associates them with locations at R25°. This results in an adaptive orienting movement (heavy dotted line) to auditory targets. Now both the gaze and talon strike are accurate even for auditory-only targets. Behavioral integrity has been restored.
Bimodal targets provide the system with the richest information. Indeed, an important function of the OT is to associate particular values of binaural cues (ITD/ILD combinations) with the locations in the visual fi eld that produce them. This is necessary because the values of ITD and ILD are shaped by epigenetic factors as described above; the owl genome by itself cannot know precisely how to interpret "ITD = 40 µs right ear leading." By analyzing the success or failure of head turns to bimodal targets, or more generally daily bimodal experience (Witten and Knudsen 2005) , the owl brain harnesses spatial information conveyed by the visual system to calibrate interpretation of these cues.
More than 20 years of elegant empirical studies support this model (Knudsen 2002) . These experiments have used a variety of manipulations that have as a common goal the chronic alteration of cue-location relationships. Long-term effects on the brain are then assessed by electrophysiological recordings or behavioral measurements. Lid suture, ear plugging, and acoustic fi ltering (Gold and Knudsen 1999; Knudsen 1983 Knudsen , 1988 Mogdans and Knudsen 1992) are three distinct manipulations that lead to dramatic and predictable effects on auditory processing. These paradigms collectively demonstrate the robustness of the system as a learning machine. The beststudied manipulation, however, and the focus of the remainder of this review, involves the mounting of prismatic spectacles, or "prisms," on the owl's eyes (Knudsen and Brainard 1991) .
Prisms are constructed from fresnel lenses, mounted in frames and secured to the owl via a surgically attached head bolt. They laterally displace the frontal visual fi eld by a fi xed amount (most commonly 23°) that immediately disrupts visually guided orienting behavior, resulting in missed prey strikes and landing accidents (Figure 4) . The fi rst learned response to prisms does not involve the auditory system but is a visuomotor adjustment that restores reaching accuracy to visual targets (Knudsen and Knudsen 1989b) . A collateral effect of this rapid plasticity is that reaching to auditory-only targets becomes inaccurate (Figure 4 , middle panel). With repeated practice over weeks to months, the owl resolves the dilemma by altering its auditory-driven orienting movements such that its optically displaced gaze falls on target Knudsen 1985, 1989a ; Figure 4 , right panel). Visual assessment is once again possible, as is an accurate talon strike. If owls could move their eyes (more than ~2°, the maximum observed), this elaborate series of behavioral changes would not be necessary.
Learned changes in orienting behavior are primarily driven by rerouted auditory activity in the ICx (Brainard and Knudsen 1993 ; Figure 5A ), a functional plasticity routinely quantifi ed via electrophysiological recordings made from Figure 5 Effects of age and environment on the capacity for learning. Note: To facilitate presentation of results from a large number of studies, the graphs in B, C, and D were created with simulated data as different studies used slightly different methods for measuring adaptive shifts. The simulated data were generated in silico using the actual mean values and interindividual variances, after mapping onto a common reference frame (interaural time difference [ITD] shift in µs relative to the center of the nondisplaced visual spatial receptive fi eld measured in degrees). (A) Neural basis of behavioral changes. Schematic diagram of a horizontal section through the right tectal lobe (see Figure 1D) . The fl ow of neural activity in response to a sound producing an ITD of L50 µs is indicated by thick black arrows. Before prism mounting, this activity enters the optic tectum (OT) at a map location that drives a head turn to visual fi eld location L20° (dotted black line). After 8 weeks of prism experience, activity in the ICx is rerouted (red curved arrow) and the newly calibrated response in the ICx is relayed to the OT along static connections (black arrows) that drive a head turn toward the optically displaced visual fi eld location (dotted red line). Magnitude of adaptive shifts back to normal as a function of age of prism removal. All of these owls had previously developed good adaptive shifts. Those in individual cages lost the ability to return to normal at approximately 200 d, whereas those in large fl ight aviaries retained the ability to return to normal throughout life. Collectively, these results show that (1) the housing environment can exert a powerful infl uence on learning capacity and (2) the capacity to relearn a normal mapping persists even after a lifetime of prism wearing. Thus, the normal mapping is privileged in ways the learned mapping is not. (C) Time courses of adaptive shifts for different directions and magnitudes of optical displacement. Each symbol represents data acquired at a different time from the same owl. Black symbols represent times when prisms are removed; red symbols, right-shifting prisms, and blue symbols, left-shifting prisms. All experiments shown in C were conducted using standard large aviary conditions (free fl ight, interaction with other owls, passive feeding on dead mice). Left panel: A naïve adult owl (>200 d at age of prism attachment) exhibits little adaptive adjustment to the sudden imposition of large optical displacements, R23° or L23° prisms. Right panel: An adult that had adapted to R23° prisms during the juvenile sensitive period can readapt to those prisms even after their removal for a long period. This enhanced capacity for learning does not extend to novel experience, however, because the same owl does not adapt to a different direction (L23°) or to larger displacement in the original direction (R34°). Thus the learning that results from juvenile experience is circumscribed by the parameters of that experience. (D) Two methods that augment learning in naïve adults. Left panel: Incremental training under standard large aviary conditions. A naïve adult adapts to a small optical displacement of R6° and subsequently makes adaptive shifts appropriate for R17° prisms. Consistent with characteristics of juvenile learning, the step-shifted adult reexpresses the normal mapping upon prism removal and reexpresses the learned mapping upon reexposure to a single large displacement. The trace induced by incremental training is also limited in direction and magnitude to the fi nal step-shifted value. Right panel: A naïve adult exposed to R17° does not adapt under standard large aviary conditions, but does when it is required to hunt live mice.
the OT as an adaptive shift in ITD tuning. While 57.5 µs is the maximum shift expected for 20° to 23° prisms, in practice the mean maximum shift displayed by juvenile owls is 42 µs-close may be good enough. Because it is far easier to measure adaptive shifts than changes in orienting behavior (owls are diffi cult to train and unresponsive to fl uid rewards), the follow-up studies described below used electrophysiological recordings to monitor the progression of learning.
Effects of Rearing Environment on the Capacity for Learning
In their natural environment owls are cavity dwellers. Whether the high canopy of a cactus palm or the recesses of a wooden barn, the cavities they seek are dark, cramped, and isolated from the outside world. This is where young owls spend their fi rst 60 days of life before emerging to experience a rich auditoryvisual environment, at which point their goal is to learn to associate an individualized pattern of binaural cues with the locations in the visual fi eld that produce them. Their survival depends on it.
Is a rich environment necessary for hatchlings and fl edglings to adapt to prisms? To answer this question, young owls were raised in either individual cages or large fl ight aviaries. The individual cages were nest-sized boxes with only small slits near the top to allow airfl ow, a housing environment that recreates the limited auditory-visual-motor experiences available in a natural nest (but sans social interactions). In contrast, the large fl ight aviaries offer fl edglings the opportunity to fl y, interact with other owls, and experience conditions similar to those encountered in the wild. Notably, for all of the experiments described in this section, hunting live prey was not part of the paradigm: the fl edglings fed on dead mice that animal husbandry personnel scattered on the aviary fl oor once a day.
If prisms were mounted on young owls before the age of fl edging (<60 d) the birds readily adapted regardless of housing environment (Brainard and Knudsen 1998) . This result has been confi rmed by both behavioral and physiological studies and indicates that the developing brain is quite open to changing its structure and function in order to represent the world as it is experienced. In contrast, if prisms were mounted after 60 days, the large fl ight aviary environment was required for successful adaptation; postfl edged owls raised in individual cages did not adapt ( Figure 5B ), indicating the closure of a sensitive period during which the brain confi gures itself solely on the basis of the experienced pattern of neural activity and regardless of behavioral outcome.
Just how powerful is the rich experience available in large fl ight aviaries? Researchers began to experiment with different prism attachment ages (Brainard and Knudsen 1998; Knudsen and Knudsen 1986) . They found that older juveniles-up to 200 days old (the approximate age of sexual maturity) at the time of prism mounting-readily adapted to prisms when housed in standard aviary conditions (i.e., with the capacity for free fl ight, interaction with other owls, passive feeding on dead prey). If prisms were mounted at older ages, owls did not adapt. The mechanism of this sensitive period closure remains to be determined.
An important related question is whether owls readapt to normal conditions when prisms are removed. Indeed they do. Most dramatically, prism-adapted owls living in large fl ight aviaries retain the ability to "snap back to normal" throughout life (Brainard and Knudsen 1998) . Even owls that had been prismreared since close to the age of eye opening (14-18 d) and had continuously worn prisms for years reexpressed a normal auditory space map and normal orienting behavior after prism removal in middle adulthood ( Figure 5B ). Although the time course of readaptation has not been thoroughly charted, anecdotal evidence suggests it is rapid, on the order of days to weeks at most. Thus, the normal mapping appears deeply hard-wired.
But the owl's capacity to readapt to normal conditions can be limited by the housing environment. Although prismadapted juveniles living in individual cages readily revert to normal following prism removal, they lose this ability at approximately 200 days (Brainard and Knudsen 1998 ; Figure  5B ). Apparently, the hard-wired propensity of the normal mapping is not enough to overcome the absence of behavioral experience that is a hallmark of the impoverished cage environment. And again 200 days represents a crucial barrier. By analogy with other plastic circuits and systems, one could speculate that age-related consolidation of circuitry, perhaps involving the myelination of neural pathways (Cheng and Carr 2007) and potentially related to large changes in circulating levels of sex hormones, contributes in part to closure of the sensitive period.
The results described above answer many questions and raise new ones. First, how do the extent and nature of prism experience early in life circumscribe the individual's lifelong capacity for learning? Second, is it possible to augment learning in naïve adults by using different training techniques? We consider these questions in the following sections.
Enhanced Capacity for Learning Exhibited by Prism-Adapted Owls
One clear enhancement demonstrated by prism-adapted adults is their ability to readapt to prisms after months to years of normal experience (Knudsen 1998 ; Figure 5C ). This fi nding is evocative of learning in other systems, in which the development of skills early in life leaves a lasting "trace" in the brain that remains accessible even after long periods of disuse; for example, human toddlers transplanted from one language environment to another around the age of 18 months retain a superior ability as young adults to make phonetic distinctions in the fi rst language, despite a complete lack of subsequent exposure or use (Kuhl 2004) .
Does prism rearing boost learning capacity in general? To test this, prism-removed owls were challenged with optical displacements they had not experienced before (Knudsen 1998 ; Figure 5C ). Owls that had adapted to R23° prisms as juveniles were readapted to normal and then fi tted with L23° prisms, which demand shifts in the opposite direction. They did not adapt. When they were fi tted with R34° prisms, which require shifts far greater than those they had expressed as juveniles, they adapted poorly, never shifting more than previously and often shifting less (juveniles <200 d do fully adapt to 34°). Finally, to verify that these owls had not simply lost their trace, they were refi tted with R23° late in life-and adapted well. These results clearly indicate that the enhanced capacity for learning is limited in direction and magnitude by the specifi c characteristics of early life experience.
Teaching Old Owls New Tricks: The Effects of Active Hunting and Incremental Training
The conditions under which young and old animals effectively learn new skills can be strikingly different. For example, when naïve adult owls are required to hunt live mice for 1 hour per day they exhibit substantial adjustment to 23° prisms, as illustrated in Figure 5D (Bergan et al. 2005) . This enhancement may result from the engagement of attention and/ or increased sensory input provided by the hunting experience. Age-related dependence on the value or necessity of extrinsic context, especially heightened attention and arousal, has also been observed for plasticity occurring in the cortex (Kilgard and Merzenich 1998 ).
An alternative strategy to enhance learning is through incremental training (Linkenhoker and Knudsen 2002) . Passively fed adult owls do not adapt to 17-23° prisms but do adapt to smaller optical displacements (~6°). Moreover, once fully adapted to the small displacement, these adults adapt to subsequent displacements of similar magnitude, and in this manner can be "step-shifted" to as much as 23° ( Figure 5D ). These fi ndings reveal principles of widespread importance, as incremental training strategies have been successfully applied to other brain systems including skill learning (Clawson et al. 2001) , language acquisition (Tallal et al. 1996) , and operant conditioning (Perone et al. 1988 ).
Neural Mechanisms of Learning
As described above, the prism paradigm has been instrumental in disentangling the roles of age, housing, and training regimen on an individual's capacity for learning. An equally important set of studies has investigated how, mechanistically, the brain accomplishes these feats.
Instructive Signal
After prism mounting, the optically displaced visual signal transduced by the central nervous system is stationary over time Knudsen 1993, 1995; DeBello and Knudsen 2004) . That an unchanging signal from one network is used to adjust the response properties of another indicates that prisminduced adaptive plasticity is a form of instructed learning (Knudsen 1994) . Instructed learning is a hallmark of many higher brain functions, such as the development of vocalizations in songbirds (Brainard and Doupe 2000) or the acquisition of expressive language in humans (Kuhl 2004) .
Lesion reconstructions and latency analysis (Brainard and Knudsen 1993) , pharmacological data (Feldman et al. 1996; Knudsen 1999, 2001) , and anatomical data (DeBello et al. 2001; Feldman and Knudsen 1997; McBride et al. 2008) indicate that the ICx is the major site of synaptic plasticity, at least for young juveniles (DeBello and Knudsen 2004) . The visually based instructive signal acts here, but where does it come from? While an obvious candidate is the bimodal OT, early anatomical tracing studies failed to fi nd a feedback connection from the OT to the ICx, and early physiological studies failed to fi nd an overt trace of visually driven activity in the ICx-it appeared to be an auditory-only structure.
This view has been revised on the basis of more recent evidence. Improved tracing techniques revealed a sparse feedback connection from the OT to the ICx that exhibits many hallmarks of the instructive conduit (Hyde and Knudsen 2000; Luksch et al. 2000) . This feedback connection, which is topographic in nature, originates primarily from intermediate and deep layers of the OT and from neurons whose dendritic architecture is positioned to sample both auditory and visual input, and it terminates in the region of the ICx where space-specifi c neurons are found. Moreover, restricted electrolytic lesions in the OT "freeze" the owl's capacity for prism adaptation at-and only at-the corresponding map locations in the ICx (Hyde and Knudsen 2002) . This is strong evidence that the OT is a source of instructive information, but leaves open the question of why no trace of visual activity had been observed in the ICx. One explanation is that the fl ow of information from the OT to the ICx is fi ltered, or gated, perhaps by attentional processes (top-down), or by specifi c features of auditory-visual stimuli (bottom-up), or both.
The fi rst successful effort to tease open this gate used pharmacological manipulation to disinhibit the OT (Gutfreund et al. 2002) . In baseline conditions, simple visual stimuli (LED fl ashes) were completely ineffective in driving ICx neurons. The gamma-aminobutyric acid (GABA) receptor antagonist bicuculline was then applied to a corresponding map location in the OT, and within minutes strong visually driven responses appeared. Moreover, for sounds and LED fl ashes presented simultaneously, the magnitude of the visually driven response in the ICx encoded the spatial mismatch between ITD value and LED location: instructive information had been delivered. This fi nding suggested that endogenous modulation of GABAergic inhibition is a proximate mechanism for opening or closing the gate. It also confi rmed that the gate appears closed in lightly anesthetized owls exposed to artifi cial stimuli. The role, if any, of top-down attentional processes in opening the gate remains unknown.
In contrast, the nature of the stimulus itself has been found to play a role in facilitating access to the ICx (Bergan and Knudsen 2009 ). LED fl ashes were replaced with more dynamic visual stimuli such as a looming motion presented to the owl via a computer monitor. These stimuli modulated responses to simultaneously presented sounds even in the absence of pharmacological disinhibition. Because dynamic stimuli more closely represent qualities inherent to the natural visual scene, this fi nding suggests that specifi c features of visual stimuli can act as a salience fi lter and could indicate a bottom-up process that operates independent of attentional control.
Regardless of how the instructive signal arrives in the ICx, it must be decoded and translated into synaptic change. One candidate mechanism involves the cyclic adenosine monophosphate (cAMP) response element binding protein (CREB), an intracellular signaling molecule that integrates incoming synaptic activity and adjusts the neuron's gene expression to strengthen or weaken recently activated synapses (Ahn et al. 1999; Barco et al. 2002; Kandel 2001; Marie et al. 2005; Pittenger et al. 2006) . To test whether the instructive signal activates CREB, owls were provided a salient audiovisual experience (hunting live mice) and within 30 minutes sacrifi ced for histological analysis. CREB activation was analyzed using phosphorylation state-specifi c antibodies, confocal imaging, and immunofl uorescent measurements at individual cell nuclei. In both normal and prism-adapted owls that experienced small auditory-visual mismatches, the distribution of cell-specifi c CREB activation values in the ICx exhibited a single peak. In contrast, the distribution in owls that experienced large auditory-visual mismatches (recently prismmounted or -removed owls) exhibited two offset peaks: it appeared certain cells had received a synaptic "reward," others a "punishment." This bidirectional regulation could promote shifts in auditory tuning by strengthening adaptive responses while weakening normal ones ( Figure 5A ).
These results support a model in which CREB provides a readout of instructive information (Nichols and DeBello 2008) . While the specifi c gene products operating downstream of CREB are not known, transcriptome-wide analysis of actively adapting owls found downregulation of ubiquitin (Swofford and DeBello 2007) , a key component of protein degradation machinery that has been implicated in activity-dependent synaptic turnover (Zhao et al. 2003) . These results point toward a role for precisely targeted synapse formation and elimination in driving functional plasticity of the auditory space map.
We now examine direct evidence documenting rewiring of the circuit.
Cellular and Synaptic Mechanisms
The core of the learning circuit consists of a series of topographically organized axonal projections that connect specifi c locations in ICCls to their cognate spatial map locations in the ICx ( Figure 4A ). Anatomical reconstruction of individually labeled axonal arbors revealed that the spatial density of ICCl axons terminating in the ICx peaks in the region appropriate to drive normal responses to ITD, at least in normal juvenile and adult owls (DeBello et al. 2001) . In prism-adapted owls, however, the region of peak axonal density is broader and extends into territory corresponding to the direction of optical displacement. These newly sprouted axons represent the construction of a learned circuit. They are studded with boutons, morphological signatures of presynaptic terminals that connect directly to space-specifi c neurons (RodriguezContreras et al. 2005) and exhibit a pharmacological profi le consistent with the nascent appearance and subsequent strengthening of synapses through long-term potentiation (LTP) (Feldman and Knudsen 1998) . These experience-induced synapses are very likely the principal source of learned responses.
The normally targeted axons and boutons persist anatomically, even after years of prism experience. Yet responses to normal values of ITD are appropriately weak in prism-adapted owls. Because the normal synapses are not withdrawn they might be diminished in strength (i.e., by long-term depression). If this occurs, the effect is small, as focal application of bicuculline unmasked strong responses in the ICx to normal values of ITD (Zheng and Knudsen 1999) ; the same ICx cell disinhibition had a comparatively weak effect in boosting responses to learned values of ITD. Thus, one mechanism that contributes to functional suppression of normal responses is an ITD-specifi c increase in local GABAergic inhibition. It is not known whether this refl ects structural changes or synaptic weight changes, or both, in the inhibitory network.
The coexistent learned and normal circuits provide a macroanatomical framework that drives circuit function. One interesting question is whether the microanatomical connection patterns in each circuit (the wiring diagrams) are also modifi ed during prism adaptation. Neuronal network simulations based on models of mammalian cortical and hippocampal neurons (Poirazi and Mel 2001) indicate that local rewiring could provide an enormous reservoir for the storage of learned skills and memories (prism adaptation is a form of procedural memory). A central prediction is that, after learning, functionally similar synapses tend to cluster together on short lengths of dendrites, where they are poised to drive nonlinear summation in the postsynaptic cell. Applied to the owl system, this theory predicts that learned synapses become more clustered than normal ones. A recent study using confocal microscopy for circuit reconstruction found evidence consistent with this prediction: learned synapses always occurred within a 20 µm window on the dendrites of space-specifi c ICx neurons, while synapses in the normal zone tended to be dispersed over greater distances (McBride et al. 2008) . Follow-up studies using emerging tools for high-resolution, high-throughput reconstruction-for example, serial block face scanning electron microscopy (Denk and Horstmann 2004) , array tomography (Micheva and Smith 2007) , and automated transmission electron microscopy )-are necessary to confi rm, refute, or extend these observations.
The preservation of the normal circuit could explain the facility with which prism-adapted adult owls readapt to normal condition. By analogy, because these animals retain a good capacity to relearn the experiences of their youth, the learned circuit might persist after prism removal-and indeed it does for at least 2 months (Linkenhoker et al. 2005 ), the longest interval tested. The persistence of normal and learned circuits could represent the neural substrate, or trace of experience, that underlies the enhanced abilities of prism-adapted adults. The relative contributions of structural remodeling versus synaptic weight change to adult learning augmented by hunting or incremental training are not known.
The Role of the Forebrain Pathway in Stimulus Selection
We have focused in this review on the midbrain auditory localization pathway ( Figure 1D ), but a parallel pathway in the forebrain also mediates sound localization behavior. The pathways split at the level of the ICCc as the forebrain pathway proceeds through the auditory thalamus (nucleus ovoidalis) to fi eld L, the functional equivalent of mammalian primary auditory cortex, and ultimately to the arcopallial gaze fi eld (AGF), homologue of mammalian frontal eye fi elds. The AGF sends descending connections both to the midbrain (ICx and OT) and to the premotor nuclei that control head turns. Reversible inactivation of the forebrain pathway impairs memory for sound location (Knudsen and Knudsen 1996b ) but does not disrupt rapid orienting movements (Knudsen and Knudsen 1996a; Knudsen et al. 1993) . Reversible inactivation or electrolytic lesions of the midbrain pathway severely impair refl exive orienting without eliminating the capacity to localize sounds Wagner 1993) . This residual capacity is likely mediated by the direct connections between forebrain and premotor nuclei.
The adult owl brain is constantly bombarded with auditory and visual stimuli but restrains itself from orienting to most. In contrast, forebrain-lesioned animals often appear as automatons, refl exively orienting to unimportant noises or fl ashes. This raises the possibility that the descending connections from the AGF to the OT participate in stimulus selection. Like their counterparts in the midbrain, neurons in the AGF are tuned for the spatial location of auditory or visual stimuli. To probe the functional interactions between the AGF and the OT, researchers applied microstimulation to discrete sites in the AGF while simultaneously recording OT responses to auditory and visual stimuli (Winkowski and Knudsen 2006 . They found that AGF microstimulation sharpened the tuning of OT neurons representing the same region of space (aligned sites), whereas responses at nonaligned sites were suppressed, resulting in an enhanced representation of stimuli at the location "preselected" by the forebrain. The AGF homologue in mammals directs spatial attention (Moore et al. 2003) , so these fi ndings support a model in which the forebrain directs covert shifts in attention that alter auditory processing in the midbrain. The role of this attention-like process in learning is not known.
Conclusions and Future Possibilities
Over the past three decades, the barn owl auditory localization pathway has emerged as a vital model system for neuroscience, in part because it drives a behavior on which survival depends: prey capture by sound localization. Investigations into the neural bases of this pathway are thus probing an architecture that has been honed for exceptional performance. While the underlying mechanisms include a few specialized features not found in other brain regions or species, they also include effective neural strategies for coincidence detection, enhancement of reliability, and combination selectivity (Figures 2 and 3) . These computations are likely essential for the operation of many other circuits within and outside the owl auditory system. Natural selection often produces similar solutions to similar problems, regardless of whether the solutions arise once or multiple times independently over the course of brain evolution. Thus, the journey toward understanding these neural computations in owls, where the problem is well delineated by quantifi able stimulus parameters and behavioral output, may well provide a path toward revealing universal principles of information processing in the brain.
Because the spatial pattern of auditory cues experienced by an individual cannot be precisely known by that individual's genome, the localization pathway must have coevolved with a powerful capacity for learning; the prism paradigm has elegantly proven this point (Figures 4 and 5) . Moreover, analysis of the intrinsic and extrinsic factors that shape an owl's capacity to adapt to prisms has illustrated principles of learning that operate across brain regions and across species. Along these lines we have highlighted the role of environment, age, and behavioral context, all of which have important implications for human society .
Another hallmark of the owl system is its amenability to integrative studies, which seek to enhance understanding of the connections across neural levels from system to circuit to neuron to synapse. Although the development of tools for molecular perturbation in owls has lagged, this technological barrier may soon crumble; when it does, the application of such techniques to circuits whose organization is already well understood should unlock new and powerful experimental designs. For example, the coexistence of normal and learned circuits provides a "before" and "after" snapshot of circuitry in the same tissue isolate, a unique tool for discovery of learning mechanisms. In the more distant future, the auditory localization pathway may be a prime candidate for connectome reconstruction and realistic computer simulations, steps toward a complete understanding of brain function from sensory stimulus to behavioral response.
