We prove analytically a connection between the generalized Molchan-Golosov integral transform (see [4] , Theorem 5.1) and the generalized Mandelbrot-Van Ness integral transform (see [8] , Theorem 1.1) of fractional Brownian motion (fBm). The former changes fBm of arbitrary Hurst index K into fBm of index H by integrating over [0, t], whereas the latter requires integration over (−∞, t] for t > 0. This completes an argument in [4] , where the connection is mentioned without full proof.
Introduction
The fractional Brownian motion with Hurst index H ∈ (0, 1), or H-fBm, is the continuous, centered Gaussian process B H t t∈R with B H 0 = 0, a.s., and
H-fBm is H-self-similar and has stationary increments. For H = 1 2 , fractional Brownian motion is standard Brownian motion and denoted by W . FBm is interesting from a theoretical point of view, since it is fairly simple, but neither a Markov process, nor a semimartingale. Recently, the process has been studied extensively in connection to various applications, for example in finance and telecommunications. Important tools when working with fBm are its integral representations: for a fixed Hurst index K ∈ (0, 1), on the one hand, there exists a K-fBm B K t t∈R , such that for all t ∈ [0, ∞), we have that 2 , (1.1) corresponds to the Molchan-Golosov representation and (1.2) is the Mandelbrot-Van Ness representation of H-fBm (see [6] and [5] , respectively). The integrals in (1.1) and (1.2) are fractional Wiener integrals. A priori, representations (1.1) and (1.2) are very different. Indeed, the integrand in (1.1) is a weighted fractional integral over [0, t] , whereas the integrand in (1.2) is a simple fractional integral over R. Moreover, the filtrations generated by B H t t∈ [0,∞) and B K t t∈ [0,∞) coincide, but this is not the case for the natural filtrations of B H t t∈R and B K t t∈R .
In this work, we demonstrate how analytical facts of fractional integrals, combined with shifting properties of fBm, are used in order to establish a natural connection between the (generalized) Molchan-Golosov integral transform (1.1) and the (generalized) MandelbrotVan Ness integral transform (1.2). More precisely, we show that the latter one emerges as a boundary case of a suitable time-shifted former one: Based on (1.1), we construct a sequence of H-fBms which, for fixed t, converges in L 2 (P)-sense to (1.2). We will specify the rate of convergence. In particular, the generalized Mandelbrot-Van Ness representation is a consequence of the generalized Molchan-Golosov representation.
The article is organized as follows. In Section 2, we first review the definition and some relevant facts of Gauss' hypergeometric function. Second, we define fractional integrals and derivatives over R and show the connection to fBm. Third, we recall the definition of the fractional Wiener integral over the real line. In Section 3, we derive the connection between the integral representations.
Preliminaries

Gauss' hypergeometric function
The Gauss hypergeometric function of parameters a, b, c and variable z ∈ R is defined by the formal power series
where (a) 0 := 1 and (a) k := a · (a + 1) · . . . · (a + k − 1), k ∈ N. We assume that c ∈ A := R \ {. . . , −2, −1, 0} for this to make sense. If |z| < 1 or |z| = 1 and c − b − a > 0, then the series converges absolutely. If furthermore c > b > 0 for z ∈ [−1, 1) and b > 0 for z = 1, then it can be represented by the Euler integral
(see [3] , p. 59). If c > b > 0 then the expression on the right-hand side of (2.1) is well-defined for all z ∈ (−∞, 1). For these parameters, we can hence extend the definition of F to all z ∈ (−∞, 1) via (2.1). In order to extend F for fixed z ∈ (−∞, 1] to more general parameters, we consider Gauss' relations for neighbor functions. 
where A, A 1 and A 2 are first degree polynomials with coefficients depending on a, b and c. See [1] , p. 558 for all 15 relations. We use the neighbor relations in order to extend F for z ∈ (−∞, 1) to all parameters such that c ∈ A, and for z = 1 to all parameters that satisfy c, c − b − a ∈ A. Among the most important properties of F are the symmetry
and the reduction formula
Also we have the linear transformation formula (see [1] , p. 559)
In particular,
F is smooth in z and we have (see [1] , p. 557)
F is left-continuous in z = 1 and it holds that (see [3] , p. 9)
Let a, b > −1 and w < x < y. Substituting u := (y − x)v + x in (2.1) and using (2.3) implies that
If x < y < w, then we have that
By linearly combining neighbor relations, we obtain relations of type (2.2), where F 1 (z) and F 2 (z) are contiguous to F (a, b, c, z) and A, A 1 and A 2 are polynomials of higher degree. An example for a contiguity relation is
It can be checked easily by using series.
Fractional calculus over the real line
For more information on fractional calculus in the context of fractional Brownian motion, see [7] or [4] . See [10] for general information on fractional calculus.
Let α ∈ (0, 1). The (right-sided) Riemann-Liouville fractional derivative operator of order α is defined by
The (right-sided) Marchaud fractional derivative operator of order α is defined by
where
Moreover,
We set [10] , p. 94). Clearly,
We have the composition formula
Furthermore,
If f is piecewise differentiable with supp(f ′ ) ⊆ (−∞, y) for some y ∈ R and so that
Let t ∈ R \ {0} and set 1 [0,t) := −1 [t,0) for t < 0. For all H ∈ (0, 1), we have that
(2.13)
Fractional Wiener integrals over the real line
We combine (2.13) with the standard Wiener integral in order to obtain a meaning for the expression R f (s)dB H s for suitable deterministic integrands f . For details on this topic, see [9] . For H > 1 2 , the space of integrands is given by
For f ∈ Λ(H), the (time domain) fractional Wiener integral with respect to B H is defined by
I H (f ) := R f (s)dB H s := C(H) R I H− 1 2 − f (s)dW s .
The connection between the integral transforms
Consider transform (1.1). B K has stationary increments, so for every s > 0, the process
is an H-fBm. The increments of B H,s are stationary, hence the time-shifted process
is an H-fBm. By substituting v := u − s, we obtain that
As s → ∞, we formally obtain that
Note that by definition, the processes B H,s , Z H,s and Z H depend on K. We can state and prove the following:
Theorem 3.1. For every K ≥ 1 2 and t ∈ R, there exist constants C 1 = C 1 (K, H, t) and
Moreover, for every K < 1 2 and t ∈ R, there exist constants
Proof. Clearly, we can assume that H = K and t = 0. Moreover, we assume that t > 0. The result is derived similarly for t < 0. Recall thatF is defined in (3.1), and denote
, we have by independence of increments of
, we obtain by using (3.3) with n = 2, that
1. For all K ∈ (0, 1), we show that there exists a constant c 1 (K, H, t), such that
For all K ∈ (0, 1), we have that
For K = − ∆f s t (v) by using (2.9), (2.6) and (2.11). By using (2.6), we have that
By the mean value theorem, there exists θ v,s ∈
Hence, from (2.10) and (2.3), we obtain that
By using (2.7), we obtain (3.5) with
, we show that there exists a constant c 2 (K, H, t, d), such that
For K < 1 2 , we show that there exist constants c 3 (K, H, t, d) and c 4 (K, H, t, d) with
Let s > 2d. We have that
By using (3.3) with n = 2, we have that
Hence, by using (3.3) with n = 5, we obtain that
Since lim vրt k s t (v) = lim vր0 k s 0 (v) = 0, we obtain that
Hence, (3.3) with n = 6 yields
Next we estimate the integrals on the right-hand sides of (3.9), (3.10) and (3.11) . In what follows, B denotes the beta function. , t) . By the mean value theorem, there exists θ s,u ∈ (
Estimation of
We assume that s > 2d + t. Then, it follows from (2.5), that
, we obtain that
, we obtain by using (2.
Furthermore, it holds that
Hence, for K < 1 2 , we obtain by using (3.3) with n = 2, that
We obtain estimates by replacing t by 0 in the results of 1.
From (2.6) and (2.4), it follows that
Hence, by the mean value theorem, there exist θ s,u ∈ −u u+s ,
and η s,u ∈ (0, θ s,u ), such that ∆k s t (u) = (u + s)
Thus,
In particular, we have that
Also, from (3.12), it follows for u ∈ −s
. For H > K and s > max(2t, 4d), we obtain by using (3.14) and (2.8) , that
Similarly, for H < K, we have by using (3.13) and (2.8) , that
and s > 2t, we have by using (3.14) and then (2.9) twice, that
where G 1 is defined as in (3.6).
and
First, fort ∈ {0, t}, we have by using (2.9) twice, that
Second, in the same way, we obtain that
By using (3.3) with n = 4, we obtain for s > 2t, that
By using (3.13), we have that |∆k
Hence, for K = 1 2 and s > t, we have that 
Furthermore, we have that
So for u ∈ (−s, Then, for K < 
