A major concern of Human Computer Interaction is to improve communication between people and computer applications. One possible way of improving such communication is to capitalise on the way human beings use speech and gesture in a complementary manner, exploiting the redundancy of information between these modes. Redundant data input via multiple modalities, give considerable scope for the resolution of error and ambiguity. This paper describes implementation of a simple, inexpensive tri-modal input system accepting touch, two dimensional gesture and speech input. Currently the speech and gesture recognition systems operate separately. Truth maintenance and blackboard system architectures in a multimodal interpreter are proposed for handling the integration between modes and task knowledge. Preliminary results from the two dimensional gesture recognition system are presented. Rule Induction is used for analysis of the gesture data and preliminary classification results are presented. Current implementations and future work on redundancy are also discussed.
Introduction
In human to human communication, multiple channels are used, often combined in parallel. The communicative power of Speech, for example, is often enhanced through the use of gestures. Such gestures involve an extensive number of body movements (movement of eyes, limbs; body language etc.). Frequently, channel content is complementary, that is, the channels provide different information [20] . However, they also can contain redundant information. Humans, therefore, constantly 'send' a mixture of complementary and redundant information and, as a result, achieve a high success rate in communicating intentions to one another. The redundancy is particularly important where one or other of the channels becomes indistinct or noisy. In contrast, current computer input techniques are almost never used in parallel and are rarely redundant.
The concept of multiple channel human-computer interaction is not new. As far back as 1980 the 'Put-that-there' study at MIT [6] described a speech and 3D gesture input system. However, speech and gesture input have yet to be fully integrated into popular interfaces. Currently we only really use the mouse and keyboard, which are limited as they do not exploit all of the communication skills that human beings possess.
Recently, efforts have been made to improve single mode input methods. Research in voice recognition has advanced to the stage where discrete voice input can be incorporated into multimodal interfaces [16] but because of the high cost of such approaches, discrete voice recognition is still not common in popular interfaces. A very recent advance is the availability of commercial continuous voice recognition systems [13] . Gesture recognition, covering two and three dimensions, ranging from two dimensional gesturing on screen to whole body movement is still in its infancy [5] , [8] , [18] . Research into the integration and combination of multiple modes is fairly new and little progress has been made in making the concept commonly available on our desktops, despite a large variety of initial studies reported between 1993 and 1997 [1],[2],[3],[7], [11],[12] .
In multimodal systems, where input can be achieved through multiple channels, there are multiple and parallel sources of information. Initial studies into the integration of modalities has focused on combining modes in some way but has lacked a focus on how to combine modes and has not considered the benefits or why they occur Although researchers are agreed that multiple inputs have benefits over single input, there is little substantial evidence or understanding of why. Therefore the majority of recent research can be characterised as having insufficient analysis, results or considerations of how and why multiple modes can assist in the resolution of errors and ambiguities. One obvious area of study is information redundancy between input modes. Such a study could give insights into the advantages of multiple input modes and provide more rigorous analyses.
Redundancy
A critical aspect of multiple input modalities is the concept of redundant information. A multimodal system can receive data from a single user for the same purpose from more than one source. If the input from one mode is successful in relaying the user's intentions then data from other sources is not required, and in such a case is redundant. However, if one information source fails, becomes corrupted or is of poor quality, then the presence of the previously redundant information may be pivotal for successful interpretation of the input message.
To illustrate the role of redundancy, consider the situation where a human being is communicating using multiple modes, for example, lecturing in a large hall. Assume they give a speech while pointing to a visual presentation and gesturing to highlight their talk. If the lights in the hall are switched off, the person can continue to speak and gesture, but only the speech will be 'received' by the audience. The lecture can still continue since the audience can hear. Alternatively, if the lecture hall became very noisy so that the speaker could not be heard, limited communication via gesture and the visual pictures on the screen could continue. Thus, the lecture could (in theory at least) be presented via only one of these modes, although we would all agree that the combination of both would be preferable for a successful lecture. If the
