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Preface
Basic hypergeometric series,often shortened as q-series,has developed rapidly
during the past two decades. Its increasing importance to theoretical physics,
computer science and classical mathematics (algebra, analysis and combi-
natorics) has widely been understood and accepted. Nowadays q-series is
fully in its ﬂourishing period and there is indeed a necessity to have an
introduction book on the topic.
This book originates from the teaching experience of the ﬁrst author. In
the spring of 2000, a series of lectures entitled Classical Partitions and
Rogers-Ramanujan Identities was delivered by the ﬁrst author at Lecce
University (Italy). The same program was then replayed in the summer of
2001 at Dalian University of Technology (China). In the spring of 2002 and
2004, these lectures have been extended to a course for PhD students again
at Lecce University under the cover-title Teoria dei Numeri. The second
author is one among the participants of these lectures.
The main purpose of the book is to present a brief introduction to basic
hypergeometric series and applications to partition enumeration and num-
ber theory. As a short account to the theory of partitions, the ﬁrst part
(Chapters A-B-C) covers the algebraic aspects (basic structures: partially
ordered sets and lattices), combinatorial aspects (generating functions and
Durfee rectangles), and analytic aspects (the Jacobi triple products and
Rogers-Ramanujan identities). Further development toward basic hyper-
geometric series and bilateral counterparts is dealt with in the second part
(Chapters D-E-F). Applications to the representations of natural numbers
by square sums and Ramanujan’s congruences on partition function are
presented in the third and the last part (Chapters G-H).
Lecce, November 1st, 2004
CHU Wenchang
DI CLAUDIO Leontina
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CHAPTER A
Partitions and Algebraic Structures
In this chapter, we introduce partitions of natural numbers and the Ferrers
diagrams. The algebraic structures of partitions such as addition, multipli-
cation and ordering will be studied.
A1. Partitions and representations
A partition is any (ﬁnite or inﬁnite) sequence
λ = (λ1, λ2, · · · , λk, · · ·)
of non-negative integers in decreasing order:
λ1 ≥ λ2 ≥ · · · ≥ λk ≥ · · ·
and containing only ﬁnitely many non-zero terms.
The non-zero λk in λ are called the parts of λ. The number of parts of λ is
the length of λ, denoted by (λ); and the sum of parts is the weight of λ,
denoted by |λ|:
|λ| =
∑
k≥1
λk = λ1 + λ2 + · · · .
If n = |λ| we say that λ is a partition of n, denoted by n  λ.
The set of all partitions of n is denoted by Pn. In particular, P0 consists of
a single element, the unique partition of zero, which we denote by 0.
Sometimes it is convenient to use a notation which indicates the number of
times each integer occurs as a part:
λ = (1m12m2 · · ·kmk · · · )
means that exactly mk copies of the parts of λ are equal to k. The number
mk = mk(λ) = Card
{
i : k = λi
}
is called the multiplicity of k in λ.
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A2. Ferrers diagrams of partitions
The diagram of a partition λ may be formally deﬁned as the set of points
(or unit squares)
λ =
{
(i, j) | 1 ≤ j ≤ λi, 1 ≤ i ≤ (λ)
}
drawn with the convention as matrices. For example, the diagram of the
partition λ = (5442) is shown as follows:
© © © © ©
© © © ©
© © © ©
© ©
←−−→
     
     
    
    
  
We shall usually denote the diagram of a partition λ by the same symbol.
The conjugate of a partition λ is the partition λ′ whose diagram is the
transpose of the diagram λ, i.e., the diagram obtained by reﬂection in the
main diagonal. For example, the conjugate of (5442) is (44331). Hence λ′k
is the number of the nodes in the k-th column of λ, or equivalently
λ′k = Card
{
i : λi ≥ k
}
.
In particular, λ′1 = (λ) and λ1 = (λ
′). Obviously, we also have λ′′ = λ
and mk = λ′k − λ′k+1. Therefore we can dually express the Ferrers diagram
of λ as
λ =
{
(i, j) | 1 ≤ i ≤ λ′j , 1 ≤ j ≤ (λ′)
}
.
A2.1. Euler’s theorem. The number of partitions of n into distinct odd
parts is equal to the number of self-conjugate partitions of n.
Proof. Let S be the set of partitions of n into distinct odd parts and T
the set of self-conjugate partitions of n, the mapping
f : S → T
λ 	→ μ
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deﬁned by
μi = μ′i :=
λi − 1
2
+ i where for all i = 1, 2, · · · , (λ).
Obviously, μ is a selfconjugate partition with diagonal length equal to (λ)
and the weight equal to |λ|, which can be justiﬁed as follows:
|μ|+ 2(λ) =
(λ)∑
i=1
(μi + μ′i) = |λ|+
(λ)∑
i=1
(2i− 1) = |λ|+ 2(λ).
From the Ferrers diagrams, we see that f is a bijection between S and T .
Therefore they have the same cardinality |S| = |T |, which completes the
proof. 
For example, the image of partition λ = (731) under f reads as μ = (4331).
This can be illustrated as follows:
λ = (731) 	→ μ = (4331).
A2.2. Theorem on permutations. Let λ be a partition with m ≥ λ1
and n ≥ λ′1. Then the m + n numbers
λi + n− i (1 ≤ i ≤ n) and n− 1 + j − λ′j (1 ≤ j ≤ m)
are a permutation of
{
0, 1, 2, · · · ,m+ n− 1}.
Proof. Deﬁne three subsets of non-negative integers:
U : = {λi + n− i | 1 ≤ i ≤ n}
V : = {n− 1 + j − λ′j | 1 ≤ j ≤ m}
W : = {k | 0 ≤ k ≤ m + n− 1}.
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In order to prove the theorem, it suﬃces to show the following
(A) U ⊆ W and V ⊆ W;
(B) The elements of U are distinct;
(C) The elements of V are distinct;
(D) U ∩ V = ∅.
It is clearly true (A). Suppose that there exist i and j with 1 ≤ i < j ≤ n
such that
λi + n− i = λj + n− j.
Keeping in mind of the partition λ, we see that it is absurd for λi ≥ λj and
n − i > n − j. This proves (B). We can prove (C) similarly in view of the
conjugate partition λ′. There remains only (D) to be conﬁrmed.
Observe that the Ferrers diagram of λ is contained in the Ferrers diagram of
(mn), which is an n×m rectangle. We can identify the partition λ with the
points inside its Ferrers diagram. If the point with coordinate (i, j) is inside
λ, then we have λi ≥ i and j ≤ λ′j , which are equivalent to the inequality
λi − i ≥ 0 ≥ j − λ′j ⇒ λi + n − i > n− 1 + j − λ′j .
This means that for (i, j) inside the Ferrers diagram λ with 1 ≤ i ≤ n and
1 ≤ j ≤ m, the corresponding λi + n− i and n− 1 + j − λ′j can not be the
common element in U ∩ V.
Instead if the point with coordinate (i, j) lies outside λ, then we have λi < i
and j > λ′j , which are equivalent to another inequality
λi − i < 0 ≤ j − λ′j − 1 ⇒ λi + n− i < n − 1 + j − λ′j.
This implies that for (i, j) outside the Ferrers diagram λ with 1 ≤ i ≤ n
and 1 ≤ j ≤ m, the corresponding λi + n− i and n− 1 + j − λ′j can not be
again the common element in U ∩ V.
In any case, we have veriﬁed that U and V have no common elements, which
conﬁrms (D).
The proof of Theorem A2.2 is hence completed. 
A2.3. The hooklength formula. Let λ be a partition. The hooklength
of λ at (i, j) ∈ λ is deﬁned to be
h(i, j) = 1 + λi + λ′j − i − j.
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If the diagram of λ is contained in the diagram of (mn), deﬁne
νk = λk + n− k (1 ≤ k ≤ n).
Then the theorem on {m + n}-permutations can be used to demonstrate
the following hooklength formulae:
∏
(i,j)∈λ
(1−qh(i,j)) =
∏
i≥1
∏νi
j=1(1− qj)∏
i<j(1− qνi−νj )

∏
(i,j)∈λ
h(i, j) =
∏
i≥1 νi!∏
i<j(νi − νj)
.
Proof. Interchanging λ and λ′ in permutation Theorem A2.2 and then
putting m = λ1 and λ′1 ≤ n, we see that m + λ′j − j (1 ≤ j ≤ m) and
m−1+j−λj (1 ≤ j ≤ n) constitute a permutation of {0, 1, 2, · · · ,m+n−1}.
Therefore we have a disjoint union:{
qλ1+λ
′
j−j
}λ1
j=1
⊎ {
qλ1−1+j−λj
}n
j=1
=
{
qj
}λ1+n−1
j=0
.
According to the deﬁnition of the hooklength of λ, the identity can be
reformulated as follows:{
qh(1,j)
}λ1
j=1
⊎ {
qν1−νj
}n
j=2
=
{
qj
}ν1
j=1
.
Writing down this identity for the partition (λi, λi+1, · · ·):{
qh(i,j)
}λi
j=1
⊎ {
qνi−νj
}n
j=1+i
=
{
qj
}νi
j=1
and then summing them over i = 1, 2, · · · , (λ), we obtain
∑
(i,j)∈λ
qh(i,j) +
∑
i<j
qνi−νj =
∑
i≥1
νi∑
j=1
qj .
Instead of summation, the multiplication leads us consequently to the fol-
lowing: ∏
(i,j)λ
(1− qh(i,j)) =
∏
i≥1
∏νi
j=1(1− qj)∏
i<j(1− qνi−νj )
.
In particular dividing both sides by (1 − q)|λ| and then setting q = 1, we
ﬁnd that ∏
(i,j)∈λ
h(i, j) =
∏
i≥1 νi!∏
i<j(νi − νj)
.
This completes the proof of the hooklength formula. 
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A3. Addition on partitions
Let λ and μ be partitions. We deﬁne λ+ μ to be the sum of the sequences
λ and μ:
(λ+ μ)k = λk + μk.
Also we deﬁne λ ∪ μ to be the partition whose parts are those of λ and μ,
arranged in descending order.
A3.1. Proposition. The operations + and ∪ are dual each other
(λ ∪ μ)′ = λ′ + μ′  (λ + μ)′ = λ′ ∪ μ′.
Proof. The diagram of λ∪μ is obtained by taking the rows of the diagrams
of λ and μ and reassembling them in decreasing order. Hence the length of
the k-th column of λ∪μ is the sum of lengths of the k-th columns of λ and
of μ, i.e.
(λ ∪ μ)′k =
∣∣{i|λi ≥ k}∣∣ + ∣∣{j|μj ≥ k}∣∣ = λ′k + μ′k.
The converse follows from duality. 
A3.2. Examples. For two symmetric partitions given by λ = (321) and
μ = (21), we then have
λ+ μ = (531) and λ ∪ μ = (32211).
Similarly, we consider a non-symmetric example. If λ = (331) and μ = (21),
then it is easy to compute λ′ = (322) and μ′ = (21). Therefore
λ+ μ = (541) and λ ∪ μ = (33211)
and
(λ ∪ μ)′ = (532) = λ′ + μ′
(λ+ μ)′ = (32221) = λ′ ∪ μ′.
A4. Multiplication on partitions
Next, we deﬁne λ  μ to be the component-wise product of the sequences λ
and μ:
(λ  μ)k = λkμk.
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Also we deﬁne λ× μ to be the partition whose parts are min(λi, μj) for all
(i, j) with 1 ≤ i ≤ (λ) and 1 ≤ j ≤ (μ), arranged in descending order.
A4.1. Proposition. For the operations “” and “×”, we have the dual
relation:
(λ × μ)′ = λ′  μ′  (λ  μ)′ = λ′ × μ′.
Proof. By deﬁnition of λ × μ, we can write
(λ × μ)′k =
∣∣∣∣
{
(i, j) : λi ≥ k and μj ≥ k
∣∣∣ 1 ≤ i ≤ (λ) and 1 ≤ j ≤ (μ)}∣∣∣∣
=
∣∣∣∣{i : λi ≥ k ∣∣∣ 1 ≤ i ≤ (λ)}
∣∣∣∣ ×
∣∣∣∣
{
j : μj ≥ k
∣∣∣ 1 ≤ j ≤ (μ)}∣∣∣∣.
It reads equivalently as
(λ × μ)′k = λ′k · μ′k = (λ′  μ′)k =⇒ (λ × μ)′ = λ′  μ′.
Another relation is a consequence of the dual property. 
A4.2. Examples. Consider the same partitions in the examples illustrated
in A3.2. For λ = (321) and μ = (21), we have
λ  μ = (62) and λ× μ = (221111).
The non-symmetric example with λ = (331) and μ = (21) yields
λ  μ = (63) and λ× μ = (221111).
Moreover λ′ = (322) and μ′ = (21) and so we have
(λ× μ)′ = (62) = λ′  μ′
(λ  μ)′ = (222111) = λ′ × μ′.
A5. Dominance partial ordering
A5.1. Young’s lattice. Let P be the set of partitions of all non-negative
integers. Order P component-wise; that is,
(λ1, λ2, · · ·)  (μ1, μ2, · · · )  λk ≤ μk, ∀ k ≥ 1.
Then P is a partially ordered set. For two partitions λ, μ, we have
λ ∨ μ = sup(λ, μ) where (λ ∨ μ)k = max(λk, μk)
λ ∧ μ = inf(λ, μ) where (λ ∧ μ)k = min(λk, μk).
Therefore P is a lattice, known as Young’s lattice.
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A5.2. Total orderings. Let Ln denote the reverse lexicographic ordering
on the set Pn of partitions of n: that is to say, Ln is the subset of Pn ×Pn
consisting of all (λ, μ) such that either λ = μ or the ﬁrst non-vanishing
diﬀerence λk−μk is positive. Ln is a total ordering. Another total ordering
on Pn is L′n, the set of all (λ, μ) such that either λ = μ or else the ﬁrst
non-vanishing diﬀerence λ∗k − μ∗k is negative, where λ∗k = λ1+n−k.
For example, when n = 5, L5 and L′5 arrange P5 in the sequence
L5 = L′5 = (5), (14), (1
23), (122), (132), (15).
However the orderings Ln and L′n are distinct as soon as n > 5. This can
be exempliﬁed from two partitions λ = (313) and μ = (23) as well as their
orderings (λ, μ) ∈ L6 and (μ, λ) ∈ L′6.
In general, for λ, μ ∈ Pn, there holds
(λ, μ) ∈ Ln  (μ′, λ′) ∈ L′n.
Proof. Suppose that (λ, μ) ∈ Ln and λ = μ. Then for some integer k ≥ 1
we have λk − μk > 0 and λi = μi for 1 ≤ i < k. If we put  = λk and
consider the diagrams of λ and μ, we see immediately that λ′i = μ′i for
 < i ≤ n, and that λ′ > μ′, so that (μ′, λ′) ∈ L′n. The converse can be
proved analogously. 
A5.3. Dominance partial ordering. An ordering is more important
than either Ln or L′n is the natural (partial) ordering Nn on Pn (also called
the dominance partial ordering), which is deﬁned through the partial sums
as follows:
(λ, μ) ∈ Nn  λ1 + λ2 + · · ·+ λk ≥ μ1 + μ2 + · · ·+ μk, ∀ k ≥ 1.
However, Nn is not a total ordering as soon as n > 5. For example, (313)
and (23) are incomparable to N6 as their partial sums are (3456) and (2466)
respectively. We shall write λ ≥ μ in place of (λ, μ) ∈ Nn.
A5.4. Proposition. Let λ, μ ∈ Pn. Then
(A) λ ≥ μ ⇒ (λ, μ) ∈ Ln ∩ L′n
(B) λ ≥ μ  μ′ ≥ λ′.
Proof. We prove (A) and (B) separately.
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(A) Suppose that λ ≥ μ. Then either λ1 > μ1, in which case (λ, μ) ∈ Ln,
or else λ1 = μ1. In this case either λ2 > μ2, in which case again (λ, μ) ∈ Ln,
or else λ2 = μ2. Continuing in this way, we see that (λ, μ) ∈ Ln. Also, for
each i ≥ 1, we have
λi+1 + λi+2 + · · · = n− (λ1 + · · ·+ λi)
≤ n− (μ1 + · · ·+ μi)
= μi+1 + μi+2 + · · · .
Hence the same reasoning as before shows that (λ, μ) ∈ L′n.
(B) Clearly it is enough to prove one implication. Suppose that μ′ ≥ λ′.
Then for some k ≥ 1, we have
λ′1 + · · ·+ λ′i ≤ μ′1 + · · ·+ μ′i, 1 ≤ i < k
and
λ′1 + · · ·+ λ′k > μ′1 + · · ·+ μ′k
which implies that λ′k > μ
′
k. Let u = λ
′
k, v = μ
′
k. Now that λ and μ are
partitions of the same number n, it follows that
λ′k+1 + λ
′
k+2 + · · · < μ′k+1 + μ′k+2 + · · · .
Recalling that λ′k+1 + λ
′
k+2 + · · · is equal to the number of nodes in the
diagram of λ which lie to the right of the kth column, we have
λ′k+1 + λ
′
k+2 + · · · =
u∑
i=1
(λi − k).
Likewise
μ′k+1 + μ
′
k+2 + · · · =
v∑
i=1
(μi − k).
Hence we have
v∑
i=1
(μi − k) >
u∑
i=1
(λi − k) ≥
v∑
i=1
(λi − k)
in which the right-hand inequality holds because u > v and λi ≥ k for
1 ≤ i ≤ u. So we have
μ1 + · · ·+ μv > λ1 + · · ·+ λv
and therefore λ ≥ μ, which contradicts to the condition λ ≥ μ. 
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A5.5. Theorem. The set Pn of partitions of n is a lattice with respect
to the natural ordering, which is conﬁrmed by the following important
theorem. Each pair of partitions λ, μ of n has a greatest lower bound
τ = inf(λ, μ), deﬁned by
τ :
k∑
i=1
τi = min
( k∑
i=1
λi,
k∑
i=1
μi
)
for each k ≥ 1
and a least upper bound σ = sup(λ, μ) deﬁned by σ′ = inf(λ′, μ′).
Proof. Let ν ∈ Pn with λ ≥ ν and μ ≥ ν. We see that for k = 1, 2, · · · , n,
there hold
λ1 + λ2 + · · ·+ λk ≥ ν1 + ν2 + · · ·+ νk
μ1 + μ2 + · · ·+ μk ≥ ν1 + ν2 + · · ·+ νk
which is equivalent to ν ≤ τ = inf(λ, μ) in accordance with the deﬁnition
of inf.
Now suppose that ν ∈ Pn with ν ≥ λ and ν ≥ μ. By means of Proposi-
tion A5.4, we have
ν ≥ λ ⇒ λ′ ≥ ν′
ν ≥ μ ⇒ μ′ ≥ ν′
which read as
ν′ ≤ σ′ = inf(λ′, μ′)  ν ≥ σ = sup(λ, μ).
This complete the proof of the theorem. 
The example with λ = (133), μ = (23) and σ = (321) shows that it is not
always true that
σ :
k∑
i=1
σi = max
( k∑
i=1
λi,
k∑
i=1
μi
)
, ∀ k ≥ 1
even we would have desired it.
In fact, the partial sums of λ and μ read respectively as (3456) and (2466),
whose minimum is given by (2456). Therefore we have inf(λ, μ) = (1222).
Similarly, for the conjugate partitions λ′ = (124) and μ′ = (32), the cor-
responding partial sums are given respectively by (456) and (366). Their
minimum reads as (356) and hence inf(λ′, μ′) = (321) which leads us to
sup(λ, μ) = (321). However the maximum between the partial sums of λ
and μ is (346). It corresponds to the partial sums of the sequence (312),
which is even not a partition.
CHAPTER B
Generating Functions of Partitions
For a complex sequence {αn|n = 0, 1, 2, · · ·}, its generating function with a
complex variable q is deﬁned by
A(q) :=
∞∑
n=0
αn q
n  αn = [qn]A(q).
When the sequence has ﬁnite non-zero terms, the generating function re-
duces to a polynomial. Otherwise, it becomes an inﬁnite series. In that
case, we suppose in general |q| < 1 from now on.
B1. Basic generating functions of partitions
Given three complex indeterminates x, q and n with |q| < 1, the shifted
factorial is deﬁned by
(x; q)∞ =
∞∏
k=0
(1− xqk)
(x; q)n =
(x; q)∞
(qnx; q)∞
.
When n is a natural number in particular, it reduces to
(x; q)0 = 1 and (x; q)n =
n−1∏
k=0
(1− qkx) for n = 1, 2, · · · .
We shall frequently use the following abbreviated notation for shifted fac-
torial fraction:[
a, b, · · · , c
α, β, · · · , γ
∣∣∣ q]
n
=
(a; q)n(b; q)n · · · (c; q)n
(α; q)n(β; q)n · · · (γ; q)n .
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B1.1. Partitions with parts in S. We ﬁrst investigate the generating
functions of partitions with parts in S, where the basic set S ⊆ N with N
being the set of natural numbers.
Let S be a set of natural numbers and p(n|S) denote the number of partitions
of n into elements of S (or in other words, the parts of partitions belong to
S). Then the univariate generating function is given by
∞∑
n=0
p(n|S) qn =
∏
k∈S
1
1− qk . (B1.1a)
If we denote further by p(n|S) the number of partitions with exactly -parts
in S, then the bivariate generating function is∑
,n≥0
p(n|S) x qn =
∏
k∈S
1
1− xqk . (B1.1b)
Proof. For |q| < 1, we can expand the right member of the equation
(B1.1a) according to the geometric series
∏
k∈S
1
1− qk =
∏
k∈S
∞∑
mk=0
qkmk =
∑
mk≥0
k∈S
q
∑
k∈S kmk .
Extracting the coeﬃcient of qn from both sides, we obtain
[qn]
∏
k∈S
1
1− qk = [q
n]
∑
mk≥0
k∈S
q
∑
k∈S kmk =
∑
∑
k∈S kmk=n
mk≥0: k∈S
1.
The last sum is equal to the number of solutions of the Diophantine equation∑
k∈S
kmk = n
which enumerates the partitions
{
1m1 , 2m2 , · · · , nmn} of n into parts in S.
This completes the proof of (B1.1a). The bivariate generating function
(B1.1b) can be veriﬁed similarly.
In fact, consider the formal power series expansion
∏
k∈S
1
1− xqk =
∏
k∈S
∞∑
mk=0
xmkqkmk =
∑
mk≥0
k∈S
x
∑
k∈S mkq
∑
k∈S kmk
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in which the coeﬃcient of xqn reads as
[xqn]
∏
k∈S
1
1− xqk = [x
qn]
∑
mk≥0
k∈S
x
∑
k∈S mkq
∑
k∈S kmk
=
∑
∑
k∈S mk = ∑
k∈S kmk = n
}
mk≥0: k∈S
1.
The last sum enumerates the solutions of the system of Diophantine equa-
tions ⎧⎪⎪⎨
⎪⎩
∑
k∈S
mk = 
∑
k∈S
kmk = n
which are the number of partitions
{
1m1 , 2m2 , · · · , nmn} of n with exactly
-parts in S. 
B1.2. Partitions into distinct parts in S. Next we study the generating
functions of partitions into distinct parts in S.
If we denote by Q(n|S) and Q(n|S) the corresponding partition numbers
with distinct parts from S, then their generating functions read respectively
as
∞∑
n=0
Q(n|S) qn =
∏
k∈S
(
1 + qk
)
(B1.2a)
∑
,n≥0
Q(n|S) xqn =
∏
k∈S
(
1 + xqk
)
. (B1.2b)
Proof. For the ﬁrst identity, observing that
1 + qk =
∑
mk=0,1
qkmk
we can reformulate the product on the right hand side as∏
k∈S
(
1 + qk
)
=
∏
k∈S
∑
mk=0,1
qkmk =
∑
mk=0,1
k∈S
q
∑
k∈S kmk .
Extracting the coeﬃcient of qn, we obtain
[qn]
∏
k∈S
(
1 + qk
)
= [qn]
∑
mk=0,1
k∈S
q
∑
k∈S kmk =
∑
∑
k∈S kmk=n
mk=0,1: k∈S
1.
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The last sum enumerates the solutions of Diophantine equation
∑
k∈S
kmk = n with mk = 0, 1
which is equal to Q(n|S), the number of partitions of n into distinct parts
in S.
Instead, we can proceed similarly for the second formula as follows:
∏
k∈S
(1 + xqk) =
∏
k∈S
∑
mk=0,1
xmkqkmk =
∑
mk=0,1
k∈S
x
∑
k∈S mkq
∑
k∈S kmk .
The coeﬃcient of xqn leads us to the following
[xqn]
∏
k∈S
(1 + xqk) = [xqn]
∑
mk=0,1
k∈S
x
∑
k∈S mkq
∑
k∈S kmk
=
∑
∑
k∈S mk = ∑
k∈S kmk = n
}
mk=0,1: k∈S
1.
The last sum equals the number of solutions of the system of Diophantine
equations
∑
k∈S
mk = ∑
k∈S
kmk = n
⎫⎪⎬
⎪⎪⎭ with mk = 0, 1
which correspond to the partitions
{
1m1 , 2m2 , · · · , nmn} of n with exactly
 distinct parts in S. 
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B1.3. Classical generating functions. When S = N, the set of natural
numbers, the corresponding generating functions may be displayed, respec-
tively, as
1
(q; q)∞
=
∞∏
m=1
1
1− qm =
∞∑
n=0
p(n) qn (B1.3a)
1
(qx; q)∞
=
∞∏
m=1
1
1− xqm =
∑
,n≥0
p(n) xqn (B1.3b)
(−q; q)∞ =
∞∏
m=1
(1 + qm) =
∞∑
n=0
Q(n) qn (B1.3c)
(−qx; q)∞ =
∞∏
m=1
(1 + xqm) =
∑
,n≥0
Q(n) xqn. (B1.3d)
Manipulating the generating function of the partitions into odd numbers in
the following manner
∞∏
k=1
1
1− q2k−1 =
∞∏
k=1
1
1− qk ×
∞∏
k=1
(1− q2k)
=
∞∏
k=1
1− q2k
1− qk =
∞∏
k=1
(1 + qk)
we see that it results in the generating function of the partitions into distinct
parts. We have therefore proved the following theorem due to Euler. The
number of partitions of n into odd numbers equals to the number of partitions
of n into distinct parts.
B2. Classical partitions and the Gauss formula
B2.1. Proposition. Let pm(n) be the number of partitions into exactly m
parts (or dually, partitions with the largest part equal to m). Its generating
function reads as
∞∑
n=0
pm(n) qn =
qm
(1 − q)(1− q2) · · · (1− qm) . (B2.1)
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Proof. For S = N, the generating function of {p(n|N)} reads as∑
,n≥0
p(n) xqn =
∑
≥0
x
∑
n≥0
p(n)qn
=
∞∏
k=1
1
1− xqk =
1
(qx; q)∞
.
Extracting the coeﬃcient of xm, we get
∞∑
n=0
pm(n) qn = [xm]
1
(qx; q)∞
.
For |q| < 1, the function 1/(qx; q)∞ is analytic at x = 0. We can therefore
expand it in MacLaurin series:
1
(qx; q)∞
=
∞∑
=0
A(q)x (B2.2)
where the coeﬃcients
{
A(q)
}
are independent of x to be determined. Per-
forming the replacement x → x/q, we can restate the expansion just
displayed as
1
(x; q)∞
=
∞∑
=0
A(q)xq−. (B2.3)
It is evident that (B2.2) equals (1 − x) times (B2.3), which results in the
functional equation
∞∑
=0
A(q)x = (1− x)
∞∑
=0
A(q)xq−.
Extracting the coeﬃcient of xm from both expansions, we get
Am(q) = Am(q)q−m −Am−1(q)q1−m
which is equivalent to the following recurrence relation
Am(q) =
q
1− qmAm−1(q) where m = 1, 2, · · · .
Iterating this recursion for m-times, we ﬁnd that
Am(q) =
qm A0(q)
(1− qm)(1 − qm−1) · · · (1− q) =
qm
(q; q)m
A0(q).
Noting that A0(q) = 1, we get ﬁnally
∞∑
n=0
pm(n) qn = [xm]
1
(qx; q)∞
=
qm
(q; q)m
.
This completes the proof of Proposition B2.1. 
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A combinatorial proof. Let p(n|λ1 = m) be the number of partitions of
n with the ﬁrst part λ1 equal to m. Then pm(n) = p(n|λ1 = m) because
the partitions enumerated by pm(n) are conjugate with those enumerated
by p(n|λ1 = m). Therefore they have the same generating functions:
∞∑
n=0
pm(n) qn =
∞∑
n=0
p(n|λ1 = m) qn.
All the partition of n enumerated by p(n|λ1 = m) have the ﬁrst part λ1 = m
in common and the remaining parts constitute the partitions of n−m with
each part ≤ m. Therefore we have
∞∑
n=0
p(n|λ1 = m) qn =
∞∑
n=m
p(n−m|λ1 ≤ m) qn = qm
∞∑
n=0
p(n|λ1 ≤ m) qn
= qm
∞∑
n=0
p(n|{1, 2, · · · ,m}) qn = q
m
(q; q)m
where the ﬁrst line is justiﬁed by replacement n → n + m on summation
index, while the second is a consequence of (B1.1a).
This conﬁrms again the generating function (B2.1). 
B2.2. Proposition. Let pm(n) be the number of partitions into≤ m parts
(or dually, partitions into parts ≤ m). Then we have the generating function
∞∑
n=0
pm(n) qn =
1
(1− q)(1− q2) · · · (1− qm) (B2.4)
which yields a ﬁnite summation formula
1
(1− q)(1− q2) · · · (1− qm) = 1 +
m∑
k=1
qk
(1− q)(1 − q2) · · · (1− qk) .
Proof. Notice that pm(n), the number of partitions into ≤ m parts is equal
to the number of partitions into parts ≤ m in view of conjugate partitions.
We get immediately from (B1.1a) the generating function (B2.4).
The classiﬁcation of the partitions of n into ≤ m parts with respect to the
number k of parts yields
pm(n) = p0(n) + p1(n) + p2(n) + · · ·+ pm(n).
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The corresponding generating function results in
∞∑
n=0
pm(n) qn =
m∑
k=0
∞∑
n=0
pk(n) qn =
m∑
k=0
qk
(q; q)k
.
Recalling the ﬁrst generating function expression (B2.4), we get the second
formula from the last relation. 
B2.3. Gauss’ classical partition identity.
∞∏
n=0
1
1− xqn = 1 +
∞∑
m=1
xm
(1− q)(1− q2) · · · (1− qm) . (B2.5)
Proof. In fact, we have already established this identity from the demon-
stration of the last theorem, where it has been displayed explicitly in (B2.3).
Alternatively, classifying all the partitions with respect to the number of
parts, we can manipulate the bivariate generating function
1
(xq; q)∞
=
∞∑
,n=0
p(n)xqn =
∞∑
=0
x
∞∑
n=0
p(n)qn
=
∞∑
=0
xq
(1− q)(1 − q2) · · · (1− q)
which is equivalent to Gauss’ classical partition identity. 
B2.4. Theorem. Let p(n|m) be the number of partitions of n with
exactly -parts ≤ m. Then we have its generating function
∞∑
,n=0
p(n|m) xqn = 1(1− qx)(1− q2x) · · · (1− qmx) .
The classiﬁcation with respect to the maximum part k of partitions produces
another identity
1
(1− qx)(1− q2x) · · · (1− qmx) = 1 + x
m∑
k=1
qk
(1− qx)(1− q2x) · · · (1− qkx) .
Proof. The ﬁrst generating function follows from (B1.1b).
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From the ﬁrst generating function, we see that the bivariate generating
function of partitions into parts ≤ k reads as
∞∑
,n=0
p(n|k) xqn = 1(qx; q)k .
Putting an extra part λ1 = k with enumerator xqk over the partitions
enumerated by the last generating function, we therefore derive the bivariate
generating function of partitions into  parts with the ﬁrst one λ1 = k as
follows:
∞∑
,n=0
p(n|λ1 = k) xqn = xq
k
(qx; q)k
.
Classifying the partitions of n into exactly  parts with each parts ≤ m
according to the ﬁrst part λ1 = k, we get the following expression
∞∑
,n=0
p(n|m) xqn =
m∑
k=0
∞∑
,n=0
p(n|λ1 = k)xqn
= 1 + x
m∑
k=1
qk
(qx; q)k
which is the second identity. 
B3. Partitions into distinct parts and the Euler formula
B3.1. Theorem. Let Qm(n) be the number of partitions into exactly m
distinct parts. Its generating function reads as
∞∑
n=0
Qm(n) qn =
q(
1+m
2 )
(1 − q)(1− q2) · · · (1− qm) . (B3.1)
Proof. Let λ = (λ1 > λ2 · · · > λm > 0) be a partition enumerated by
Qm(n). Based on λ, deﬁne another partition μ = (μ1 ≥ μ2 ≥ · · · ≥ μm ≥ 0)
by
μk := λk − (m− k + 1) for k = 1, 2, · · · ,m. (B3.2)
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It is obvious that μ is a partition of |λ|− (1+m2 ) into ≤ m parts. As an exam-
ple, the following ﬁgures show this correspondence between two partitions
λ = (97431) and μ = (4311).
λ = (97431) μ = (4311)
It is not diﬃcult to verify that the mapping (B3.2) is a bijection between the
partitions of n with exactly m distinct parts and the partitions of n− (1+m2 )
with ≤ m parts. Therefore the generating function of {Qm(n)}n is equal to
that of {pm(n − (1+m2 ))}n, the number of partitions of n − (1+m2 ) with the
number of parts ≤ m:
∞∑
n=0
Qm(n) qn =
∞∑
n=0
pm
(
n− (1+m2 )
)
qn
= q(
1+m
2 )
∞∑
n=0
pm(n) qn =
q(
1+m
2 )
(q; q)m
thanks for the generating function displayed in (B2.4). This completes the
proof of Theorem B3.1. 
Instead of the ordinary Ferrers diagram, we can draw a shifted diagram of
λ as follows (see the ﬁgure). Under the ﬁrst row of λ1 squares, we put λ2
squares lined up vertically from the second column. For the third row, we
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put λ3 squares beginning from the third column. Continuing in this way,
the last row of λm squares will be lined up vertically from the m-th column.
The shifted diagram
of partition λ = (97431)
From the shifted diagram of λ, we see that all the partitions enumerated
by Qm(n) have one common triangle on the left whose weight is (1+m2 ). The
remaining parts right to the triangle are partitions of n − (m+12 ) with ≤ m
parts. This reduces the problem of computing the generating function to
the case just explained.
B3.2. Classifying all the partitions with distinct parts according to the
number of parts, we get Euler’s classical partition identity
∞∏
n=0
(1− xqn) = 1 +
∞∑
m=1
(−1)m xmq(m2 )
(1− q)(1 − q2) · · · (1− qm) (B3.3)
which can also be veriﬁed through the correspondence between partitions
into distinct odd parts and self-conjugate partitions.
Proof. Considering the bivariate generating function of Qm(n), we have
∞∏
k=1
(1 + xqk) =
∞∑
m=0
xm
∞∑
n=0
Qm(n)qn.
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Recalling (B3.1) and then noting that Q0(n) = δ0,n, we deduce that
∞∏
k=1
(1 + xqk) = 1 +
∞∑
m=1
xmq(
1+m
2 )
(q; q)m
which becomes the Euler identity under parameter replacement x →−x/q.
In view of Euler’s Theorem A2.1, we have a bijection between the partitions
into distinct odd parts and the self-conjugate partitions.
The self-conjugate partition
λ = (653221)
with the Durfee square 3× 3
For a self-conjugate partition with the main diagonal length equal to m
(which corresponds exactly to the length of partitions into distinct odd
parts), it consists of three pieces: the ﬁrst piece is the square of m × m
on the top-left with bivariate enumerator xmqm
2
, the second piece right to
the square is a partition with ≤ m parts enumerated by 1/(q; q)m and the
third piece under the square is in eﬀect the conjugate of the second one.
Therefore the partitions right to the square and under the square m × m
are altogether enumerated by 1/(q2; q2)m.
Classifying the self-conjugate partitions according to the main diagonal
length m, multiplying both generating functions together and summing m
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over 0 ≤ m ≤∞, we ﬁnd the following identity:
∞∏
n=0
(1 + xq1+2n) =
∞∑
m=0
xmqm
2
(q2; q2)m
where the left hand side is the bivariate generating function of the partitions
into odd distinct parts.
It is trivial to verify that under replacements
x→ −xq−1/2 and q → q1/2
the last formula is exactly the identity displayed in (B3.3). 
Unfortunately, there does not exist the closed form for the generating func-
tion of Qm(n), numbers of partitions into ≤ m distinct parts.
B3.3. Dually, if we classify the partitions into distinct parts ≤ m accor-
ding to their maximum part. Then we can derive the following ﬁnite and
inﬁnite series identities
m∏
j=1
(1 + qjx) = 1 + x
m∑
k=1
qk
k−1∏
i=1
(1 + qix) (B3.4a)
∞∏
j=1
(1 + qjx) = 1 + x
∞∑
k=1
qk
k−1∏
i=1
(1 + qix). (B3.4b)
Proof. For the partitions into distinct parts with the maximum part equal
to k, their bivariate generating function is given by
qkx
k−1∏
i=1
(1 + qix) which reduces to 1 for k = 0.
Classifying the partitions into distinct parts ≤ m according to their maxi-
mum part k with 0 ≤ k ≤ m, we get
(−qx; q)m = 1 + x
m∑
k=1
qk(−qx; q)k−1.
The second identity follows from the ﬁrst one with m →∞. 
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B4. Partitions and the Gauss q-binomial coeﬃcients
B4.1. Lemma. Let p(n|m) and p(n|m) be the numbers of partitions of
n into  and ≤  parts, respectively, with each part ≤ m. We have the
generating functions:
∑
,n≥0
p(n|m) xqn = 1(1− xq)(1− xq2) · · · (1− xqm) (B4.1a)
∑
,n≥0
p(n|m) xqn = 1
(1 − x)(1− xq) · · · (1− xqm) . (B4.1b)
The ﬁrst identity (B4.1a) is a special case of the generating function shown
in (B1.1b).
On account of the length of partitions, we have
p(n|m) = p0(n|m) + p1(n|m) + · · ·+ p(n|m).
Manipulating the triple sum and then applying the geometric series, we can
calculate the corresponding generating function as follows:
∑
,n≥0
p(n|m) xqn =
∑
,n≥0
∑
k=0
pk(n|m)xqn
=
∞∑
k=0
∞∑
n=0
pk(n|m)qn
∞∑
=k
x
=
1
1− x
∞∑
k=0
∞∑
n=0
pk(n|m)xkqn.
The last expression leads us immediately to the second bivariate generating
function (B4.1b) in view of the ﬁrst generating function (B4.1a). 
B4.2. The Gauss q-binomial coeﬃcients as generating functions.
Let p(n|m) and p(n|m) be as in Lemma B4.1. The corresponding univa-
riate generating functions read respectively as
∑
n≥0
p(n|m) qn =
[
+ m− 1
m− 1
]
q (B4.2a)
∑
n≥0
p(n|m) qn =
[
+ m
m
]
(B4.2b)
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where the q-Gauss binomial coeﬃcient is deﬁned by[
m+ n
m
]
q
=
(q; q)m+n
(q; q)m(q; q)n
.
Proof. For these two formulae, it is suﬃcient to prove only one identity
because
p(n|m) = p(n|m) − p−1(n|m).
In fact, supposing that (B4.2b) is true, then (B4.2a) follows in this manner:∑
n≥0
p(n|m) qn =
∑
n≥0
p(n|m) qn −
∑
n≥0
p−1(n|m) qn
=
[
 +m
m
]
q
−
[
− 1 +m
m
]
q
= q
[
+ m− 1
m− 1
]
q
.
Now we should prove (B4.2b). Extracting the coeﬃcient of x from the
generation function (B4.1b), we get
∞∑
n=0
p(n|m) qn = [x] 1
(x; q)m+1
.
Observing that the function 1/(x; q)m+1 is analytic at x = 0 for |q| < 1, we
can expand it into MacLaurin series:
1
(x; q)m+1
=
∞∑
k=0
Bk(q)xk
where the coeﬃcients
{
Bk(q)
}
are independent of x to be determinated.
Reformulating it under replacement x→ qx as
1
(qx; q)m+1
=
∞∑
k=0
Bk(q)xkqk
and then noting further that both fractions just displayed diﬀer in factors
(1− x) and (1− xqm+1), we have accordingly the following:
(1− x)
∞∑
k=0
Bk(q)xk = (1− xqm+1)
∞∑
k=0
Bk(q)xkqk.
Extracting the coeﬃcient of x from both sides we get
B(q)− B−1(q) = q B(q)− qm+ B−1(q)
which is equivalent to the following recurrence relation
B(q) = B−1(q)
1 − qm+
1− q for  = 1, 2, · · · .
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Iterating this relation -times, we ﬁnd that
B(q) = B0(q)
(qm+1; q)
(q; q)
=
[
m+ 

]
q
where B0(q) = 1 follows from setting x = 0 in the generating function
1
(xq; q)m+1
=
∞∑
k=0
Bk(q)xk.
Therefore we conclude the proof. 
B4.3. Theorem. Classifying the partitions according to the number of
parts, we derive immediately two q-binomial identities (ﬁnite and inﬁnite):
n∑
=0
q
[
+ m
m
]
=
[
m + n + 1
n
]
(B4.3a)
∞∑
=0
x
[
+ m
m
]
=
m∏
k=0
1
1− xqk . (B4.3b)
Proof. In view of (B4.2a) and (B4.2b), the univariate generating func-
tions for the partitions into parts ≤ m + 1 with the lengths equal to  and
≤ n are respectively given by the q-binomial coeﬃcients q
[
 +m
m
]
and[
m + n+ 1
n
]
. Classifying the partitions enumerated by the latter accor-
ding to the number of parts  with 0 ≤  ≤ n, we establish the ﬁrst identity.
By means of (B4.1b), we have
m∏
k=0
1
1− xqk =
∞∑
=0
x
∞∑
n=0
p(n|m) qn =
∞∑
=0
x
[
m+ 

]
which is the second q-binomial identity. 
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B5. Partitions into distinct parts and ﬁnite q-diﬀerences
Similarly, let Q(n|m) be the number of partitions of n into exactly  distinct
parts with each part ≤ m. Then we have generating functions[
m

]
q(
1+
2 ) =
∑
n≥0
Q(n|m) qn (B5.1)
m∏
k=1
(1 + xqk) =
∑
,n≥0
Q(n|m) xqn (B5.2)
whose combination leads us to Euler’s ﬁnite q-diﬀerences
(x; q)n =
n−1∏
=0
(1− xq) =
n∑
k=0
(−1)k
[
n
k
]
q(
k
2)xk. (B5.3)
Following the second proof of Theorem B3.1, we can check without diﬃculty
that the shifted Ferrers diagrams of the partitions into -parts ≤ m are
unions of the same triangle of length  enumerated by q(
+1
2 ) and the ordinary
partitions into parts ≤ m −  with length ≤  whose generating function
reads as the q-binomial coeﬃcient
[m

]
. The product of them gives the
generating function for {Q(n|m)}n.
The second formula is a particular case of (B1.2b). Its combination with
the univariate generating function just proved leads us to the following:
(−qx; q)m =
m∑
=0
∑
n≥0
Q(n|m) qn x =
m∑
=0
x
[
m

]
q(
1+
2 ).
Replacing x by −x/q in the above, we get Euler’s q-diﬀerence formula:
(x; q)m =
m∑
=0
(−1)
[
m

]
q(

2)x.
Remark The last formula is called the Euler q-diﬀerence formula because
if we put x := q−n, the ﬁnite sum results in
m∑
=0
(−1)
[
m

]
q(

2)−n = (q−n; q)m =
{
0, 0 ≤ n < m
(−1)nq−(n+12 )(q; q)n, n = m
just like the ordinary ﬁnite diﬀerences of polynomials.
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Keep in mind of the q-binomial limit[
n
k
]
=
(q1+n−k; q)k
(q; q)k
−→ 1
(q; q)k
as n→∞.
Letting n → ∞ in Euler’s q-ﬁnite diﬀerences, we recover again the Euler
classical partition identity
(x; q)∞ =
∞∑
k=0
(−1)k xk
(q; q)k
q(
k
2)
where Tannery’s theorem has been applied for the limiting process.
CHAPTER C
Durfee Rectangles and Classical Partition
Identities
For a partition λ, its Durfee square is the maximum square contained in
the Ferrers diagram of λ. It can be generalized similarly to the Durfee
rectangles. They will be used, in this chapter, to classify partitions and
establish classical partition identities.
C1. q-Series identities of Cauchy and Kummer: Uniﬁcation
C1.1. Theorem. For the partitions into parts ≤ n, classify them with
respect to the Durfee rectangles of (k + τ )× k for a ﬁxed τ . We can derive
the following
1
(qx; q)n
=
n−τ∑
k=0
[
n− τ
k
]
qk(k+τ)
(qx; q)k+τ
xk. (C1.1)
Proof. The partitions into parts ≤ n with Durfee rectangles of (k+ τ )×k
for a ﬁxed τ are composed by three pieces. One of them is the Durfee
rectangle (k + τ ) × k in common with enumerator xkqk(k+τ). Another is
the piece right to Durfee rectangle which are partitions of length ≤ k with
parts ≤ n− k− τ , whose univariate generating function is
[
n− τ
k
]
in view
of (B4.2b) (only the univariate function is considered because the length
of partitions has been counted by the Durfee rectangle). The last piece
corresponds to the partitions with parts ≤ k+ τ whose bivariate generating
function is 1/(qx; q)k+τ . Classifying the partitions into parts ≤ n with
respect to Durfee rectangles of (k + τ )× k with 0 ≤ k ≤ n− τ , we ﬁnd
1
(qx; q)n
=
n−τ∑
k=0
[
n − τ
k
]
xkqk(k+τ)
(qx; q)k+τ
which is exactly the identity required in the theorem. 
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Partition λ = (9866531)
with Durfee rectangle
(k + τ )× k = 6× 4
C1.2. Corollary. The formula just established contains the following known
results as special cases:
• The ﬁnite version of Kummer’s theorem (τ = 0)
1
(qx; q)n
=
n∑
k=0
[
n
k
]
xk qk
2
(qx; q)k
. (C1.2)
• The identity due to Gordon and Houten [1968] (n →∞)
1
(qx; q)∞
=
∞∑
k=0
xk qk(k+τ)
(q; q)k(qx; q)k+τ
(C1.3)
which reduces further to the Cauchy formula with τ = 0.
C2. q-Binomial convolutions and the Jacobi triple product
C2.1. Theorem. For the partitions into parts ≤ n, with at most α+γ−n
parts, classify them according to the Durfee rectangles of (n− k)× (α− k).
We obtain the ﬁrst q-Vandermonde convolution formula[
α+ γ
n
]
=
n∑
k=0
[
α
k
][
γ
n− k
]
q(α−k)(n−k). (C2.1)
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Proof. The univariate generating function of the partitions into parts ≤ n
with at most α + γ − n parts is equal to
[
α+ γ
n
]
by (B4.2b). Fixing
the Durfee rectangle of (n − k) × (α − k) we see that the corresponding
partitions into parts ≤ n with at most α + γ − n parts consist of three
pieces. The ﬁrst piece is the rectangle of (n − k) × (α − k) on the top-
left with univariate enumerator q(α−k)(n−k). The second piece right to the
rectangle is a partition into parts ≤ k with at most α− k parts enumerated
by
[
α
k
]
. The third and the last piece under the rectangle is a partition
into parts ≤ n − k with at most γ − n + k = (α + γ − n) − (α − k) parts
enumerated by
[ γ
n− k
]
. Classifying the partitions according to the Durfee
rectangles of (n−k)× (α−k) and summing the product of three generating
functions over 0 ≤ k ≤ n, we ﬁnd the following identity:
[
α+ γ
n
]
=
n∑
k=0
[
α
k
][
γ
n− k
]
q(α−k)(n−k).
Its limiting case q → 1 reduces to
(
α+ γ
n
)
=
n∑
k=0
(
α
k
)(
γ
n− k
)
which is the well-known Chu-Vandermonde convolution formula. 
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Partition λ = (653221)
with Durfee rectangle
(n − k)× (α− k) = 5× 2
where n = 6, α = 3, k = 1
C2.2. Proposition. Instead, considering the Durfee rectangle of k×(γ−n)
for the same partitions, we derive the second q-Vandermonde convolution
formula [
α+ γ
n
]
=
n∑
k=0
[
α+ k
k
][
γ − k − 1
n− k
]
qk(γ−n). (C2.2)
Proof. The univariate generating function of the partitions into parts ≤ n
with at most α+ γ − n parts is equal to
[
α+ γ
n
]
by (B4.2b). For a ﬁxed
Durfee rectangle of k × (γ − n) the corresponding partition into parts ≤ n
with at most α+ γ − n parts consists of three pieces: the ﬁrst piece is the
rectangle of k× (γ − n) on the top-left with univariate enumerator qk(γ−n),
the second piece right to the rectangle is a partition into parts ≤ n−k with
at most γ − n − 1 parts enumerated by
[
γ − k − 1
n− k
]
, where we can easily
justify that the partition length can not be γ−n, otherwise, we would have
a larger Durfee rectangle (k + 1) × (γ − n), and the third part under the
rectangle is a partition into parts ≤ k with at most α parts enumerated
Classical Partition Identities and Basic Hypergeometric Series 33
by
[α+ k
k
]
. Classifying the partitions with respect to Durfee rectangles of
k × (γ − n) and then summing the product of three generating functions
over 0 ≤ k ≤ n, we ﬁnd the following identity:[
α+ γ
n
]
=
n∑
k=0
[
α+ k
k
][
γ − k − 1
n− k
]
qk(γ−n).
For q → 1, the limiting case reads as(
α+ γ
n
)
=
n∑
k=0
(
α+ k
k
)(
γ − k − 1
n− k
)
which is another binomial convolution formula. 
Partition λ = (65321)
with Durfee rectangle
k × (γ − n) = 2× 4
where n = 6, γ = 10, k = 2
C2.3. Corollary. Given the diagram of (m−τ )×(n+τ ), consider the par-
titions contained in it. The classiﬁcation with respect to Durfee rectangles
of k × (k + τ ) leads us to the following ﬁnite summation formula[
m + n
n+ τ
]
=
n∑
k=0
[
m
k + τ
][
n
k
]
qk(k+τ) (C2.3)
which is a special case of the ﬁrst q-Chu-Vandermonde convolution formula.
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Proof. For the partitions into parts ≤ m − τ with at most n + τ parts,
the univariate generating function is equal to
[
m + n
n+ τ
]
by (B4.2b). Fixing
a Durfee rectangle of k × (k + τ ), we observe that the partitions into parts
≤ m − τ with at most n + τ parts consist of three pieces. The ﬁrst piece
is the rectangle of k × (k + τ ) on the top-left with univariate enumerator
qk(k+τ). The second piece right to the rectangle is a partition into parts
≤ m − τ − k with at most k + τ parts enumerated by
[
m
k + τ
]
and the
third one under the rectangle is a partition into parts ≤ k with at most
n − k parts enumerated by
[
n
k
]
. Classifying the partitions according to
the Durfee rectangles of k × (k + τ ) for 0 ≤ k ≤ n and then summing the
product of three generating functions over 0 ≤ k ≤ n, we ﬁnd the following
identity:
[
m + n
n+ τ
]
=
n∑
k=0
[
m
k + τ
][
n
k
]
qk(k+τ)
which is exactly the identity stated in the theorem.
We remark that this identity is a special case of the ﬁrst q-Vandermonde
convolution formula stated in Theorem C2.1. In fact replacing n with , we
can state the reversal of the q-Vandermonde convolution formula in Theo-
rem C2.1 as follows:
[
α+ γ

]
=
∑
k=0
[
α
 − k
][
γ
k
]
qk(α+k−).
Performing parameter replacements
α→ m, γ → n and  → m − τ
we obtain immediately the identity stated in Corollary C2.3. 
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Partition λ = (6544332)
with Durfee rectangle
k × (k + τ ) = 3× 5
where k = 3, τ = 2
C2.4. The Jacobi-triple product identity. From the last q-binomial
convolution identity, we can derive the following bilateral summation for-
mula
(x; q)m (q/x; q)n =
m∑
k=−n
(−1)k q(k2)
[
m+ n
n + k
]
xk. (C2.4)
It can be considered as a ﬁnite form of the well-known Jacobi triple product
identity
(q; q)∞ (x; q)∞ (q/x; q)∞ =
+∞∑
n=−∞
(−1)n q(n2) xn (C2.5)
whose limiting case x → 1 reads as the cubic form of the triple product
(Jacobi):
(q; q)3∞ =
∞∑
n=0
(−1)n{1 + 2n}q(1+n2 ). (C2.6)
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Proof. According to the Euler q-ﬁnite diﬀerences (B5.3), we have two
ﬁnite expansions
(x, q)m =
m∑
i=0
(−1)i
[
m
i
]
q(
i
2)xi
(q/x, q)n =
n∑
j=0
(−1)j
[
n
j
]
q(
1+j
2 )x−j.
Their product reads as the following double sum
(x, q)m(q/x, q)n =
m∑
i=0
n∑
j=0
(−1)i+j
[
m
i
][
n
j
]
q(
i
2)+(1+j2 )xi−j
=
m∑
k=−n
(−1)kxk
n∑
j=0
[
m
k + j
][
n
j
]
q(
k+j
2 )+(1+j2 )
where the last line is justiﬁed by the replacement k = i− j. Observe that
(
k + j
2
)
+
(
1 + j
2
)
=
(
k
2
)
+
(
j
2
)
+ kj +
(
1 + j
2
)
=
(
k
2
)
+ j(j + k).
Reformulating the double sum and then applying the convolution formula
stated in Corollary C2.3, we derive the ﬁnite bilateral summation formula
(C2.4)
(x, q)m(q/x, q)n =
m∑
k=−n
(−1)kq(k2)xk
n∑
j=0
[
m
k + j
][
n
j
]
qj(j+k)
=
m∑
k=−n
(−1)kq(k2)
[
m+ n
n+ k
]
xk.
When m and n tend to inﬁnity, the limit of q-binomial coeﬃcient reads as
[
m + n
n+ k
]
=
(q; q)m+n
(q; q)n+k(q; q)m−k
→ 1
(q; q)∞
.
Applying the Tannery Theorem, we therefore have
(x, q)∞(q/x, q)∞ =
+∞∑
k=−∞
(−1)k q
(k2)xk
(q; q)∞
which is equivalent to the Jacobi-triple product identity (C2.5).
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In order to prove (C2.6), we rewrite the Jacobi triple product identity as
(q; q)∞(x; q)∞(q/x; q)∞ =
+∞∑
n=−∞
(−1)n q(1+n2 ) x−n
=
+∞∑
n=0
(−1)n q(1+n2 ) x−n
+
+∞∑
n=1
(−1)n q(1−n2 ) xn.
Replacing the summation index n by 1 + m in the last sum:
∞∑
n=1
(−1)n q(n2) xn = −
∞∑
m=0
(−1)m q(1+m2 ) xm+1
we can combine two sums into one unilateral sum
(q; q)∞(x; q)∞(q/x; q)∞ =
∞∑
n=0
(−1)n q(1+n2 ){x−n − xn+1}.
Dividing both sides by 1− x, we get
(q; q)∞(qx; q)∞(q/x; q)∞ =
∞∑
n=0
(−1)n q(1+n2 )x
−n − xn+1
1− x .
Applying L’Hoˆspital’s rule for the limit, we have
lim
x→1
x−n − xn+1
1− x = 2n+ 1.
Considering that the series is uniformly convergent and then evaluating the
limit x→ 1 term by term, we establish
(q; q)3∞ =
∞∑
n=0
(−1)n{2n+ 1}q(1+n2 )
which is the cubic form of triple product. 
Remark The shortest proof of the Jacobi triple product identity is due to
Cauchy (1843) and Gauss (1866). It can be reproduced in the sequel.
Recall the q-binomial theorem (ﬁnite q-diﬀerences) displayed in (B5.3)
(x; q) =
∑
k=0
(−1)k
[

k
]
q(
k
2)xk.
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Replacing  by m + n and x by xq−n respectively, and then noting the
relation
(q−nx; q)m+n = (q−nx; q)n(x; q)m = (−1)nq−(
1+n
2 )xn(q/x; q)n(x; q)m
we can reformulate the q-binomial theorem as
(x; q)m(q/x; q)n =
m+n∑
k=0
(−1)k−n
[
m+ n
k
]
q(
k−n
2 )xk−n
which becomes, under summation index substitution k → n+ k, the follow-
ing ﬁnite form of the Jacobi triple product identity
(x; q)m(q/x; q)n =
m∑
k=−n
(−1)k
[
m+ n
n + k
]
q(
k
2)xk.
This is exactly the ﬁnite form (C2.4) of the Jacobi triple product identity.
C2.5. Corollary. From Jacobi’s triple product identity, we may further
derive the following inﬁnite series identities:
• Triangle number theorem (Gauss)
(q2; q2)∞
(q; q2)∞
=
∞∑
n=0
q(
1+n
2 ).
• Pentagon number theorem (Euler)
(q; q)∞ =
+∞∑
n=−∞
(−1)n q n2 (3n+1).
Proof. Reformulate the factorial fraction in this way:
(q2; q2)∞
(q; q2)∞
=
(q; q)∞(−q; q)∞
(q; q2)∞
= (q2; q2)∞(−q; q)∞
= (q; q)∞(−q; q)∞(−q; q)∞
=
1
2
(q; q)∞(−1; q)∞(−q; q)∞.
Applying the Jacobi triple product identity, we have
(q2; q2)∞
(q; q2)∞
=
1
2
+∞∑
n=−∞
q(
n
2) =
1
2
{ +∞∑
n=1
q(
n
2) +
+∞∑
n=0
q(
−n
2 )
}
=
1
2
{ +∞∑
n=0
q(
1+n
2 ) +
+∞∑
n=0
q(
n+1
2 )
}
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where the substitution n → 1 + n has been made for the ﬁrst sum and
(−n2 ) = (1+n2 ) for the second sum. Canceling the factor 1/2 by two times of
the same sum, we have the triangle number theorem.
Now, we prove pentagon number theorem. Classifying the factors of product
(q; q)∞ according to the residues of the indices modulo 3, we have
(q; q)∞ = (q3; q3)∞(q; q3)∞(q2; q3)∞.
Then the Jacobi triple product identity (C2.5) yields
(q; q)∞ =
∞∑
n=−∞
(−1)nq3(n2)+n =
∞∑
n=−∞
(−1)nq n2 (3n+1)
which is Euler’s pentagon number theorem. 
C2.6. The quintuple product identity. Furthermore, we can derive the
quintuple product identity
[q, z, q/z; q]∞
[
qz2, q/z2; q2
]
∞ =
+∞∑
n=−∞
{
1− zqn} q3(n2) (qz3)n
=
+∞∑
n=−∞
{
1− z1+6n} q3(n2) (q2/z3)n
and its limit form
(q; q)3∞ (q; q
2)2∞ =
+∞∑
n=−∞
{1 + 6n}q n2 (3n+1).
C2.7. Proof. Multiplying two copies of the Jacobi triple products
[q, z, q/z; q]∞ =
+∞∑
i=−∞
(−1)iq(i2)zi
[
q2, qz2, q/z2; q2
]
∞ =
+∞∑
j=−∞
(−1)jqj2z2j
we have the double sum expression
[q, z, q/z; q]∞
[
q2, qz2, q/z2; q2
]
∞ =
+∞∑
i, j=−∞
(−1)i+jq(i2)+j2zi+2j.
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Deﬁning a new summation index k = i+2j and then rearranging the double
sum, we can write
[q, z, q/z; q]∞
[
q2, qz2, q/z2; q2
]
∞ =
+∞∑
k=−∞
(−1)kzk
+∞∑
j=−∞
(−1)jq(k−2j2 )+j2 .
Noting the binomial relation(
k − 2j
2
)
=
(
k
2
)
+
(
2j + 1
2
)
− 2kj =
(
k
2
)
+ 2j2 + j − 2kj
we ﬁnd that
[q, z, q/z; q]∞
[
q2, qz2, q/z2; q2
]
∞ =
+∞∑
k=−∞
(−1)kq(k2)zk
×
+∞∑
j=−∞
(−1)jq3j2+j−2kj.
Applying the Jacobi product identity to the inner sum, we get
+∞∑
j=−∞
(−1)jq3j2+j−2kj =
+∞∑
j=−∞
(−1)jq6(j2)+2(2−k)j
= [q6, q2+2k, q4−2k, q6]∞.
This product can be simpliﬁed according to the residues of k modulo 3.
• k = 3m with m ∈ Z:
[q6, q2+2k, q4−2k, q6]∞ = [q6, q2+6m, q4−6m, q6]∞
=
(q4−6m; q6)m
(q2; q6)m
[q6, q2, q4, q6]∞
= (−1)m (q2; q2)∞ qm−3m2 .
• k = 1 + 3m with m ∈ Z:
[q6, q2+2k, q4−2k, q6]∞ = [q6, q4+6m, q2−6m, q6]∞
=
(q2−6m; q6)m
(q4; q6)m
[q6, q2, q4, q6]∞
= (−1)m (q2; q2)∞ q−m−3m2 .
• k = 2 + 3m with m ∈ Z:
[q6, q2+2k, q4−2k, q6]∞ = [q6, q6+6m, q−6m, q6]∞ = 0
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because of the presence of zero-factor:
(q−6m; q)∞ = 0, m ≥ 0
(q6+6m; q)∞ = 0, m < 0.
Substituting these results into the inﬁnity series expression, we obtain
[q, z, q/z; q]∞
[
q2, qz2, q/z2; q2
]
∞
=
+∞∑
k=−∞
(−1)kq(k2)zk[q6, q2+2k, q4−2k, q6]∞
= (q2; q2)∞
+∞∑
m=−∞
q(
3m
2 )+m−3m2 z3m
− (q2; q2)∞
+∞∑
m=−∞
q(
1+3m
2 )−m−3m2z1+3m
= (q2; q2)∞
+∞∑
m=−∞
q
3m2−m
2
{
1− zqm}z3m.
Dividing both sides by (q2; q2)∞, we get the quintuple product identity:
[q, z, q/z; q]∞
[
qz2, q/z2; q2
]
∞ =
+∞∑
m=−∞
q3(
m
2 )
{
1− zqm}(qz3)m.
Splitting the last sum into two and then reverse the ﬁrst sum, we have
[q, z, q/z; q]∞ ×
[
qz2, q/z2; q2
]
∞
=
+∞∑
m=−∞
q3(
m
2 )
{
1− zqm}(qz3)m
=
+∞∑
m=−∞
q3(
m
2 )+mz3m −
+∞∑
m=−∞
q3(
m
2 )+2mz1+3m
=
+∞∑
n=−∞
q3(
n
2)+2nz−3n −
+∞∑
m=−∞
q3(
m
2 )+2mz1+3m
=
+∞∑
n=−∞
q3(
n
2)
{
1− z1+6n}(q2/z3)n
which is exactly the second version of the quintuple product identity.
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Finally, dividing both sides by 1− z
[q, qz, q/z; q]∞
[
qz2, q/z2; q2
]
∞ =
+∞∑
n=−∞
q3(
n
2) 1− z1+6n
1− z
(
q2/z3
)n
and then letting z → 1, we get the limiting case of the quintuple product
identity
(q; q)3∞ (q; q
2)2∞ =
+∞∑
n=−∞
{1 + 6n} q n2 (3n+1).
C3. The ﬁnite form of Euler’s pentagon number theorem
C3.1. Theorem. The classiﬁcation of partitions enumerated by (−qx; q)n
with respect to the Durfee rectangles of (k+ )×k leads us to the following
ﬁnite form of the Euler pentagon number theorem.
Denote by [θ] the integral part of real number θ. Then there holds
(−qx; q)n =
[ n−2 ]∑
k=0
qk(k+)+(
k
2)
[
n − k − 
k
]
(−qx; q)k+
× 1 + xq
2k+ − q1+n−k−(1 + xqk+)
(1 + xqk+) (1− q1+n−2k−) x
k.
C3.2. Proof. For the partitions into distinct parts ≤ n enumerated by
(−qx; q)n, they are divided by the Durfee rectangles of (k+)×k into three
pieces:
A: the Durfee rectangle (k + )× k itself with enumerator xkqk(k+).
B: the piece of partitions right to the Durfee rectangle counted by⎧⎪⎨
⎪⎪⎩
[
n− k − 
k
]
q(
1+k
2 ), with k parts,[
n− k − 
k − 1
]
q(
k
2), with k − 1 parts.
C: the piece of partitions below the Durfee rectangle enumerated by{
(−qx; q)k+, when B has k parts,
(−qx; q)k+−1, when B has k − 1 parts.
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Therefore for the ﬁxed Durfee rectangle A, the enumerator for the rest of
partitions is given by the combination of B and C as follows
q(
1+k
2 )
[
n − k − 
k
]
(−qx; q)k+ + q(
k
2)
[
n− k − 
k − 1
]
(−qx; q)k+−1
= q(
k
2)
[
n − k − 
k
]
1+xq+2k − q1+n−k−(1+xqk+)
(1 + xqk+) (1 − q1+n−2k−) (−qx; q)k+.
Summing the last expression over 0 ≤ k ≤ [(n − )/2], we get the identity
stated in Theorem C3.1.
Partition λ = (865421)
with Durfee rectangle
(k + )× k = 4× 3
where  = 1, k = 3
C3.3. Corollary. This formula contains the following well-known results
as special cases:
• The limiting version with two parameters (n→∞)
(−qx; q)∞ =
∞∑
n=0
qn(n+)+(
n
2) 1 + xq
2n+
1 + xqn+
(−qx; q)n+
(q; q)n
xn.
• The Sylvester formula ( = 1, x = −y/q and n →∞)
(y; q)∞ =
∞∑
n=0
(−y)n {1− yq2n} (y; q)n
(q; q)n
q
3n2−n
2 .
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• The Euler pentagon number theorem ( = 0, x = −1 and n →∞)
(q; q)∞ = 1 +
∞∑
n=1
(−1)n {1 + qn} q 3n
2−n
2 .
Remark The Euler pentagon number theorem is also a particular case of
the Sylvester formula. In fact, for y → 1, the limit can be computed term
by term as follows:
(q; q)∞ =
∞∑
n=0
q
3n2−n
2
(q; q)n
lim
y→1(−y)
n (1− yq2n)(y; q)n
1− y
= 1 +
∞∑
n=1
(−1)n{1− q2n} (q; q)n−1
(q; q)n
q
3n2−n
2
= 1 +
∞∑
n=1
(−1)n{1 + qn}q 3n2−n2 .
CHAPTER D
The Carlitz Inversions and
Rogers-Ramanujan Identities
According to the Jacobi triple product identity, we have
[
q4,±q,±q3; q4] = +∞∑
k=−∞
(∓1)kq2k2+k.
The sum of both triple products can be evaluated as a single triple product:[
q4, −q, −q3; q4]∞ + [q4, q, q3; q4]∞
= 2
+∞∑
n=−∞
q8n
2+2n = 2
+∞∑
n=−∞
q16(
n
2)+10n
= 2
[
q16,−q6,−q10; q16]∞.
We can similarly treat their diﬀerence as follows:[
q4, −q, −q3; q4]∞ − [q4, q, q3; q4]∞
= 2
+∞∑
n=−∞
q8n
2−6n+1 = 2
+∞∑
n=−∞
q16(
n
2)+2n+1
= 2q
[
q16,−q2,−q14; q16]∞.
Dividing both equations by (q4; q4)∞ and noting the fact that the odd
natural numbers are congruent to 1 or to 3 modulo 4, we get two q-diﬀerence
equations:
(−q; q2)∞ + (q; q2)∞ = 2(q4; q4)∞
∑
n
q8n
2+2n (D0.1a)
= 2
[
q16,−q6,−q10; q16]
(q4; q4)∞
(D0.1b)
(−q; q2)∞ − (q; q2)∞ = 2q(q4; q4)∞
∑
n
q8n
2−6n (D0.2a)
= 2q
[
q16,−q2,−q14; q16]
(q4; q4)∞
. (D0.2b)
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Further, if we specify with x 	→ ±q1/2 in Euler’s q-diﬀerence formula
(x; q)∞ =
∞∑
m=0
(−1)mxm
(q; q)m
q(
m
2 )
then we ﬁnd that
(±q1/2; q)∞ =
∞∑
m=0
(∓1)mqm2/2
(q; q)m
whose linear combinations lead us to two summation formulae as follows:
(−q1/2; q)∞ + (q1/2; q)∞ = 2
∞∑
n=0
q2n
2
(q; q)2n
(D0.3a)
(−q1/2; q)∞ − (q1/2; q)∞ = 2q1/2
∞∑
n=0
q2n(2n+1)
(q; q)2n+1
. (D0.3b)
Replacing the base q by q1/2 in (D0.1a-D0.1b) and (D0.2a-D0.2b), we can
reformulate the left hand sides of both equations just displayed respectively
as follows:
(−q1/2; q)∞ + (q1/2; q)∞ = 2
[
q8,−q3,−q5; q8]
(q2; q2)∞
(D0.4a)
(−q1/2; q)∞ − (q1/2; q)∞ = 2q1/2
[
q8,−q,−q7; q8]
(q2; q2)∞
. (D0.4b)
Combining (D0.3a) and (D0.3b) respectively with (D0.4a) and (D0.4b), we
establish two inﬁnite series identities:
∞∑
n=0
q2n
2
(q; q)2n
=
[
q8,−q3,−q5; q8]
(q2; q2)∞
(D0.5a)
∞∑
n=0
q2n(n+1)
(q; q)2n+1
=
[
q8,−q,−q7; q8]
(q2; q2)∞
. (D0.5b)
They are only very simple examples of classical partition identities of Roger-
Ramanujan’s type. By means of inverse series relations, we establish a ﬁnite
series transformation, which leads us to an elementary derivation to the
celebrated Rogers-Ramanujan identities and their ﬁnite forms.
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D1. Combinatorial inversions and series transformations
D1.1. The Carlitz inversions. Let {ai} and {bj} be two complex se-
quences such that the polynomials deﬁned by
φ(x; 0) = 1 and φ(x; n) =
n−1∏
k=0
(ak + xbk), for n = 1, 2, · · ·
diﬀer from zero for x = qn with n being non-negative integers. Then we
have the following inverse series relations due to Carlitz (1973)
F (n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )φ(qk;n)G(k), n = 0, 1, 2, · · · (D1.1a)
G(n) =
n∑
k=0
(−1)k
[
n
k
]
ak + qkbk
φ(qn; k+ 1)
F (k), n = 0, 1, 2, · · · (D1.1b)
⎧⎪⎨
⎪⎩
which may be considered as q-analogue of Gould-Hsu Inversions (1973).
Proof. To prove the bilateral implications (D1.1a)  (D1.1b), it is suﬃ-
cient to verify one implication because one system of equations with F (n) in
terms of G(k) can be considered as the (unique) solution of another system
with G(n) in terms of F (k), and vice versa.
⇐= We ﬁrst reproduce the original proof due to Carlitz. Suppose that the
relations of G(n) in terms of F (k) are valid. We have to verify the relations
of F (n) in terms of G(k).
Substituting the relations of G(n) in terms of F (k) into the right hand sides
of those of F (n) in terms of G(k) and observing that
[
n
k
]
×
[
k
i
]
=
[
n
i
]
×
[
n− i
k − i
]
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we get the double sum
n∑
k=0
(−1)kq(n−k2 )
[
n
k
]
φ(qk;n)G(k)
=
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )φ(qk;n)
k∑
i=0
(−1)i
[
k
i
]
ai + qibi
φ(qk; i+ 1)
F (i)
=
n∑
i=0
(ai + qibi)
[
n
i
]
F (i)
n∑
k=i
(−1)k+i
[
n− i
k − i
]
φ(qk;n)
φ(qk; i+ 1)
q(
n−k
2 )
=
n∑
i=0
(ai + qibi)
[
n
i
]
F (i)
n−i∑
=0
(−1)
[
n− i

]
φ(qi+;n)
φ(qi+; i+ 1)
q(
n−i−
2 ).
Let S(i, n) stand for the inner sum with respect to :
S(i, n) :=
n−i∑
=0
(−1)
[
n − i

]
q(
n−i−
2 ) φ(q
i+;n)
φ(qi+; i+ 1)
.
It is trivial to see that
S(n, n) =
φ(qn;n)
φ(qn;n+ 1)
=
1
an + qnbn
which implies that the double sum reduces to F (n) when i = n.
In order to prove that the double sum is equal to F (n), it suﬃces for us to
verify that S(i, n) = 0 for 0 ≤ i < n.
Noting that φ(q
i+ ;n)
φ(qi+ ;i+1)
is a polynomial of degree n− i−1 in q, we can write
it formally as
φ(qi+;n)
φ(qi+; i+ 1)
=
n−i−1∑
j=0
Cj q
(n−i−j−1)
where {Cj} are constants independent of . Therefore the sum S(i, n) can
be reformulated accordingly as follows:
S(i, n) =
n−i∑
=0
(−1)
[
n− i

]
q(
n−i−
2 )
n−i−1∑
j=0
Cj q
(n−i−j−1)
=
n−i−1∑
j=0
Cj q
(n−i2 )
n−i∑
=0
(−1)q(2)
[
n− i

]
q−j
where we have applied the binomial relation(
n− i − 
2
)
=
(
n − i
2
)
+
(

2
)
− (n − i − 1).
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Evaluating the sum with respect to  by Euler’s q-diﬀerence formula (B5.3)
n−i∑
=0
(−1)
[
n − i

]
q(

2)−j = (q−j; q)n−i
which vanishes for 0 ≤ j < n− i.
This completes the proof of the Carlitz inversions stated in D1.1. 
=⇒ An alternative proof is worth to be included. Assuming that (D1.1a)
is true for all n ∈ N0, we should verify the truth of (D1.1b).
In fact, substituting the ﬁrst relation into the second, we reduce the question
to the conﬁrmation of the following orthogonal relation:
n∑
k=i
(−1)k+i{ak + qkbk}
[
n− i
k − i
]
φ(qi; k)
φ(qn; k + 1)
q(
k−i
2 ) =
{
1, i = n
0, i = n. (D1.2)
It is obvious that the relation is valid for i = n. We therefore need to verify
it only when i < n. For that purpose, we introduce the sequence
τk :=
[
n− i − 1
k − i − 1
]
φ(qi; k)
φ(qn; k)
q(
k−i
2 ).
Then it is not hard to check that the summand in (D1.2) can be expressed
as follows:
τk + τk+1 =
{
ak + qkbk
}[n− i
k − i
]
φ(qi; k)
φ(qn; k + 1)
q(
k−i
2 ).
Separating the two extreme terms indexed with k = i and k = n from the
sum displayed in (D1.2)
τi+1 =
φ(qi; i+ 1)
φ(qn; i+ 1)
τn =
φ(qi;n)
φ(qn;n)
q(
n−i
2 )
and then appealing for the telescoping method, we ﬁnd that
LHS(D1.2) = τi+1 + (−1)n+iτn +
∑
i<k<n
(−1)k+i{τk + τk+1}
=
{
τi+1 + (−1)n+iτn
} − {τi+1 + (−1)n+iτn} = 0.
This completes the proof of (D1.2). 
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D1.2. Series transformation. For the polynomials φ(x;n) = (λx; q)n
speciﬁed with ak = 1 and bk = −qkλ, the inverse series relations displayed
in D1.1 become the following:
f(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qkλ; q)n g(k), n = 0, 1, 2, · · · (D1.3a)
g(n) =
n∑
k=0
(−1)k
[
n
k
]
1− q2kλ
(qnλ; q)k+1
f(k), n = 0, 1, 2, · · · . (D1.3b)
By means of the ﬁnite version of Kummer’s theorem and rearrangement of
double sums, we may establish ﬁnite and inﬁnite series transformations
m∑
n=0
[
m
n
]
λnqn
2
(λ; q)n
g(n) =
m∑
k=0
(−1)k
[
m
k
]
1− q2kλ
(λ; q)m+k+1
λkqk
2
f(k) (D1.4a)
∞∑
n=0
λnqn
2
(q; q)n(λ; q)n
g(n) =
∞∑
k=0
(−1)k 1− q
2kλ
(λ; q)∞
λkqk
2
(q; q)k
f(k). (D1.4b)
Proof. By means of (D1.3b), we can express the left member of (D1.4a)
as the following double sum
LHS(D1.4a) =
m∑
n=0
[
m
n
]
λnqn
2
(λ; q)n
n∑
k=0
(−1)k
[
n
k
]
1− q2kλ
(qnλ; q)k+1
f(k)
=
m∑
k=0
(−1)k(1− q2kλ)
[
m
k
]
f(k)
m∑
n=k
[
m − k
n− k
]
λnqn
2
(λ; q)n+k+1
=
m∑
k=0
(−1)k
[
m
k
]
1− q2kλ
(λ; q)2k+1
λkqk
2
f(k)
m−k∑
j=0
[
m−k
j
]
λjqj(j+2k)
(q2k+1λ; q)j
where we have applied relations on shifted factorials
(λ; q)n+k+1 = (λ; q)n(qnλ; q)k+1 = (λ; q)2k+1(q2k+1λ; q)n−k (D1.5)
and the substitution j := n − k on summation indices.
In view of the ﬁnite version of Kummer’s theorem stated in Corollary C1.2
n∑
k=0
[
n
k
]
xk qk
2
(qx; q)k
=
1
(qx; q)n
we can evaluate the inner sum as the following closed form:
m−k∑
j=0
[
m − k
j
]
λjqj(j+2k)
(q2k+1λ; q)j
=
1
(q2k+1λ; q)m−k
.
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Recalling (D1.5), we derive ﬁnally the following
LHS(D1.4a) =
m∑
k=0
(−1)k
[
m
k
]
1− q2kλ
(λ; q)2k+1
λkqk
2
(q2k+1λ; q)m−k
f(k)
=
m∑
k=0
(−1)k{1− q2kλ}[m
k
]
λkqk
2
(λ; q)m+k+1
f(k)
which is the ﬁrst identity (D1.4a).
The second identity (D1.4b) follows from the limit m →∞ of (D1.4a). 
D2. Finite q-diﬀerences and further transformation
On account of the inverse series relations
(x; q)n =
n∑
k=0
(−1)k
[
n
k
]
q(
k
2) xk (D2.1a)
q(
n
2)xn =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(x; q)k (D2.1b)
we may determine, as an example of (D1.3a-D1.3b), two sequences as fol-
lows:
f(n) = λnqn
2+(n2)(λ; q)n  g(n) = (λ; q)n.
They may be used to reformulate the ﬁnite series transformation (D1.4a)
explicitly
m∑
n=0
[
m
n
]
λnqn
2
=
m∑
k=0
(−1)k
[
m
k
]
1− q2kλ
(qkλ; q)m+1
λ2kq2k
2+(k2). (D2.2)
Proof. The ﬁrst relation (D2.1a) is a restatement of Euler’s q-ﬁnite dif-
ference formula (B5.3). Specifying the Carlitz inversions stated in D1.1
with
φ(x;n) = 1, f(n) = xnq(
n
2), g(n) = (x; q)n
we get the second relation (D2.1b) which is dual to the ﬁrst one.
In order to verify that two sequences
f(n) = λnqn
2+(n2)(λ; q)n  g(n) = (λ; q)n
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satisfy (D1.3a-D1.3b), it is suﬃcient to show that
λnqn
2+(n2)(λ; q)n =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(λ; q)k(qkλ; q)n
=
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(λ; q)n+k
in view of the inverse series relations speciﬁed with φ(x;n) = (λx; q)n.
Applying (D2.1b) with x = qnλ, we conﬁrm the last summation identity:
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(λ; q)n+k =(λ; q)n
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qnλ; q)k
=(λ; q)nqn
2+(n2)λn.
The transformation (D2.2) follows from (D1.4a) with the
{
f(k), g(n)
}
se-
quences just displayed explicitly. 
D3. Rogers-Ramanujan identities and their ﬁnite forms
D3.1. Proposition. With the speciﬁcations λ 	→ 1 and λ 	→ q in (D2.2),
the ﬁnite forms of Rogers-Ramanujan identities can be derived as follows:
m∑
n=0
[
m
n
]
qn
2
=
(q; q)m
(q; q)2m
m∑
k=−m
(−1)k
[
2m
m + k
]
q(
k
2)+2k2 (D3.1a)
m∑
n=0
[
m
n
]
qn
2+n =
(q; q)m
(q; q)2m+1
m+1∑
k=−m
(−1)k
[
2m+ 1
m + k
]
q(
k
2)+2k2−k. (D3.1b)
Proof. Separating the ﬁrst term from (D2.2), we have
m∑
n=0
[
m
n
]
λnqn
2
=
1− λ
(λ; q)m+1
+
m∑
k=1
(−1)k
[
m
k
]
1− q2kλ
(qkλ; q)m+1
λ2kq2k
2+(k2).
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Its limiting case λ → 1 may be manipulated as follows:
m∑
n=0
[
m
n
]
qn
2
=
1
(q; q)m
+
m∑
k=1
(−1)k
[
m
k
]
1− q2k
(qk; q)m+1
q2k
2+(k2)
=
1
(q; q)m
+
m∑
k=1
(−1)k
[
m
k
]
1 + qk
(qk+1; q)m
q2k
2+(k2).
In view of the deﬁnition of q-Gauss binomial coeﬃcient and the relation
(q; q)m+k = (q; q)k(qk+1; q)m
we can further reformulate the sum as
m∑
n=0
[
m
n
]
qn
2
=
1
(q; q)m
+
m∑
k=1
(−1)k (q; q)m
(q; q)m−k
1 + qk
(q; q)m+k
q2k
2+(k2)
=
1
(q; q)m
+
(q; q)m
(q; q)2m
m∑
k=1
(−1)k
[
2m
m+ k
]
q2k
2+(k2)
+
(q; q)m
(q; q)2m
m∑
k=1
(−1)k
[
2m
m+ k
]
q2k
2+(k+12 ).
Performing the replacement k →−k in the last sum and noting that[
2m
m − k
]
=
[
2m
m+ k
]
we can combine the last three expressions as a single one:
m∑
n=0
[
m
n
]
qn
2
=
m∑
k=−m
(−1)k
[
2m
m + k
]
q2k
2+(k2)
which is the ﬁnite form of the ﬁrst Rogers-Ramanujan identity (D3.1a).
Similarly, specifying (D2.2) with λ → q, we have
m∑
n=0
[
m
n
]
qn+n
2
=
m∑
k=0
(−1)k
[
m
k
]
1− q2k+1
(qk+1; q)m+1
q2k
2+(k2)+2k
=
(q; q)m
(q; q)2m+1
m∑
k=0
(−1)k
[
2m+ 1
m − k
]
(1− q2k+1) q2k2+(k2)+2k
=
(q; q)m
(q; q)2m+1
m∑
k=0
(−1)k
[
2m+ 1
m − k
]
q2k
2+(k2)+2k
− (q; q)m
(q; q)2m+1
m∑
k=0
(−1)k
[
2m+ 1
m − k
]
q2k
2+(k2)+4k+1.
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Replacing the summation index k by −1 − k in the second sum and then
combining the result with the ﬁrst one, we get the following simpliﬁed trans-
formation
m∑
n=0
[
m
n
]
qn+n
2
=
(q; q)m
(q; q)2m+1
m∑
k=−m−1
(−1)k
[
2m+ 1
m − k
]
q2k
2+(k2)+2k
which is equivalent to the second ﬁnite form (D3.1b) of Rogers-Ramanujan
identities under parameter replacement k →−k. 
D3.2. Theorem. Their limiting cases give rise, with the help of the Jacobi-
triple product identity, to the celebrated Rogers-Ramanujan identities:
1
(q; q5)∞ (q4; q5)∞
=
∞∑
n=0
qn
2
(q; q)n
=
∞∏
k=0
1
(1− q1+5k)(1− q4+5k) (D3.2a)
1
(q2; q5)∞(q3; q5)∞
=
∞∑
n=0
qn
2+n
(q; q)n
=
∞∏
k=0
1
(1− q2+5k)(1− q3+5k) . (D3.2b)
Proof. Letting m →∞, we can state (D3.1a) as
∞∑
n=0
qn
2
(q; q)n
=
1
(q, q)∞
+∞∑
k=−∞
(−1)kq(k2)+2k2
=
1
(q, q)∞
+∞∑
k=−∞
(−1)kq5(k2)+2k.
The sum on the right hand side can be evaluated, by means of Jacobi triple
product identity, as
+∞∑
k=−∞
(−1)kq5(k2)+2k = [q5, q2, q3; q5]∞.
Therefore the ﬁrst identity (D3.2a) follows consequently:
∞∑
n=0
qn
2
(q; q)n
=
[
q5, q2, q3; q5
]
∞
(q; q)∞
=
1[
q, q4; q5
]
∞
.
If we let m →∞ in (D3.1b), we ﬁnd that
∞∑
n=0
qn
2+n
(q; q)n
=
1
(q; q)∞
+∞∑
k=−∞
(−1)k q(k2)+2k2−k
=
1
(q; q)∞
+∞∑
k=−∞
(−1)k q5(k2)+k.
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The sum on the right hand side reads as
+∞∑
k=−∞
(−1)kq5(k2)+k = [q5, q, q4; q5]∞
in view of Jacobi triple product identity.
Hence we have established the following
∞∑
n=0
qn
2+n
(q; q)n
=
[
q5, q, q4; q5
]
∞
(q; q)∞
=
1[
q2, q3; q5
]
∞
which is the second identity (D3.2b). 
Up to now, about ten proofs have been provided for this beautiful pair of
identities. The most recent ones are, respectively, due to Baxter (1982)
based on the statistical mechanics and Lepowsky-Milne (1978) through the
character formula on inﬁnite dimensional Lie algebra (Kac-Moody alge-
bra [45, 1985]).

CHAPTER E
Basic Hypergeometric Series
This chapter introduces the basic hypergeometric series. Its convergence
condition will be determined. The fundamental transformations and sum-
mation formulae will be covered brieﬂy.
E1. Introduction and notation
E1.1. Deﬁnition. Let
{
ai
}r
i=0
and
{
bj
}s
j=1
be complex numbers subject
to the condition that bj = q−n with n ∈ N0 for all j = 1, 2, · · · , s. Then the
basic hypergeometric series with variable z is deﬁned by
1+rφs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣q; z] = ∞∑
n=0
(a0; q)n(a1; q)n···(ar; q)n
(q; q)n(b1; q)n···(bs; q)n
zn
{
(−1)nq(n2)}s−r.
Remark If there is a numerator parameter ai = q−k with k ∈ N0, then the
q-hypergeometric series is terminating, which is in fact a polynomial of z.
When the series is nonterminating, we assume that |q| < 1 for convenience.
E1.2. Convergence condition. For the q-hypergeometric series just de-
ﬁned, the convergence conditions are as follows:
(A) If s > r, the series is convergent for all z ∈ C;
(B) If s < r, the series is convergent only when z = 0;
(C) If s = r, the series is convergent for |z| < 1.
Proof. Denote by Tn the summand of q-hypergeometric series
Tn :=
{
(−1)nq(n2)}s−r (a0; q)n(a1; q)n · · · (ar ; q)n
(q; q)n(b1; q)n · · · (bs; q)n z
n.
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To determine the convergence conditions, we consider the term-ratio:
Tn+1
Tn
= z
(1− qna0)(1− qna1) · · · (1− qnar)
(1− qn+1)(1− qnb1) · · · (1− qnas) (−q
n)s−r.
On account of |q| < 1, we have |qn| → 0 as n → +∞. Hence we get the
following limit:
lim
n→+∞
∣∣∣∣Tn+1Tn
∣∣∣∣ =
⎧⎪⎨
⎪⎩
0, r < s
+∞, r > s and z = 0
|z|, r = s.
According to the D’Alembert ratio test, the convergence conditions stated
in the Theorem follow immediately. 
E1.3. Classiﬁcation. For the basic hypergeometric series, suppose r = s,
the very important case. If the product of denominator parameters is equal
to the base q times the product of numerator parameters, i.e.,
qa0a1 · · ·ar = b1b2 · · ·br
then the 1+rφr-series is called balanced or Saalschu¨tzian.
Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same product:
qa0 = a1b1 = · · · = arbr
then we say that the 1+rφr-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = −a2 = q√a0 in addition. These pairs of
parameters appear in the basic hypergeometric sum as a linear fraction
1− a0q2k
1− a0 =
(q
√
a0; q)k
(
√
a0; q)k
× (−q
√
a0; q)k
(−√a0; q)k .
E1.4. Examples. In terms of q-series, we can reformulate the Euler and
Gauss summation formulae as follows:
(z; q)∞ = 1φ1
[−
−
∣∣∣ q; z] = ∞∑
k=0
(−z)k
(q; q)k
q(
k
2)
1
(z; q)∞
= 1φ0
[
0
−
∣∣∣ q; z] = ∞∑
k=0
zk
(q; q)k
.
They will be used to demonstrate the q-binomial theorem.
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E1.5. Ordinary hypergeometric series. In comparison with the basic
hypergeometric series, we present here brieﬂy the ordinary hypergeometric
series, its convergence condition and classiﬁcation. The details can be found
in the book by Bailey (1935).
Let
{
ai
}r
i=0
and
{
bj
}s
j=1
be complex numbers subject to the condition that
bj = −n with n ∈ N0 for j = 1, 2, · · · , s. Then the ordinary hypergeometric
series with variable z is deﬁned by
1+rFs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣ z] = ∞∑
n=0
(a0)n(a1)n · · · (ar)n
n! (b1)n · · · (bs)n z
n
where the (rising) shifted factorial is deﬁned by
(c)0 = 1 and (c)n = c(c + 1) · · · (c + n− 1) for n = 1, 2, · · · .
Classiﬁcation Similar to basic hypergeometric series, we consider the
case r = s for ordinary hypergeometric series. If the sum of denominator
parameters is equal to one plus the sum of numerator parameters, i.e.,
1 + a0 + a1 + · · ·+ ar = b1 + b2 + · · ·+ br
then the 1+rFr-series is called balanced or Saalschu¨tzian.
Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same sum:
1 + a0 = a1 + b1 = · · ·= ar + br
then we say that the 1+rFr-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = 1 + a0/2 in addition. The last pair of
parameters appear in the (ordinary) hypergeometric sum as a linear fraction
a0 + 2k
a0
=
(1 + a0/2)k
(a0/2)k
.
Convergence condition for the (ordinary) hypergeometric series is deter-
mined as follows:
• if r < s, the 1+rFs-series converges for all z ∈ C;
• if r > s, the 1+rFs-series diverges for all z ∈ C except for z = 0;
• if r = s, the 1+rFr-series converges for |z| < 1, and when
z = +1 if (B − A) > 0
z = −1 if (B − A) > −1
where A and B are deﬁned respectively by
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A =
r∑
i=0
ai and B =
r∑
j=1
bj.
Remark Noting that the limit relation between ordinary and q-shifted
factorials
lim
q→1
(qc; q)k
(1− q)k = (c)k
we can consider the (ordinary) hypergeometric series as the limit of the
basic hypergeometric series:
1+rFs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣ z] = lim
q→1 1+r
φs
[
qa0 , qa1, · · ·, qar
qb1 , · · ·, qbs
∣∣∣ q; (−1)r−s z
(1− q)r−s
]
.
This explains why there exist generally the q-counterparts for the (ordinary)
hypergeometric series identities.
E2. The q-Gauss summation formula
This section will prove the q-binomial theorem, the q-Gauss summation
formula as well as the q-Chu-Vandermonde convolution.
E2.1. The q-binomial theorem. In terms of hypergeometric series, the
classical binomial theorem reads as follows:
1F0
[
c
−
∣∣∣ z] = ∞∑
n=0
(c)n
n!
zn =
1
(1− z)c , (|z| < 1).
Its q-analog is given by the following q-binomial theorem:
1φ0
[
c
−
∣∣∣ q; z] = (cz; q)∞
(z; q)∞
=
∞∑
n=0
(c; q)n
(q; q)n
zn, (|z| < 1). (E2.1)
For c = 0 this identity reduces to Gauss summation formula. Replacing z
by z/c and then letting c→∞, we recover from it the Euler formula.
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Proof. In fact, expanding the numerator and the denominator respectively
according to Euler and Gauss summation formulae, we have
(cz; q)∞
(z; q)∞
=
∞∑
i=0
(−1)i c
izi
(q; q)i
q(
i
2)
∞∑
j=0
zj
(q; q)j
=
∞∑
n=0
zn
(q; q)n
n∑
i=0
(−1)iq(i2)
[
n
i
]
ci =
∞∑
n=0
(c; q)n
(q; q)n
zn
where the last line follows from the ﬁnite q-diﬀerences. 
E2.2. The q-Gauss summation formula. The q-binomial theorem can
be generalized to the following theorem.
For three complex numbers a, b and c with |c/ab| < 1, there holds
2φ1
[
a, b
c
∣∣∣ q; c/ab] = ∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
(
c/ab
)n = (c/a; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
.
Proof. We can manipulate, by means of the q-binomial theorem (E2.1),
the inﬁnite series as follows:
∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
( c
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n(qnc; q)∞
(q; q)n(qnb; q)∞
( c
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n
(q; q)n
( c
ab
)n ∞∑
k=0
(c/b; q)k
(q; q)k
(
qnb
)k
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
∞∑
n=0
(a; q)n
(q; q)n
(qkc
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
(qkc/b; q)∞
(qkc/ab; q)∞
=
(b; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
∞∑
k=0
(c/ab; q)k
(q; q)k
bk
=
(c/a; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
which establishes the q-Gauss summation formula. 
E2.3. The q-analog of Chu-Vandermonde convolution. The termi-
nating case of the q-Gauss summation formula can be reformulated as the
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q-analogues of the Chu-Vandermonde convolution:
2φ1
[
q−n, b
c
∣∣∣ q; qn c/b] = (c/b; q)n
(c; q)n
(E2.2a)
2φ1
[
q−n, b
c
∣∣∣ q; q] = (c/b; q)n
(c; q)n
bn (E2.2b)
n∑
k=0
[
x
k
][
y
n − k
]
q(x−k)(n−k) =
[
x+ y
n
]
. (E2.2c)
Proof. The ﬁrst formula is the case a = q−n of the q-Gauss theorem,
which can be reformulated to other two identities.
By deﬁnition of q-hypergeometric series, rewrite (E2.2a) explictly as
2φ1
[
q−n, b
c
∣∣∣ q; qnc/b] = n∑
k=0
(q−n; q)k(b; q)k
(q; q)k(c; q)k
(qnc/b)k =
(c/b; q)n
(c; q)n
.
Considering that
(x; q)n−k = (−1)kx−kq(
k+1
2 )−nk (x; q)n
(q1−n/x; q)k
we can manipulate the reversed series as follows:
(c/b; q)n
(c; q)n
=
n∑
k=0
(q−n; q)n−k(b; q)n−k
(q; q)n−k(c; q)n−k
(qnc/b)n−k
=
(q−n; q)n(b; q)n
(q; q)n(c; q)n
(qnc/b)n
n∑
k=0
(q−n; q)k(q1−n/c; q)k
(q; q)k(q1−n/b; q)k
qk
=
(q−n; q)n(b; q)n
(q; q)n(c; q)n
(qnc/b)n 2φ1
[
q−n, q1−n/c
q1−n/b
∣∣∣ q; q]
which is equivalent to
2φ1
[
q−n, q1−n/c
q1−n/b
∣∣∣ q; q] = (−1)nq−(n2)(b
c
)n (c/b; q)n
(b; q)n
in view of
(q−n; q)n = (−1)nq−(
n+1
2 )(q; q)n.
Performing the parameter replacements
B → q1−n/c
C → q1−n/b
and then applying the relation
(q1−n/C; q)n = (−1)nq−(
n
2)C−n(C; q)n
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we can restate the last formula as:
2φ1
[
q−n, B
C
∣∣∣ q; q] = Bn (C/B; q)n
(C; q)n
which is the second formula (E2.2b).
Writing the q-binomial coeﬃcients in terms of q-shifted factorials[
x
k
]
= (q
x−k+1 ;q)k
(q;q)k
= (−1)kqxk−(k2) (q
−x; q)k
(q; q)k[
y
n− k
]
= (q
y−n+k+1 ;q)n−k
(q;q)n−k = (−1)kqnk−(
k
2) (q
−n; q)k
(q; q)n
(qy−n+1; q)n
(qy−n+1; q)k
we can express the q-binomial sum in terms of q-series:
n∑
k=0
[
x
k
][
y
n−k
]
q(x−k)(n−k) =
(qy−n+1; q)n
(q; q)n
qnx
n∑
k=0
(q−n; q)k(q−x; q)k
(q; q)k(qy−n+1; q)k
qk
=
(qy−n+1; q)n
(q; q)n
qnx 2φ1
[
q−n, q−x
qy−n+1
∣∣∣ q; q] .
Evaluate the last q-series by (E2.2b):
2φ1
[
q−n, q−x
qy−n+1
∣∣∣ q; q] = q−nx (qx+y−n+1; q)n
(qy−n+1; q)n
we ﬁnd consequently the following q-binomial identity
n∑
k=0
[
x
k
][
y
n− k
]
q(x−k)(n−k) =
(qx+y−n+1; q)n
(q; q)n
=
[
x+ y
n
]
which is, in fact, the convolution formula (E2.2c). 
E3. Transformations of Heine and Jackson
E3.1. Jackson’s 2φ2-series transformation.
2φ1
[
a, b
c
∣∣∣ q; z] = (az; q)∞
(z; q)∞
× 2φ2
[
a, c/b
c, az
∣∣∣ q; bz] .
Proof. According to the q-Chu-Vandermonde formula, we have
(b; q)n
(c; q)n
= 2φ1
[
q−n, c/b
c
∣∣∣ q; qnb] = n∑
k=0
(q−n; q)k(c/b; q)k
(q; q)k(c; q)k
(bqn)k.
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Then the q-hypergeometric series in question can be expressed as a double
sum:
2φ1
[
a, b
c
∣∣∣ q; z] = ∞∑
n=0
(a; q)n
(q; q)n
(b; q)n
(c; q)n
zn
=
∞∑
n=0
zn
(a; q)n
(q; q)n
×
n∑
k=0
(q−n; q)k(c/b; q)k
(q; q)k(c; q)k
(bqn)k
=
∞∑
k=0
(c/b; q)k
(q; q)k(c; q)k
bk ×
∞∑
n=k
(a; q)n(q−n; q)k
(q; q)n
(
zqk
)n
.
For the last sum with respect to n, changing by j := n−k on the summation
index and then applying transformations
(a; q)j+k = (a; q)k(aqk; q)j
(q−j−k; q)k
(q; q)j+k
=
(−1)kq−k(j+k)+(k2)
(q; q)j
we can evaluate it, by means of (E2.1) with c→ aqk, as follows:
∞∑
n=k
(a; q)n(q−n; q)k
(q; q)n
(
zqk
)n = (−z)kq(k2)(a; q)k × ∞∑
j=0
(aqk; q)j
(q; q)j
zj
= (−z)kq(k2)(a; q)k × 1φ0
[
aqk
−
∣∣∣ q; z]
= (−z)kq(k2)(a; q)k × (q
kaz; q)k
(z; q)k
= (−z)kq(k2) (a; q)k
(az; q)k
(az; q)∞
(z; q)∞
.
We have therefore established
2φ1
[
a, b
c
∣∣∣ q; z] = (az; q)∞
(z; q)∞
∞∑
k=0
(−1)kq(k2) (a; q)k(c/b; q)k
(q; q)k(az; q)k(c; q)k
(bz)k
=
(az; q)∞
(z; q)∞
2φ2
[
a, c/b
c, az
∣∣∣ q; bz]
which is Jackson’s transformation. 
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E3.2. Heine’s q-Euler transformations.
2φ1
[
a, b
c
∣∣∣ q; z] = [b, az; q]∞
[c, z; q]∞
× 2φ1
[
c/b, z
az
∣∣∣ q; b ] (E3.1a)
=
[c/b, bz; q]∞
[c, z; q]∞
× 2φ1
[
abz/c, b
bz
∣∣∣ q; c/b] (E3.1b)
=
(abz/c; q)∞
(z; q)∞
× 2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] . (E3.1c)
Proof. Substituting the q-factorial fraction
(b; q)n
(c; q)n
=
(b; q)∞
(c; q)∞
× (q
nc; q)∞
(qnb; q)∞
into the q-hypergeometric series
2φ1
[
a, b
c
∣∣∣ q; z] = ∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
zn
and then applying the q-binomial theorem (E2.1):
(qnc; q)∞
(qnb; q)∞
= 1φ0
[
c/b
−
∣∣∣ q; qnb] = ∞∑
k=0
(c/b; q)k
(q; q)k
qnkbk
we can manipulate the q-series as follows:
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n
(q; q)n
zn
∞∑
k=0
(c/b; q)k
(q; q)k
qnkbk
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
∞∑
n=0
(a; q)n
(q; q)n
(zqk)n.
Again by means of (E2.1), evaluating the last sum with respect to n as
∞∑
n=0
(a; q)n
(q; q)n
(zqk)n =
(qkaz; q)∞
(qkz; q)∞
and then simplifying the series with
(qkaz; q)∞ =
(az; q)∞
(az; q)k
(qkz; q)∞ =
(z; q)∞
(z; q)k
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we derive the following expression
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞(az; q)∞
(c; q)∞(z; q)∞
∞∑
k=0
(c/b; q)k(z; q)k
(q; q)k(az; q)k
bk
=
(b; q)∞(az; q)∞
(c; q)∞(z; q)∞
2φ1
[
c/b, z
az
∣∣∣ q; b]
which is the ﬁrst transformation (E3.1a).
Applying the transformation just established to the series on the right hand
side, we have
2φ1
[
z, c/b
az
∣∣∣ q; b] = (c/b; q)∞(bz; q)∞
(az; q)∞(b; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b]
whose combination with the ﬁrst one result in
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞(az; q)∞
(c; q)∞(z; q)∞
2φ1
[
c/b, z
az
∣∣∣ q; b ]
=
(c/b; q)∞(bz; q)∞
(c; q)∞(z; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b] .
This is the second transformation (E3.1b).
Applying again the ﬁrst transformation, we get
2φ1
[
b, abz/c
bz
∣∣∣ q; c/b] = (abz/c; q)∞(c; q)∞
(bz; q)∞(c/b; q)∞
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] .
This leads us to the following
2φ1
[
a, b
c
∣∣∣ q; z] = (c/b; q)∞(bz; q)∞
(c; q)∞(z; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b]
=
(abz/c; q)∞
(z; q)∞
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c]
which is exactly the third transformation (E3.1c).
The last transformation can also be derived by means of the Jackson trans-
formation stated in E3.1. In fact, interchanging a and b in the Jackson
formula, we have
2φ1
[
a, b
c
∣∣∣ q; z] = (bz; q)∞
(z; q)∞
× 2φ2
[
b, c/a
c, bz
∣∣∣ q; az] .
While the q-series on the right hand side of (E3.1c) can be transformed, by
means of the Jackson identity, into the following
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = (bz; q)∞
(abz/c; q)∞
× 2φ2
[
c/a, b
c, bz
∣∣∣ q; az] .
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Equating both expressions, we have
2φ1
[
a, b
c
∣∣∣ q; z] = (abz/c; q)∞
(z; q)∞
× 2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] .
The proof of (E3.1c) is therefore completed again. 
Remark The Heine’s transformations (E3.1a-E3.1b-E3.1c) may be consi-
dered as q-analogues of the Pfaﬀ-Euler Transformations for the (ordinary)
hypergeometric series:
2F1
[
a, b
c
∣∣∣ z] = (1− z)−a 2F1
[
a, c− b
c
∣∣∣ z
z − 1
]
= (1− z)c−a−b 2F1
[
c − a, c− b
c
∣∣∣ z ] .
E3.3. The Bailey-Daum summation formula.
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (−q; q)∞
[
qa, q2a/b2; q2
]
∞[
qa/b,−q/b; q]∞ , (|q/b| < 1).
Proof. Applying the Heine transformation (E3.1a)
2φ1
[
a, b
c
∣∣∣ q; z] = [b, az; q]∞
[c, z; q]∞
× 2φ1
[
c/b, z
az
∣∣∣ q; b ]
we can proceed as follows:
2φ1
[
b, a
qa/b
∣∣∣ q;−q/b] = (a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞ 2φ1
[
q/b, −q/b
−q
∣∣∣ q; a]
=
(a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞
∞∑
n=0
(q/b; q)n(−q/b; q)n
(q; q)n(−q; q)n a
n.
Simplifying the last sum with relations
(q2/b2; q2)n = (q/b; q)n(−q/b; q)n
(q2; q2)n = (q; q)n(−q; q)n
and then evaluating it by means of the q-binomial theorem (E2.1), we have
∞∑
n=0
(q/b; q)n(−q/b; q)n
(q; q)n(−q; q)n a
n =
∞∑
n=0
(q2/b2; q2)n
(q2; q2)n
an =
(q2a/b2; q2)∞
(a; q2)∞
which results consequently in the following
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞ ×
(q2a/b2; q2)∞
(a; q2)∞
=
(−q; q)∞(aq; q2)∞(q2a/b2; q2)∞
(qa/b; q)∞(−q/b; q)∞
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thanks to the shifted factorial relation
(a; q)∞ = (aq; q2)∞(a; q2)∞.
This proves the Bailey-Daum summation theorem. 
E3.4. Inﬁnite series transformation. Armed with the q-series transfor-
mation formulae, we apply again inverse series relations (D1.3a-D1.3b) to
establish another inﬁnite series transformation, which will be used in turn
to prove two inﬁnite series identities of Rogers-Ramanujan type.
Recalling the inverse series relations (D1.3a-D1.3b), if we take the g-sequence
g(n) =
(λ; q)n
(qλ; q2)n
q(
n
2) with n = 0, 1, 2, · · ·
then the dual sequence will be determined by
f(n) =
{
0, n− odd
(−1)m [q, λ; q2]
m
qm
2−m, n = 2m.
We have accordingly from (D1.4b) the inﬁnite series transformation:
∞∑
n=0
λnq
3n2−n
2
(q; q)n(qλ; q2)n
=
∞∑
k=0
(−1)k 1− q
4kλ
(λ; q)∞
(λ; q2)k
(q2; q2)k
q5k
2−kλ2k. (E3.2)
Proof. Substituting g(k) into (D1.3a) and then rewriting the q-Gauss bi-
nomial coeﬃcient, we have
f(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qkλ; q)n g(k)
=
n∑
k=0
(q−n; q)k
(q; q)k
q(
n
2)+(k+12 ) (λ; q)n+k
(qλ; q2)k
.
By means of factorization
(qλ; q2)k = (
√
qλ; q)k × (−
√
qλ; q)k
we can express f(n) in terms of a terminating q-hypergeometric series
f(n) = q(
n
2)(λ; q)n ×
n∑
k=0
[
q−n, qnλ
q, ±√qλ
∣∣∣ q]
k
q(
k+1
2 )
= q(
n
2)(λ; q)n × 2φ2
[
q−n, qnλ√
qλ, −√qλ
∣∣∣ q; −q] .
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Rewriting Jackson’s transformation formula stated in E3.1
2φ2
[
a, c
b, d
∣∣∣ q; bd
ac
]
=
(d/a; q)∞
(d; q)∞
× 2φ1
[
a, b/c
b
∣∣∣ q; d/a]
we can further reformulate f(n) as follows:
f(n) = q(
n
2) (λ; q)n
(−√qλ; q)n × 2φ1
[
q−n, q−n
√
q/λ√
qλ
∣∣∣ q; −qn√qλ] .
Evaluating the last series by means of the Bailey-Daum formula stated in
E3.3:
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (−q; q)∞
[
qa, q2a/b2; q2
]
∞[
qa/b,−q/b; q]∞ , (|q/b| < 1)
we ﬁnd that
f(n) = q(
n
2)(λ; q)n
[
q1−n, q1+nλ
q, qλ
∣∣∣ q2]
∞
.
If n is odd, we have f(n) = 0 for (q1−n; q2)∞ = 0. Suppose n = 2m
instead, we have the following reduction
f(n) = q(
2m
2 )(λ; q)2m
[
q1−2m, q1+2mλ
q, qλ
∣∣∣ q2]
∞
= q(
2m
2 )(λ; q)2m
(q1−2m; q2)m
(qλ; q2)m
= (−1)mqm2−m[q, λ; q2]
m
.
Substituting g(n) and f(k) into (D1.4b), we establish (E3.2). 
E3.5. Two further identities of Rogers-Ramanujan type. Speci-
fying with λ → 1 and λ → q2 in (E3.2), we derive the following identities of
Rogers-Ramanujan type:
∞∑
n=0
q
3n2−n
2
(q; q)n (q; q2)n
=
[
q10, q4, q6; q10
]
∞
(q; q)∞
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
[
q10, q2, q8; q10
]
∞
(q; q)∞
.
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Proof. Putting λ → 1 in (E3.2) and then separating the ﬁrst term from
the right hand side, we derive
∞∑
n=0
q
3n2−n
2
(q; q)n(q; q2)n
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)k {1 + q2k} q5k2−k}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5k2−k +
∞∑
k=1
(−1)kq5k2+k
}
.
Performing replacement k → −k in the last sum and then applying the
Jacobi triple product identity, we reduce the sum inside {· · · } as
∞∑
k=−∞
(−1)kq10(k2)+4k = [q10, q4, q6; q10]∞
which leads us to the ﬁrst identity:
∞∑
n=0
q
3n2−n
2
(q; q)n(q; q2)n
=
[
q10, q4, q6; q10
]
∞
(q; q)∞
.
When λ → q2, we can similarly write (E3.2) as
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
1
(q; q)∞
∞∑
k=0
(−1)k {1− q4k+2} q5k2+3k
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5k2+3k +
∞∑
k=0
(−1)k+1q5k2+7k+2
}
.
Replacing k by −k − 1 in the second sum and then applying the Jacobi
triple product identity, we ﬁnd that the sum inside {· · ·} equals
∞∑
k=−∞
(−1)kq10(k2)+8k = [q10, q2, q8; q10]∞
which results in the second identity:
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
[
q10, q2, q8; q10
]
∞
(q; q)∞
.
This completes proofs of two inﬁnite series identities of Rogers-Ramanujan
type. 
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E4. The q-Pfaﬀ-Saalschu¨tz summation theorem
The formula under the title reads as the following
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = [c/a, c/b
c, c/ab
∣∣∣ q; q]
n
. (E4.1)
E4.1. Proof. Recall the q-Euler transformation (E3.1c):
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = (z; q)∞
(abz/c; q)∞
× 2φ1
[
a, b
c
∣∣∣ q; z]
which can be reformulated through the q-binomial theorem (E2.1), as a
product of two basic hypergeometric series:
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = 1φ0
[
c/ab,
−
∣∣∣ q; abz/c]× 2φ1
[
a, b
c
∣∣∣ q; z] .
Extracting the coeﬃcient of zn from both members, we have
(c/a; q)n(c/b; q)n
(q; q)n(c; q)n
(ab/c)n =
n∑
k=0
(a; q)k(b; q)k
(q; q)k(c; q)k
(c/ab; q)n−k
(q; q)n−k
(ab/c)n−k
which can be restated equivalently as
(c/a; q)n(c/b; q)n
(c; q)n(c/ab; q)n
=
n∑
k=0
(a; q)k(b; q)k
(q; q)k(c; q)k
(q−n; q)k
(q1−nab/c; q)k
qk
= 3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q]
in view of shifted factorial fraction
(c/ab; q)n−k
(q; q)n−k
=
(c/ab; q)n
(q; q)n
(qn−k+1; q)k
(qn−kc/ab; q)k
=
(c/ab; q)n
(q; q)n
(q−n; q)k
(q1−nab/c; q)k
(qab/c)k.
This completes the proof of the q-Saalschu¨tz formula. 
E4.2. The formula (E4.1) can also be proved by means of series rearrange-
ment.
Recalling the q-Chu-Vandermonde formula (E2.2a), we have
(a; q)k
(c; q)k
= 2φ1
[
q−k, c/a
c
∣∣∣ q; qka] = k∑
j=0
(q−k; q)j(c/a; q)j
(q; q)j(c; q)j
qkjaj .
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Then the q-hypergeometric series in (E4.1) can be written as a double sum:
LHS(E4.1) =
n∑
k=0
(q−n; q)k(a; q)k(b; q)k
(q; q)k(c; q)k(q1−nab/c; q)k
qk
=
n∑
k=0
(q−n; q)k(b; q)k
(q; q)k(q1−nab/c; q)k
qk
k∑
j=0
(q−k; q)j(c/a; q)j
(q; q)j(c; q)j
qkjaj
=
n∑
j=0
(c/a; q)j
(q; q)j(c; q)j
aj
n∑
k=j
(q−n; q)k(b; q)k(q−k; q)j
(q; q)k(q1−nab/c; q)k
qk(j+1)
where we have changed the summation order.
Denote by Ω(j) the last sum with respect to k. Changing the summation
index with i := k − j and then applying relations
(x; q)i+j = (x; q)i(qix; q)j = (x; q)j(qjx; q)i
(q−i−j; q)j = (−1)jq−j(i+j)+(
j
2)(qi+1; q)j
we can reduce Ω(j) as follows:
Ω(j) =
n∑
k=j
(q−n; q)k(b; q)k(q−k; q)j
(q; q)k(q1−nab/c; q)k
qk(j+1)
=
n−j∑
i=0
(q−n; q)i+j(b; q)i+j(q−i−j; q)j
(q; q)i+j(q1−nab/c; q)i+j
q(i+j)(j+1)
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
n−j∑
i=0
(q−n+j; q)i(qjb; q)i
(q; q)i(q1−n+jab/c; q)i
qi
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
2φ1
[
q−n+j , qjb
q1−n+jab/c
∣∣∣ q; q] .
Applying now the q-Chu-Vandermonde formula (E2.2b), we can evaluate
the q-series on the right hand side as
2φ1
[
q−n+j, bqj
q1−n+jab/c
∣∣∣ q; q] = (q1−na/c; q)n−j
(q1−n+jab/c; q)n−j
(
bqj
)n−j
which results consequently in
Ω(j) = (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
× (q
1−na/c; q)n−j
(q1−n+jab/c; q)n−j
(
bqj
)n−j
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−ja/c; q)j
× (q
1−na/c; q)n
(q1−nab/c; q)n
(
bqj
)n−j
=
(c/a; q)n
(c/ab; q)n
(q−n; q)j(b; q)j
(c/a; q)j
(
qnc/ab
)j
.
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Substituting the last expression of Ω(j) into the 3φ2-series and then applying
the q-Chu-Vandermonde formula (E2.2a), we get the following evaluation
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = n∑
j=0
aj
(c/a; q)j
(q; q)j(c; q)j
Ω(j)
=
(c/a; q)n
(c/ab; q)n
2φ1
[
q−n, b
c
∣∣∣ q; qnc/b]
=
(c/a; q)n
(c/ab; q)n
(c/b; q)n
(c; q)n
which is equivalent to the q-Pfaﬀ-Saalschu¨tz formula (E4.1).
E5. The terminating q-Dougall-Dixon formula
It is, in fact, a very-well-poised terminating series identity
6φ5
[
a, q
√
a, −q√a, b, c, q−n√
a, −√a, qa/b, qa/c, q1+na
∣∣∣q;q1+na
bc
]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣q]
n
. (E5.1)
Proof. Based on the Carlitz inversions presented in (D1.1), we can derive
the identity directly as the dual relation of the q-Pfaﬀ-Saalschu¨tz formula
(E4.1).
Recalling the q-Pfaﬀ-Saalschu¨tz theorem (E4.1)
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = [c/a, c/b
c, c/ab
∣∣∣ q; q]
n
we can restate it under parameter replacements as
3φ2
[
q−n, qna, qa/bc
qa/b, qa/c
∣∣∣ q; q] = (q1−n/b; q)n(c; q)n
(qa/b; q)n(q−nc/a; q)n
=
(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
.
In order to apply the Carlitz inversions, we reformulate the q-series
3φ2
[
q−n, qna, qa/bc
qa/b, qa/c
∣∣∣ q; q] = n∑
k=0
(q−n; q)k(qna; q)k(qa/bc; q)k
(q; q)k(qa/b; q)k(qa/c; q)k
qk
in terms of the q-binomial sum
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qka; q)n
(a; q)k(qa/bc; q)k
(qa/b; q)k(qa/c; q)k
= q(
n
2) (a; q)n(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
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where we have used the following transformations:
(q−n; q)k
(q; q)k
= (−1)k
[
n
k
]
q(
n−k
2 )q−(
n
2)−k
(qna; q)k =
(a; q)n+k
(a; q)n
=
(a; q)k(qka; q)n
(a; q)n
.
Specifying the φ-polynomials with ak = 1 and bk = −qka in the Carlitz
inversions (D1.1a-D1.1b), which implies
φ(x;n) := (ax; q)n =
n−1∏
i=0
(1− axqi)
and then choosing two sequences
f(n) := q(
n
2) (a; q)n(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
g(k) :=
(a; q)k(qa/bc; q)k
(qa/b; q)k(qa/c; q)k
we write down directly the dual relation
n∑
k=0
(−1)k
[
n
k
]
1− q2ka
(qna; q)k+1
q(
k
2) (a; q)k(b; q)k(c; q)k
(qa/b; q)k(qa/c; q)k
(
qa
bc
)k
=
(a; q)n(qa/bc; q)n
(qa/b; q)n(qa/c; q)n
.
Feeding back the q-binomial coeﬃcient to factorial fraction[
n
k
]
=
(qn−k+1; q)k
(q; q)k
= (−1)kqnk−(k2) (q
−n; q)k
(q; q)k
1− q2ka
1− a =
(q
√
a; q)k
(
√
a; q)k
(−q√a; q)k
(−√a; q)k
we reformulate the dual relation in terms of q-series
(qa; q)n(qa/bc; q)n
(qa/b; q)n(qa/c; q)n
= 6φ5
[
a, q
√
a,−q√a, b, c, q−n√
a, −√a, qa/b, qa/c, q1+na
∣∣∣ q; q1+na
bc
]
which is the terminating q-Dixon formula (E5.1). 
E6. The Sears balanced transformations
Replacing the base q with its inverse 1/q and then observing that[
n
k
]
q−1
=
[
n
k
]
q
× q(k2)−(n2)+(n−k2 )
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we can restate the Carlitz inversions in an equivalent form
f(n) =
n∑
k=0
(−1)k
[
n
k
]
φ(q−k;n) g(k), n = 0, 1, 2, · · · (E6.1a)
g(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) ak + q
−kbk
φ(q−n; k + 1)
f(k), n = 0, 1, 2, · · · (E6.1b)
⎧⎪⎨
⎪⎩
which will be used in this section to prove the Sears transformations on
balanced basic hypergeometric series.
E6.1. The Sears balanced transformations.
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q] (E6.2a)
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
(E6.2b)
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [c, bd/ac, bd/ce; q]n
[b, d, bd/ace; q]n
. (E6.2c)
E6.2. Proof of (E6.2a-E6.2c). The second transformation formula is a
consequence of the ﬁrst. In fact, applying the symmetric property to (E6.2b)
and then transform it by the ﬁrst transformation (E6.2a-E6.2b), we have
4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]
= 4φ3
[
q−n, b/c, a, b/e
bd/ce, b, q1−na/d
∣∣∣ q; q]
= 4φ3
[
q−n, b/c, bd/ace, d/c
bd/ce, bd/ac, q1−n/c
∣∣∣ q; q]× [c, bd/ac; q]n
[b, d/a; q]n
.
Substituting this result into (E6.2b), we ﬁnd the transformation
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q]
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
[c, bd/ac; q]n
[b, d/a; q]n
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [c, bd/ac, bd/ce; q]n
[b, d, bd/ace; q]n
which is the second formula (E6.2a-E6.2c).
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E6.3. Proof of (E6.2a-E6.2b). Let the φ-polynomials be deﬁned by
φ(x;n) = (acex/bd; q)n  ak = 1 and bk = −qkace/bd.
Then the corresponding inversions (E6.1a-E6.1b) become the following:
f(n) =
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n g(k) (E6.3a)
g(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
f(k). (E6.3b)
By means of two q-shifted factorial relations
(q−n; q)k
(q; q)k
= (−1)k
[
n
k
]
q(
n−k
2 )−(n2)−k
(q1−nace/bd; q)k =
(q−nace/bd; q)k+1
1− q−nace/bd
we can rewrite the 4φ3-series displayed in (E6.2a) as a q-binomial sum
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q] 1− bd/ace
1− qnbd/aceq
(n+12 )
=
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
[
a, c, e
b, d
∣∣∣ q]
k
.
Then the ﬁrst transformation of Sears (E6.2a-E6.2b) can be stated equiva-
lently as
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
[
a, c, e
b, d
∣∣∣ q]
k
(E6.4a)
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q] [d/a, bd/ce
d, qbd/ace
∣∣∣ q]
n
q(
n+1
2 ). (E6.4b)
This expression matches perfectly with the relation (E6.3b), where two se-
quences have been speciﬁed by
f(k) :=
[
a, c, e
b, d
∣∣∣ q]
k
(E6.5a)
g(n) :=
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
n
4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q] q(n+12 ). (E6.5b)
Therefore in order to demonstrate the ﬁrst transformation (E6.4a-E6.4b) of
Sears, it suﬃces to prove the following dual relation, which corresponds to
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the relation (E6.3a):
[
a, c, e
b, d
∣∣∣ q]
n
=
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
k
q(
k+1
2 ) (E6.6a)
× 4φ3
[
q−k, a, b/c, b/e
b, bd/ce, q1−ka/d
∣∣∣ q; q] . (E6.6b)
Let Ξ stand for the double sum on the right. We should therefore verify
that Ξ reduces to the factorial fraction on the left.
Recalling the deﬁnition of q-hypergeometric series
4φ3
[
q−k, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]
=
k∑
i=0
[
q−k, a, b/c, b/e
q, b, bd/ce, q1−ka/d
∣∣∣ q]
i
qi
and the relation of q-binomial coeﬃcient in terms of factorial fraction[
n
k
]
= (−1)k (q
−n; q)k
(q; q)k
qnk−(
k
2)
we can rearrange the double sum as follows:
Ξ =
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
k
q(
k+1
2 )
×
k∑
i=0
[
q−k, a, b/c, b/e
q, b, bd/ce, q1−ka/d
∣∣∣ q]
i
qi
=
n∑
i=0
[
a, b/c, b/e
q, b, bd/ce
∣∣∣ q]
i
qi
n∑
k=i
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
k
× (q−kace/bd; q)n (q
−k; q)i
(q1−ka/d; q)i
qk(n+1).
For the inner sum, performing the replacement j := k − i on summation
index and then applying relations
(q−i−j; q)i
(q1−i−ja/d; q)i
=
( d
qa
)i (q1+j ; q)i
(qjd/a; q)i
=
( d
qa
)i (q; q)i+j
(d/a; q)i+j
(d/a; q)j
(q; q)j
(q−i−jace/bd; q)n =
(q−i−jace/bd; q)i+j
(qn−i−jace/bd; q)i+j
(ace/bd; q)n
=
(qbd/ace; q)i+j
(q1−nbd/ace; q)i
(ace/bd; q)n
(q1+i−nbd/ace; q)j
q−n(i+j)
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we can reduce it to the following
n∑
k=i
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
k
(q−kace/bd; q)n(q−k; q)i
(q1−ka/d; q)i
qk(n+1)
=
n−i∑
j=0
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
i+j
(q−i−jace/bd; q)n(q−i−j ; q)i
(q1−i−ja/d; q)i
q(i+j)(n+1)
=(ace/bd; q)n
[
q−n, bd/ce
d, q1−nbd/ace
∣∣∣ q]
i
(d
a
)i n−i∑
j=0
[
qi−n, d/a, qibd/ce
q, qid, q1+i−nbd/ace
∣∣∣ q]
j
qj.
The last sum with respect to j can be evaluated by means of the q-Saalschu¨tz
formula as follows:
3φ2
[
qi−n, d/a, qibd/ce
qid, q1+i−nbd/ace
∣∣∣ q; q] = [qia, ce/b
qid, ace/bd
∣∣∣ q]
n−i
.
Substituting this result into the double sum expression of Ξ and then ap-
plying transformation
(ce/b; q)n−i
(ace/bd; q)n−i
=
(ce/b; q)n
(ace/bd; q)n
(q1−nbd/ace; q)i
(q1−nb/ce; q)i
(a
d
)i
we reduce the double sum to a single 3φ2-series:
Ξ =
n∑
i=0
[
a, b/c, b/e
q, b, bd/ce
∣∣∣ q]
i
(qd
a
)i [ q−n, bd/ce
d, q1−nbd/ace
∣∣∣ q]
i
× (ace/bd; q)n
[
qia, ce/b
qid, ace/bd
∣∣∣ q]
n−i
= (ce/b; q)n
(a; q)n
(d; q)n
n∑
i=0
qi
[
b/c, b/e, q−n
q, b, q1−nb/ce
∣∣∣ q]
i
.
Evaluating the last sum with respect to i through the q-Saalschu¨tz formula
3φ2
[
q−n, b/c, b/e
b, q1−nb/ce
∣∣∣ q; q] = [c, e
b, ce/b
∣∣∣ q]
n
which is equivalent to
Ξ =
[
a, c, e
b, d
∣∣∣ q]
n
.
This completes the proof of (E6.2a-E6.2b). 
E6.4. The q-Kummer-Thomae-Whipple’s formulae. As the limiting
cases n → ∞ of Sears’ transformations, we have the non-terminating
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q-Kummer-Thomae-Whipple’s formulae:
3φ2
[
a, c, e
b, d
∣∣∣ q; bd
ace
]
=3φ2
[
a, b/c, b/e
b, bd/ce
∣∣∣ q; d
a
]
× [d/a, bd/ce; q]∞
[d, bd/ace; q]∞
=3φ2
[
b/c, d/c, bd/ace
bd/ac, bd/ce
∣∣∣ q; c]× [c, bd/ac, bd/ce; q]∞
[b, d, bd/ace; q]∞
.
Other transformations on terminating series derived from Sears’ transfor-
mation may be displayed as follows:
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ae===
e→0 3
φ2
[
q−n, b/a, b/c
b, bd/ac
∣∣∣ q; q] (bd/ac; q)n
(d; q)n
(qc
b
)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ===
e→0 3
φ2
[
q−n, a, b/c
b, q1−na/d
∣∣∣ q; qc
d
]
(d/a; q)n
(d; q)n
an
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ===
e→0 3
φ2
[
q−n, b/c, d/c
q1−n/c, bd/ac
∣∣∣ q; q
a
]
[c, bd/ac; q]n
[b, d; q]n
an.
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
ae===
e→∞ 3φ2
[
q−n, b/a, b/c
b, bd/ac
∣∣∣ q; qnd] (bd/ac; q)n
(d; q)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
===
e→∞ 3φ2
[
q−n, a, b/c
b, q1−na/d
∣∣∣ q; q] (d/a; q)n
(d; q)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
===
e→∞ 3φ2
[
q−n, b/c, d/c
q1−n/c, bd/ac
∣∣∣ q; q] [c, bd/ac; q]n
[b, d; q]n
.
E7. Watson’s q-Whipple transformation
E7.1. The Watson transformation. One of the most important basic
hypergeometric transformations reads as
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q2+na2
bcde
]
(E7.1a)
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
4φ3
[
q−n, b, c, qa/de
qa/d, qa/e, q−nbc/a
∣∣∣ q; q] . (E7.1b)
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Proof. In view of the deﬁnition of q-hypergeometric series, we can write
(E7.1a) explicitly as
Eq(E7.1a) =
n∑
k=0
[
a, q
√
a, −q√a, b, c, q−n√
a, −√a, qa/b, qa/c, aqn+1
∣∣∣ q]
k
(
q1+na
bc
)k
×
[
d, e
qa/d, qa/e
∣∣∣ q]
k
(qa
de
)k
.
Recalling the q-Paﬀ-Saalschu¨tz theorem, we have
[
d, e
qa/d, qa/e
∣∣∣ q]
k
(
qa
de
)k
= 3φ2
[
q−k, qka, qa/de
qa/d, qa/e
∣∣∣ q ; q]
=
k∑
i=0
[
q−k, qka, qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi.
Therefore substituting this result into Eq(E7.1a) and changing the order of
the double sum, we obtain
Eq(E7.1a) =
n∑
i=0
[
qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi
×
n∑
k=i
1− q2ka
1− a
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
k
× (a; q)k+i(q
−k; q)i
(q; q)k
(
q1+na
bc
)k
.
Indicate with Ω the inner sum with respect to k. Putting k − i = j and
observing that
(q−i−j; q)i
(q; q)i+j
=
(−1)iq−(i+12 )−ij
(q; q)j
we have
Ω = (−1)i q−(i+12 ) (a; q)2i 1− q
2ia
1− a
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
×
n−i∑
j=0
1− q2i+2ja
1− q2ia
[
q2ia, qib, qic, q−n+i
q, q1+ia/b, q1+ia/c, q1+n+ia
∣∣∣ q]
j
(
q1+n−ia
bc
)j
= (−1)i q−(i+12 ) (qa; q)2i
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
× 6φ5
[
q2ia, q1+i
√
a, −q1+i√a, qib, qic, q−n+i
qi
√
a, −qi√a, q1+ia/b, q1+ia/c, q1+n+ia
∣∣∣ q; q1+n−ia
bc
]
.
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Evaluating the last series by the terminating q-Dougall-Dixon formula (E5.1),
we obtain
6φ5
[
q2ia, q1+i
√
a, −q1+i√a, qib, qic, q−n+i
qi
√
a, −qi√a, qi+1a/b, qi+1a/c, q1+n+ia
∣∣∣ q; q1+n−ia
bc
]
=
[
q1+2ia, qa/bc
q1+ia/b, q1+ia/c
∣∣∣ q]
n−i
which implies the following:
Eq(E7.1a) =
n∑
i=0
[
qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi ×
[
q1+2ia, qa/bc
q1+ia/b, q1+ia/c
∣∣∣ q]
n−i
× (−1)i q−(i+12 ) (qa; q)2i
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
.
Noting that for the shifted factorials, there hold relations:
(qa/bc; q)n−i = (−1)iq(
i
2)−ni
(
bc
a
)i (qa/bc; q)n
(q−nbc/a; q)i
(qa; q)2i
(q1+2ia; q)n−i
(q1+na; q)i
= (qa; q)n.
Consequently, we have the following expression
Eq(E7.1a) =
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
n∑
i=0
[
q−n, b, c, qa/de
q, qa/d, qa/e, q−nbc/a
∣∣∣ q]
i
qi
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
4φ3
[
q−n, b, c, qa/de
qa/d, qa/e, q−nbc/a
∣∣∣ q; q]
which is exactly (E7.1b). 
E7.2. Rogers-Ramanujan identities. In view of |q| < 1 and
x→∞ =⇒ (x; q)k ∼ (−1)kq(
k
2)xk
the limiting case b, c, d, e, n →∞ of the Watson transformation reads as:
∞∑
m=0
qm
2
am
(q; q)m
=
1
(qa; q)∞
∞∑
k=0
(−1)k 1− q
2ka
1− a
(a; q)k
(q; q)k
q5(
k
2)+2ka2k. (E7.2)
This transformation can provide us an alternative demonstration of the
well-known Rogers-Ramanujan identities (D3.2a) and (D3.2b):
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q5)∞ (q4; q5)∞
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q2; q5)∞ (q3; q5)∞
.
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In fact, observe ﬁrst that
1− q2ka
1− a
(a; q)k
(q; q)k
=
1− q2ka
1− qka
(qa; q)k
(q; q)k
a→1===
{
1, k = 0
1 + qk, k > 0.
Then letting a→ 1, we can restate the transformation (E7.2) as
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)k(1 + qk)q5(k2)+2k
}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5(k2)+2k +
∞∑
k=1
(−1)kq5(k2)+3k
}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5(k2)+2k +
∞∑
k=1
(−1)kq5(−k2 )−2k
}
.
Applying the Jacobi-triple product identity, we therefore establish the ﬁrst
Rogers-Ramanujan identity:
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q)∞
∞∑
k=−∞
(−1)kq5(k2)+2k =
[
q5, q2, q3; q5
]
(q; q)∞
.
Letting a→ q instead, we can write the transformation (E7.2) as
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q; q)∞
∞∑
k=0
(−1)k(1 − q1+2k)q5(k2)+4k
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5(k2)+4k +
∞∑
k=0
(−1)k+1q5(k2)+6k+1
}
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5(k2)+4k +
∞∑
k=1
(−1)kq5(−k2 )−4k
}
where the last line is justiﬁed by k → k − 1 in the second sum. It leads us
to the second Rogers-Ramanujan identity
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q; q)∞
∞∑
k=−∞
(−1)kq5(k2)+4k =
[
q5, q4, q; q5
]
(q; q)∞
thanks again to the Jacobi-triple product identity. 
E7.3. Jackson’s q-Dougall-Dixon formula.
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q] (E7.3a)
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
n
, where qn+1a2 = bcde. (E7.3b)
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Proof. When q1+na2 = bcde or equivalently qa/de = q−nbc/a, the 4φ3-
series in the Watson transformation reduces to a balanced 3φ2-series. There-
fore, we have in this case the simpliﬁed form:
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
3φ2
[
q−n, b, c
qa/d, qa/e
∣∣∣ q ; q] .
Evaluating the balanced series by the q-Pfaﬀ-Saalschu¨tz theorem, we have
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
×
[
qa/bd, qa/cd
qa/d, qa/bcd
∣∣∣ q]
n
which is essentially the same as Jackson’s q-Dougall-Dixon formula. 
E7.4. The non-terminating 6φ5-summation formula.
6φ5
[
a, q
√
a, −q√a, b, c, d√
a, −√a, qa/b, qa/c, qa/d
∣∣∣ q; qa
bcd
]
(E7.4a)
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
∞
,
∣∣∣ qa
bcd
∣∣∣ < 1. (E7.4b)
Proof. Substituting e = q1+na2/bcd in the Jackson’s q-Dougall-Dixon for-
mula explicitly, we have
8φ7
[
a, q
√
a, −q√a, b, c, d, q1+na2/bcd, q−n√
a, −√a, qa/b, qa/c, qa/d, q−nbcd/a, qn+1a
∣∣∣ q; q]
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
n
.
For n →∞, recalling the limit relations
(q1+na2/bcd; q)k
(q1+na; q)k
∼ 1 and (q
−n; q)k
(q−nbcd/a; q)k
∼
( a
bcd
)k
and then applying the Tannery limiting theorem, we get the non-terminating
q-Dougall-Dixon formula (E7.4a-E7.4b). 
We remark that when d = q−n, the formula (E7.4a-E7.4b) reduces to the
terminating q-Dougall-Dixon summation identity (E5.1).

CHAPTER E
Basic Hypergeometric Series
This chapter introduces the basic hypergeometric series. Its convergence
condition will be determined. The fundamental transformations and sum-
mation formulae will be covered brieﬂy.
E1. Introduction and notation
E1.1. Deﬁnition. Let
{
ai
}r
i=0
and
{
bj
}s
j=1
be complex numbers subject
to the condition that bj = q−n with n ∈ N0 for all j = 1, 2, · · · , s. Then the
basic hypergeometric series with variable z is deﬁned by
1+rφs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣q; z] = ∞∑
n=0
(a0; q)n(a1; q)n···(ar; q)n
(q; q)n(b1; q)n···(bs; q)n
zn
{
(−1)nq(n2)}s−r.
Remark If there is a numerator parameter ai = q−k with k ∈ N0, then the
q-hypergeometric series is terminating, which is in fact a polynomial of z.
When the series is nonterminating, we assume that |q| < 1 for convenience.
E1.2. Convergence condition. For the q-hypergeometric series just de-
ﬁned, the convergence conditions are as follows:
(A) If s > r, the series is convergent for all z ∈ C;
(B) If s < r, the series is convergent only when z = 0;
(C) If s = r, the series is convergent for |z| < 1.
Proof. Denote by Tn the summand of q-hypergeometric series
Tn :=
{
(−1)nq(n2)}s−r (a0; q)n(a1; q)n · · · (ar ; q)n
(q; q)n(b1; q)n · · · (bs; q)n z
n.
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To determine the convergence conditions, we consider the term-ratio:
Tn+1
Tn
= z
(1− qna0)(1− qna1) · · · (1− qnar)
(1− qn+1)(1− qnb1) · · · (1− qnas) (−q
n)s−r.
On account of |q| < 1, we have |qn| → 0 as n → +∞. Hence we get the
following limit:
lim
n→+∞
∣∣∣∣Tn+1Tn
∣∣∣∣ =
⎧⎪⎨
⎪⎩
0, r < s
+∞, r > s and z = 0
|z|, r = s.
According to the D’Alembert ratio test, the convergence conditions stated
in the Theorem follow immediately. 
E1.3. Classiﬁcation. For the basic hypergeometric series, suppose r = s,
the very important case. If the product of denominator parameters is equal
to the base q times the product of numerator parameters, i.e.,
qa0a1 · · ·ar = b1b2 · · ·br
then the 1+rφr-series is called balanced or Saalschu¨tzian.
Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same product:
qa0 = a1b1 = · · · = arbr
then we say that the 1+rφr-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = −a2 = q√a0 in addition. These pairs of
parameters appear in the basic hypergeometric sum as a linear fraction
1− a0q2k
1− a0 =
(q
√
a0; q)k
(
√
a0; q)k
× (−q
√
a0; q)k
(−√a0; q)k .
E1.4. Examples. In terms of q-series, we can reformulate the Euler and
Gauss summation formulae as follows:
(z; q)∞ = 1φ1
[−
−
∣∣∣ q; z] = ∞∑
k=0
(−z)k
(q; q)k
q(
k
2)
1
(z; q)∞
= 1φ0
[
0
−
∣∣∣ q; z] = ∞∑
k=0
zk
(q; q)k
.
They will be used to demonstrate the q-binomial theorem.
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E1.5. Ordinary hypergeometric series. In comparison with the basic
hypergeometric series, we present here brieﬂy the ordinary hypergeometric
series, its convergence condition and classiﬁcation. The details can be found
in the book by Bailey (1935).
Let
{
ai
}r
i=0
and
{
bj
}s
j=1
be complex numbers subject to the condition that
bj = −n with n ∈ N0 for j = 1, 2, · · · , s. Then the ordinary hypergeometric
series with variable z is deﬁned by
1+rFs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣ z] = ∞∑
n=0
(a0)n(a1)n · · · (ar)n
n! (b1)n · · · (bs)n z
n
where the (rising) shifted factorial is deﬁned by
(c)0 = 1 and (c)n = c(c + 1) · · · (c + n− 1) for n = 1, 2, · · · .
Classiﬁcation Similar to basic hypergeometric series, we consider the
case r = s for ordinary hypergeometric series. If the sum of denominator
parameters is equal to one plus the sum of numerator parameters, i.e.,
1 + a0 + a1 + · · ·+ ar = b1 + b2 + · · ·+ br
then the 1+rFr-series is called balanced or Saalschu¨tzian.
Instead, if the numerator parameters and the denominator parameters can
be paired up so that each column has the same sum:
1 + a0 = a1 + b1 = · · ·= ar + br
then we say that the 1+rFr-series is well-poised. In particular, it is said to
be very-well-poised if we have a1 = 1 + a0/2 in addition. The last pair of
parameters appear in the (ordinary) hypergeometric sum as a linear fraction
a0 + 2k
a0
=
(1 + a0/2)k
(a0/2)k
.
Convergence condition for the (ordinary) hypergeometric series is deter-
mined as follows:
• if r < s, the 1+rFs-series converges for all z ∈ C;
• if r > s, the 1+rFs-series diverges for all z ∈ C except for z = 0;
• if r = s, the 1+rFr-series converges for |z| < 1, and when
z = +1 if (B − A) > 0
z = −1 if (B − A) > −1
where A and B are deﬁned respectively by
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A =
r∑
i=0
ai and B =
r∑
j=1
bj.
Remark Noting that the limit relation between ordinary and q-shifted
factorials
lim
q→1
(qc; q)k
(1− q)k = (c)k
we can consider the (ordinary) hypergeometric series as the limit of the
basic hypergeometric series:
1+rFs
[
a0, a1, · · ·, ar
b1, · · ·, bs
∣∣∣ z] = lim
q→1 1+r
φs
[
qa0 , qa1, · · ·, qar
qb1 , · · ·, qbs
∣∣∣ q; (−1)r−s z
(1− q)r−s
]
.
This explains why there exist generally the q-counterparts for the (ordinary)
hypergeometric series identities.
E2. The q-Gauss summation formula
This section will prove the q-binomial theorem, the q-Gauss summation
formula as well as the q-Chu-Vandermonde convolution.
E2.1. The q-binomial theorem. In terms of hypergeometric series, the
classical binomial theorem reads as follows:
1F0
[
c
−
∣∣∣ z] = ∞∑
n=0
(c)n
n!
zn =
1
(1− z)c , (|z| < 1).
Its q-analog is given by the following q-binomial theorem:
1φ0
[
c
−
∣∣∣ q; z] = (cz; q)∞
(z; q)∞
=
∞∑
n=0
(c; q)n
(q; q)n
zn, (|z| < 1). (E2.1)
For c = 0 this identity reduces to Gauss summation formula. Replacing z
by z/c and then letting c→∞, we recover from it the Euler formula.
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Proof. In fact, expanding the numerator and the denominator respectively
according to Euler and Gauss summation formulae, we have
(cz; q)∞
(z; q)∞
=
∞∑
i=0
(−1)i c
izi
(q; q)i
q(
i
2)
∞∑
j=0
zj
(q; q)j
=
∞∑
n=0
zn
(q; q)n
n∑
i=0
(−1)iq(i2)
[
n
i
]
ci =
∞∑
n=0
(c; q)n
(q; q)n
zn
where the last line follows from the ﬁnite q-diﬀerences. 
E2.2. The q-Gauss summation formula. The q-binomial theorem can
be generalized to the following theorem.
For three complex numbers a, b and c with |c/ab| < 1, there holds
2φ1
[
a, b
c
∣∣∣ q; c/ab] = ∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
(
c/ab
)n = (c/a; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
.
Proof. We can manipulate, by means of the q-binomial theorem (E2.1),
the inﬁnite series as follows:
∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
( c
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n(qnc; q)∞
(q; q)n(qnb; q)∞
( c
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n
(q; q)n
( c
ab
)n ∞∑
k=0
(c/b; q)k
(q; q)k
(
qnb
)k
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
∞∑
n=0
(a; q)n
(q; q)n
(qkc
ab
)n
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
(qkc/b; q)∞
(qkc/ab; q)∞
=
(b; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
∞∑
k=0
(c/ab; q)k
(q; q)k
bk
=
(c/a; q)∞(c/b; q)∞
(c; q)∞(c/ab; q)∞
which establishes the q-Gauss summation formula. 
E2.3. The q-analog of Chu-Vandermonde convolution. The termi-
nating case of the q-Gauss summation formula can be reformulated as the
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q-analogues of the Chu-Vandermonde convolution:
2φ1
[
q−n, b
c
∣∣∣ q; qn c/b] = (c/b; q)n
(c; q)n
(E2.2a)
2φ1
[
q−n, b
c
∣∣∣ q; q] = (c/b; q)n
(c; q)n
bn (E2.2b)
n∑
k=0
[
x
k
][
y
n − k
]
q(x−k)(n−k) =
[
x+ y
n
]
. (E2.2c)
Proof. The ﬁrst formula is the case a = q−n of the q-Gauss theorem,
which can be reformulated to other two identities.
By deﬁnition of q-hypergeometric series, rewrite (E2.2a) explictly as
2φ1
[
q−n, b
c
∣∣∣ q; qnc/b] = n∑
k=0
(q−n; q)k(b; q)k
(q; q)k(c; q)k
(qnc/b)k =
(c/b; q)n
(c; q)n
.
Considering that
(x; q)n−k = (−1)kx−kq(
k+1
2 )−nk (x; q)n
(q1−n/x; q)k
we can manipulate the reversed series as follows:
(c/b; q)n
(c; q)n
=
n∑
k=0
(q−n; q)n−k(b; q)n−k
(q; q)n−k(c; q)n−k
(qnc/b)n−k
=
(q−n; q)n(b; q)n
(q; q)n(c; q)n
(qnc/b)n
n∑
k=0
(q−n; q)k(q1−n/c; q)k
(q; q)k(q1−n/b; q)k
qk
=
(q−n; q)n(b; q)n
(q; q)n(c; q)n
(qnc/b)n 2φ1
[
q−n, q1−n/c
q1−n/b
∣∣∣ q; q]
which is equivalent to
2φ1
[
q−n, q1−n/c
q1−n/b
∣∣∣ q; q] = (−1)nq−(n2)(b
c
)n (c/b; q)n
(b; q)n
in view of
(q−n; q)n = (−1)nq−(
n+1
2 )(q; q)n.
Performing the parameter replacements
B → q1−n/c
C → q1−n/b
and then applying the relation
(q1−n/C; q)n = (−1)nq−(
n
2)C−n(C; q)n
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we can restate the last formula as:
2φ1
[
q−n, B
C
∣∣∣ q; q] = Bn (C/B; q)n
(C; q)n
which is the second formula (E2.2b).
Writing the q-binomial coeﬃcients in terms of q-shifted factorials[
x
k
]
= (q
x−k+1 ;q)k
(q;q)k
= (−1)kqxk−(k2) (q
−x; q)k
(q; q)k[
y
n− k
]
= (q
y−n+k+1 ;q)n−k
(q;q)n−k = (−1)kqnk−(
k
2) (q
−n; q)k
(q; q)n
(qy−n+1; q)n
(qy−n+1; q)k
we can express the q-binomial sum in terms of q-series:
n∑
k=0
[
x
k
][
y
n−k
]
q(x−k)(n−k) =
(qy−n+1; q)n
(q; q)n
qnx
n∑
k=0
(q−n; q)k(q−x; q)k
(q; q)k(qy−n+1; q)k
qk
=
(qy−n+1; q)n
(q; q)n
qnx 2φ1
[
q−n, q−x
qy−n+1
∣∣∣ q; q] .
Evaluate the last q-series by (E2.2b):
2φ1
[
q−n, q−x
qy−n+1
∣∣∣ q; q] = q−nx (qx+y−n+1; q)n
(qy−n+1; q)n
we ﬁnd consequently the following q-binomial identity
n∑
k=0
[
x
k
][
y
n− k
]
q(x−k)(n−k) =
(qx+y−n+1; q)n
(q; q)n
=
[
x+ y
n
]
which is, in fact, the convolution formula (E2.2c). 
E3. Transformations of Heine and Jackson
E3.1. Jackson’s 2φ2-series transformation.
2φ1
[
a, b
c
∣∣∣ q; z] = (az; q)∞
(z; q)∞
× 2φ2
[
a, c/b
c, az
∣∣∣ q; bz] .
Proof. According to the q-Chu-Vandermonde formula, we have
(b; q)n
(c; q)n
= 2φ1
[
q−n, c/b
c
∣∣∣ q; qnb] = n∑
k=0
(q−n; q)k(c/b; q)k
(q; q)k(c; q)k
(bqn)k.
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Then the q-hypergeometric series in question can be expressed as a double
sum:
2φ1
[
a, b
c
∣∣∣ q; z] = ∞∑
n=0
(a; q)n
(q; q)n
(b; q)n
(c; q)n
zn
=
∞∑
n=0
zn
(a; q)n
(q; q)n
×
n∑
k=0
(q−n; q)k(c/b; q)k
(q; q)k(c; q)k
(bqn)k
=
∞∑
k=0
(c/b; q)k
(q; q)k(c; q)k
bk ×
∞∑
n=k
(a; q)n(q−n; q)k
(q; q)n
(
zqk
)n
.
For the last sum with respect to n, changing by j := n−k on the summation
index and then applying transformations
(a; q)j+k = (a; q)k(aqk; q)j
(q−j−k; q)k
(q; q)j+k
=
(−1)kq−k(j+k)+(k2)
(q; q)j
we can evaluate it, by means of (E2.1) with c→ aqk, as follows:
∞∑
n=k
(a; q)n(q−n; q)k
(q; q)n
(
zqk
)n = (−z)kq(k2)(a; q)k × ∞∑
j=0
(aqk; q)j
(q; q)j
zj
= (−z)kq(k2)(a; q)k × 1φ0
[
aqk
−
∣∣∣ q; z]
= (−z)kq(k2)(a; q)k × (q
kaz; q)k
(z; q)k
= (−z)kq(k2) (a; q)k
(az; q)k
(az; q)∞
(z; q)∞
.
We have therefore established
2φ1
[
a, b
c
∣∣∣ q; z] = (az; q)∞
(z; q)∞
∞∑
k=0
(−1)kq(k2) (a; q)k(c/b; q)k
(q; q)k(az; q)k(c; q)k
(bz)k
=
(az; q)∞
(z; q)∞
2φ2
[
a, c/b
c, az
∣∣∣ q; bz]
which is Jackson’s transformation. 
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E3.2. Heine’s q-Euler transformations.
2φ1
[
a, b
c
∣∣∣ q; z] = [b, az; q]∞
[c, z; q]∞
× 2φ1
[
c/b, z
az
∣∣∣ q; b ] (E3.1a)
=
[c/b, bz; q]∞
[c, z; q]∞
× 2φ1
[
abz/c, b
bz
∣∣∣ q; c/b] (E3.1b)
=
(abz/c; q)∞
(z; q)∞
× 2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] . (E3.1c)
Proof. Substituting the q-factorial fraction
(b; q)n
(c; q)n
=
(b; q)∞
(c; q)∞
× (q
nc; q)∞
(qnb; q)∞
into the q-hypergeometric series
2φ1
[
a, b
c
∣∣∣ q; z] = ∞∑
n=0
(a; q)n(b; q)n
(q; q)n(c; q)n
zn
and then applying the q-binomial theorem (E2.1):
(qnc; q)∞
(qnb; q)∞
= 1φ0
[
c/b
−
∣∣∣ q; qnb] = ∞∑
k=0
(c/b; q)k
(q; q)k
qnkbk
we can manipulate the q-series as follows:
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞
(c; q)∞
∞∑
n=0
(a; q)n
(q; q)n
zn
∞∑
k=0
(c/b; q)k
(q; q)k
qnkbk
=
(b; q)∞
(c; q)∞
∞∑
k=0
(c/b; q)k
(q; q)k
bk
∞∑
n=0
(a; q)n
(q; q)n
(zqk)n.
Again by means of (E2.1), evaluating the last sum with respect to n as
∞∑
n=0
(a; q)n
(q; q)n
(zqk)n =
(qkaz; q)∞
(qkz; q)∞
and then simplifying the series with
(qkaz; q)∞ =
(az; q)∞
(az; q)k
(qkz; q)∞ =
(z; q)∞
(z; q)k
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we derive the following expression
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞(az; q)∞
(c; q)∞(z; q)∞
∞∑
k=0
(c/b; q)k(z; q)k
(q; q)k(az; q)k
bk
=
(b; q)∞(az; q)∞
(c; q)∞(z; q)∞
2φ1
[
c/b, z
az
∣∣∣ q; b]
which is the ﬁrst transformation (E3.1a).
Applying the transformation just established to the series on the right hand
side, we have
2φ1
[
z, c/b
az
∣∣∣ q; b] = (c/b; q)∞(bz; q)∞
(az; q)∞(b; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b]
whose combination with the ﬁrst one result in
2φ1
[
a, b
c
∣∣∣ q; z] = (b; q)∞(az; q)∞
(c; q)∞(z; q)∞
2φ1
[
c/b, z
az
∣∣∣ q; b ]
=
(c/b; q)∞(bz; q)∞
(c; q)∞(z; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b] .
This is the second transformation (E3.1b).
Applying again the ﬁrst transformation, we get
2φ1
[
b, abz/c
bz
∣∣∣ q; c/b] = (abz/c; q)∞(c; q)∞
(bz; q)∞(c/b; q)∞
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] .
This leads us to the following
2φ1
[
a, b
c
∣∣∣ q; z] = (c/b; q)∞(bz; q)∞
(c; q)∞(z; q)∞
2φ1
[
abz/c, b
bz
∣∣∣ q; c/b]
=
(abz/c; q)∞
(z; q)∞
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c]
which is exactly the third transformation (E3.1c).
The last transformation can also be derived by means of the Jackson trans-
formation stated in E3.1. In fact, interchanging a and b in the Jackson
formula, we have
2φ1
[
a, b
c
∣∣∣ q; z] = (bz; q)∞
(z; q)∞
× 2φ2
[
b, c/a
c, bz
∣∣∣ q; az] .
While the q-series on the right hand side of (E3.1c) can be transformed, by
means of the Jackson identity, into the following
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = (bz; q)∞
(abz/c; q)∞
× 2φ2
[
c/a, b
c, bz
∣∣∣ q; az] .
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Equating both expressions, we have
2φ1
[
a, b
c
∣∣∣ q; z] = (abz/c; q)∞
(z; q)∞
× 2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] .
The proof of (E3.1c) is therefore completed again. 
Remark The Heine’s transformations (E3.1a-E3.1b-E3.1c) may be consi-
dered as q-analogues of the Pfaﬀ-Euler Transformations for the (ordinary)
hypergeometric series:
2F1
[
a, b
c
∣∣∣ z] = (1− z)−a 2F1
[
a, c− b
c
∣∣∣ z
z − 1
]
= (1− z)c−a−b 2F1
[
c − a, c− b
c
∣∣∣ z ] .
E3.3. The Bailey-Daum summation formula.
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (−q; q)∞
[
qa, q2a/b2; q2
]
∞[
qa/b,−q/b; q]∞ , (|q/b| < 1).
Proof. Applying the Heine transformation (E3.1a)
2φ1
[
a, b
c
∣∣∣ q; z] = [b, az; q]∞
[c, z; q]∞
× 2φ1
[
c/b, z
az
∣∣∣ q; b ]
we can proceed as follows:
2φ1
[
b, a
qa/b
∣∣∣ q;−q/b] = (a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞ 2φ1
[
q/b, −q/b
−q
∣∣∣ q; a]
=
(a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞
∞∑
n=0
(q/b; q)n(−q/b; q)n
(q; q)n(−q; q)n a
n.
Simplifying the last sum with relations
(q2/b2; q2)n = (q/b; q)n(−q/b; q)n
(q2; q2)n = (q; q)n(−q; q)n
and then evaluating it by means of the q-binomial theorem (E2.1), we have
∞∑
n=0
(q/b; q)n(−q/b; q)n
(q; q)n(−q; q)n a
n =
∞∑
n=0
(q2/b2; q2)n
(q2; q2)n
an =
(q2a/b2; q2)∞
(a; q2)∞
which results consequently in the following
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (a; q)∞(−q; q)∞
(qa/b; q)∞(−q/b; q)∞ ×
(q2a/b2; q2)∞
(a; q2)∞
=
(−q; q)∞(aq; q2)∞(q2a/b2; q2)∞
(qa/b; q)∞(−q/b; q)∞
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thanks to the shifted factorial relation
(a; q)∞ = (aq; q2)∞(a; q2)∞.
This proves the Bailey-Daum summation theorem. 
E3.4. Inﬁnite series transformation. Armed with the q-series transfor-
mation formulae, we apply again inverse series relations (D1.3a-D1.3b) to
establish another inﬁnite series transformation, which will be used in turn
to prove two inﬁnite series identities of Rogers-Ramanujan type.
Recalling the inverse series relations (D1.3a-D1.3b), if we take the g-sequence
g(n) =
(λ; q)n
(qλ; q2)n
q(
n
2) with n = 0, 1, 2, · · ·
then the dual sequence will be determined by
f(n) =
{
0, n− odd
(−1)m [q, λ; q2]
m
qm
2−m, n = 2m.
We have accordingly from (D1.4b) the inﬁnite series transformation:
∞∑
n=0
λnq
3n2−n
2
(q; q)n(qλ; q2)n
=
∞∑
k=0
(−1)k 1− q
4kλ
(λ; q)∞
(λ; q2)k
(q2; q2)k
q5k
2−kλ2k. (E3.2)
Proof. Substituting g(k) into (D1.3a) and then rewriting the q-Gauss bi-
nomial coeﬃcient, we have
f(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qkλ; q)n g(k)
=
n∑
k=0
(q−n; q)k
(q; q)k
q(
n
2)+(k+12 ) (λ; q)n+k
(qλ; q2)k
.
By means of factorization
(qλ; q2)k = (
√
qλ; q)k × (−
√
qλ; q)k
we can express f(n) in terms of a terminating q-hypergeometric series
f(n) = q(
n
2)(λ; q)n ×
n∑
k=0
[
q−n, qnλ
q, ±√qλ
∣∣∣ q]
k
q(
k+1
2 )
= q(
n
2)(λ; q)n × 2φ2
[
q−n, qnλ√
qλ, −√qλ
∣∣∣ q; −q] .
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Rewriting Jackson’s transformation formula stated in E3.1
2φ2
[
a, c
b, d
∣∣∣ q; bd
ac
]
=
(d/a; q)∞
(d; q)∞
× 2φ1
[
a, b/c
b
∣∣∣ q; d/a]
we can further reformulate f(n) as follows:
f(n) = q(
n
2) (λ; q)n
(−√qλ; q)n × 2φ1
[
q−n, q−n
√
q/λ√
qλ
∣∣∣ q; −qn√qλ] .
Evaluating the last series by means of the Bailey-Daum formula stated in
E3.3:
2φ1
[
a, b
qa/b
∣∣∣ q; −q/b] = (−q; q)∞
[
qa, q2a/b2; q2
]
∞[
qa/b,−q/b; q]∞ , (|q/b| < 1)
we ﬁnd that
f(n) = q(
n
2)(λ; q)n
[
q1−n, q1+nλ
q, qλ
∣∣∣ q2]
∞
.
If n is odd, we have f(n) = 0 for (q1−n; q2)∞ = 0. Suppose n = 2m
instead, we have the following reduction
f(n) = q(
2m
2 )(λ; q)2m
[
q1−2m, q1+2mλ
q, qλ
∣∣∣ q2]
∞
= q(
2m
2 )(λ; q)2m
(q1−2m; q2)m
(qλ; q2)m
= (−1)mqm2−m[q, λ; q2]
m
.
Substituting g(n) and f(k) into (D1.4b), we establish (E3.2). 
E3.5. Two further identities of Rogers-Ramanujan type. Speci-
fying with λ → 1 and λ → q2 in (E3.2), we derive the following identities of
Rogers-Ramanujan type:
∞∑
n=0
q
3n2−n
2
(q; q)n (q; q2)n
=
[
q10, q4, q6; q10
]
∞
(q; q)∞
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
[
q10, q2, q8; q10
]
∞
(q; q)∞
.
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Proof. Putting λ → 1 in (E3.2) and then separating the ﬁrst term from
the right hand side, we derive
∞∑
n=0
q
3n2−n
2
(q; q)n(q; q2)n
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)k {1 + q2k} q5k2−k}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5k2−k +
∞∑
k=1
(−1)kq5k2+k
}
.
Performing replacement k → −k in the last sum and then applying the
Jacobi triple product identity, we reduce the sum inside {· · · } as
∞∑
k=−∞
(−1)kq10(k2)+4k = [q10, q4, q6; q10]∞
which leads us to the ﬁrst identity:
∞∑
n=0
q
3n2−n
2
(q; q)n(q; q2)n
=
[
q10, q4, q6; q10
]
∞
(q; q)∞
.
When λ → q2, we can similarly write (E3.2) as
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
1
(q; q)∞
∞∑
k=0
(−1)k {1− q4k+2} q5k2+3k
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5k2+3k +
∞∑
k=0
(−1)k+1q5k2+7k+2
}
.
Replacing k by −k − 1 in the second sum and then applying the Jacobi
triple product identity, we ﬁnd that the sum inside {· · ·} equals
∞∑
k=−∞
(−1)kq10(k2)+8k = [q10, q2, q8; q10]∞
which results in the second identity:
∞∑
n=0
q
3n2+3n
2
(q; q)n(q; q2)n+1
=
[
q10, q2, q8; q10
]
∞
(q; q)∞
.
This completes proofs of two inﬁnite series identities of Rogers-Ramanujan
type. 
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E4. The q-Pfaﬀ-Saalschu¨tz summation theorem
The formula under the title reads as the following
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = [c/a, c/b
c, c/ab
∣∣∣ q; q]
n
. (E4.1)
E4.1. Proof. Recall the q-Euler transformation (E3.1c):
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = (z; q)∞
(abz/c; q)∞
× 2φ1
[
a, b
c
∣∣∣ q; z]
which can be reformulated through the q-binomial theorem (E2.1), as a
product of two basic hypergeometric series:
2φ1
[
c/a, c/b
c
∣∣∣ q; abz/c] = 1φ0
[
c/ab,
−
∣∣∣ q; abz/c]× 2φ1
[
a, b
c
∣∣∣ q; z] .
Extracting the coeﬃcient of zn from both members, we have
(c/a; q)n(c/b; q)n
(q; q)n(c; q)n
(ab/c)n =
n∑
k=0
(a; q)k(b; q)k
(q; q)k(c; q)k
(c/ab; q)n−k
(q; q)n−k
(ab/c)n−k
which can be restated equivalently as
(c/a; q)n(c/b; q)n
(c; q)n(c/ab; q)n
=
n∑
k=0
(a; q)k(b; q)k
(q; q)k(c; q)k
(q−n; q)k
(q1−nab/c; q)k
qk
= 3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q]
in view of shifted factorial fraction
(c/ab; q)n−k
(q; q)n−k
=
(c/ab; q)n
(q; q)n
(qn−k+1; q)k
(qn−kc/ab; q)k
=
(c/ab; q)n
(q; q)n
(q−n; q)k
(q1−nab/c; q)k
(qab/c)k.
This completes the proof of the q-Saalschu¨tz formula. 
E4.2. The formula (E4.1) can also be proved by means of series rearrange-
ment.
Recalling the q-Chu-Vandermonde formula (E2.2a), we have
(a; q)k
(c; q)k
= 2φ1
[
q−k, c/a
c
∣∣∣ q; qka] = k∑
j=0
(q−k; q)j(c/a; q)j
(q; q)j(c; q)j
qkjaj .
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Then the q-hypergeometric series in (E4.1) can be written as a double sum:
LHS(E4.1) =
n∑
k=0
(q−n; q)k(a; q)k(b; q)k
(q; q)k(c; q)k(q1−nab/c; q)k
qk
=
n∑
k=0
(q−n; q)k(b; q)k
(q; q)k(q1−nab/c; q)k
qk
k∑
j=0
(q−k; q)j(c/a; q)j
(q; q)j(c; q)j
qkjaj
=
n∑
j=0
(c/a; q)j
(q; q)j(c; q)j
aj
n∑
k=j
(q−n; q)k(b; q)k(q−k; q)j
(q; q)k(q1−nab/c; q)k
qk(j+1)
where we have changed the summation order.
Denote by Ω(j) the last sum with respect to k. Changing the summation
index with i := k − j and then applying relations
(x; q)i+j = (x; q)i(qix; q)j = (x; q)j(qjx; q)i
(q−i−j; q)j = (−1)jq−j(i+j)+(
j
2)(qi+1; q)j
we can reduce Ω(j) as follows:
Ω(j) =
n∑
k=j
(q−n; q)k(b; q)k(q−k; q)j
(q; q)k(q1−nab/c; q)k
qk(j+1)
=
n−j∑
i=0
(q−n; q)i+j(b; q)i+j(q−i−j; q)j
(q; q)i+j(q1−nab/c; q)i+j
q(i+j)(j+1)
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
n−j∑
i=0
(q−n+j; q)i(qjb; q)i
(q; q)i(q1−n+jab/c; q)i
qi
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
2φ1
[
q−n+j , qjb
q1−n+jab/c
∣∣∣ q; q] .
Applying now the q-Chu-Vandermonde formula (E2.2b), we can evaluate
the q-series on the right hand side as
2φ1
[
q−n+j, bqj
q1−n+jab/c
∣∣∣ q; q] = (q1−na/c; q)n−j
(q1−n+jab/c; q)n−j
(
bqj
)n−j
which results consequently in
Ω(j) = (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−nab/c; q)j
× (q
1−na/c; q)n−j
(q1−n+jab/c; q)n−j
(
bqj
)n−j
= (−1)jq(j+12 ) (q
−n; q)j(b; q)j
(q1−ja/c; q)j
× (q
1−na/c; q)n
(q1−nab/c; q)n
(
bqj
)n−j
=
(c/a; q)n
(c/ab; q)n
(q−n; q)j(b; q)j
(c/a; q)j
(
qnc/ab
)j
.
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Substituting the last expression of Ω(j) into the 3φ2-series and then applying
the q-Chu-Vandermonde formula (E2.2a), we get the following evaluation
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = n∑
j=0
aj
(c/a; q)j
(q; q)j(c; q)j
Ω(j)
=
(c/a; q)n
(c/ab; q)n
2φ1
[
q−n, b
c
∣∣∣ q; qnc/b]
=
(c/a; q)n
(c/ab; q)n
(c/b; q)n
(c; q)n
which is equivalent to the q-Pfaﬀ-Saalschu¨tz formula (E4.1).
E5. The terminating q-Dougall-Dixon formula
It is, in fact, a very-well-poised terminating series identity
6φ5
[
a, q
√
a, −q√a, b, c, q−n√
a, −√a, qa/b, qa/c, q1+na
∣∣∣q;q1+na
bc
]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣q]
n
. (E5.1)
Proof. Based on the Carlitz inversions presented in (D1.1), we can derive
the identity directly as the dual relation of the q-Pfaﬀ-Saalschu¨tz formula
(E4.1).
Recalling the q-Pfaﬀ-Saalschu¨tz theorem (E4.1)
3φ2
[
q−n, a, b
c, q1−nab/c
∣∣∣ q; q] = [c/a, c/b
c, c/ab
∣∣∣ q; q]
n
we can restate it under parameter replacements as
3φ2
[
q−n, qna, qa/bc
qa/b, qa/c
∣∣∣ q; q] = (q1−n/b; q)n(c; q)n
(qa/b; q)n(q−nc/a; q)n
=
(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
.
In order to apply the Carlitz inversions, we reformulate the q-series
3φ2
[
q−n, qna, qa/bc
qa/b, qa/c
∣∣∣ q; q] = n∑
k=0
(q−n; q)k(qna; q)k(qa/bc; q)k
(q; q)k(qa/b; q)k(qa/c; q)k
qk
in terms of the q-binomial sum
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 )(qka; q)n
(a; q)k(qa/bc; q)k
(qa/b; q)k(qa/c; q)k
= q(
n
2) (a; q)n(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
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where we have used the following transformations:
(q−n; q)k
(q; q)k
= (−1)k
[
n
k
]
q(
n−k
2 )q−(
n
2)−k
(qna; q)k =
(a; q)n+k
(a; q)n
=
(a; q)k(qka; q)n
(a; q)n
.
Specifying the φ-polynomials with ak = 1 and bk = −qka in the Carlitz
inversions (D1.1a-D1.1b), which implies
φ(x;n) := (ax; q)n =
n−1∏
i=0
(1− axqi)
and then choosing two sequences
f(n) := q(
n
2) (a; q)n(b; q)n(c; q)n
(qa/b; q)n(qa/c; q)n
(
qa
bc
)n
g(k) :=
(a; q)k(qa/bc; q)k
(qa/b; q)k(qa/c; q)k
we write down directly the dual relation
n∑
k=0
(−1)k
[
n
k
]
1− q2ka
(qna; q)k+1
q(
k
2) (a; q)k(b; q)k(c; q)k
(qa/b; q)k(qa/c; q)k
(
qa
bc
)k
=
(a; q)n(qa/bc; q)n
(qa/b; q)n(qa/c; q)n
.
Feeding back the q-binomial coeﬃcient to factorial fraction[
n
k
]
=
(qn−k+1; q)k
(q; q)k
= (−1)kqnk−(k2) (q
−n; q)k
(q; q)k
1− q2ka
1− a =
(q
√
a; q)k
(
√
a; q)k
(−q√a; q)k
(−√a; q)k
we reformulate the dual relation in terms of q-series
(qa; q)n(qa/bc; q)n
(qa/b; q)n(qa/c; q)n
= 6φ5
[
a, q
√
a,−q√a, b, c, q−n√
a, −√a, qa/b, qa/c, q1+na
∣∣∣ q; q1+na
bc
]
which is the terminating q-Dixon formula (E5.1). 
E6. The Sears balanced transformations
Replacing the base q with its inverse 1/q and then observing that[
n
k
]
q−1
=
[
n
k
]
q
× q(k2)−(n2)+(n−k2 )
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we can restate the Carlitz inversions in an equivalent form
f(n) =
n∑
k=0
(−1)k
[
n
k
]
φ(q−k;n) g(k), n = 0, 1, 2, · · · (E6.1a)
g(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) ak + q
−kbk
φ(q−n; k + 1)
f(k), n = 0, 1, 2, · · · (E6.1b)
⎧⎪⎨
⎪⎩
which will be used in this section to prove the Sears transformations on
balanced basic hypergeometric series.
E6.1. The Sears balanced transformations.
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q] (E6.2a)
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
(E6.2b)
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [c, bd/ac, bd/ce; q]n
[b, d, bd/ace; q]n
. (E6.2c)
E6.2. Proof of (E6.2a-E6.2c). The second transformation formula is a
consequence of the ﬁrst. In fact, applying the symmetric property to (E6.2b)
and then transform it by the ﬁrst transformation (E6.2a-E6.2b), we have
4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]
= 4φ3
[
q−n, b/c, a, b/e
bd/ce, b, q1−na/d
∣∣∣ q; q]
= 4φ3
[
q−n, b/c, bd/ace, d/c
bd/ce, bd/ac, q1−n/c
∣∣∣ q; q]× [c, bd/ac; q]n
[b, d/a; q]n
.
Substituting this result into (E6.2b), we ﬁnd the transformation
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q]
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [d/a, bd/ce; q]n
[d, bd/ace; q]n
[c, bd/ac; q]n
[b, d/a; q]n
= 4φ3
[
q−n, b/c, d/c, bd/ace
bd/ac, bd/ce, q1−n/c
∣∣∣ q; q]× [c, bd/ac, bd/ce; q]n
[b, d, bd/ace; q]n
which is the second formula (E6.2a-E6.2c).
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E6.3. Proof of (E6.2a-E6.2b). Let the φ-polynomials be deﬁned by
φ(x;n) = (acex/bd; q)n  ak = 1 and bk = −qkace/bd.
Then the corresponding inversions (E6.1a-E6.1b) become the following:
f(n) =
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n g(k) (E6.3a)
g(n) =
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
f(k). (E6.3b)
By means of two q-shifted factorial relations
(q−n; q)k
(q; q)k
= (−1)k
[
n
k
]
q(
n−k
2 )−(n2)−k
(q1−nace/bd; q)k =
(q−nace/bd; q)k+1
1− q−nace/bd
we can rewrite the 4φ3-series displayed in (E6.2a) as a q-binomial sum
4φ3
[
q−n, a, c, e
b, d, q1−nace/bd
∣∣∣ q; q] 1− bd/ace
1− qnbd/aceq
(n+12 )
=
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
[
a, c, e
b, d
∣∣∣ q]
k
.
Then the ﬁrst transformation of Sears (E6.2a-E6.2b) can be stated equiva-
lently as
n∑
k=0
(−1)k
[
n
k
]
q(
n−k
2 ) 1− ace/bd
(q−nace/bd; q)k+1
[
a, c, e
b, d
∣∣∣ q]
k
(E6.4a)
= 4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q] [d/a, bd/ce
d, qbd/ace
∣∣∣ q]
n
q(
n+1
2 ). (E6.4b)
This expression matches perfectly with the relation (E6.3b), where two se-
quences have been speciﬁed by
f(k) :=
[
a, c, e
b, d
∣∣∣ q]
k
(E6.5a)
g(n) :=
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
n
4φ3
[
q−n, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q] q(n+12 ). (E6.5b)
Therefore in order to demonstrate the ﬁrst transformation (E6.4a-E6.4b) of
Sears, it suﬃces to prove the following dual relation, which corresponds to
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the relation (E6.3a):
[
a, c, e
b, d
∣∣∣ q]
n
=
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
k
q(
k+1
2 ) (E6.6a)
× 4φ3
[
q−k, a, b/c, b/e
b, bd/ce, q1−ka/d
∣∣∣ q; q] . (E6.6b)
Let Ξ stand for the double sum on the right. We should therefore verify
that Ξ reduces to the factorial fraction on the left.
Recalling the deﬁnition of q-hypergeometric series
4φ3
[
q−k, a, b/c, b/e
b, bd/ce, q1−na/d
∣∣∣ q; q]
=
k∑
i=0
[
q−k, a, b/c, b/e
q, b, bd/ce, q1−ka/d
∣∣∣ q]
i
qi
and the relation of q-binomial coeﬃcient in terms of factorial fraction[
n
k
]
= (−1)k (q
−n; q)k
(q; q)k
qnk−(
k
2)
we can rearrange the double sum as follows:
Ξ =
n∑
k=0
(−1)k
[
n
k
]
(q−kace/bd; q)n
[
d/a, bd/ce
d, qbd/ace
∣∣∣ q]
k
q(
k+1
2 )
×
k∑
i=0
[
q−k, a, b/c, b/e
q, b, bd/ce, q1−ka/d
∣∣∣ q]
i
qi
=
n∑
i=0
[
a, b/c, b/e
q, b, bd/ce
∣∣∣ q]
i
qi
n∑
k=i
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
k
× (q−kace/bd; q)n (q
−k; q)i
(q1−ka/d; q)i
qk(n+1).
For the inner sum, performing the replacement j := k − i on summation
index and then applying relations
(q−i−j; q)i
(q1−i−ja/d; q)i
=
( d
qa
)i (q1+j ; q)i
(qjd/a; q)i
=
( d
qa
)i (q; q)i+j
(d/a; q)i+j
(d/a; q)j
(q; q)j
(q−i−jace/bd; q)n =
(q−i−jace/bd; q)i+j
(qn−i−jace/bd; q)i+j
(ace/bd; q)n
=
(qbd/ace; q)i+j
(q1−nbd/ace; q)i
(ace/bd; q)n
(q1+i−nbd/ace; q)j
q−n(i+j)
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we can reduce it to the following
n∑
k=i
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
k
(q−kace/bd; q)n(q−k; q)i
(q1−ka/d; q)i
qk(n+1)
=
n−i∑
j=0
[
q−n, d/a, bd/ce
q, d, qbd/ace
∣∣∣ q]
i+j
(q−i−jace/bd; q)n(q−i−j ; q)i
(q1−i−ja/d; q)i
q(i+j)(n+1)
=(ace/bd; q)n
[
q−n, bd/ce
d, q1−nbd/ace
∣∣∣ q]
i
(d
a
)i n−i∑
j=0
[
qi−n, d/a, qibd/ce
q, qid, q1+i−nbd/ace
∣∣∣ q]
j
qj.
The last sum with respect to j can be evaluated by means of the q-Saalschu¨tz
formula as follows:
3φ2
[
qi−n, d/a, qibd/ce
qid, q1+i−nbd/ace
∣∣∣ q; q] = [qia, ce/b
qid, ace/bd
∣∣∣ q]
n−i
.
Substituting this result into the double sum expression of Ξ and then ap-
plying transformation
(ce/b; q)n−i
(ace/bd; q)n−i
=
(ce/b; q)n
(ace/bd; q)n
(q1−nbd/ace; q)i
(q1−nb/ce; q)i
(a
d
)i
we reduce the double sum to a single 3φ2-series:
Ξ =
n∑
i=0
[
a, b/c, b/e
q, b, bd/ce
∣∣∣ q]
i
(qd
a
)i [ q−n, bd/ce
d, q1−nbd/ace
∣∣∣ q]
i
× (ace/bd; q)n
[
qia, ce/b
qid, ace/bd
∣∣∣ q]
n−i
= (ce/b; q)n
(a; q)n
(d; q)n
n∑
i=0
qi
[
b/c, b/e, q−n
q, b, q1−nb/ce
∣∣∣ q]
i
.
Evaluating the last sum with respect to i through the q-Saalschu¨tz formula
3φ2
[
q−n, b/c, b/e
b, q1−nb/ce
∣∣∣ q; q] = [c, e
b, ce/b
∣∣∣ q]
n
which is equivalent to
Ξ =
[
a, c, e
b, d
∣∣∣ q]
n
.
This completes the proof of (E6.2a-E6.2b). 
E6.4. The q-Kummer-Thomae-Whipple’s formulae. As the limiting
cases n → ∞ of Sears’ transformations, we have the non-terminating
Classical Partition Identities and Basic Hypergeometric Series 79
q-Kummer-Thomae-Whipple’s formulae:
3φ2
[
a, c, e
b, d
∣∣∣ q; bd
ace
]
=3φ2
[
a, b/c, b/e
b, bd/ce
∣∣∣ q; d
a
]
× [d/a, bd/ce; q]∞
[d, bd/ace; q]∞
=3φ2
[
b/c, d/c, bd/ace
bd/ac, bd/ce
∣∣∣ q; c]× [c, bd/ac, bd/ce; q]∞
[b, d, bd/ace; q]∞
.
Other transformations on terminating series derived from Sears’ transfor-
mation may be displayed as follows:
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ae===
e→0 3
φ2
[
q−n, b/a, b/c
b, bd/ac
∣∣∣ q; q] (bd/ac; q)n
(d; q)n
(qc
b
)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ===
e→0 3
φ2
[
q−n, a, b/c
b, q1−na/d
∣∣∣ q; qc
d
]
(d/a; q)n
(d; q)n
an
3φ2
[
q−n, a, c
b, d
∣∣∣ q; q] ===
e→0 3
φ2
[
q−n, b/c, d/c
q1−n/c, bd/ac
∣∣∣ q; q
a
]
[c, bd/ac; q]n
[b, d; q]n
an.
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
ae===
e→∞ 3φ2
[
q−n, b/a, b/c
b, bd/ac
∣∣∣ q; qnd] (bd/ac; q)n
(d; q)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
===
e→∞ 3φ2
[
q−n, a, b/c
b, q1−na/d
∣∣∣ q; q] (d/a; q)n
(d; q)n
3φ2
[
q−n, a, c
b, d
∣∣∣ q; bd
ac
qn
]
===
e→∞ 3φ2
[
q−n, b/c, d/c
q1−n/c, bd/ac
∣∣∣ q; q] [c, bd/ac; q]n
[b, d; q]n
.
E7. Watson’s q-Whipple transformation
E7.1. The Watson transformation. One of the most important basic
hypergeometric transformations reads as
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q2+na2
bcde
]
(E7.1a)
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
4φ3
[
q−n, b, c, qa/de
qa/d, qa/e, q−nbc/a
∣∣∣ q; q] . (E7.1b)
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Proof. In view of the deﬁnition of q-hypergeometric series, we can write
(E7.1a) explicitly as
Eq(E7.1a) =
n∑
k=0
[
a, q
√
a, −q√a, b, c, q−n√
a, −√a, qa/b, qa/c, aqn+1
∣∣∣ q]
k
(
q1+na
bc
)k
×
[
d, e
qa/d, qa/e
∣∣∣ q]
k
(qa
de
)k
.
Recalling the q-Paﬀ-Saalschu¨tz theorem, we have
[
d, e
qa/d, qa/e
∣∣∣ q]
k
(
qa
de
)k
= 3φ2
[
q−k, qka, qa/de
qa/d, qa/e
∣∣∣ q ; q]
=
k∑
i=0
[
q−k, qka, qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi.
Therefore substituting this result into Eq(E7.1a) and changing the order of
the double sum, we obtain
Eq(E7.1a) =
n∑
i=0
[
qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi
×
n∑
k=i
1− q2ka
1− a
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
k
× (a; q)k+i(q
−k; q)i
(q; q)k
(
q1+na
bc
)k
.
Indicate with Ω the inner sum with respect to k. Putting k − i = j and
observing that
(q−i−j; q)i
(q; q)i+j
=
(−1)iq−(i+12 )−ij
(q; q)j
we have
Ω = (−1)i q−(i+12 ) (a; q)2i 1− q
2ia
1− a
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
×
n−i∑
j=0
1− q2i+2ja
1− q2ia
[
q2ia, qib, qic, q−n+i
q, q1+ia/b, q1+ia/c, q1+n+ia
∣∣∣ q]
j
(
q1+n−ia
bc
)j
= (−1)i q−(i+12 ) (qa; q)2i
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
× 6φ5
[
q2ia, q1+i
√
a, −q1+i√a, qib, qic, q−n+i
qi
√
a, −qi√a, q1+ia/b, q1+ia/c, q1+n+ia
∣∣∣ q; q1+n−ia
bc
]
.
Classical Partition Identities and Basic Hypergeometric Series 81
Evaluating the last series by the terminating q-Dougall-Dixon formula (E5.1),
we obtain
6φ5
[
q2ia, q1+i
√
a, −q1+i√a, qib, qic, q−n+i
qi
√
a, −qi√a, qi+1a/b, qi+1a/c, q1+n+ia
∣∣∣ q; q1+n−ia
bc
]
=
[
q1+2ia, qa/bc
q1+ia/b, q1+ia/c
∣∣∣ q]
n−i
which implies the following:
Eq(E7.1a) =
n∑
i=0
[
qa/de
q, qa/d, qa/e
∣∣∣ q]
i
qi ×
[
q1+2ia, qa/bc
q1+ia/b, q1+ia/c
∣∣∣ q]
n−i
× (−1)i q−(i+12 ) (qa; q)2i
[
b, c, q−n
qa/b, qa/c, qn+1a
∣∣∣ q]
i
(
q1+n a
b c
)i
.
Noting that for the shifted factorials, there hold relations:
(qa/bc; q)n−i = (−1)iq(
i
2)−ni
(
bc
a
)i (qa/bc; q)n
(q−nbc/a; q)i
(qa; q)2i
(q1+2ia; q)n−i
(q1+na; q)i
= (qa; q)n.
Consequently, we have the following expression
Eq(E7.1a) =
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
n∑
i=0
[
q−n, b, c, qa/de
q, qa/d, qa/e, q−nbc/a
∣∣∣ q]
i
qi
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
4φ3
[
q−n, b, c, qa/de
qa/d, qa/e, q−nbc/a
∣∣∣ q; q]
which is exactly (E7.1b). 
E7.2. Rogers-Ramanujan identities. In view of |q| < 1 and
x→∞ =⇒ (x; q)k ∼ (−1)kq(
k
2)xk
the limiting case b, c, d, e, n →∞ of the Watson transformation reads as:
∞∑
m=0
qm
2
am
(q; q)m
=
1
(qa; q)∞
∞∑
k=0
(−1)k 1− q
2ka
1− a
(a; q)k
(q; q)k
q5(
k
2)+2ka2k. (E7.2)
This transformation can provide us an alternative demonstration of the
well-known Rogers-Ramanujan identities (D3.2a) and (D3.2b):
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q5)∞ (q4; q5)∞
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q2; q5)∞ (q3; q5)∞
.
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In fact, observe ﬁrst that
1− q2ka
1− a
(a; q)k
(q; q)k
=
1− q2ka
1− qka
(qa; q)k
(q; q)k
a→1===
{
1, k = 0
1 + qk, k > 0.
Then letting a→ 1, we can restate the transformation (E7.2) as
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)k(1 + qk)q5(k2)+2k
}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5(k2)+2k +
∞∑
k=1
(−1)kq5(k2)+3k
}
=
1
(q; q)∞
{
1 +
∞∑
k=1
(−1)kq5(k2)+2k +
∞∑
k=1
(−1)kq5(−k2 )−2k
}
.
Applying the Jacobi-triple product identity, we therefore establish the ﬁrst
Rogers-Ramanujan identity:
∞∑
m=0
qm
2
(q; q)m
=
1
(q; q)∞
∞∑
k=−∞
(−1)kq5(k2)+2k =
[
q5, q2, q3; q5
]
(q; q)∞
.
Letting a→ q instead, we can write the transformation (E7.2) as
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q; q)∞
∞∑
k=0
(−1)k(1 − q1+2k)q5(k2)+4k
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5(k2)+4k +
∞∑
k=0
(−1)k+1q5(k2)+6k+1
}
=
1
(q; q)∞
{ ∞∑
k=0
(−1)kq5(k2)+4k +
∞∑
k=1
(−1)kq5(−k2 )−4k
}
where the last line is justiﬁed by k → k − 1 in the second sum. It leads us
to the second Rogers-Ramanujan identity
∞∑
m=0
qm
2+m
(q; q)m
=
1
(q; q)∞
∞∑
k=−∞
(−1)kq5(k2)+4k =
[
q5, q4, q; q5
]
(q; q)∞
thanks again to the Jacobi-triple product identity. 
E7.3. Jackson’s q-Dougall-Dixon formula.
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q] (E7.3a)
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
n
, where qn+1a2 = bcde. (E7.3b)
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Proof. When q1+na2 = bcde or equivalently qa/de = q−nbc/a, the 4φ3-
series in the Watson transformation reduces to a balanced 3φ2-series. There-
fore, we have in this case the simpliﬁed form:
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
3φ2
[
q−n, b, c
qa/d, qa/e
∣∣∣ q ; q] .
Evaluating the balanced series by the q-Pfaﬀ-Saalschu¨tz theorem, we have
8φ7
[
a, q
√
a, −q√a, b, c, d, e, q−n√
a, −√a, qa/b, qa/c, qa/d, qa/e, aqn+1
∣∣∣ q; q]
=
[
qa, qa/bc
qa/b, qa/c
∣∣∣ q]
n
×
[
qa/bd, qa/cd
qa/d, qa/bcd
∣∣∣ q]
n
which is essentially the same as Jackson’s q-Dougall-Dixon formula. 
E7.4. The non-terminating 6φ5-summation formula.
6φ5
[
a, q
√
a, −q√a, b, c, d√
a, −√a, qa/b, qa/c, qa/d
∣∣∣ q; qa
bcd
]
(E7.4a)
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
∞
,
∣∣∣ qa
bcd
∣∣∣ < 1. (E7.4b)
Proof. Substituting e = q1+na2/bcd in the Jackson’s q-Dougall-Dixon for-
mula explicitly, we have
8φ7
[
a, q
√
a, −q√a, b, c, d, q1+na2/bcd, q−n√
a, −√a, qa/b, qa/c, qa/d, q−nbcd/a, qn+1a
∣∣∣ q; q]
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
n
.
For n →∞, recalling the limit relations
(q1+na2/bcd; q)k
(q1+na; q)k
∼ 1 and (q
−n; q)k
(q−nbcd/a; q)k
∼
( a
bcd
)k
and then applying the Tannery limiting theorem, we get the non-terminating
q-Dougall-Dixon formula (E7.4a-E7.4b). 
We remark that when d = q−n, the formula (E7.4a-E7.4b) reduces to the
terminating q-Dougall-Dixon summation identity (E5.1).
CHAPTER F
Bilateral Basic Hypergeometric Series
This chapter deals with the bilateral basic hypergeometric series. The Ra-
manujan 1ψ1-summation formula and Bailey’s very-well-poised 6ψ6-series
identity will be established. We shall also investigate the non-terminating
bilateral q-analogue of Dixon’s theorem on cubic-sum of binomial coeﬃ-
cients, partial fraction decomposition method on basic hypergeometric series
with integral diﬀerences between numerator parameters and denominator
parameters.
F1. Deﬁnition and notation
F1.1. Deﬁnition and convergence. Let
{
ai
}r
i=1
and
{
bj
}s
j=1
be com-
plex numbers subject to the condition that ai = qm and bj = q−n with
m ∈ N and n ∈ N0 for all i = 1, 2, · · · , r and j = 1, 2, · · · , s. Then the
bilateral q-hypergeometric series with variable z is deﬁned by
rψs
[
a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣ q; z] = +∞∑
n=−∞
{
(−1)nq(n2)
}s−r [a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣ q]
n
zn.
For m ∈ Z, we ﬁnd by shifting the summation index n → m + n, that the
bilateral rψs-series satisﬁes relation
rψs
[
a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣ q; z] = [ a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣ q]
m
zm (F1.1a)
× rψs
[
qma1, q
ma2, · · · , qmar
qmb1, q
mb2, · · · , qmbs
∣∣∣ q; z] .(F1.1b)
When rψs has no zero parameters, we can reverse the summation order and
get another equivalent expression for the bilateral rψs-series:
rψs
[
a1, a2, ···, ar
b1, b2, ···, bs
∣∣∣ q; z] = +∞∑
m=−∞
[
q/b1, q/b2, ···, q/bs
q/a1, q/a2, ···, q/ar
∣∣∣ q]
m
{ B
Az
}m
(F1.2)
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where A := a1a2 · · ·ar and B := b1b2 · · ·bs have been deﬁned for brevity,
and the shifted factorial with negative integer order has been inverted as
follows:
(x; q)−n =
(x; q)∞
(q−nx; q)∞
=
1
(q−nx; q)n
=
q(
n+1
2 )(−1/x)n
(q/x; q)n
, (n ∈ N0).
Splitting the bilateral series rφs into two inﬁnite series:
rψs
[
a1, a2, ···, ar
b1, b2, ···, bs
∣∣∣ q; z] = +∞∑
n=0
{
(−1)nq(n2)
}s−r [a1, a2, ···, ar
b1, b2, ···, bs
∣∣∣ q]
n
zn
+
+∞∑
m=1
[
q/b1, q/b2, ···, q/bs
q/a1, q/a2, ···, q/ar
∣∣∣ q]
m
{ B
Az
}m
we can check without diﬃculty that for |q| < 1 and R = ∣∣B/A∣∣, the conver-
gence condition of the bilateral series is determined as follows:
• if r < s, the series converges for |z| > R;
• if r > s, the series diverges for all z ∈ C except for z = 0;
• if r = s, which is the most important case, the series converges for
R < |z| < 1.
F1.2. Ordinary bilateral hypergeometric series. Similarly, we can
deﬁne the (ordinary) bilateral hypergeometric series.
Let
{
ai
}r
i=1
and
{
bj
}s
j=1
be complex numbers subject to the condition that
ai = m and bj = −n with m ∈ N and n ∈ N0 for all i = 1, 2, · · · , r and
j = 1, 2, · · · , s. Then the (ordinary) bilateral hypergeometric series with
variable z is deﬁned by
rHs
[
a1, a2, · · · , ar
b1, b2, · · · , bs
∣∣∣ z] = +∞∑
n=−∞
[
a1, a2, · · · , ar
b1, b2, · · · , bs
]
n
zn.
Only when r = s and |z| = 1, the bilateral rHr-series is of some interest.
Writing it in the sum of two unilateral series
rHr
[
a1, a2, · · · , ar
b1, b2, · · · , br
∣∣∣ z] = +∞∑
n=0
[
a1, a2, · · · , ar
b1, b2, · · · , br
]
n
zn
+
+∞∑
m=1
[
1− b1, 1− b2, · · · , 1− br
1− a1, 1− a2, · · · , 1− ar
]
m
z−m
we can determine the convergence condition of rHr-series as follows:
• if z = +1, the series converges for |(B −A)| > 1;
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• if z = −1, the series converges for |(B − A)| > 0.
F1.3. Examples. Here we shall review the Jacobi triple and the quintuple
product identities derived in C2.4 and C2.6 respectively.
• The Jacobi triple product identity can be stated in terms of bi-
lateral series as follows:
0ψ1
[−
0
∣∣∣ q;x] = +∞∑
n=−∞
(−1)n q(n2) xn = [q, x, q/x; q]∞ . (F1.3)
• An alternative form can be obtained by separating the sum into two
according to the parity of summation index n:
[
q2, qy, q/y; q2
]
∞ =
+∞∑
n=−∞
(−1)n qn2 yn (F1.4a)
=
+∞∑
n=−∞
q4n
2
{
1− yq1+4n
}
y2n (F1.4b)
=
+∞∑
n=−∞
q4n
2
{
1− (q/y)1+4n
}
y2n. (F1.4c)
• Quintuple product identity can have diﬀerent forms such as
[q, z, q/z; q]∞
[
qz2, q/z2; q2
]
∞ (F1.5a)
=
+∞∑
n=−∞
q3(
n
2)
{
1− zqn
} (
qz3
)n (F1.5b)
=
+∞∑
n=−∞
q3(
n
2)
{
1− z1+6n
} (
q2/z3
)n (F1.5c)
=
+∞∑
n=−∞
q3(
n
2)
{
1− (q/z2)1+3n
} (
qz3
)n
(F1.5d)
=
+∞∑
n=−∞
q3(
n
2)
{
1− (qz2)2+3n
} (
q2/z3
)n (F1.5e)
as well as diﬀerent limiting expressions:
+∞∑
k=−∞
(
1 + 6k
)
q3(
k
2)+2k = [q, q, q; q]∞
[
q, q; q2
]
∞ (F1.6a)
+∞∑
k=−∞
(
1 + 3k
)
q3(
k
2)+ 52k =
[
q, q1/2, q1/2; q
]
∞
[
q2, q2; q2
]
∞ . (F1.6b)
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Proof. We need to show only (F1.5d), (F1.5e) and (F1.6b) because the
others have been demonstrated in C2.6.
It is obvious that (F1.6b) is the limiting case z → q1/2 of (F1.5a) and
(F1.5d). Therefore only (F1.5d) and (F1.5e) remain to be conﬁrmed.
Splitting (F1.5b) into two sums and reversing the later by n →−1− n, we
can manipulate the sum as follows:∑
n
q3(
n
2)
{
1− zqn
}(
qz3
)n =∑
n
{
q3(
n
2)+nz3n − q3(n2)+2nz1+3n
}
=
∑
n
{
q3(
n
2)+nz3n − q3(n2)+1+4nz−2−3n
}
=
∑
n
q3(
n
2)
{
1− (q/z2)1+3n
} (
qz3
)n
which gives the bilateral sum stated in (F1.5d).
Similarly, splitting (F1.5c) into two sums and shifting the summation index
n→ 1 + n for the latter, we can reformulate the sum as follows:∑
n
q3(
n
2)
{
1− z1+6n
}(
q2/z3
)n =∑
n
{
q3(
n
2)+2nz−3n − q3(n2)+2nz1+3n
}
=
∑
n
{
q3(
n
2)+2nz−3n − q3(n2)+2+5nz4+3n
}
=
∑
n
q3(
n
2)
{
1− (qz2)2+3n
}(
q2/z3
)n
which is exactly the sum displayed in (F1.5e). 
F2. Ramanujan’s bilateral 1ψ1-series identity
1ψ1
[
a
c
∣∣∣ q; z] = [q, c/a, az, q/az
c, q/a, z, c/az
∣∣∣ q]
∞
,
(|c/a| < |z| < 1). (F2.1)
Proof. For a large natural number M , choose three complex parameters
a → aq−M
b → c/az
c → cq−M .
Classical Partition Identities and Basic Hypergeometric Series 89
Then the q-Gauss theorem E2.2 can be restated as
2φ1
[
aq−M , c/az
cq−M
∣∣∣ q; z] = (c/a; q)∞(q−Maz; q)∞
(z; q)∞(q−Mc; q)∞
.
We can further reformulate it by shifting the summation index n → k+M
as
∞∑
k=−M
(a; q)k(qMc/az; q)k
(c; q)k(q1+M ; q)k
zk = z−M (q;q)M (q
−Mc;q)M
(c/az;q)M (q−Ma;q)M
(c/a;q)∞(q−Maz;q)∞
(z;q)∞(q−M c;q)∞
=
(q; q)M (q/az; q)M
(q/a; q)M (c/az; q)M
(c/a; q)∞(az; q)∞
(c; q)∞(z; q)∞
.
Letting M →∞, we get the Ramanujan 1ψ1-bilateral series identity
1ψ1
[
a
c
∣∣∣ q; z] = +∞∑
k=−∞
(a; q)k
(c; q)k
zk =
[
az, q/az, q, c/a
z, c/az, c, q/a
∣∣∣ q]
∞
, |c/a| < |z| < 1
where the convergence condition is ﬁgured out by analytical continuation.
In fact, the series along the positive direction
+∞∑
k=0
(a; q)k
(c; q)k
zk
converges when |z| < 1. While the series along the negative direction
+∞∑
k=1
(a; q)−k
(c; q)−k
z−k =
+∞∑
k=1
(q/c; q)k
(q/a; q)k
( c
az
)k
converges when |z| > |c/a|. 
F3. Bailey’s bilateral 6ψ6-series identity
For complex parameters a, b, c, d, e satisfying the condition
∣∣qa2/bcde∣∣ < 1,
there holds Bailey’s very well-poised non-terminating bilateral series iden-
tity (cf. [56, §7.1]):
6ψ6
[
q
√
a, −q√a, b, c, d, e√
a, −√a, qa/b, qa/c, qa/d, qa/e
∣∣∣ q; qa2
bcde
]
(F3.1a)
=
[
q, qa, q/a, qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de
qa/b, qa/c, qa/d, qa/e, q/b, q/c, q/d, q/e, qa2/bcde
∣∣∣ q]
∞
. (F3.1b)
Here we reproduce a recent proof provided by Schlosser (2003).
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F3.1. Lemma. For three complex parameters a, b and d with
∣∣qa/bd∣∣ < 1,
there holds the following summation formula:(
a
b
)n [
q, b
a, qa/b
∣∣∣ q]
n
=
[
q, q/a, qd/b, qa/bd
q/b, qa/b, q/d, qd/a
∣∣∣ q]
∞
× 6φ5
[
d/a, q
√
d/a, −q√d/a, b/a, q−nd/a, qnd√
d/a, −√d/a, qd/b, q1+n, q1−n/a
∣∣∣ q; qa
bd
]
.
Proof. According to the q-Dixon-Dougall formula, we have
6φ5
[
d/a, q
√
d/a, −q√d/a, b/a, q−nd/a, qnd√
d/a, −√d/a, qd/b, q1+n, q1−n/a
∣∣∣ q; qa
bd
]
=
[
q1+na/b, q1−n/b, q/d, qd/a
q1+n, q1−n/a, qd/b, qa/bd
∣∣∣ q]
∞
.
Separating the factorials dependent in n:
(q1+na/b; q)∞
(q1+n; q)∞
=
(q; q)n
(qa/b; q)n
× (qa/b; q)∞
(q; q)∞
(q1−n/b; q)∞
(q1−n/a; q)∞
=
(a
b
)n (b; q)n
(a; q)n
× (q/b; q)∞
(q/a; q)∞
we can restate the last series as
6φ5
[
d/a, q
√
d/a, −q√d/a, b/a, q−nd/a, qnd√
d/a, −√d/a, qd/b, q1+n, q1−n/a
∣∣∣ q; qa
bd
]
=
[
q/b, q/d, qa/b, qd/a
q, qd/b, q/a, qa/bd
∣∣∣ q]
∞
×
[
b, q
qa/b, a
∣∣∣ q]
n
(a
b
)n
which is equivalent to the formula displayed in Lemma F3.1. 
F3.2. Now we are ready to prove Bailey’s very well-poised non-terminating
bilateral 6ψ6-series identity.
Recalling the deﬁnition of bilateral series
Eq(F3.1a) =
+∞∑
n=−∞
1− q2na
1− a
[
b, c, d, e
qa/b, qa/c, qa/d, qa/e
∣∣∣ q]
n
(
qa2
bcde
)n
and then replacing the factorial faction related to b and d by Lemma F3.1(
a
b
)n [
b, d
qa/b, qa/d
∣∣∣ q]
n
=
[
a, d
q, qa/d
∣∣∣ q]
n
[
q, q/a, qd/b, qa/bd
q/b, qa/b, q/d, qd/a
∣∣∣ q]
∞
× 6φ5
[
d/a, q
√
d/a, −q√d/a, b/a, q−nd/a, qnd√
d/a, −√d/a, qd/b, q1+n, q1−n/a
∣∣∣ q; qa
bd
]
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we can express the 6ψ6-series as the following double sum:
Eq(F3.1a) =
[
q, q/a, qd/b, qa/bd
q/b, qa/b, q/d, qd/a
∣∣∣ q]
∞
×
+∞∑
n=−∞
1− q2na
1− a
[
a, c, d, e
q, qa/c, qa/d, qa/e
∣∣∣ q ]
n
(
qa
cde
)n
×
∞∑
k=0
1− q2kd/a
1− d/a
[
d/a, b/a, q−nd/a, qnd
q, qd/b, q1+n, q1−n/a
∣∣∣ q]
k
(
qa
bd
)k
.
Interchanging the summation order and then combining the following fac-
torial fractions
(d; q)n
(q; q)n
× (q
nd; q)k
(q1+n; q)k
=
(d; q)n+k
(q; q)n+k
(a; q)n
(qa/d; q)n
× (q
−nd/a; q)k
(q1−n/a; q)k
=
(d
q
)k (a; q)n−k
(qa/d; q)n−k
we can further reformulate the equation (F3.1a) as follows:
Eq(F3.1a) =
[
q, q/a, qd/b, qa/bd
q/b, qa/b, q/d, qd/a
∣∣∣ q ]
∞
×
∞∑
k=0
1− q2kd/a
1− d/a
[
d/a, b/a
q, qd/b
∣∣∣ q]
k
(a
b
)k
×
+∞∑
n=−∞
1− q2na
1− a
[
c, e
qa/c, qa/e
∣∣∣ q]
n
× (d; q)n+k
(q; q)n+k
(a; q)n−k
(qa/d; q)n−k
( qa
cde
)n
.
F3.3. The last sum with respect to n begins in eﬀect with n = −k because
the shifted factorial 1/(q; q)n+k is equal to zero when n < −k. Indicate with
Ω the last sum. Therefore it can be reformulated through j := n + k as
follows:
Ω =
+∞∑
j=0
1− q2j−2ka
1− a
[
c, e
qa/c, qa/e
∣∣∣ q]
j−k
(d; q)j
(q; q)j
(a; q)j−2k
(qa/d; q)j−2k
( qa
cde
)j−k
.
By means of two relations
(a; q)j−2k
(qa/d; q)j−2k
=
(a; q)−2k
(qa/d; q)−2k
(q−2ka; q)j
(q1−2ka/d; q)j[
c, e
qa/c, qa/e
∣∣∣ q]
j−k
=
[
c, e
qa/c, qa/e
∣∣∣ q]
−k
[
q−kc, q−ke
q1−ka/c, q1−ka/e
∣∣∣ q]
j
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we can express Ω in terms of the q-hypergeometric series:
Ω =
1− q−2ka
1− a
(a; q)−2k
(qa/d; q)−2k
[
c, e
qa/c, qa/e
∣∣∣ q]
−k
(cde
qa
)k
×
+∞∑
j=0
1− q2j−2ka
1− q−2ka
[
q−kc, q−ke, d, q−2ka
q1−ka/c, q1−ka/e, q, q1−2ka/d
∣∣∣ q]
j
(
qa
cde
)j
=
(qa; q)−2k
(qa/d; q)−2k
[
c, e
qa/c, qa/e
∣∣∣ q]
−k
(cde
qa
)k
× 6φ5
[
q−2ka, q1−k
√
a, −q1−k√a, q−kc, q−ke, d
q−k
√
a, −q1−k√a, q1−ka/c, q1−ka/e, q1−2ka/d
∣∣∣ q; qa
cde
]
.
When |qa/cde| < 1, the last series can be evaluated by q-Dixon-Dougall
formula (E7.4a-E7.4b) as follows:
6φ5
[
q−2ka, q1−k
√
a, −q1−k√a, q−kc, q−ke, d
q−k
√
a, −q1−k√a, q1−ka/c, q1−ka/e, q1−2ka/d
∣∣∣ q; qa
cde
]
=
[
q1−2ka, qa/ce, q1−ka/cd, q1−ka/de
q1−ka/c, q1−ka/e, q1−2ka/d, qa/cde
∣∣∣ q]
∞
=
(qa/d; q)−2k
(qa; q)−2k
[
qa/c, qa/e
qa/cd, qa/de
∣∣∣ q]
−k
[
qa, qa/cd, qa/ce, qa/de
qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
which leads us consequently to the closed form for Ω:
Ω =
(cde
qa
)k [ c, e
qa/cd, qa/de
∣∣∣ q]
−k
[
qa, qa/cd, qa/ce, qa/de
qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
=
(cde
qa
)k [q1−ka/cd, q1−ka/de
q−kc, q−ke
∣∣∣ q]
k
[
qa, qa/cd, qa/ce, qa/de
qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
=
( qa
cde
)k [cd/a, de/a
q/c, q/e
∣∣∣ q]
k
[
qa, qa/cd, qa/ce, qa/de
qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
.
F3.4. Summing up, we can state the bilateral 6ψ6-series displayed in
(F3.1a) in terms of another q-series:
Eq(F3.1a) =
[
q, qa, q/a, qd/b, qa/bd, qa/cd, qa/ce, qa/de
q/b, q/d, qd/a, qa/b, qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
×
∞∑
k=0
1− q2kd/a
1− d/a
[
d/a, b/a, cd/a, de/a
q, qd/b, q/c, q/e
∣∣∣ q]
k
(
qa2
bcde
)k
.
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The last series can be again evaluated by the very well poised non-terminating
6φ5-summation formula as follows:
6φ5
[
d/a, q
√
d/a, −q√d/a, b/a, cd/a, de/a√
d/a, −√d/a, qd/b, q/c, q/e
∣∣∣ q; qa2
bcde
]
=
[
qd/a, qa/bc, qa/be, qa/cde
qd/b, q/c, q/e, qa2/bcde
∣∣∣ q]
∞
.
We therefore have established the following
Eq(F3.1a) =
[
q, qa, q/a, qd/b, qa/bd, qa/cd, qa/ce, qa/de
qd/a, q/b, q/d, qa/b, qa/c, qa/d, qa/e, qa/cde
∣∣∣ q]
∞
×
[
qd/a, qa/bc, qa/be, qa/cde
qd/b, q/c, q/e, qa2/bcde
∣∣∣ q]
∞
=
[
q, qa, q/a, qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de
qa/b, qa/c, qa/d, qa/e, q/b, q/c, q/d, q/e, qa2/bcde
∣∣∣ q]
∞
which corresponds exactly to (F3.1b).
This completes the proof of Bailey’s very-well-poised 6ψ6-series identity. 
F3.5. The quintuple product identity. The identity displayed in (F1.5a)
and (F1.5b) is a limiting case of Bailey’s very-well-poised 6ψ6-series identity.
In fact, letting b = −√a and c, d, e→∞, we can state (F3.1a-F3.1b) as
+∞∑
n=−∞
q3(
n
2)
{
1− qn√a
}(
qa3/2
)n = (1−√a) [q, qa, q/a; q]∞
[−q√a, −q/√a; q]∞
= (q; q)∞
[
qa, a, q/a, q2/a; q2
]
∞
[−√a, −q/√a; q]∞
=
[
q,
√
a, q/
√
a; q
]
∞
[
qa, q/a; q2
]
∞ .
Replacing a by z2, this becomes the quintuple product identity displayed in
(F1.5a) and (F1.5b). 
F4. Bilateral q-analogue of Dixon’s theorem
For the cubic-sums of binomial coeﬃcients, there is Dixon’s well-known
theorem, which states that
n+δ∑
k=−n
(−1)k
( 2n+ δ
n+ k
)3
=
⎧⎪⎨
⎪⎩
( 3n
n, n, n
)
, δ = 0
0, δ = 1.
(F4.1)
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Its terminating q-analogue was ﬁrst found by Jackson [44] and subsequently
generalized by Bailey [8]. Following Bailey’s derivation, we will establish
two general well-poised bilateral series identities:
4ψ4
[
qw, b, c, d
w, q/b, q/c, q/d
∣∣∣ q; q
bcd
]
=
[
q, q/bc, q/bd, q/cd
q/b, q/c, q/d, q/bcd
∣∣∣ q]
∞
(F4.2)
5ψ5
[
qu, qv, b, c, d
u, v, 1/b, 1/c, 1/d
∣∣∣ q; q−1
bcd
]
=
[
q, 1/bc, 1/bd, 1/cd
q/b, q/c, q/d, q−1/bcd
∣∣∣ q]
∞
(F4.3)
× 1− 1/quv
(1− 1/u) (1− 1/v) . (F4.4)
Further bilateral identities of this type and applications can be found in
Chu [26], where a systematic treatment of basic almost-poised hypergeo-
metric series has been presented.
F4.1. Proof of (F4.2). Recall the non-terminating very-well-poised 6φ5
summation identity (E7.4a-E7.4b):
6φ5
[
a, q
√
a, −q√a, b, c, d√
a, −√a, qa/b, qa/c, qa/d
∣∣∣ q; qa
bcd
]
=
[
qa, qa/bc, qa/bd, qa/cd
qa/b, qa/c, qa/d, qa/bcd
∣∣∣ q]
∞
,
∣∣∣ qa
bcd
∣∣∣ < 1.
Letting a→ 1, we can restate the result as[
q, q/bc, q/bd, q/cd
q/b, q/c, q/d, q/bcd
∣∣∣ q]
∞
= 1 +
+∞∑
k=1
{
1+qk
} [ b, c, d
q/b, q/c, q/d
∣∣∣ q]
k
( q
bcd
)k
= 1 +
+∞∑
k=1
[
b, c, d
q/b, q/c, q/d
∣∣∣ q]
k
( q
bcd
)k
+
+∞∑
k=1
[
b, c, d
q/b, q/c, q/d
∣∣∣ q]
−k
( q
bcd
)−k
=
+∞∑
k=−∞
[
b, c, d
q/b, q/c, q/d
∣∣∣ q]
k
( q
bcd
)k
.
In terms of bilateral series, this becomes the following well-poised summa-
tion identity
3ψ3
[
b, c, d
q/b, q/c, q/d
∣∣∣ q; q
bcd
]
=
[
q, q/bc, q/bd, q/cd
q/b, q/c, q/d, q/bcd
∣∣∣ q]
∞
(F4.5)
whose reversal reads as
3ψ3
[
b, c, d
q/b, q/c, q/d
∣∣∣ q; q2
bcd
]
=
[
q, q/bc, q/bd, q/cd
q/b, q/c, q/d, q/bcd
∣∣∣ q]
∞
. (F4.6)
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In view of the fact that
(qw; q)k
(w; q)k
=
1−wqk
1−w =
1
1− w −
w
1− wq
k
the linear combination of (F4.5) and (F4.6) leads us to bilateral identity
(F4.2) with an extra w-parameter:
4ψ4
[
qw, b, c, d
w, q/b, q/c, q/d
∣∣∣ q; q
bcd
]
=
[
q, q/bc, q/bd, q/cd
q/b, q/c, q/d, q/bcd
∣∣∣ q]
∞
.
F4.2. Proof of (F4.3-F4.4). Instead, if taking a = q in non-terminating
very-well-poised 6φ5 summation identity (E7.4a-E7.4b) and then multiply-
ing both sides by 1− q, we get[
q, q2/bc, q2/bd, q2/cd
q2/b, q2/c, q2/d, q2/bcd
∣∣∣q]
∞
=
+∞∑
k=0
{
1−q1+2k}[ b, c, d
q2/b, q2/c, q2/d
∣∣∣ q]
k
( q2
bcd
)k
=
+∞∑
k=0
[
b, c, d
q2/b, q2/c, q2/d
∣∣∣ q]
k
( q2
bcd
)k
−
+∞∑
k=1
[
b, c, d
q2/b, q2/c, q2/d
∣∣∣ q]
−k
( q2
bcd
)−k
=
+∞∑
k=−∞
[
b, c, d
q2/b, q2/c, q2/d
∣∣∣ q]
k
( q2
bcd
)k
where we have performed the summation index substitution k → k − 1 for
the second sum.
In terms of bilateral series, this reads as the followingwell-poised summation
identity
3ψ3
[
b, c, d
q2/b, q2/c, q2/d
∣∣∣ q; q2
bcd
]
=
[
q, q2/bc, q2/bd, q2/cd
q2/b, q2/c, q2/d, q2/bcd
∣∣∣ q]
∞
. (F4.7)
Shifting the summation index by k → k−1 and then performing parameter
replacement b → qb, c → qc and d → qd, we can derive the following
equivalent result:
3ψ3
[
b, c, d
1/b, 1/c, 1/d
∣∣∣ q; q−1
bcd
]
=
−1
q
[
q, 1/bc, 1/bd,1/cd
1/b, 1/c, 1/d, q−1/bcd
∣∣∣ q]
∞
. (F4.8)
Its reversal can be stated, after some little modiﬁcation, as
3ψ3
[
b, c, d
1/b, 1/c, 1/d
∣∣∣ q; q
bcd
]
=
[
q, 1/bc, 1/bd, 1/cd
1/b, 1/c, 1/d, q−1/bcd
∣∣∣ q]
∞
. (F4.9)
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Note further that
3ψ3
[
b, c, d
1/b, 1/c, 1/d
∣∣∣ q; 1
bcd
]
= 0 (F4.10)
which is the case κ = 1 of the following general statement:
1+2κψ2κ+1
[
c1, c2, · · · , c1+2κ
1/c1, 1/c2, · · · , 1/c1+2κ
∣∣∣ q; 1
c1c2 · · · c1+2κ
]
= 0. (F4.11)
In fact, denote by Θ the bilateral ψ-series on the left hand side. Its reversal
with the summation index shifted by k → k − 1 can be stated as
Θ = 1+2κψ2κ+1
[
qc1, qc2, · · · , qc1+2n
q/c1, q/c2, · · · , q/c1+2κ
∣∣∣ q; 1+2κ∏
ι=1
1
cι
]
= 1+2κψ2κ+1
[
c1, c2, · · · , c1+2κ
1/c1, 1/c2, · · · , 1/c1+2κ
∣∣∣ q; 1+2κ∏
ι=1
1
cι
]
×
1+2κ∏
ι=1
1− 1/cι
1− cι
{ 1+2κ∏
ι=1
1
cι
}−1
.
Simplifying the last factor-product, we ﬁnd that
Θ = (−1)1+2κΘ = 0
which is exactly (F4.11).
By means of three terms relation
(qu; q)k
(u; q)k
(qv; q)k
(v; q)k
=
1− uqk
1− u
1− vqk
1− v
=
1
(1− u)(1− v) −
u+ v
(1 − u)(1− v)q
k +
uv
(1 − u)(1− v)q
2k
we can establish from the combination of (F4.8), (F4.9) and (F4.10) the
following general identity with two extra free-parameters:
5ψ5
[
qu, qv, b, c, d
u, v, 1/b, 1/c, 1/d
∣∣∣ q; q−1
bcd
]
=
1− 1/quv
(1− 1/u) (1− 1/v)
×
[
q, 1/bc, 1/bd, 1/cd
q/b, q/c, q/d, q−1/bcd
∣∣∣ q]
∞
which is the bilateral identity stated in (F4.3-F4.4).
F4.3. q-Analogue of Dixon’s theorem. Putting b = c = d = q−n in
(F4.5), we can state the result in terms of q-binomial sum
n∑
k=−n
(−1)k
[ 2n
n+ k
]3
qk(3k−1)/2 =
(q; q)3n
(q; q)3n
(F4.12)
which is the q-analogue of (F4.1) corresponding to δ = 0.
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Similarly, taking b = c = d = q−n in (F4.7), we can express the result as
another q-binomial sum
1+n∑
k=−n
(−1)k
[1 + 2n
n+ k
]3
qk(3k−1)/2 =
(q; q)1+3n
(q; q)3n
(F4.13)
which is the q-analogue of (F4.1) corresponding to δ = 1.
F5. Partial fraction decomposition method
For terminating hypergeometric series with integral diﬀerences between nu-
merator parameters and denominator parameters, an interesting identity
was ﬁrst discovered by Minton (1970) and slightly extended by Karlsson
(1971). Their q-analogue was then established by Gasper (1984). The bi-
lateral non-terminating forms of these formulae have been found by Chu
(1994), who has further generalized these results into basic bilateral very
well-poised hypergeometric summation identities.
The purpose of this section is to present the formulae of Chu-Karlsson-
Minton for basic hypergeometric series with integral parameter diﬀerences.
For the terminating cases and their dual formulae, refer to Chu (1998).
F5.1. Theorem. For complex numbers a, c, d, and {xk}k=1 with λ and
{nk}k=1 being nonnegative integers and n =
∑
k=1 nk, there holds the bi-
lateral series identity with integral parameter diﬀerences
+2ψ2+
[
a, d, qn1x1, q
n2x2, · · · , qnx
c, qd, x1, x2, · · · , x
∣∣∣ q; q1−λ/a] (F5.1a)
=
[
q, q, c/d, qd/a
q/a, c, qd, q/d
∣∣∣ q]
∞
dλ
∏
k=1
(xk/d; q)nk
(xk; q)nk
(F5.1b)
provided that (|q/a| < |qλ| < |qn/c|). This identity contains, in particular,
the results due to Gasper [33] on unilateral q-series as special cases.
Proof. Consider the function of complex variable z deﬁned in terms of
q-shifted factorials by
f(z) = z1+λ
[
q, q, c/z, qz/a
c, q/a, z, q/z
∣∣∣ q]
∞
∏
k=1
(xk/z; q)nk
(xk; q)nk
. (F5.2)
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It is not hard to verify that f(z) has simple poles z = qj for j = 0,±1,±2, · · ·
with residues
−
{
q−1−λ/a
}j (a; q)j
(c; q)j
∏
k=1
(qnkxk; q)j
(xkc; q)j
. (F5.3)
Denote by δm and ∂m the circles with the center at the origin and radii
|q|m+1/2 and |q|−m−1/2, respectively. It is clear that there is no pole of f(z)
passing through δm or ∂m. Then the residue theorem (cf. [58, §3.1]) states
that
f(z)
z
+
∑
τ
Res [f(z)]z=τ
τ (τ − z) =
1
2πi
∫
∂m
f(t)
t (t − z)dt (F5.4a)
− 1
2πi
∫
δm
f(t)
t (t− z)dt (F5.4b)
where the summation runs over all poles {τ} of f(z) between contours δm
and ∂m. For suﬃciently large m, we can estimate that∫
δm
f(t)
t(t − z) dt = O
{
q(1+λ−n)m
(q−m−1/2c; q)m
(q−m+1/2; q)m
}
(F5.5a)
= O(|qλ−nc|m) (F5.5b)∫
∂m
F (t)
t(t − z) dt = O
{
q−mλ
(q−m+1/2/a; q)m
(q−m−1/2; q)m
}
(F5.5c)
= O(|q1−λ/a|m). (F5.5d)
When |q/a| < |qλ| < |qn/c|, both integrals displayed in (F5.4a-F5.4b) tend
to zero as m → ∞. Therefore we can express (F5.4a-F5.4b) as a bilateral
summation identity:
+2ψ2+
[
a, z, qn1x1, q
n2x2, · · · , qnx
c, qz, x1, x2, · · · , x
∣∣∣ q; q1−λ/a]
=
[
q, q, c/z, qz/a
q/a, c, qz, q/z
∣∣∣ q]
∞
zλ
∏
k=1
(xk/z; q)nk
(xk; q)nk
whose convergent condition coincides with |q/a| < |qλ| < |qn/c|. Rewriting
the last identity with z being replaced by d, we conﬁrm the formula displayed
in (F5.1a-F5.1b). 
Two interesting special cases of (F5.1a-F5.1b) are worth to mention:
3ψ3
[
a, qx, z
c, x, qz
∣∣∣ q; q/a] = 1− x/z
1− x
[
q, q, c/z, qz/a
c, q/a, qz, q/z
∣∣∣ q] (F5.6a)
3ψ3
[
a, qx, z
c, x, qz
∣∣∣ q; 1/a] = 1− z/x
1− 1/x
[
q, q, c/z, qz/a
c, q/a, qz, q/z
∣∣∣ q] (F5.6b)
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where their convergence conditions are given respectively by |c| < |q| < |a|
and |c| < 1 < |a|.
F5.2. Corollary. Replacing each parameter by its q-exponential in equa-
lity (F5.1a-F5.1b) and then letting q → 1, we can state the limit as bilateral
hypergeometric summation formula (n+(a − c) < 0):
+2H2+
[
a, d, x1 + n1, x2 + n2, · · · , x + n
c, 1 + d, x1, x2, · · · , x
∣∣∣ 1] (F5.7a)
= Γ
[
1− a, c
1− a+ d, c− d
]
πd
sinπd
∏
k=1
(xk − d)nk
(xk)nk
. (F5.7b)
This generalizes the identity due to Karlsson [46]
+2F1+
[
a, d, x1 + n1, x2 + n2, · · · , x + n
1 + d, x1, x2, · · · , x
∣∣∣ 1] (F5.8a)
=
Γ(1− a)Γ(1 + d)
Γ(1− a+ d)
∏
k=1
(xk − d)nk
(xk)nk
, (n +(a) < 1) (F5.8b)
which is a non-terminating extension of an earlier result due to Minton [50].
F5.3. Transformation of bilateral series into unilateral series. For
|w| < 1, recalling the q-Gauss summation formula
(z; q)k
(wz; q)k
=
1
1− zqk
[
z, w
q, wz
∣∣∣ q]
∞
2φ1
[
q/w, qkz
q1+kz
∣∣∣ q;w]
we can consider the series composition (|q/a| < |qλ| < |q1+n/cw|):
+2ψ2+
[
a, z, qn1x1, q
n2x2, · · · , qnx
c, wz, x1, x2, · · · , x
∣∣∣ q; q1−λ/a]× [q, wz
z, w
∣∣∣ q]
∞
=
+∞∑
k=−∞
(
q1−λ/a
)k
1− zqk
[
a, {qnκxκ}
c, {xκ}
∣∣∣ q]
k
2φ1
[
q/w, qkz
q1+kz
∣∣∣ q;w]
=
+∞∑
i=0
wi
1−zqi
(q/w; q)i
(q; q)i
+∞∑
k=−∞
[
a, qiz, {qnκxκ}
c, q1+iz, {xκ}
∣∣∣ q]
k
(
q1−λ/a
)k
.
Under the condition |q/a| < |qλ| < |qn/c|, the last series can be evaluated
by (F5.1a-F5.1b) as
100 CHU Wenchang and DI CLAUDIO Leontina
+2ψ2+
[
a, qiz, qn1x1, q
n2x2, · · · , qnx
c, q1+iz, x1, x2, · · · , x
∣∣∣ q; q1−λ/a]
=
[
q, q, q−ic/z, q1+iz/a
q/a, c, q1+iz, q1−i/z
∣∣∣ q]
∞
qiλzλ
∏
k=1
(
q−ixk/z; q
)
nk
(xk; q)nk
=
[
q, q, c/z, qz/a
q/a, c, qz, q/z
∣∣∣ q]
∞
zλ
∏
k=1
(xk/z; q)nk
(xk; q)nk
×
(
qλ−1−nc
)i [qz/c, qz
qz/a, z
∣∣∣ q]
i
∏
k=1
(qz/xk; q)i
(q1−nkz/xk; q)i
.
Substituting this result into the last expression, we get the following trans-
formation:
+2ψ2+
[
a, z, qn1x1, q
n2x2, · · · , qnx
c, wz, x1, x2, · · · , x
∣∣∣ q; q1−λ/a] (F5.9a)
=
[
q, w, c/z, qz/a
q/a, c, wz, q/z
∣∣∣ q]
∞
zλ
∏
k=1
(xk/z; q)nk
(xk; q)nk
(F5.9b)
× +2φ1+
[
q/w, qz/c,
{
qz/xκ
}
qz/a,
{
q1−nκz/xκ
} ∣∣∣ q; qλ−1−ncw] (F5.9c)
provided that |q/a| < |qλ| < |q1+n/cw|, which guarantees that both non-
terminating series are convergent.
When q → 1, we write down the transformation for ordinary hypergeometric
series (1 + n+(a − c) < 1 ≤ (w)):
+2H2+
[
a, z, n1 + x1, n2 + x2, · · · , n + x
c, w + z, x1, x2, · · · , x
∣∣∣ 1]
= Γ
[
1− a, c, w+ z, 1− z
w, c− z, 1− a + z
] ∏
k=1
(xk − z)nk
(xk)nk
× +2F1+
[
1− w, 1− c + z, {1 + z − xκ}
1− a + z, {1 + z − xκ − nκ}
∣∣∣ 1] .
In particular, putting n = 0 and then evaluating the 2φ1-series by the Gauss
summation theorem, we recover the well-known Dougall formula:
2H2
[
a, b
c, d
∣∣∣ 1] = Γ [1− a, 1− b, c, d, c+ d− a− b− 1
c− a, c− b, d− a, d− b
]
provided that (c+d−a−b) > 1 for the convergence of the bilateral series.
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F5.4. Bilateral basic very-well-poised summation formula. The par-
tial decomposition method can further be applied to derive the following
bilateral very-well-poised summation formula (Chu, 1998).
For complex numbers a, b, c, d, and {xk, yk}k=1 satisfying xkyk = aq1+nk
(k = 1, 2, · · · , ) with {nk}k=1 being nonnegative integers and n =
∑
k=1 nk,
there holds
2+6ψ6+2
[
q
√
a,−q√a, b, c, d, a/d, {xk, yk}√
a, −√a, qa/b, qa/c, qa/d, qd, {qa/xk,qa/yk}
∣∣∣q; q1−nabc
]
(F5.10a)
=
[
q, q, qa, q/a, qa/bd, qa/cd, qd/b, qd/c
qa/d, qd/a, qd, q/d, q/b, q/c, qa/b, qa/c
∣∣∣ q]
∞
(F5.10b)
× (a/d)n
∏
k=1
[
qd/xk, qd/yk
qa/xk, qa/yk
∣∣∣ q]
nk
(F5.10c)
provided that |q1−na/bc| < 1 and the bilateral series is well-deﬁned.
Proof. Consider the meromorphic function of complex variable z deﬁned
by
F (z) =
[
q, q, a, q/a, qa/bz, qa/cz, qz/b, qz/c
a/z, qz/a, z, q/z, q/b, q/c, qa/b, qa/c
∣∣∣ q]
∞
(F5.11a)
× (a/z)n
∏
k=1
[
qz/xk, qz/yk
qa/xk, qa/yk
∣∣∣ q]
nk
. (F5.11b)
We can check without diﬃculty that F (z) satisﬁes the multiplicative re-
ﬂection property F (z) = F (a/z). It has simple poles z = qj and z = aqj
(j = 0,±1,±2, · · ·) with residues
{qa
bc
}j [ b, c
qa/b, qa/c
∣∣∣ q]
j
∏
k=1
[
xk, yk
qa/xk, qa/yk
∣∣∣ q]
j
(F5.12a)
×
{
−q−j(1+n) at z = q−j
+aqj(1−n) at z = aqj .
(F5.12b)
Write |a| = |q|A and A =  (mod 1). Denote by δm and ∂m the circles with
the center at the origin and radii |q|m+(1+)/2 and |q|−m+(1+)/2, respec-
tively. It is clear that there is no pole of F (z) passing through δm or ∂m.
Then the residue theorem (cf. [58, §3.1]) states that
F (z)
z
+
∑
τ
Res [F (z)]z=τ
τ (τ − z) =
1
2πi
∫
∂m
F (t)
t (t− z)dt (F5.13a)
− 1
2πi
∫
δm
F (t)
t (t − z)dt (F5.13b)
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where the summation runs over all poles {τ} of F (z) between contours δm
and ∂m. For suﬃciently large m, we can estimate that
∫
δm
F (t)
t(t − z)dt = O
{
q−mn
[
q−m+(1−)/2a/b,q−m+(1−)/2a/c
q−m+(1−)/2 ,q−m−(1+)/2a
∣∣∣ q]
m
}
(F5.14a)
= O {(q1−na/bc)m} (F5.14b)∫
∂m
F (t)
t(t − z)dt = O
{
qm−mn
[
q−m+(3+)/2/b,q−m+(3+)/2/c
q−m+(1+)/2 ,q−m+(3+)/2/a
∣∣∣ q]
m
}
(F5.14c)
= O {(q2−na/bc)m} . (F5.14d)
Note ﬁrst that for m → ∞, both integrals displayed in (F5.13a-F5.13b)
tend to zero under condition |q1−na/bc| < 1. Write then the residue-sum
displayed on the left hand side of (F5.13a) explicitly
∑
τ
Res [F (z)]z=τ
τ (τ − z) =
+∞∑
j=−∞
{qa
bc
}j [ b, c
qa/b, qa/c
∣∣∣ q]
j
∏
k=1
[
xk, yk
qa/xk, qa/yk
∣∣∣ q]
j
×
{
aqj(1−n)
aqj(aqj − z) −
q−j(1+n)
q−j(q−j − z)
}
where the diﬀerence of two fractions in the last line can be simpliﬁed as
aqj(1−n)
aqj(aqj − z) −
q−j(1+n)
q−j(q−j − z) =
−(1 − q2ja)q−jn
z(1− qjz)(1 − qja/z) .
We can therefore reformulate the limit of integral-sum (F5.13a-F5.13b) as
the following bilateral series identity:
F (z)
(1− z)(1 − a/z)
1− a =
+∞∑
j=−∞
1− z
1− qjz
1− a/z
1− qja/z
[
b, c
qa/b, qa/c
∣∣∣ q]
j
× 1− q
2ja
1− a
∏
k=1
[
xk, yk
qa/xk, qa/yk
∣∣∣ q]
j
{q1−na
bc
}j
where the bilateral series on the right converges under the same condition
|q1−na/bc| < 1.
Replacing z by d, we see that this identity becomes exactly the basic very
well-poised bilateral hypergeometric formula (F5.10a-F5.10b). Unfortu-
nately, this very well-poised evaluation is not a proper extension of (F5.1),
even though we have expected that. 
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Remark When n = 0, we recover from the formula (F5.10a-F5.10b-F5.10c)
a special case of Bailey’s bilateral 6ψ6-series identity (
∣∣qa2/bcde∣∣ < 1):
6ψ6
[
q
√
a, −q√a, b, c, d, e√
a, −√a, qa/b, qa/c, qa/d, qa/e
∣∣∣ q; qa2
bcde
]
=
[
q, qa, q/a, qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de
qa/b, qa/c, qa/d, qa/e, q/b, q/c, q/d, q/e, qa2/bcde
∣∣∣ q]
∞
.
F5.5. Ordinary hypergeometric counterparts. For q → 1, we derive
from the limit of the last bilateral basic hypergeometric series identity the
ordinary hypergeometric summation formula.
For complex numbers a, b, c, d, and {xk, yk}k=1 satisfying the condition
xk + yk = 1 + a + nk (k = 1, 2, · · · , ) with {nk}k=1 being nonnegative
integers and n =
∑
k=1 nk, there holds
2+5H5+2
[
1 + a2 , b, c, d, a− d, {xk, yk}
a
2 , 1+a−b, 1+a−c, 1+a−d, 1 + d, {1+a−xk,1+a−yk}
∣∣∣ 1] (F5.15a)
=
sinπa
πa
πd
sinπd
π(a− d)
sinπ(a− d)
∏
k=1
[
1 + d− xk, 1 + d− yk
1 + a− xk, 1 + a− yk
]
nk
(F5.15b)
× Γ
[
1 + a− b, 1 + a− c, 1− b, 1− c
1 + a− b− d, 1 + a− c− d, 1− b+ d, 1− c+ d
]
(F5.15c)
provided that n +(b+ c− a) < 1 and the bilateral series is well-deﬁned.
The Chu-Karlsson-Minton formulae (F5.7-F5.8) may be regarded as its limi-
ting case of a →∞ after replacing c by 1 + a − c. When n = 0, it reduces
to a special case of the Dougall formula (cf. [56, §6.1]):
5H5
[
1 + a2 , b, c, d, e
a
2 , 1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e
∣∣∣ 1] (F5.16a)
= Γ
[
1 + a− b, 1 + a− c, 1 + a− d, 1 + a− e
1 + a − b− c, 1 + a− b− d, 1 + a− c− d, 1− a
]
(F5.16b)
× Γ
[
1− b, 1− c, 1− d, 1− e, 1 + 2a− b− c − d− e
1 + a − b− e, 1 + a − c− e, 1 + a− d− e, 1 + a
]
(F5.16c)
where (1 + 2a− b− c− d− e) > 0.

CHAPTER G
The Lagrange Four Square Theorem
Representing natural numbers as sums of squares is an important topic of
number theory. Given a general natural number n, denote by r(n) the
number of integer solutions of Diophantine equation
n = x21 + x
2
2 + · · ·+ x2
which counts the number of ways in which n can be written as sums of 
squares. In -dimensional space, r(n) gives also the number of points with
integer coordinates on the sphere.
When  is odd, the problem is very diﬃcult. However for the even case,
the problem may be treated in a fairly reasonable manner. Combining
Ramanujan’s 1ψ1-bilateral formula with the Jacobi-triple product identity,
we present solutions for the two square and four square problems. The six
and eight square problems are dealt with similarly by means of Bailey’s
bilateral 6ψ6-series identity.
G1. Representations by two square sums
When  = 2, the result may be stated as the following q-series identity{ +∞∑
n=−∞
qn
2
}2
= 1 + 4
∞∑
k=1
qk
1 + q2k
and the corresponding formula for the numbers of representations by two
squares
r2(n) = 4
∑
(1+2c) | n
(−1)c = 4
∑
2 	 | d | n
(−1)(d2).
Proof. According to the Jacobi triple product identity
+∞∑
n=−∞
qn
2
=
+∞∑
n=−∞
(−1)nq2(n2)(−q)n = [q2,−q,−q; q2]∞
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we have shifted factorial product expression
{ +∞∑
n=−∞
qn
2
}2
=
[
q2,−q,−q; q2]2∞
which can be reformulated by means of the Euler formula as
[
q2,−q,−q; q2]2∞ =
[
q2, q2,−q,−q; q2]∞[
q, q,−q2,−q2; q2]∞ .
Recalling Ramanujan’s 1ψ1-bilateral series identity
1ψ1
[
a
c
∣∣∣ q; z] = [q, c/a, az, q/az
c, q/a, z, c/az
∣∣∣ q]
∞
we have{ +∞∑
n=−∞
qn
2
}2
= 1ψ1
[ −1
−q2
∣∣∣ q2; q]
= 1 +
∞∑
k=1
{
(−1; q2)k
(−q2; q2)k q
k +
(−1; q2)−k
(−q2; q2)−k q
−k
}
.
Noting further two relations on shifted factorial fractions:
(−1; q2)−k
(−q2; q2)−k =
(−1; q2)k
(−q2; q2)k q
2k
(−1; q2)k
(−q2; q2)k =
2
1 + q2k
we ﬁnd the following simpliﬁed expression
{ +∞∑
n=−∞
qn
2
}2
= 1 + 4
∞∑
k=1
qk
1 + q2k
.
Extracting the coeﬃcient of qn, we establish
r2(n) = [qn]
{
1 + 4
∞∑
k=1
qk
1 + q2k
}
= [qn]
{
1 + 4
∞∑
k=1
∞∑
m=0
(−1)mqk(1+2m)
}
= 4
∑
(1+2m)|n
(−1)m.
This completes the solution of representations by two square sums. 
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G2. Representations by four square sums
The Lagrange four square theorem states that every natural number can
be expressed as sum of four square numbers. More precisely, we have the
following q-series identity
{ +∞∑
n=−∞
qn
2
}4
=
{
(−q; −q)∞
(q; −q)∞
}4
= 1 +
∞∑
n=1
8nqn
1 + (−q)n
and the corresponding formula for the numbers of representations by four
squares
r4(n) = 8
∑
4 	 | d | n
d ⇒ r4(n) ≥ 1 for n = 1, 2, · · · .
Its demonstration is similar to that for the case of two squares. Based on
Ramanujan’s bilateral sum, we have the following limiting relation{ (
q; q
)
∞(−q; q)∞
}4
= lim
z→−q
2
1 + q/z
[
q, q, −z, −q/z
−q, −q, z, q/z
∣∣∣ q]
∞
= lim
z→−q
2
1 + q/z 1
ψ1
[−1
−q
∣∣∣ q; z]
= lim
z→−q
2
1 + q/z
{
1 +
∞∑
n=1
(−1; q)n
(−q; q)n z
n +
∞∑
n=1
(−1; q)−n
(−q; q)−n z
−n
}
= lim
z→−q
2
1 + q/z
{
1 +
∞∑
n=1
2zn
1 + qn
+
∞∑
n=1
2(q/z)n
1 + qn
}
.
Reformulating the last sum as
∞∑
n=1
2(q/z)n
1 + qn
=
∞∑
n=1
{2(q/z)n(1 + qn)
1 + qn
− 2(q
2/z)n
1 + qn
}
=
2q/z
1− q/z −
∞∑
n=1
2(q2/z)n
1 + qn
we may compute the limit explicitly as{ (
q; q
)
∞(−q; q)∞
}4
= lim
z→−q
2
1 + q/z
{
1 + q/z
1− q/z +
∞∑
n=1
2zn
1 + qn
[
1− (q/z)2n]}
= 1 +
∞∑
n=1
8n(−q)n
1 + qn
.
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On the other hand, it is not hard to derive
+∞∑
n=−∞
(−1)nqn2 = [q2, q, q; q2]∞ = (q; q)∞(−q; q)∞ .
Performing the parameter replacement q → −q, we ﬁnd the following ex-
pression:
{ +∞∑
n=−∞
qn
2
}4
=
(− q;−q)4∞(
q;−q)4∞ = 1 +
∞∑
n=1
8nqn
1 + (−q)n
which is equivalent to the sum for r4(n). In fact, observe that
1 + 8
∞∑
n=1
nqn
1 + (−q)n = 1 + 8
∞∑
k=1
2kq2k
1 + q2k
+ 8
∞∑
k=1
(2k − 1)q2k−1
1− q2k−1 .
Noting that
2kq2k
1 + q2k
=
2k(q2k − q4k)
1− q4k =
2kq2k
1− q2k −
4kq4k
1− q4k
we have
1 + 8
∞∑
n=1
nqn
1 + (−q)n = 1 + 8
∞∑
k=1
4	 |k
kqk
1− qk .
Extracting the coeﬃcient of qn, we therefore have
r4(n) = [qn]
{
1 + 8
∞∑
k=1
4 	 |k
kqk
1− qk
}
= [qn]
{
1 + 8
∞∑
k=1
4 	 |k
∞∑
m=1
kqkm
}
= 8
∑
k|n
4 	 |k
k.
This completes the solution of representations by four square sums. 
By means of Bailey’s bilateral 6ψ6-series identity, we now investigate the
representations by six and eight squares.
G3. Representations by six square sums
There hold the following q-series identity{ ∞∑
n=−∞
qn
2
}6
=
{(−q;−q)∞
(q;−q)∞
}6
= 1 + 16
∞∑
n=1
n2qn
1 + q2n
− 4
∞∑
n=0
(−1)n (1 + 2n)
2q1+2n
1− q1+2n
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and the corresponding formula for the numbers of representations by six
squares
r6(n) = 16
∑
d | n
d2χ(n/d)− 4
∑
d | n
d2χ(d)
where the quadratic Dirichlet character χ(d) is deﬁned by
χ(d) =
⎧⎪⎨
⎪⎩
+1, d ≡4 +1
−1, d ≡4 −1
0, d ≡2 0.
The proof will be fulﬁlled in three steps.
G3.1. Recall Bailey’s very well-poised non-terminating bilateral series
identity
6ψ6
[
qa1/2, −qa1/2, b, c, d, e
a1/2, −a1/2, qa/b, qa/c, qa/d, qa/e
∣∣∣ q; qa2
bcde
]
=
[
q, qa, q/a, qa/bc, qa/bd, qa/be, qa/cd, qa/ce, qa/de
qa/b, qa/c, qa/d, qa/e, q/b, q/c, q/d, q/e, qa2/bcde
∣∣∣ q]
∞
provided that
∣∣qa2/bcde∣∣ < 1.
Specifying with b = c = d = −1 and e →∞, we may restate it as
(q; q)∞(q/a; q)∞(qa; q)4∞
(−q; q)3∞(−qa; q)3∞
= 1+
∞∑
k=1
a2k
1− q2ka
1− a
(−1; q)3k
(−qa; q)3k
q(
1+k
2 )
+
∞∑
k=1
a−2k
1− q−2ka
1− a
(−1; q)3−k
(−qa; q)3−k
q(
1−k
2 )
= 1+
∞∑
k=1
q(
1+k
2 )
1− a
{(
a2k − q2ka1+2k) (−1; q)3k
(−qa; q)3k
+
(
q2kak − a1+k) (−1/a; q)3k
(−q; q)3k
}
.
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Letting a → 1, we can compute, through L’Hoˆspital’s rule, the limit of the
summand as follows:
8
1− q2k
(1 + qk)3
q(
1+k
2 )
{
(1 + 2k)q2k − 2k
1− q2k + 3
k∑
i=1
qi
1 + qi
+
(1 + k)− kq2k
1− q2k − 3
k−1∑
j=0
qj
1 + qj
}
=
4q(
1+k
2 )+k
(1 + qk)3
{
6− (1− 2k)qk − (1 + 2k)q−k
}
.
Therefore we have found the expression:
{ (q; q)∞
(−q; q)∞
}6
= 1 + 4
∞∑
k=1
q(
1+k
2 )+k
(1 + qk)3
{
6− (1− 2k)qk − (1 + 2k)q−k
}
.
G3.2. Denoting the last sum with respect to k by ♣(q) and then recalling
the binomial expansion
qk
(1 + qk)3
=
∞∑
=1
(−1)1+
( 1 + 
2
)
qk
we can manipulate ♣(q) in the following manner:
♣(q) =
∞∑
k=1
q(
1+k
2 )+k
(1 + qk)3
{
6− (1− 2k)qk − (1 + 2k)q−k
}
=
∞∑
k=1
∞∑
=1
(−1)1+
( 1 + 
2
){
6− (1− 2k)qk − (1 + 2k)q−k
}
q(
1+k
2 )+k
=
∞∑
k=1
∞∑
=0
(−1)1+
{
6
( 1 + 
2
)
+(1−2k)
(

2
)
+(1+2k)
( 2 + 
2
)}
q(
1+k
2 )+k .
Rewriting the q-exponent by
( 1 + k
2
)
+ k =
1
2
{
k(1 + 2+ k)
}
and then simplifying the binomial sum
6
( 1 + 
2
)
+ (1− 2k)
( 
2
)
+ (1 + 2k)
(2 + 
2
)
= (1 + 2)× (1 + 2k + 2) = (1 + k + 2)2 − k2
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we can split ♣, according to the parity of k, into two double sums:
♣(q) =
∞∑
k=1
∞∑
=0
(−1)1+
{
(1 + k + 2)2 − k2
}
q(
1+k
2 )+k (G3.1a)
=
∞∑
k=1
∞∑
=0
(−1)1+
{
(1 + 2k + 2)2 − (2k)2
}
qk(1+2k+2) (G3.1b)
+
∞∑
k=1
∞∑
=0
(−1)1+
{
(2k + 2)2 − (2k − 1)2
}
q(k+)(2k−1). (G3.1c)
G3.3. Putting n := k +  and then applying the geometric series, we can
reduce (G3.1b) as follows:
Eq(G3.1b) =
∞∑
k=1
∞∑
n=k
(−1)1+n−k
{
(1 + 2n)2 − (2k)2
}
qk(1+2n)
=
∞∑
n=1
(−1)1+n(1 + 2n)2
n∑
k=1
(−1)kqk(1+2n)
+
∞∑
k=1
(−1)k(2k)2qk
∞∑
n=k
(−1)nq2nk
=
∞∑
n=0
(1 + 2n)2
1 + q1+2n
{
(−1)nq1+2n − q(1+n)(1+2n)
}
+
∞∑
k=1
4k2
1 + q2k
qk(1+2k).
We can also treat (G3.1c) analogously:
Eq(G3.1c) =
∞∑
k=1
∞∑
n=k
(−1)1+n−k
{
(2n)2 − (2k − 1)2
}
qn(2k−1)
=
∞∑
n=1
(−1)1+n(2n)2q−n
n∑
k=1
(−1)kq2nk
+
∞∑
k=1
(−1)k(2k − 1)2
∞∑
n=k
(−1)nqn(2k−1)
=
∞∑
n=1
(2n)2
1 + q2n
{
(−1)nqn − qn(1+2n)
}
+
∞∑
k=1
(2k − 1)2
1 + q2k−1
qk(2k−1).
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Their combination leads us to the following:
♣(q) = Eq(G3.1a) = Eq(G3.1b) + Eq(G3.1c)
=
∞∑
n=0
(−1)n q
1+2n
1 + q1+2n
(1 + 2n)2 + 4
∞∑
n=1
(−1)n n
2qn
1 + q2n
.
Replacing q by −q, we have ﬁnally established the q-series identity:
{ ∞∑
n=−∞
qn
2
}6
=
{ (−q;−q)∞
(q;−q)∞
}6
= 1 + 4♣(−q)
= 16
∞∑
n=1
n2qn
1 + q2n
− 4
∞∑
n=0
(−1)n (1 + 2n)
2q1+2n
1− q1+2n .
Extracting the coeﬃcient of qn, we get the formula for r6(n) stated in the
Theorem. This completes the solution of representations by six square sums.

G4. Representations by eight square sums
Following the same procedure to the last section, we can also show the eight
square sum theorem. But the proof is much easier this time.
The theorem states that there hold the q-series identity:
{ ∞∑
n=−∞
qn
2
}8
=
{ (−q;−q)∞
(q;−q)∞
}8
= 1 + 16
∞∑
n=1
n3qn
1− (−q)n
and the corresponding formula for the numbers of representations by eight
squares
r8(n) = 16
∑
d | n
(−1)n+d d3.
The proof is divided into two parts.
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G4.1. Putting with b = c = d = e = −1 in Bailey’s very well-poised
non-terminating bilateral series identity, we can write the result as
(q; q)∞(q/a; q)∞(qa; q)7∞
(qa2; q)∞(−q; q)4∞(−qa; q)4∞
= 1+
∞∑
k=1
1− q2ka
1− a
(−1; q)4k
(−qa; q)4k
(qa2)k
+
∞∑
k=1
1− q−2ka
1− a
(−1; q)4−k
(−qa; q)4−k
(qa2)−k
= 1+
∞∑
k=1
qk
1− a
{(
a2k − q2ka1+2k) (−1; q)4k
(−qa; q)4k
+
(
q2ka2k − a1+2k) (−1/a; q)4k
(−q; q)4k
}
.
Letting a → 1, we can compute, through L’Hoˆspital’s rule, the limit of the
summand as follows:
16qk
1− q2k
(1 + qk)4
{
(1 + 2k)q2k − 2k
1− q2k + 4
k∑
i=1
qi
1 + qi
+
(1 + 2k)− 2kq2k
1− q2k − 4
k−1∑
j=0
qj
1 + qj
}
=
16q2k
(1 + qk)4
{
4− qk − q−k
}
.
Therefore we have found the expression:
{ (q; q)∞
(−q; q)∞
}8
= 1 + 16
∞∑
k=1
q2k
(1 + qk)4
{
4− qk − q−k
}
.
G4.2. Denoting the last sum with respect to k by ♦(q) and then recalling
the binomial expansion
q2k
(1 + qk)4
=
∞∑
=2
(−1)
( 1 + 
3
)
qk
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we can manipulate ♦(q) in the following manner:
♦(q) =
∞∑
k=1
q2k
(1 + qk)4
{
4− qk − q−k
}
=
∞∑
k=1
∞∑
=2
(−1)
(1 + 
3
){
4− qk − q−k
}
qk
=
∞∑
k=1
∞∑
=1
(−1)
{
4
(1 + 
3
)
+
(

3
)
+
( 2 + 
3
)}
qk
=
∞∑
k=1
∞∑
=1
(−1)3qk =
∞∑
=1
(−1) q

1− q 
3
where the following binomial sum has been used
4
(1 + 
3
)
+
(

3
)
+
( 2 + 
3
)
= 3.
Now replacing q by −q, we derive the q-series identity:{ ∞∑
n=−∞
qn
2
}8
=
{ (−q;−q)∞
(q;−q)∞
}8
= 1 + 16♦(−q)
= 1 + 16
∞∑
n=1
n3qn
1− (−q)n .
Extracting the coeﬃcient of qn, we get the formula for r8(n) stated in the
Theorem. This completes the solution of representations by eight square
sums. 
G5. Jacobi’s identity and q-diﬀerence equations
Among q-diﬀerence equations, there is a beautiful result due to Jacobi
(1829), which will be proved and generalized in this section.
G5.1. Jacobi’s q-diﬀerence equation. The identity on eight inﬁnite
products states that(−q; q2)8∞ − (q; q2)8∞ = 16q(−q2; q2)8∞
which has been commented by Jacobi (1829) as “aequatio identica satis
abstrusa”.
Its proof can be fulﬁlled by means of the Jacobi-triple product identity and
Lagrange’s four square theorem.
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In fact, multiplying both sides by
(
q2; q2
)4
∞ and then noticing that
[
q2, q, q; q2
]
∞ =
+∞∑
m=−∞
(−1)m qm2
we can reformulate the eight product diﬀerence equation as follows
2q
∞∑
m=0
r4(1 + 2m) q2m = q
{ +∞∑
n=−∞
qn(n+1)
}4
= q
∞∑
n=0
s4(n) q2n
where s4(n) is the number of integer solutions of Diophantine equation
n =
( 1 + x1
2
)
+
( 1 + x2
2
)
+
( 1 + x3
2
)
+
( 1 + x4
2
)
which counts the number of ways expressing n as sums of four triangles. It
is equal to the number of integer solutions of Diophantine equation
4 + 8n = (1 + 2x1)2 + (1 + 2x2)2 + (1 + 2x3)2 + (1 + 2x4)2.
The last one is in turn the number of odd integer solutions of Diophantine
equation
4 + 8n = y21 + y
2
2 + y
2
3 + y
2
4
whose integer solutions enumerated by r4(4 + 8n) may be divided into two
categories: odd integer solutions counted by s4(n) and even integer solutions
by r4(1 + 2n). Therefore we have
s4(n) = r4(4 + 8n) − r4(1 + 2n) = 2r4(1 + 2n)
which leads us to Jacobi’s q-diﬀerence equation.
G5.2. Theorem. Generalizing the Jacobi q-diﬀerence equation, we prove,
by combining the telescoping method with bailey’s bilateral 6ψ6-series iden-
tity, the following theorem due to Chu (1992).
For ﬁve parameters related by multiplicative relation A2 = bcde, there holds
〈A/b; q〉∞ 〈A/c; q〉∞ 〈A/d; q〉∞ 〈A/e; q〉∞ (G5.1a)
− 〈b; q〉∞ 〈c; q〉∞ 〈d; q〉∞ 〈e; q〉∞ (G5.1b)
= b 〈A; q〉∞ 〈A/bc; q〉∞〈A/bd; q〉∞ 〈A/be; q〉∞ (G5.1c)
where the q-shifted factorial for |q| < 1 is deﬁned by
(x; q)∞ =
∞∏
n=0
(1− xqn) and 〈x; q〉∞ = (x; q)∞ × (q/x; q)∞.
This identity reduces to Jacobi’s equation under parameter replacements
q → q2 : A = −q2 and b = c = d = e = −q.
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Proof. Deﬁne the factorial fractions by
Tk :=
[
b, c, d, e
A/b, A/c, A/d, A/e
∣∣∣ q]
k
.
It is trivial to check factorization
(1− qkA/b)(1− qkA/c)(1− qkA/d)(1− qkA/e)
− (1− qkb)(1− qkc)(1− qkd)(1− qke)
= bqk(1− q2kA)(1− A/bc)(1−A/bd)(1−A/be)
which leads us to the following diﬀerence relation:
Tk − Tk+1 =
[
b, c, d, e
qA/b, qA/c, qA/d, qA/e
∣∣∣ q ]
k
×
{
(1−qkA/b)(1−qkA/c)(1−qkA/d)(1−qkA/e)
−(1−qkb) (1−qkc) (1−qkd) (1−qke)
}
(1− A/b)(1−A/c)(1− A/d)(1− A/e)
=
[
b, c, d, e
qA/b, qA/c, qA/d, qA/e
∣∣∣ q ]
k
× bq
k(1 − q2kA)(1− A/bc)(1−A/bd)(1−A/be)
(1− A/b)(1−A/c)(1− A/d)(1−A/e) .
Reformulating the last relation as
1− q2kA
1−A
[
b, c, d, e
qA/b, qA/c, qA/d, qA/e
∣∣∣ q ]
k
qk
=
{
Tk − Tk+1
} (1− A/b)(1−A/c)(1− A/d)(1−A/e)
b(1−A)(1 −A/bc)(1− A/bd)(1− A/be)
and then applying the telescoping method, we derive the bilateral ﬁnite
summation formula:
n−1∑
k=m
1− q2kA
1− A
[
b, c, d, e
qA/b, qA/c, qA/d, qA/e
∣∣∣ q ]
k
qk (G5.2a)
=
(1− A/b)(1−A/c)(1− A/d)(1−A/e)
b(1−A)(1 −A/bc)(1−A/bd)(1− A/be)
n−1∑
k=m
{
Tk − Tk+1
}
(G5.2b)
=
(1− A/b)(1−A/c)(1− A/d)(1−A/e)
b(1−A)(1 −A/bc)(1−A/bd)(1− A/be)
{
Tm − Tn
}
. (G5.2c)
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Recalling the deﬁnition of Tk and keeping in mind of A2 = bcde, we have
lim
n→+∞Tn =
[
b, c, d, e
A/b, A/c, A/d, A/e
∣∣∣ q]
∞
lim
m→−∞Tm = limm→+∞
[
b, c, d, e
A/b, A/c, A/d, A/e
∣∣∣ q]
−m
= lim
m→+∞
[
qb/A, qc/A, qd/A, qe/A
q/b, q/c, q/d, q/e
∣∣∣ q]
m
=
[
qb/A, qc/A, qd/A, qe/A
q/b, q/c, q/d, q/e
∣∣∣ q]
∞
.
Now letting m →−∞ and n → +∞ in (G5.2), we get a closed formula for
the non-terminating bilateral convergent series:
6ψ6
[
q
√
A, −q√A, b, c, d, e√
A, −√A, qA/b, qA/c, qA/d, qA/e
∣∣∣ q; q]
=
(1−A/b)(1− A/c)(1− A/d)(1− A/e)
b(1− A)(1− A/bc)(1−A/bd)(1−A/be)
×
{[
qb/A, qc/A, qd/A, qe/A
q/b, q/c, q/d, q/e
∣∣∣ q]
∞
−
[
b, c, d, e
A/b, A/c, A/d, A/e
∣∣∣ q]
∞
}
.
Alternatively, the last bilateral sum can be evaluated by Bailey’s 6ψ6-series
identity with A2 = bcde as follows:
6ψ6
[
qA1/2, −qA1/2, b, c, d, e
A1/2, −A1/2, qA/b, qA/c, qA/d, qA/e
∣∣∣ q; qA2
bcde
]
=
[
qA, q/A, qA/bc, qA/bd, qA/be, qA/cd, qA/ce, qA/de
qA/b, qA/c, qA/d, qA/e, q/b, q/c, q/d, q/e
∣∣∣ q]
∞
.
Equating the right members of both results, we get the following relation:
b
[
A, q/A, A/bc, A/bd, A/be, qA/cd, qA/ce, qA/de
A/b, A/c, A/d, A/e, q/b, q/c, q/d, q/e
∣∣∣ q]
∞
=
[
qb/A, qc/A, qd/A, qe/A
q/b, q/c, q/d, q/e
∣∣∣ q]
∞
−
[
b, c, d, e
A/b,A/c,A/d,A/e
∣∣∣ q]
∞
which is equivalent to the q-diﬀerence equation
b 〈A; q〉∞ 〈A/bc; q〉∞〈A/bd; q〉∞ 〈A/be; q〉∞
= 〈A/b; q〉∞ 〈A/c; q〉∞ 〈A/d; q〉∞ 〈A/e; q〉∞
− 〈b; q〉∞ 〈c; q〉∞ 〈d; q〉∞ 〈e; q〉∞.
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This proves the q-diﬀerence equation stated in Theorem G5.2. 
G5.3. A trigonometric identity. The discovery of Theorem G5.2 has
been inspired by the following interesting fact. Given ﬁve parameters related
instead by additive relation 2A = b+ c+ d+ e, it can be veriﬁed that
(A−b)(A−c)(A−d)(A−e) − bcde = A(A−b−c)(A−b−d)(A−b−e).
Surprisingly, it is also true even if we replace each linear factor with its sine
function:
sin(A−b) sin(A−c) sin(A−d) sin(A−e) − sin b sin c sin d sin e
= sinA sin(A− b− c) sin(A − b− d) sin(A− b− e).
The q-diﬀerence equation displayed in Theorem G5.2 may be considered as
the q-analogue of this trigonometric identity.
According to the factorial fraction
〈x; q〉∞
(1− q)(q; q)2∞
=
1− x
1− q
∞∏
n=1
(1− qnx)(1− qn/x)
(1− qn)2
we have the following limit relation
lim
q→1
〈qx; q〉∞
(1− q)(q; q)2∞
= lim
q→1
1− qx
1− q
∞∏
n=1
(1− qn+x)(1− qn−x)
(1− qn)2
= x
∞∏
n=1
{
1− x
2
n2
}
=
sin(πx)
π
.
Replacing ﬁrst b, c, d, e respectively by qb, qc, qd, qe in the q-diﬀerence
equation stated in Theorem G5.2, then dividing both sides by (1−q)4(q; q)8∞
and ﬁnally letting q → 1, we get the following trigonometric formula:
sinπA sinπ(A − b− c) sinπ(A − b− d) sinπ(A− b− e)
= sinπ(A−b) sinπ(A−c) sinπ(A−d) sinπ(A−e)
− sinπb sinπc sinπd sinπe, (b + c+ d+ e = 2A)
which is the equivalent form of the trigonometric identity to be proved. 
CHAPTER H
Congruence Properties of Partition Function
Congruence properties of p(n), the number of partitions of n, were ﬁrst
discovered by Ramanujan on examining the table of the ﬁrst 200 values of
p(n) constructed by MacMahon (1915):
p(5n+ 4) ≡ 0 (mod 5)
p(7n+ 5) ≡ 0 (mod 7)
p(11n+ 6) ≡ 0 (mod 11).
In general, if β is a prime, then the congruence with some ﬁxed γ ∈ N
p(βn + γ) ≡β 0 for all n ∈ N
is called the Ramanujan congruence modulo β. Ahlgren and Boylan (2003)
conﬁrmed recently that the three congruences displayed above are the only
Ramanujan ones.
There exist other congruences of partition function, but non Ramanujan
one’s. For example, the simplest congruence modulo 13 recorded by Atkin
and O’Brien (1967) can be reproduced as follows:
p(1331× 13n+ 237) ≡ 0 (mod 13).
In order to facilitate the demonstration of the three Ramanujan congru-
ences, we will ﬁrst show the following general congruence relation about the
partition function.
Congruence Lemma on Partition Function: Let β be a prime and γ
an integer. Deﬁne the ℘(m)-sequence by
℘(m) =
[
qm
] {
qβ−γ(q; q)β−1∞
}
.
If all the coeﬃcients ℘(βm) for m ∈ N are multiples of β, then there holds
the corresponding Ramanujan congruence, i.e., p(βn+ γ) are divisible by β
for all n ∈ N.
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Proof. Writing x ≡β y for congruence relation x ≡ y (mod β), then we
have the binomial congruence
(
β − 1 + k
β − 1
)
≡β
{
1, k ≡β 0
0, k ≡β 0.
By means of binomial expansion, we can derive congruence relation
1− qβ
(1− q)β = (1− q
β)
∞∑
k=0
(
β − 1 + k
β − 1
)
qk
≡β (1− qβ)
∞∑
k=0
qβk = 1.
Therefore we have accordingly the formal power series congruence
qβ−γ
(qβ; qβ)∞
(q; q)∞
= qβ−γ(q; q)β−1∞
(qβ ; qβ)∞
(q; q)β∞
≡ qβ−γ
∞∏
k=1
(1− qk)β−1 (mod β)
which implies consequently the following congruence relation
℘(βm) ≡ [qβm]{qβ−γ (qβ ; qβ)∞
(q; q)∞
}
(mod β) for m ∈ N.
According to the generating function of partitions and the Cauchy product
of formal power series, we get the following relation
p(βn + γ) =
[
qβ(1+n)
] {
qβ−γ/
∞∏
k=1
(1 − qk)
}
=
[
qβ(1+n)
] {
qβ−γ
(qβ; qβ)∞
(q; q)∞
/
(qβ ; qβ)∞
}
=
1+n∑
m=0
p(1 + n−m) [qβm]{qβ−γ (qβ ; qβ)∞
(q; q)∞
}
≡
1+n∑
m=0
p(1 + n−m) ℘(βm) (mod β).
Hence p(βn + γ) is divisible by β as long as all the coeﬃcients ℘(βm) for
m ∈ N are multiples of β. This completes the proof of the congruence
lemma. 
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By means of this lemma, we will present Ramanujan’s original proof for the
ﬁrst two congruences and the proof for the third one due to Winquist (1969).
In addition, the corresponding generating functions will be determined for
the ﬁrst two cases.
H1. Proof of p(5n+ 4) ≡ 0 (mod 5)
There holds the Ramanujan congruence modulo 5:
p(5n+ 4) ≡ 0 (mod 5). (H1.1)
In view of the congruence lemma on partition function, we should show that
the coeﬃcients of q5m in the formal power series expansion of q(q; q)4∞ are
divisible by 5 for all m ∈ N.
By means of Euler’s pentagon number theorem and the Jacobi triple product
identity, consider the formal power series expansion
q(q; q)4∞ = q
∞∏
m=1
(1− qm)
∞∏
n=1
(1− qn)3
=
+∞∑
i=0
+∞∑
j=−∞
(−1)i+j (1 + 2i) q1+j2+(1+i2 )+(1+j2 ).
In accordance with congruences
(
k + 1
2
)
≡5
⎧⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0, k ≡5 0
1, k ≡5 1
3, k ≡5 2
1, k ≡5 3
0, k ≡5 4
it is not hard to check that the residues of q-exponent in the formal power
series just-displayed
1 + j2 +
( 1 + i
2
)
+
(1 + j
2
)
modulo 5 are given by the following table:
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j\i 0 1 2 3 4
0 1 2 4 2 1
1 3 4 1 4 3
2 3 4 1 4 3
3 1 2 4 2 1
4 2 3 0 3 2
From this table, we see that if the q-
exponent 1+j2+
( 1 + i
2
)
+
( 1 + j
2
)
is a multiple of 5, so is the coeﬃcient
1+2i, which corresponds to the only
case i ≡5 2 and j ≡5 4.
We can also verify this fact by reformulating the congruence relation on the
q-exponent as
0 ≡5 1 + j2 +
(1 + i
2
)
+
(1 + j
2
)
≡5 8
{
1 + j2 +
(1 + i
2
)
+
(1 + j
2
)}
≡5 (1 + 2i)2 + 2(1 + j)2.
This congruence can be reached only when
(1 + 2i)2 ≡5 0 =⇒ i ≡5 2
2(1 + j)2 ≡5 0 =⇒ j ≡5 4
because the corresponding residues modulo 5 read respectively as
(1 + 2i)2 ≡5 0, 1, 4 and 2(1 + j)2 ≡5 0, 2, 3.
Therefore the coeﬃcients of q5m in the formal power series expansion of
q(q; q)4∞ are divisible by 5. This completes the proof of the Ramanujan
congruence (H1.1).
H2. Generating function for p(5n+ 4)
Furthermore, Ramanujan computed explicitly the generating function:
∞∑
n=0
p(5n+ 4) qn = 5
(q5; q5)5∞
(q; q)6∞
. (H2.1)
About this identity, Hardy wrote that if he were to select one formula from
Ramanujan’s work for supreme beauty, he would agree with MacMahon in
selecting this one.
The proof presented here is essentially due to Ramanujan.
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H2.1. Let p := q1/5 and ω be a 5-th primitive root of unit ω = e
2π
5
√−1.
Recall the generating function of partitions
q
(q; q)∞
= q
∞∑
n=0
p(n)qn.
Replacing q by qωk and then summing the equations with k over 0 ≤ k ≤ 4,
we have
4∑
k=0
qωk
(qωk; qωk)∞
=
∞∑
n=0
p(n)qn+1
4∑
k=0
ωk(n+1).
It is not hard to verify that
4∑
k=0
ωk(n+1) =
{
5, n+ 1 ≡5 0
0, n+ 1 ≡5 0
(H2.2)
where the last line is justiﬁed by the ﬁnite geometric series
4∑
k=0
ωk(n+1) =
1− ω5(n+1)
1− ωn+1 provided that n+ 1 ≡5 0.
Specifying n+ 1 with 5m+ 5, we have
∞∑
m=0
p(5m + 4)q5m+5 =
1
5
4∑
k=0
qωk
(qωk; qωk)∞
.
Replacing q by p := q1/5, we can reformulate the last equation as
∞∑
m=0
p(5m+ 4)qm =
1
5q
4∑
k=0
pωk
(pωk; pωk)∞
. (H2.3)
H2.2. In order to evaluate the sum displayed in (H2.3), we ﬁrst show that:
p(q5; q5)∞
(p; p)∞
=
1
λ/p− 1− p/λ (H2.4)
where λ is an inﬁnite factorial fraction deﬁned by
λ : =
[
q2, q3; q5
]
∞[
q, q4; q5
]
∞
. (H2.5)
Recall the Euler pentagon number theorem:
(p; p)∞ =
+∞∑
j=−∞
(−1)jp j(3j+1)2 .
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It is easy to verify that the pentagon numbers admit only three residue
classes modulo 5:
j(3j + 1)
2
≡5
⎧⎨
⎩
0, j = 0,−2 (mod 5)
1, j = −1 (mod 5)
2, j = 1, 2 (mod 5).
We can accordingly write
(p; p)∞ = A − pB − p2C. (H2.6)
The coeﬃcients A, B and C can be individually determined by means of
Jacobi’s triple and the quintuple product identities.
A-Coeﬃcient: Specifying the summation index j with 5j and −2− 5j,
we can compute A, by means of the quintuple product identity as
follows:
A =
+∞∑
j=−∞
(−1)j
{
p
5j(15j+1)
2 + p
(5j+2)(15j+5)
2
}
=
+∞∑
j=−∞
(−1)j{1 + p5+25j}p75(j2)+40j
=
[
p25,−p5,−p20; p25]∞[p35, p15; p50]∞
=
[
q5,−q,−q4; q5]∞[q7, q3; q10]∞.
B-Coeﬃcient: It can be evaluated through the Jacobi triple product
identity as follows:
B = p−1
+∞∑
j=−∞
(−1)jp (5j−1)(15j−2)2 =
+∞∑
j=−∞
(−1)jp75(j2)+25j
=
[
p75, p25, p50; p75
]
∞ =
[
q15, q5, q10; q15
]
=
[
q5; q5
]
∞.
C-Coeﬃcient: Similar to the computation of A, we can compute C, by
specifying the summation index j with 5j + 1 and 5j + 2, as follows:
C = p−2
+∞∑
j=−∞
(−1)j
{
p
(5j+1)(15j+4)
2 − p (5j+2)(15j+7)2
}
=
+∞∑
j=−∞
(−1)jp75(j2)+55j{1− p5+15j}
=
[
p25,−p10,−p15; p25]∞[p45, p5; p50]∞
=
[
q5,−q2,−q3; q5]∞[q9, q; q10]∞.
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In accordance with (H2.6), we ﬁnd the following relation
(p; p)∞
(q5; q5)∞
=
A
B
− p− p2C
B
where the coeﬃcient-fractions can be simpliﬁed as follows:
A
B
=
[ − q,−q4; q5]∞ × [q7, q3; q10]∞
=
[
q2, q3, q7, q8; q10
]
∞[
q, q4; q5
]
∞
=
[
q2, q3; q5
]
∞[
q, q4; q5
]
∞
C
B
=
[ − q2,−q3; q5]∞ × [q, q9; q10]∞
=
[
q, q4, q6, q9; q10
]
∞[
q2, q3; q5
]
∞
=
[
q, q4; q5
]
∞[
q2, q3; q5
]
∞
.
Observing further that
λ :=
A
B
=
B
C
=
[
q2, q3; q5
]
∞[
q, q4; q5
]
∞
we can reformulate (H2.6) as the following reduced expression
(p; p)∞
(q5; q5)∞
= λ − p− p
2
λ
which is equivalent to
p(q5; q5)∞
(p; p)∞
=
1
λ/p− 1− p/λ.
H2.3. For the sum displayed in (H2.3), we then compute the common
denominator:
4∏
k=0
(pωk; pωk)∞ =
(q; q)6∞
(q5; q5)∞
. (H2.7)
In fact, the general term of the product with index n reads as
4∏
k=0
{
1− (pωk)n} = 4∏
k=0
(1− pnωkn) =
{
(1− pn)5, n ≡5 0
(1− p5n), n ≡5 0.
Therefore we have the following simpliﬁed product
4∏
k=0
(pωk; pωk)∞ =
∞∏
n=1
4∏
k=0
(1− pnωkn) =
∞∏
n=1
n	≡50
(1− p5n)
∞∏
n=1
(1− p5n)5
=
∞∏
n=1
n	≡50
(1− qn)
∞∏
n=1
(1− qn)5 = (q; q)
6∞
(q5; q5)∞
, p := q1/5.
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This can be stated equivalently as the product of λ-polynomials:
4∏
k=0
1
λ/pωk − 1− pωk/λ = (q
5; q5)5∞
4∏
k=0
pωk
(pωk; pωk)∞
= q
(q5; q5)6∞
(q; q)6∞
.
H2.4. Performing replacement p→ pω in (H2.4) and then summing both
sides over 0 ≤  ≤ 4, we have
4∑
=0
pω
(pω; pω)∞
=
1
(q5; q5)∞
4∑
=0
1
λ/(pω)− 1− pω/λ. (H2.8)
For the sum on the right hand side, there holds the following closed form:
4∑
=0
1
λ/pω − 1− pω/λ =
25∏4
k=0
{
λ/pωk − 1− pωk/λ
} . (H2.9)
Then the generating function (H2.1) can be derived from (H2.3) conse-
quently as follows:
∞∑
m=0
p(5m + 4)qm =
1
5q
4∑
k=0
pωk
(pωk; pωk)∞
=
1
5q(q5; q5)∞
4∑
=0
1
λ/(pω)− 1− pω/λ
=
5
q(q5; q5)∞
4∏
k=0
1
λ/pωk − 1− pωk/λ
=
5
q(q5; q5)∞
× q(q
5; q5)6∞
(q; q)6∞
= 5
(q5; q5)5∞
(q; q)6∞
.
H2.5. In order to show the algebraic identity (H2.9), we ﬁrst reformulate
it as follows:
4∑
=0
1
λ/pω − 1− pω/λ =
4∏
k=0
1
λ/pωk − 1− pωk/λ
×
4∑
=0
4∏
k=0
k 	=
{
λ/(pωk) − 1− pωk/λ
}
.
If we can show that the last sum on the right hand side equals 25, then the
generating function (H2.1) will be conﬁrmed.
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Surprisingly enough, it is true that the sum just mentioned is indeed equal
to 25:
4∑
=0
4∏
k=0
k 	=
{
λ/(pωk) − 1− pωk/λ
}
= 25. (H2.10)
As the Laurent polynomial in p, we can expand the product
4∏
k=1
{
λ/(pωk)− 1− pωk/λ
}
=
4∑
κ=−4
W (κ) pκ
where {W (κ)} are constants independent of p. Keeping in mind that for
each  with 0 ≤  ≤ 4, the residues of {k + }4k=1 modulo 5 are, in eﬀect,
{0 ≤ k ≤ 4}k 	=, we can accordingly simplify the sum displayed in (H2.10)
as follows:
4∑
=0
4∏
k=0
k 	=
{
λ/(pωk)− 1− pωk/λ
}
=
4∑
=0
4∏
k=1
{
λ/(pωk)− 1− pωk/λ
}∣∣∣
p→pω
=
4∑
=0
4∑
κ=−4
W (κ)pκωκ =
4∑
κ=−4
W (κ) pκ
4∑
=0
ωκ
= 5W (0) = 5[p0]
4∏
k=1
{
λ/(pωk)− 1− pωk/λ
}
.
Recalling two simple facts about ω with ω = e
2π
5
√−1
4∏
k=1
ωk = +1 and
4∑
k=1
ωk = −1
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we can compute W (0), by matching the powers of p, as follows:
W (0) = [p0]
4∏
k=1
{
λ/(pωk)− 1− pωk/λ
}
= (−1)4 − (−1)2
4∑
i=1
ω−i
∑
j 	=i
ωj +
∑
1≤i<j≤4
ω−2i−2j
= 1−
4∑
i=1
ω−i{−1− ωi}+ 1
2
∑
i	=j
ω−2i−2j
= 1 +
4∑
i=1
{1 + ω−i}+ 1
2
{( 4∑
k=1
ω−2k
)2
−
4∑
k=1
ω−4k
}
= 1 + (4− 1) + 1
2
{
(−1)2 + 1} = 5.
H2.6. Partial fraction method for (H2.9). The algebraic identity (H2.9)
can also be demonstrated by means of partial fraction method.
Deﬁne the quadratic polynomial by
ϑ(λ, p) = λ2 − λp − p2 = {λ− λ1(p)}× {λ− λ2(p)}
where two zeros are given explicitly by
λ1(p) =
p
2
(1 +
√
5) and λ2(p) =
p
2
(1−√5).
Then we have the partial fraction decomposition
25q
4∏
k=0
λ
ϑ(λ, pωk)
=
25λ5q{
λ5 − λ51(p)
} × {λ5 − λ52(p)} (H2.11a)
=
25∏4
k=0
{
λ/pωk − 1− pωk/λ
} (H2.11b)
=
4∑
=0
{ u
λ− λ1(pω) +
v
λ− λ2(pω)
}
(H2.11c)
where the coeﬃcients u and v remain to be determined.
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By means of the L’Hoˆspital rule, we can compute the u-coeﬃcient:
u = lim
λ→λ1(pω)
25qλ5
{
λ− λ1(pω)
}{
λ5 − λ51(p)
} × {λ5 − λ52(p)}
=
25qλ51(pω)
λ51(p) − λ52(p)
lim
λ→λ1(pω)
λ − λ1(pω)
λ5 − λ51(p)
=
5qλ1(pω)
λ51(p) − λ52(p)
=
λ1(pω)√
5
where we have simpliﬁed the diﬀerence
λ51(p)− λ52(p) = 5q
√
5.
Similarly, we can also determine the v-coeﬃcient:
v = lim
λ→λ2(pω)
25qλ5
{
λ − λ2(pω)
}{
λ5 − λ51(p)
} × {λ5 − λ52(p)}
=
25qλ52(pω)
λ52(p) − λ51(p)
lim
λ→λ2(pω)
λ − λ2(pω)
λ5 − λ52(p)
=
5qλ2(pω)
λ52(p) − λ51(p)
= −λ2(pω
)√
5
.
Combining two summand terms in (H2.11c) into a single one
u
λ − λ1(pω) +
v
λ− λ2(pω) =
λ√
5
λ1(pω) − λ2(pω)
ϑ(λ, pω)
=
λpω
ϑ(λ, pω)
=
1
λ/pω − 1− pω/λ
we establish the algebraic identity
4∑
=0
1
λ/pω − 1− pω/λ =
25∏4
k=0
{
λ/pωk − 1− pωk/λ
}
which is exactly (H2.9) as desired.
H2.7. There exists a polynomial expression of the common denominator
in terms of λ:
4∏
k=0
(λ/(pωk)− 1− pωk/λ) = λ5/q − 11− q/λ5.
In fact, replacing λ/p by y, we can restate the product as
4∏
k=0
(y/ωk − 1− ωk/y).
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Noticing that the zeros of the ﬁrst factor y−1−1/y are solutions of equation
y − 1/y = 1 and so solutions of equation
(y − 1/y)3 = (y3 − 1/y3)− 3(y − 1/y) = 1
which is equivalent to
y3 − 1/y3 = 4.
Furthermore, these zeros of y − 1− 1/y are also solutions of equation
(y − 1/y)5 = y5 − 1/y5 − 5(y3 − 1/y3) + 10(y − 1/y) = 1.
The last equation reads in fact as the following simpliﬁed form
y5 − 1/y5 = 11
which implies therefore that y5 − 11− 1/y5 is a multiple of y − 1− 1/y.
Noting that y5 − 11− 1/y5 is invariant under y → y/ωk for k = 0, 1, 2, 3, 4,
we deduce that it is also a multiple of the product
∏4
k=0(y/ω
k − 1− ωk/y).
Hence we have established the following equation
4∏
k=0
(y/ωk − 1− ωk/y) = y5 − 11− 1/y5
thanks for the fact that both sides are monic polynomials of the same degree.
H3. Proof of p(7n+ 5) ≡ 0 (mod 7)
There holds the Ramanujan congruence modulo 7:
p(7n+ 5) ≡ 0 (mod 7). (H3.1)
According to the congruence lemma on partition function, we should show
that the coeﬃcients of q7m in the formal power series expansion of q2(q; q)6∞
are divisible by 7 for all m ∈ N.
By means of the limiting version of the Jacobi triple product identity, con-
sider the formal power series expansion
q2(q; q)6∞ = q
2
∞∏
m=1
(1− qm)3
∞∏
n=1
(1− qn)3
=
+∞∑
i,j=0
(−1)i+j (1 + 2i)(1 + 2j) q2+(1+i2 )+(1+j2 ).
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Observe that the congruence relation on the q-exponent
0 ≡7 2 +
( 1 + i
2
)
+
( 1 + j
2
)
≡7 8
{
2 +
( 1 + i
2
)
+
( 1 + j
2
)}
≡7 (1 + 2i)2 + (1 + 2j)2
can be reached only when
(1 + 2i)2 ≡7 0 =⇒ i ≡7 3
(1 + 2j)2 ≡7 0 =⇒ j ≡7 3
because the corresponding residues modulo 7 read as
(1 + 2k)2 ≡7 0, 1, 2, 4.
The coeﬃcients of q7m in the formal power series expansion of q2(q; q)6∞ are
therefore divisible by 7. This completes the proof of congruence (H3.1).
H4. Generating function for p(7n+ 6)
Ramanujan discovered also explicitly the generating function.
∞∑
n=0
p(7n+ 6) qn = 7
(q7; q7)3∞
(q; q)4∞
+ 49q
(q7; q7)7∞
(q; q)8∞
. (H4.1)
Following the same line to the proof of (H2.1), we present a derivation of
this generating function, which is much more diﬃcult.
H4.1. Let ρ := q1/7 and  be a 7-th primitive root of unit  = e
2π
7
√−1.
Recall the generating function of partitions
q2
(q; q)∞
= q2
∞∑
n=0
p(n)qn.
Replacing q by qk and then summing the equations with k over 0 ≤ k ≤ 6,
we have
6∑
k=0
q22k
(qk ; qk)∞
=
∞∑
n=0
p(n)qn+2
6∑
k=0
k(n+2).
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It is not hard to verify that
6∑
k=0
k(n+2) =
{
7, n+ 2 ≡7 0
0, n+ 2 ≡7 0
(H4.2)
where the last line is justiﬁed by the ﬁnite geometric series
6∑
k=0
k(n+2) =
1−7(n+2)
1−n+2 provided that n+ 2 ≡7 0.
Specifying n+ 2 with 7m + 7, we have
∞∑
m=0
p(7m + 5)q7m+7 =
1
7
6∑
k=0
q22k
(qk; qk)∞
.
Replacing q by ρ := q1/7, we can reformulate the last equation as
∞∑
m=0
p(7m+ 5)qm =
1
7q
6∑
k=0
ρ22k
(ρk ; ρk)∞
. (H4.3)
H4.2. In order to simplify the sum displayed in (H4.3), we show that:
ρ2(q7; q7)∞
(ρ; ρ)∞
=
1
A/ρ2 −B/ρ − 1 + ρ3/AB (H4.4)
where A and B are two inﬁnite factorial fractions deﬁned by
A : =
[
q2, q5
q, q6
∣∣∣ q7]
∞
and B : =
[
q3, q4
q2, q5
∣∣∣ q7]
∞
. (H4.5)
Recall again the Euler pentagon number theorem:
(ρ; ρ)∞ =
+∞∑
j=−∞
(−1)jρ j(3j+1)2 .
It is easy to verify that the pentagon numbers admit only four residue classes
modulo 7:
j(3j + 1)
2
≡7
⎧⎪⎪⎨
⎪⎩
0, j = 0, 2 (mod 7)
1, j = 3, 6 (mod 7)
2, j = 1 (mod 7)
5, j = 4, 5 (mod 7).
We can accordingly write
(ρ; ρ)∞ = C0 − ρC1 − ρ2C2 + ρ5C5. (H4.6)
The coeﬃcients C0, C1, C2 and C5 can be individually determined by means
of Jacobi’s triple and the quintuple product identities.
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C0-Coeﬃcient: Specifying the summation index j with 7n and 7n+ 2,
we can compute C0, by means of the quintuple product identity as
follows:
C0 =
+∞∑
n=−∞
(−1)n{1 + ρ7(1+6n)}ρ147(n2)+77n
=
[
ρ49,−ρ7,−ρ42; ρ49]∞[ρ63, ρ35; ρ98]∞
= (q7; q7)∞
[
q2, q5
q, q6
∣∣∣ q7]
∞
= A× (q7; q7)∞.
C1-Coeﬃcient: Similar to the computation of C0, we can compute C1,
by specifying the summation index j with 7n−1 and 7n+3, as follows:
C1 =
+∞∑
n=−∞
(−1)n{1 + ρ14(1+6n)}ρ147(n2)+56n
=
[
ρ49,−ρ14,−ρ35; ρ49]∞[ρ77, ρ21; ρ98]∞
= (q7; q7)∞
[
q3, q4
q2, q5
∣∣∣ q7]
∞
= B × (q7; q7)∞.
C2-Coeﬃcient: It can be evaluated through the Jacobi triple product
identity with j = 1 + 7n as follows:
C2 =
+∞∑
n=−∞
(−1)nρ147(n2)+98n
=
[
ρ147, ρ49, ρ98; ρ147
]
∞
=
[
q21, q7, q14; q21
]
∞ = (q
7; q7)∞.
C5-Coeﬃcient: Similar to the computation of C0 andC1, we can evalua-
te C5, by specifying the summation index j with −7n−2 and −7n−3,
as follows:
C5 =
+∞∑
n=−∞
(−1)n{1− ρ7(1+3n)}ρ147(n2)+112n
=
[
ρ49,−ρ21,−ρ28; ρ49]∞[ρ91, ρ7; ρ98]∞
= (q7; q7)∞
[
q, q6
q3, q4
∣∣∣ q7]
∞
=
(q7; q7)∞
AB
.
In accordance with (H4.6), we ﬁnd the following relation
(ρ; ρ)∞
ρ2(q7; q7)∞
= A/ρ2 −B/ρ − 1 + ρ3/AB
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which is equivalent to (H4.4):
ρ2(q7; q7)∞
(ρ; ρ)∞
=
1
A/ρ2 −B/ρ − 1 + ρ3/AB .
H4.3. Replacing ρ → ρ in (H4.4) and then summing both sides over
0 ≤  ≤ 6, we can express the generating function deﬁned by (H4.3) as
∞∑
m=0
p(7m+ 5)qm =
1
7q
6∑
=0
ρ22
(ρ; ρ)∞
=
1
7q(q7; q7)∞
6∑
=0
1
A/ρ22 − B/ρ − 1 + ρ33/AB .
Observing that for each  with 0 ≤  ≤ 6, the residues of {k+ }6k=1 modulo
7 are {0 ≤ k ≤ 6}k 	=, we can accordingly reformulate the sum as follows:
6∑
=0
1
A/ρ22 −B/ρ − 1 + ρ33/AB (H4.7a)
=
6∑
=0
6∏
k=0
k 	=
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}
(H4.7b)
÷
6∏
k=0
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}
(H4.7c)
=
6∑
=0
6∏
k=1
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}∣∣∣
ρ→ρ
(H4.7d)
÷
6∏
k=0
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}
. (H4.7e)
Let “nn” and “dd” stand for the sum and the product displayed in (H4.7d)
and (H4.7e) respectively. We shall reduce these algebraic expressions and
ﬁnd a functional equation between them.
H4.4. As the Laurent polynomial in ρ, we can expand the product dis-
played in (H4.7d) as follows:
6∏
k=1
{
A/ρ22k −B/ρk − 1 + ρ33k/AB
}
=
18∑
κ=−12
U (κ) ρκ
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where {U (κ)} are constants independent of ρ. The sum displayed in (H4.7d)
can be accordingly reduced to
nn :=
6∑
=0
6∏
k=1
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}∣∣∣
ρ→ρ
=
6∑
=0
18∑
κ=−12
U (κ) ρκ κ =
18∑
κ=−12
U (κ) ρκ
6∑
=0
κ
= 7
{
U (0) + qU (7) + q−1U (−7) + q2U (14)
}
.
Similarly, we expand the denominator “dd” as a Laurent polynomial in ρ:
6∏
k=0
{
A/ρ22k −B/ρk − 1 + ρ33k/AB
}
=
21∑
κ=−14
V (κ) ρκ.
Noting that the product is invariant under replacement ρ → ρ with  ∈ Z,
we can reduce the expression to following:
dd :=
6∏
k=0
{
A/ρ22k −B/ρk − 1 + ρ33k/AB
}
= V (0) + qV (7) + q−1V (−7) + q2V (14) + q−2V (−14) + q3V (21).
Analogously to the reasoning on the determination of the W (0)-coeﬃcient
in the proof of the generating function (H2.1), one can respectively compute
(manually or by computer algebra) the coeﬃcients for numerator
U (0) = 8 + 3
B2
A
− 4 A
B2
(H4.8a)
U (7) = − 3
A2B3
− 4
A3B
(H4.8b)
U (−7) = AB5 − A
4
B
+ 3A3B + 4A2B3 (H4.8c)
U (14) =
1
A5B4
(H4.8d)
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and the coeﬃcients for denominator
V (0) = − 8 + 14 A
B2
(H4.9a)
V (7) =
14
A3B
(H4.9b)
V (−7) = 7A
4
B
− 14A2B3 − 7AB5 −B7 (H4.9c)
V (14) = − 7
A5B4
(H4.9d)
V (−14) = A7 (H4.9e)
V (21) =
1
A7B7
. (H4.9f)
They lead us to the polynomial expression for numerator
nn =
6∑
=0
6∏
k=1
{
A/ρ22k −B/ρk − 1 + ρ33k/AB
}∣∣∣
ρ→ρ
(H4.10a)
= 7
{
8 + 3
B2
A
− 4 A
B2
− 3 q
A2B3
− 4 q
A3B
(H4.10b)
+
AB5
q
− A
4
Bq
+ 3
A3B
q
+ 4
A2B3
q
+
q2
A5B4
}
(H4.10c)
and the polynomial expression for denominator
dd =
6∏
k=0
{
A/ρ22k − B/ρk − 1 + ρ33k/AB
}
(H4.11a)
= −8 + 14 A
B2
+ 14
q
A3B
+ 7
A4
Bq
− 14A
2B3
q
(H4.11b)
−7AB
5
q
− B
7
q
− 7 q
2
A5B4
+
A7
q2
+
q3
A7B7
. (H4.11c)
H4.5. In order to simplify the polynomial expressions for numerator “nn”
and denominator “dd”, we prove the following astonishing algebraic equa-
tion:
A3B −A2B3 = q. (H4.12)
Recalling the deﬁnition of A and B in (H4.5), we can restate the equation
as
〈q2; q7〉∞ 〈q2; q7〉∞ 〈q2; q7〉∞ 〈q4; q7〉∞
− 〈q; q7〉∞ 〈q3; q7〉∞ 〈q3; q7〉∞ 〈q3; q7〉∞
= q 〈q5; q7〉∞ 〈q; q7〉∞ 〈q; q7〉∞ 〈q; q7〉∞
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which follows immediately from the q-diﬀerence equation stated in Theo-
rem G5.2 under parameter speciﬁcation Q = q7, b = q, c = d = e = q3 and
A = q5.
With the help of algebraic equation q = A3B − A2B3, we can simplify
further “nn” and “dd” as the following polynomial expressions
nn =
72A
Bq
{
A2B2 − q
B
+ q
B3
A2
}
(H4.13a)
= 73 +
72A
Bq
{
8AB4 − 5A2B2 − A3 −B6
}
(H4.13b)
dd =
A2
B2q2
{
8AB4 − 5A2B2 − A3 −B6
}2
. (H4.13c)
H4.6. In order to determine generating function explicitly, we need an
alternative expression for denominator “dd” in terms of inﬁnite shifted fac-
torial fraction.
Observing that the general term of the product with index n reads as
6∏
k=0
{
1− (ρk)n} = 6∏
k=0
(1− ρnkn) =
{
(1− ρn)7, n ≡7 0
(1− ρ7n), n ≡7 0
we have therefore the following simpliﬁed product
6∏
k=0
(ρk; ρk)∞ =
∞∏
n=1
6∏
k=0
{
1− (ρk)n
}
=
∞∏
n=1
n	≡70
(1− ρ7n)
∞∏
n=1
(1− ρ7n)7
=
∞∏
n=1
n	≡70
(1− qn)
∞∏
n=1
(1− qn)7
which can restated as the following identity:
6∏
k=0
(ρk ; ρk)∞ =
(q; q)8∞
(q7; q7)∞
. (H4.14)
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In view of (H4.4), this gives also another expression for the common de-
nominator:
1
dd
=
6∏
k=0
1
A/ρ22k − B/ρk − 1 + ρ33k/AB
= (q7; q7)7∞
6∏
k=0
ρ22k
(ρk ; ρk)∞
= q2
(q7; q7)8∞
(q; q)8∞
.
H4.7. By comparing (H4.13b) with (H4.13c), we ﬁnd that
6∑
=0
1
A/ρ22 − B/ρ − 1 + ρ33/AB (H4.15a)
=
nn
dd
=
73
dd
+
72√
dd
. (H4.15b)
Substituting the factorial expression for “dd” in the last fraction, we can
ﬁnally determine the generating function
∞∑
m=0
p(7m+ 5)qm =
1
7q
6∑
k=0
ρ22k
(ρk; ρk)∞
=
1
7q(q7; q7)∞
nn
dd
=
1
7q(q7; q7)∞
{ 73
dd
+
72√
dd
}
= 7
(q7; q7)3∞
(q; q)4∞
+ 49q
(q7; q7)7∞
(q; q)8∞
.
If we combine (H4.13a) with (H4.13c), we would get another expression of
the generating function
∞∑
m=0
p(7m+ 5)qm =
1
7q
6∑
k=0
ρ22k
(ρk; ρk)∞
=
1
7q(q7; q7)∞
nn
dd
= 7
(q7; q7)7∞
(q; q)8∞
{
A3B − qA
B2
+ q
B2
A
}
where A and B are shifted factorial fractions given by (H4.5).
Naturally, this form is less elegant that stated in (H4.1). However, it con-
ﬁrms again the Ramanujan congruence modulo 7.
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H5. Proof of p(11n+ 6) ≡ 0 (mod 11)
There holds the Ramanujan congruence modulo 11:
p(11n+ 6) ≡ 0 (mod 11). (H5.1)
Recalling the congruence lemma on partition function, we should show that
the coeﬃcients of q11m in the formal power series expansion of q5(q; q)10∞
are divisible by 11 for all m ∈ N. The simplest proof of this congruence is
due to Winquist (1969), which is based on the following formal power series
expansion formula:
6q5(q; q)10∞ =
∑
i,j
(−1)i+j(3i− 3j − 1)(3i+ 3j − 2)3q3(i2)+3(j2)+j+5. (H5.2)
H5.1. If the q-exponent in the double sum is a multiple of 11, then we
have the following congruence relation
0 ≡11 5 + j + 3
( i
2
)
+ 3
( j
2
)
≡11 8
{
5 + j + 3
(
i
2
)
+ 3
(
j
2
)}
≡11 (i − 6)2 + (j − 2)2.
This can be reached only when
(i − 6)2 ≡11 0 =⇒ i ≡11 6
(j − 2)2 ≡11 0 =⇒ j ≡11 2
in view of the following table on the quadratic residues modulo 11:
k (mod 11) 0 ±1 ±2 ±3 ±4 ±5
k2(mod 11) 0 1 4 9 5 3
The coeﬃcients corresponding to i ≡11 6 and j ≡11 2 are divisible by 114
because they contain two factors displayed in (H5.2):
3i− 3j − 1 ≡11 18− 6− 1 ≡11 0
3i+ 3j − 2 ≡11 18 + 6− 2 ≡11 0.
Therefore the coeﬃcients of q11m in the formal power series expansion of
q5(q; q)10∞ are divisible by 11.
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In order to complete the proof of congruence (H5.1), it remains to show the
inﬁnite series identity (H5.2).
H5.2. Deﬁne the bivariate function F (x, y) by the following product of
ten inﬁnite shifted factorials:
F (x, y) := (q; q)2∞〈x; q〉∞〈y; q〉∞〈xy; q〉∞〈x/y; q〉∞. (H5.3)
We can expand it formally as a Laurent series in x
F (x, y) =
+∞∑
k=−∞
γk(y) xk.
It is trivial to check the functional equation
F (x, y) = −x3 F (qx, y)
which corresponds to the recurrence relation
γk+3(y) = −qk γk(y).
Iterating this relation for k-times, we ﬁnd that there exist three formal
power series A(y), B(y) and C(y) such that there hold
γ3k(y) = −q3k−3 γ3k−3(y) = (−1)kq3(
k
2) A(y)
γ3k+1(y) = −q3k−2 γ3k−2(y) = (−1)kq3(
k
2)+k B(y)
γ3k+2(y) = −q3k−1 γ3k−1(y) = (−1)kq3(
k
2)+2k C(y).
Therefore F (x, y) can be written as
F (x, y) = A(y)
+∞∑
k=−∞
(−1)kq3(k2) x3k (H5.4a)
+ B(y)
+∞∑
k=−∞
(−1)kq3(k2)+k x3k+1 (H5.4b)
+ C(y)
+∞∑
k=−∞
(−1)kq3(k2)+2k x3k+2. (H5.4c)
Again from the deﬁnition of F (x, y), it is easy to verify another functional
equation
F (x, y) = −x3 F (1/x, y)
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which can be translated into the following
F (x, y) = A(y)
+∞∑
k=−∞
(−1)k+1q3(k2) x3−3k
+ B(y)
+∞∑
k=−∞
(−1)k+1q3(k2)+k x2−3k
+ C(y)
+∞∑
k=−∞
(−1)k+1q3(k2)+2k x1−3k.
The reversal of the bilateral series just displayed reads as
F (x, y) = A(y)
+∞∑
k=−∞
(−1)kq3(k2) x3k (H5.5a)
+ B(y)
+∞∑
k=−∞
(−1)k+1q3(k2)+2k x2+3k (H5.5b)
+ C(y)
+∞∑
k=−∞
(−1)k+1q3(k2)+k x1+3k. (H5.5c)
Comparing both expansions (H5.4) and (H5.5) of F (x, y), we ﬁnd that
B(y) = −C(y). This allows us to restate F (x, y) as follows:
F (x, y) = A(y)
+∞∑
k=−∞
(−1)kq3(k2) x3k (H5.6a)
+ B(y)
+∞∑
k=−∞
(−1)k
{
x1+3k − x2−3k
}
q3(
k
2)+k (H5.6b)
where the formal power series A(y) and B(y) remain to be determined.
H5.3. By means of the Jacobi triple product identity, the last expansion
for F (x, y) can be reformulated as
F (x, y) = A(y)
[
q3, x3, q3/x3; q3
]
∞
+ x B(y)
[
q3, qx3, q2/x3; q3
]
∞
− x2 B(y) [q3, q2x3, q/x3; q3]∞ .
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Putting x = q1/3 in the last equation and then recalling the deﬁnition of
F (x, y), we ﬁnd that
A(y) + q1/3 B(y) =
F (q1/3, y)
(q; q)∞
=
[
q1/3, y, q1/3/y; q1/3
]
∞
=
+∞∑
k=−∞
(−1)k q 13 (k2) yk.
Based on the binomial congruences
( k
2
)
≡3
⎧⎪⎨
⎪⎩
0, k ≡3 0
0, k ≡3 +1
1, k ≡3 −1
we can determine A(y) and B(y) respectively as follows:
A(y) =
+∞∑
k=−∞
(−1)k
{
q
1
3 (3k2 )y3k − q 13 (3k+12 )y3k+1
}
=
+∞∑
k=−∞
(−1)k
{
y3k − y1−3k
}
q3(
k
2)+k
B(y) = −
+∞∑
k=−∞
(−1)kq 13 (3k−12 )− 13 y3k−1
= −
+∞∑
k=−∞
(−1)kq3(k2)y3k−1.
We therefore have the following bivariate formal power series expression
F (x, y) =
+∞∑
i=−∞
(−1)iq3(i2)x3i
+∞∑
j=−∞
(−1)j
{
y3j−y1−3j
}
q3(
j
2)+j (H5.7a)
− x
y
+∞∑
i=−∞
(−1)iq3(i2)y3i
+∞∑
j=−∞
(−1)j
{
x3j−x1−3j
}
q3(
j
2)+j . (H5.7b)
H5.4. Deﬁne further the bivariate function by formal power series
G(x, y) =
+∞∑
i=−∞
(−1)iq3(i2) x3i
+∞∑
j=−∞
(−1)j
{
y3j−y1−3j
}
q3(
j
2)+j . (H5.8)
Then F (x, y) can be expressed as a skew-symmetric function of x and y:
y F (x, y) = y G(x, y)− x G(y, x). (H5.9)
Recalling the deﬁnition of F (x, y), we have
lim
y→x
yF (x, y)
y − x = (q; q)
4
∞〈x; q〉2∞〈x2; q〉∞.
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In view of the symmetric property, we write
yG(x, y) − xG(y, x) =
∑
i,j
(−1)i+jq3(i2)+3(j2)+j
{
x3i(y1+3j − y2−3j)
−y3i(x1+3j − x2−3j)
}
which permits us to compute the corresponding limit:
lim
y→x
yF (x, y)
y − x = limy→x
yG(x, y) − xG(y, x)
y − x
=
∑
i,j
(−1)i+jq3(i2)+3(j2)+j lim
y→x
{
x3i(y1+3j − y2−3j)
−y3i(x1+3j − x2−3j)
}
y − x
=
∑
i,j
(−1)i+jq3(i2)+3(j2)+j
{
(1 + 3j − 3i) x3i+3j
+(3i + 3j − 2)x1+3i−3j
}
=
∑
i,j
(−1)i+jq3(i2)+3(j2)+j(1+3j−3i)
{
x3i+3j−x4−3i−3j
}
where the last line follows from the index involution i → 1 − i on double
sums.
Therefore we have established the following expansion formula:
(q; q)4∞〈x; q〉2∞〈x2; q〉∞ =
∑
i,j
(−1)i+jq3(i2)+3(j2)+j (H5.10a)
× (1 + 3j − 3i)
{
x3i+3j − x4−3i−3j
}
. (H5.10b)
Multiplying across by x−2, we can rewrite (H5.10) as
(q; q)4∞〈x; q〉2∞〈x2; q〉∞
x2
=
∑
i,j
(−1)i+jq3(i2)+3(j2)+j
× (1 + 3j − 3i)
{
x3i+3j−2− x2−3i−3j
}
.
Applying the derivative operator x∂∂x for three times at x = 1, we ﬁnd that
6(q; q)10∞ =
∑
i,j
(−1)i+j(3i− 3j − 1)(3i+ 3j − 2)3 q3(i2)+3(j2)+j .
This is exactly the formal power series expansion (H5.2), which has played
the key role in the proof of congruence (H5.1).
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H5.5. The crucial identity (H5.10) due to Winquist (1969) can alterna-
tively be proved by means of the quintuple product identity.
(q; q)4∞〈x; q〉2∞〈x2; q〉∞ =
∑
i,j
(−1)i+jq3(i2)+3(j2)+j
× (1 + 3j − 3i)
{
x3i+3j − x4−3i−3j
}
.
The strategy is to simplify the double sum on the right hand side and then
reduce it to the product form on the left hand side.
Performing the replacement on summation indices:
j + i = m
j − i = n
}

i =
m− n
2
j =
m+ n
2
}
m ≡2 n
then we can reformulate the double sum as
∑
m≡2n
(−1)mq3((m+n)/22 )+3((m−n)/22 )+m+n2 (1 + 3n){x3m − x4−3m} (H5.11)
where the double sum runs over −∞ < m, n < +∞ with m and n having
the same parity.
H5.6. Recall the quintuple product identities
[q, z, q/z; q]∞
[
qz2, q/z2; q2
]
∞ =
+∞∑
k=−∞
{
1− z1+6k
}
q3(
k
2)
(
q2/z3
)k
=
+∞∑
k=−∞
{
1− (q/z2)1+3k
}
q3(
k
2)
(
qz3
)k
and their limiting forms:
+∞∑
k=−∞
(
1 + 6k
)
q3(
k
2)+2k = [q, q, q; q]∞
[
q, q; q2
]
∞
+∞∑
k=−∞
(
1 + 3k
)
q3(
k
2)+ 52k =
[
q, q1/2, q1/2; q
]
∞
[
q2, q2; q2
]
∞ .
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We can evaluate the double sum (H5.11) with both m and n being even as∑
m, n
q3(
m+n
2 )+3(m−n2 )+m+n
(
1 + 6n
){
x6m − x4−6m
}
=
∑
m
q6(
m
2 )+m
{
x6m − x4−6m
}∑
n
(
1 + 6n
)
q6(
n
2)+4n
= (q2; q2)3∞(q
2; q4)2∞
∑
m
q6(
m
2 )
{
1− x4(1+3m)
}(
q5/x6
)m
= (q2; q2)3∞(q
2; q4)2∞
[
q2, qx2, q/x2; q2
]
∞
[
q4/x4, x4; q4
]
∞ .
The double sum (H5.11) with both m and n being odd can be reduced
similarly to the product:∑
m, n
q3(
m+n+1
2 )+3(m−n2 )+m+n+1(4 + 6n){x1−6m − x3+6m}
=
∑
m
q6(
m
2 )+4m
{
x3+6m − x1−6m
}∑
n
(
2 + 6n
)
q6(
n
2)+5n
= −2x(q; q2)2∞(q2; q2)∞(q4; q4)2∞
∑
m
q6(
m
2 )
{
1− x2(1+6m)
}(
q4/x6
)m
= −2x(q; q2)2∞(q2; q2)∞(q4; q4)2∞
[
q2, x2, q2/x2; q2
]
∞
[
q2x4, q2/x4; q4
]
∞ .
Their sum leads the identity (H5.10) equivalently to the following equation:
(q; q)4∞〈x; q〉2∞〈x2; q〉∞
= (q2; q2)3∞(q
2; q4)2∞
[
q2, qx2, q/x2; q2
]
∞
[
q4/x4, x4; q4
]
∞
− 2x(q; q2)2∞(q2; q2)∞(q4; q4)2∞
[
q2, x2, q2/x2; q2
]
∞
[
q2x4, q2/x4; q4
]
∞ .
We can reduce it by canceling the common factors to the following equivalent
q-diﬀerence equation:
[q, x, q/x; q]2∞ = (q
2; q2)2∞
{ [−q, −q, −x2, −q2/x2; q2]∞
−2x [−q2,−q2,−qx2,−q/x2; q2]∞
}
(H5.12)
whose terms can be reorganized, for convenience, as follows:[−q,−q,−x2,−q2/x2; q2]∞ − (q; q2)2∞ [x, q/x; q]2∞
= x
[−1,−q2,−qx2,−q/x2; q2]∞ .
Rewriting the last identity as
〈x√−1; q〉∞ 〈−x
√−1; q〉∞ 〈q1/2
√−1; q〉∞ 〈q1/2
√−1; q〉∞ (H5.13a)
− 〈x; q〉∞ 〈x; q〉∞ 〈q1/2; q〉∞ 〈−q1/2; q〉∞ (H5.13b)
= x 〈√−1; q〉∞ 〈−
√−1; q〉∞ 〈q1/2x
√−1; q〉∞ 〈q1/2
√−1/x; q〉∞ (H5.13c)
we can see without diﬃculty that it is the special case b = c = x, d = q1/2,
e = −q1/2 and A = q1/2x√−1 of the identity stated in Theorem G5.2.
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This completes the proof of (H5.10). 
H5.7. The identity (H5.12) can also be proved directly.
In fact, by means of the Jacobi triple product identity, its right hand side
can be expanded as
RHS(H5.12) =
∑
i, j
qi
2+j2
{
q−jx2j − q−ix1+2j
}
.
Interchanging two summation indices i and j for the ﬁrst part and then
letting k := j − i, we can manipulate the last double sum as follows:
RHS(H5.12) =
∑
i, j
qi
2+j2−i
{
x2i − x1+2j
}
=
∑
k
qk
2
{
1− x1+2k
}∑
i
q4(
i
2)+(1+2k)ix2i
=
∑
k
qk
2
{
1− x1+2k
} [
q4,−q1+2kx2,−q3−2k/x2; q4]∞ .
The last triple product can be restated as[
q4,−q1+2kx2,−q3−2k/x2; q4]∞
=
{
x−2q−4(

2)− [q4,−qx2,−q3/x2; q4]∞ , k = 2;
x−2q−4(

2)−3 [q4,−q3x2,−q/x2; q4]∞ , k = 2+ 1.
Now reformulating the k-sum according to the parity of k, we can express
it as a combination of two inﬁnite series:
RHS(H5.12) =
[
q4,−qx2,−q3/x2; q4]∞∑

q4(

2)+3x−2
{
1− x1+4
}
+ q
[
q4,−q3x2,−q/x2; q4]∞∑

q4(

2)+5x−2
{
1− x3+4
}
.
By feeding back the parity of k, we can evaluate the ﬁrst -sum as follows:∑

q4(

2)+3x−2
{
1− x1+4
}
=
∑

{
q2
2−x2 − q22+x1+2
}
=
∑
k
(−1)k q(k2) xk = [q, x, q/x; q]∞ .
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The second -sum can be reduced similarly as follows:∑

q4(

2)+5x−2
{
1− x3+4
}
=
∑

{
q2
2−3x2 − q22+3x3+2
}
=
∑
k
(−1)k q(k2) (x/q)k = −x/q [q, x, q/x; q]∞ .
Combining these expressions, we arrive at the ﬁnal assault
RHS(H5.12) = [q, x, q/x; q]∞
{ [
q4,−qx2,−q3/x2; q4]∞
−x [q4,−q3x2,−q/x2; q4]∞
}
= [q, x, q/x; q]∞
∑

{
q2
2−x2 − q22+x1+2
}
= [q, x, q/x; q]∞
∑
k
(−1)k q(k2) xk
= [q, x, q/x; q]2∞ = LHS(H5.12).
This completes the proof of (H5.12).

Appendix: Tannery’s Limiting Theorem
In this monograph, we have frequently refered to the Tannery theorem.
This theorem deals with the limiting process on inﬁnite series, which can
be reproduced as follows.
For a given inﬁnite series {vk(n)}k≥0, suppose that the series satisﬁes the
following conditions:
• For any ﬁxed k, there holds lim
n→∞ vk(n) = wk;
• For any k ∈ N0, we have |vk(n)| ≤ Mk with Mk being independent of
n and the series
∞∑
k=0
Mk is convergent.
Then we have the following limit relation:
lim
n→∞
m(n)∑
k=0
vk(n) =
∞∑
k=0
wk = W
where m(n) is an increasing integer valued function which tends steadily to
inﬁnity as n does.
Proof. For any given ε > 0, ﬁrst choose a number  = (ε) such that
∞∑
k=
Mk < ε and then let n be taken large enough to make m(n) > . This
leads us consequently to the following inequality:
∣∣∣m(n)∑
k=
vk
∣∣∣ ≤ m(n)∑
k=
Mk < ε.
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Noting also that
∣∣∣ ∞∑
k=
wk
∣∣∣ ≤ ∞∑
k=
Mk < ε, we can estimate the diﬀerence
∣∣∣∣
m(n)∑
k=0
vk(n) −W
∣∣∣∣ ≤
∣∣∣∣
m(n)∑
k=
vk(n)
∣∣∣∣+
∣∣∣∣
∞∑
k=
wk
∣∣∣∣+
∣∣∣∣
−1∑
k=0
{
vk(n)−wk
}∣∣∣∣
< 2ε +
∣∣∣∣
−1∑
k=0
{
vk(n) −wk
}∣∣∣∣.
Remember that so far n has only been restricted by the condition m(n) > .
Since  is independent of n, we can allow n to tend to inﬁnity and obtain
lim
n→∞
−1∑
k=0
{
vk(n)− wk
}
= 0 for lim
n→∞ vk(n) = wk with k being ﬁxed.
Hence we have found that for any ε > 0, there holds
lim
n→∞
∣∣∣∣
m(n)∑
k=0
vk(n)−W
∣∣∣∣ < 2ε
which implies the limit relation:
lim
n→∞
m(n)∑
k=0
vk(n) = W =
∞∑
k=0
wk
as anticipated in the Tannery theorem. 
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