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INTRODUCTION
Cette thèse présente des travaux qui concernent l ordonnancement en "temps réeI".
L'ordonnancement fait partie des décisions opérationnelles pelmettant de gérer la production. Il
consiste à définfu les dates d'exécution des opérations à réaliser en tenant compte des
disponibilités des ressources qui leur sont nécessaires. Nous voulons ici déterminer les dates
d'exécution des opérations à réaliser sur chaque produit, dès que sa commande arrive, sans
connaître les commandes futures et sans remettre n question les ordonnancements antérieurs.
Nous dirons alors que le système de production est géré en temps réel. Cette pratique est très
courante dans les entreprises. Elle permet de prendre les décisions rapidement et de réagir
dynamiquement aux aléas de I'environnement.
Les problèmes d'ordonnancement auxquels nous nous intéressons ont les deux caractéristques
suivantes :
a) ils sont de type "sans attente", c'est-à-dire que les opérations exécutées ur un même
produit s' enchaînent sans intemrption,
b) ils sont "à temps opératoires contrôlables", ce qui signifie qu'il est possible de choisir
le temps opératoire dans un intervalle donné.
Ces deux conditions sont en apparence restrictives. En fait, nous montrons dans le premier
chapitre qu'elles permettent une gestion de la plupart des systèmes de fabrication : ateliers de
traitements de surface, entreprises manufacturières, usines automatisées... De plus, ces deux
conditions offrent de nouvelles possibilités : elles permettent de contrôler la quantité des
produits semi-finis et leur durée de séjour en cours de production.
Iæ premier chapitre présente l'état de I'art des problèmes d'ordonnancement de type "sans
attente". L'originalité de cette bibliographie réside dans la classification des problèmes. En effet,
tous les problèmes d'ordonnancement (y compris ceux dans lesquels I'attente entre les
opérations est permise) sont décrits cornme des problèmes sans attente avec une contrôlabilité
variable des durées opératoires. Ce chapite introduit également l'éventail des domaines
d'application des problèmes traités dans les trois chapitres qui le suivent.
Dans les Chapitres tr à IV, nous proposons des méthodes de gestion en temps réel applicables
aux systèmes de fabrication dans lesquels les produits subissent une suite d'opérations (voir
Chapitre II - Problèmes à gammes linéaires), dans lesquels les produits nécessitent une
opération d'assemblage ou de désassemblage (voir Chapife III - Problèmes à gammes
d'assemblage t désassemblage), dans lesquels plusieurs gilnmes différentes peuvent êfre
choisies pour réaliser un produit (voir Chapitre IV - Problèmes àgammes alternatives).
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Pour chaque situation, nous définissons précisément le cadre de l'étude avant de formaliser sous
forme de programme mathématique toutes les contraintes à prendre en compte au cours de la
gestion du système. Les méthodes de gestion proposées permettent d'atteindre trois objectifs :
a) minimiser la date d'achèvement du produit considéré. Ce critère est classique en
ordonnancement et correspond à la minimisation du makespan. Nous donnons des
algorithmes originaux et efficaces pour atteindre cet objectif. Ils sont de complexité
polynomialepourlesproduitsà gammes linéaires, d'assemblage et de désassemblage. Dans
le cas de produits à gammes alternatives, nous montrons que minimiser Ie makespan devient
"NP-difficile" et nous donnons un algorithme pseudo polynomial.
b) minimiser le temps d'utilisation des ressources, tout en respectant le délai de livraison.
Ce critère est utilisé en gestion de projet pour retarder le plus possible le début des travaux. Il
s'oppose à I'objectif précédent. Les algorithmes que nous proposons pour minimiser le
temps d'utilisation sont de même complexité que ceux qui sont développés pour minimiser la
date d'achèvement du produit.
c) minimiser le coût d'utilisation des ressources. Cet objectif est tout à fait nouveau dans
le domaine de l'ordonnancement en temps réel. Mais, atteindre cet objectif est également plus
difficile. Nous donnons pour cela des algorithmes pseudo polynomiaux pour chaque
situation.
Enfin, nous donnons des résultats sur le comportement de ces méthodes en "temps réel" par
rapport au contexte off-line où les commandes futures sont connues au moment d'ordonnancer
un produit.
L'Annexe I suit les 161 références bibliographiques. Elle complète la thèse en proposant des
algorithmes de mise à jour des périodes de disponibilité des ressources après I'ordonnancement
de chaque produit. Ia complexité de ces algorithmes est également étudiée précisément pour
permettre leur utilisation en temps réel.
L'étude proposée dans cette thèse a déjà fait I'objet de publications dans des revues scientifiques
prestigieuses [Chauvetetal.,l998a] [Chauvet etaI.,1998b] [Antonio et aI., 1999] [Chauvet et
Proth, 1999) [Chauvet etaI.,I999a] lChauvet et al., 1999b] et des conférences internationales
[Chauvet et Proth, 1998a] [Chauvet et Proth, 1998b] fChauvet et aI., 1998b].
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CHAPITRE I
PRESENTATION ET ETAT DE L'ART
Résumé
Ce chapitre présente l'état de I'art des algorithmes d'ordonnancement du point de vue de leur
complexité, composante essentielle des problèmes gérés en temps réel. L'originalité de cette
présentation réside dans la classification des problèmes. En effet, tous les problèmes
d'ordonnancement (y compris ceux qui sont dans lesquels I'attente enffe les opérations est
permise) sont décrits comme des problèmes sans attente avec une contrôlabilité variable des
durées opératoires. Nous présentons également les domaines d'application des problèmes traités
dans les chapitres suivants.
Sommaire
I.1. INTRODUCTION
I.2. PROBLEMES A TEMPS OPERATOIRES FDGS (P.T.O.F.)
r.3. PROBLEMES A TEMPS OPERATOIRES ILLIMTTES (P.T.O.I.)
I.4. PROBLEMES A TEMPS OPERATOIRES LMITES (P.T.O.L.)
r.5. PROBLEMES MD(TES (P.M.)
I.6. CONCLUSION
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Chaoitre I - Présentation et état de l'art
t .1. INTRODUCTION
I .  1. 1. Ltordonnancement
L'ordonnancement vise à définir les dates d'exécution d'un ensemble d'opérations en
tenant compte de la disponibilité des ressources (matérielles, humaines...)
nécessaires, de manière à optimiser un critère donné. L'ordonnancement est généralement
réalisé à court terme pour le niveau opérationnel. Souvent, on cherche à placer I'ensemble des
opérations de sorte qu'elles soient achevées le plus tôt possible : on dit alors que I'on minimise
le makespan. D'autes critères existent comme la minimisation de la somme des retards (lorsque
des délais de livraison interviennent), la minimisation des en-cours, la minimisation du coût de
production, ou encore une répartition équilibrée des charges des ressources.
Læ champ d'applications de I'ordonnancement est large : la gestion de la production dans
I'industrie, la gestion de projet, I'organisation des emplois du temps, la gestion des processeurs
en informatique... Ainsi, les ouvrages consacrés à l'ordonnancement (scheduling en anglais)
sont nombreu( comme le prouvent ces quelques références: Conway et aI. (1967), Baker
(1974), Coffman (1976), Rinnooy Kan (1976), Dempster et aI. (1982), French (1982), Carlier
et Chrétienne (1988), Blazewicz et aI. (1993), Morton et Pentico (1993), Feldmann et aI.
(1994), Tanaev et aI. (1994a), Tanaev el al. (1994b), Zweben et Fox (1994), Brucker (1995),
Chrétienne et aI. (1995), Pinedo (1995), Chu et Proth (1996), Koole (1996), Lai et al. (1997),
et Shmelev (1997), Esquirol etLopez (1999).
Dans la suite, nous considérons que les données relatives à chaque tâche (durées minimales et
maximales d'exécution, date de disponibilité...) ne sont pas stochastiques, mais sont connues a
priori. On dit, dans ce cas, que le problème est déterministe.
I.t.z. Les applications en temps réel
Dans une application en temps réel, on dit aussi en ligne (et, en anglais, real-time ov on-
Iine), il est obligatoire de fournir une solution rapidement, sans pouvoir attendre les
informations sur les demandes à long terme. Les premiers problèmes importants traités en temps
réel ont concerné le pilotage de systèmes complexes (avion, centale nucléaire...). De tels
problèmes se sont également posés pour l'ordonnancement de radars fOrman et al., 1998], ou
de processeurs en informatique [Chrétienne et aI., 1995]. L'ordonnancement en temps réel
permet aussi de fournir un délai de fabrication précis au client, à l'instant où il passe sa
commande. Sgall (1998) décrit la littéranre déjà abondante relative à I'ordonnancement "en
temps réel".
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Aujourd'hui,les applications en temps réel de I'ordonnancement se développent parce qu'elles
permettent une grande souplesse dans la prise de décision. En effet, elles autorisent de prendre
les décisions rapidement et, ainsi, de réagir dynamiquement aux aléas de I'environnement. De
plus, des données techniques sont parfois diffrciles à prendre en compte par les systèmes
d'ordonnancement. Aussi, il est nécessaire de permettre à I'utilisateur d'intervenir dans le
système d'ordonnancement pour contrôler les solutions proposées et lui fournir, le cas échéant,
de nouvelles solutions mieux adaptées aux contraintes. Grâce à leur rapidité d'exécution, les
applications en ligne fournissent ces possibilités aux utilisateurs.
Les applications en temps réel impliquent de développer des techniques rapides dans tous les cas
de figures, permettant de fournir un résultat avant que d'autres événements ne viennent modifier
l'état du système. La rapidité d'un algorithme en temps réel est mesurée par sa "complexité",
c'est-à-dire l'évaluation du nombre d'opérations élémentaires effectuées par I'algorithme dans le
pire des cas. Elle est donnée en fonction de la taille des problèmes traités [Knuth, 1968-1973)
[Gaudel et a1.,1987]. Pour garantir que le temps d'exécution d'un algorithme ne dégénère pas
sur des cas d'application en temps réel, il est souhaitable que sa complexité soit polynomiale
(i.e. que le temps de calcul s'exprime comme un polynôme fonction de la taille des données).
A I'opposé, les problèmes NP-difficiles au sens fort forment une classe pour laquelle on ne
connaît pas d'algorithme polynomial [Garey et Johnson,1979]. Pour résoudre de tels
problèmes de manière optimale,les seules méthodes connues consistent à explorer explicitement
ou implicitement toutes les solutions, ce qui n'est possible que pour des exemples de taille très
limitée. Ainsi, dans le cas d'applications réelles et quand la recherche de la solution optimale
devient "combinatoi-re", on utilise des "heuristiques" rapides qui fournissent, au mieux, une
solution proche de la solution optimale.
I.1.3. Caractéristiques des problèmes traités
Dans cette thèse, nous nous intéressons à des problèmes d'ordonnancement caractérisés par
deux aspects.
Tout d'abord, le temps séparant la fin d'une opération de la suivante est nul. C'est ce que nous
appelons des processus ans délai inter opératoire, ou sans attente, ou encore sans
temps mort (dénommés no-wait problems dans la littérature anglo-saxonne).
De plus,les temps opératoires (en anglais, processing times) ne sont pas fixés a priori : la durée
P, de chaque tâche i peut être choisie dans un intervalle de valeurs admissibles : P, e [/, i u if
avec l,sui. On parle de temps opératoires contrôlables (ou, en anglais, controllable
processing times) par le système d'ordonnancement. Les valeurs /, et u, sont appelées
respectivement durée minimale et durée mærimale (ou en anglais lower duration et upper
duration) du temps opératoire. Cette spécificité distingue ces problèmes des problèmes
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"classiques" d'ordonnancement car il faut non seulement déterminer I'ordre de passage des
produits, mais aussi les durées opératoires P,. Par ailleurs, I'existence de tels intervalles
augmente le nombre d'ordonnancements possibles. Suivant le type d'intervalle [/, ; rz,], les
problèmes sans délai inter opératoire peuvent être classés en quatre catégories :
les problèmes à temps opératoires fixées (P.T.O.F.) dans lesquels la
durée de chaque tâche est fixée (i.e. l,e ff et u,=1. pour toute tâche i, où 91*
désigne I'ensemble des nombres réels positifs). Il s'agit d'un pur problème sans
délai inter opératoire. Les problèmes dits no-wait dans la linérature anglo-
saxonne (pow lesquels il n'est pas précisé que les durées sont contrôlables) sont
de ce type lHalt et Sriskandarajah,1996].
les problèmes à temps opératoires i l l imités (P.T.O.I.) dans lesquels
chaque opération peut êne prolongée autant qu'on le souhaite (i.e. /, e 9t* et
n,=jæ pour toute tâche I ). Dans ce cas, une ressource utilisée pour exécuter une
opération e peut ême réutilisée tant que le produit n'a pas étÉ évacué, ceci même
si I'opération sur le produit est achevée. Ces problèmes ont dits blocking [Hall
et Sriskandarajah, 19961.
les problèmes à temps opératoires l imités (P.T.O.L.) dans lesquels
chaque opération peut être prolongée dans une certaine mesure (i.e. /, e 9f et
u , eT pour toute tâche i ). Le problème est alors no-wait et limited controllable
processing times.
. les problèmes mixtes (P.M.) dans lesquels certaines opérations ont de
durée fixe, d'autres peuvent êne prolongées de manière limitée ou illimitée (i.e.
/,e 9T etu,effu{+-1 pour toute tâche i). Ce type de problème st plus
général que les 3 précédents et permet de modéliser des systèmes de production
mixtes, c'est-à-dire composés d'opérations à durées contrôlables et sans délai
inter opératoire, de sous-systèmes detype blocking, et même d'opérations où les
délais inter opératoires ont permis.
Dans ce chapitre, nous répertorions les principales études académiques relatives à ces quatre
types de problèmes. Nous présentons une étude comparative des problèmes dits d'atelier (ou,
en anglais, shop floor). Même s'ils ne représentent pas toute la diversité des problèmes
d'ordonnancement réels, les problèmes d'atelier sont les plus traités dans la littéranrre et
permettent de bien appréhender le niveau de difficulté des quatre types de problèmes ans attente
qui nous intéressent.
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PROBLEMESA TEMPS OPERATOIRES FIXES (PT.OF.)
l .2. l . Introduction
Les problèmes d'ordonnancement présentés dans ce paragraphe se limiænt au( cas où un
produit ne peut attendre ntre deux opérations uccessives : dès qu'une opération est terminée,
la suivante doit immédiatement commencer. Ils sont dtts no-wait, ou en abrégé nwr, selon la
notation anglo-saxone introduite par Gratram et aI. (1979) et étendue notamment par Blazewicz
(1987). De plus, la durée de chaque opération est fixée. La durée de toute tâche i est donnée par
P ,=I,e ff. Pour distinguer ce cas où les durées opératoires ne sont pas variables, nous notons
la durée opératoire n minuscule, p i.
Ces problèmes se posent soit à cause des caractéristiques du processus de fabrication, soit du
fait de I'absence de possibilités de stockage ntre les opérations à effectuer.
Dans la sidérurgie, les opérations (coulage, laminage, tempe...) s'enchaînent à la sortie des
fours sans possibilité de temps mort, sans quoi la temperature t la viscosité diminuant, I'acier
ne serait plus malléable [Callatran, l97I]. Des contraintes imilaires existent dans Ia métallurgie
en général, la pétro-chimie [Salvador, 1973] et la plasturgie. De même, les processus
chimiques lEgli et Rippin, 1981] [Reklaitis, l9S2] et pharmaceutiques requièrent très
souvent d'êfte effectués sans pause inter opératoire. Iæ conditionnement et la livraison de
certains produits alimentaires doivent également ême effectués sans délai après leur
ffansformation lRamudhin et Ratliff, 1992]. Dans I'informatique, le stockage des résultas
intermédiaires est parfois impossible [Reddi et Ramamoorthy, 1972].
Dans d'autres domaines, un délai inter operatoire xiste bien, mais sa durée est fixée. Cette
pause est alors modélisée cornme une opération. C'est le cas de I'ordonnancement des radars.
En effet, les opérations effectuées par un radar sont de deux types : émission d'une onde
électromagnétique et réception de I'onde. Entre ces 2 opérations, un délai fxé doit s'écouler qui
peut être modélisé pil une opération e requérant aucune ressource [Orman et aI., 1996] [Orman
et aI., 19981.
1.2.2. Problème de tlow shop
Le problème deflow shop estun problème classique d'atelier : on cherche à déterminer I'ordre
dans lequel il faut fabriquer n produits, les n produits devant passer successivement sur m
machines dans le même ordre. Comme dans tous les problèmes d'atelier, une machine ne peut
exécuter qu'une opération à la fois, et chaque produit ne peut subir qu'une opération à la fois.
Sous la contrainte que les opérations uccessives ur un même produit sont exécutées ans
temps d'attente, le problème st noté T,InwtlC,,-, [Gratram et aI.,1979]. Le critère C.* signifie
4.2.
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que I'on cherche à minimiser le mnkespan. Rôck (1984a) a prouvé que ce problème est NP-
difficile au sens fort dès que I'atelier comporte au moins 3 machines.
Pietrler (1960) a montré que ce problème pouvait ête transformé en un problème de
voyageur de commerce. Pourcela, deuxproduis fictifs notésO et(n+ 1) sont ajoutés et
fabriqués respectivement en début et en fin de séquence. Les durées opératoires de ces deux
produits étant nulles, ils n'affectent pas la durée de I'ordonnancement tout en permettant de
marquer les deux limites de la séquence. On,dé\t no* tout couple ( i , k ) de produits :
D( j, k ) = max l\rr.t -Lp^,r I
i =1 ,  2 ,  . . .  n \ n= l  h= t  /
oùp,,; estletempsopératoireduproduit j  surlamachinei.CommelemontrelaFigurel- 1, la
quantité D(j,k) représente la durée séparant les instants de début de fabrication de deux
produits, le produitj étant réalisé juste avant le produit k. On considère alors le graphe G à
(n+2) sommets où tout arc(j, k) est valué par D(j,k). Chercher quelle séquence des n
produits minimise le makespan revient alors à déterminer le plus court parcours du voyageur de
conrmerce dans G ente les sornmets 0 et ( n+ l). Cette transformation a permis d'utliser les
techniques dédiées au problème du voyageur de coûlmerce, pour résoudre le problème
F.lnwtlCn"*. Pekny et Miller (1991), Song et aI. (1993), Gandadharan et Rajendran (1993),
Rajendran (1994) ont proposé des méthodes exactes et des solutions heuristiques à ce problème.
Glass et Potts (1996) ont comparé les différentes méthodes de recherche locale pour les
problèmes deflow slrop sans contrainte de no-wait.
Figure I- I : Transformation en un problème de voyageur de commerce
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I.2.3. Problème deflow shop à 2 machines
Iæ cas réduit à 2 machines a été étudié par Gilmore et Gomory (1964). Ces auteurs ont
montré que I'opération la plus courte sur la première machine t I'opération la plus courte sur la
deuxième machine doivent ête exécutées imultanément si possible. De même, les opérations
classées uivant les durées croissantes sur la première machine et les opérations classées uivant
les durées croissantes ur la deuxième machine doivent ême exécutées imultanément. Dans le
cas où cela n'est pas possible, ils proposent des modifications uccessives de I'ordonnancement
qui le rendent admissible tout en minimisant la date d'achèvement du demier produit.
L'algorithme obtenu permet de résoudre le problème FrlnwtlC,,,", de manière optimale en un
temps O(z logz z) [HalletSriskandarajah, 1996].
Plusieurs problèmes ont pu être résolus grâce à des adaptations de cet algorithme fReddi et
Ramamoorthy,19721. Ainsi, cet algorithme fournit une solution au problème FrlnwtlC, dans
lequel e critère consiste à réduire le temps de cycle dans un système de type flow shop répetitif
lMatsuo, 19901.Rôck(1984b)aproposéunalgorithmedecomplexitéO(n Iogz n ) utilisant
la méthode de Gilmore et Gomory, pour le cas Frlnwt, pi,i=|, resl..lc,* où toutes les
opérations ont la même durée et requièrent, en plus de leur ressource propre, une ressource
commune. Iæ temps de changement d'outil peut également ête pris en compte [Gupta et aI.,
19901. Sriskandarajah etLadet (1986) ont montré que le problème à 3 machines pour lesquelles
les durées sont identiques, Frlnwt,p i,i =llC.o, peut êre résolu en un temps O( n' ) .
1.2.4. Problème de job shop
Le problème de job shop est un problème d'atelier plus général que le flow shop. En effet, on
cherche à déterminer I'ordre dans lequel il faut fabriquer n produits, chaque produit ayant sa
propre gamme de fabrication. Chaque opération est exécutée par une des m machines du parc,
qui est éventuellement u ilisée à plusieurs stades de la fabrication. Il est noté J. InwtlC,n*, de
manière analogue au problème flow shop F,InwtlC."*. Ce problème est NP-difficile au
sens fort même pour 2 machines [Satrni et Cho, t979]. Blazewicz et aI. (1996) ont
présenté les différentes approches exactes et approchées pour les problèmes de job shop (avec
ou sans délai inter opératoire). Des résultats ont été apportés concernant la stabilité des solutions
par Sotskov et aI. (1997), et de nouvelles heuristiques ont été proposées par Schuurman et
IVoeginger (1997).
Pour un job shop à 2 machines dans lequel toutes les opérations sont de durée égale, le
problème est NP-difficile [Timkovsky, 1985a]. Les problèmes NP-difficiles forment une classe
de problèmes dans laquelle les problèmes NP-difficiles au sens fort sont inclus [Garey et
Johnson, 19791. Kubiak (1939) a fourni un algorithme dit pseudo polynomial en O( K n 5 ) , où
K représente l  nombre total d'opérations à effectuer. Pour plus de 2 machines (i.e. m>2),
-9-
Chaoitre I - Présentation et état de I'art
Sriskandarajatr et Ladet (1986) ont prouvé que J,lnwt, prec, p i,1=llC ma* est NP-difficile au
sens fort. Kravchenko (1998) a étudié le cas d'un ordonnancement sans attente de n produits.
Chaque produit est une chaîne d'opérations à exécuter altemativement sur 2 machines. Un
algorithme en O( n6 ) permet de foumir la solution du problème Jrlnwt, p i,1=ll2C, dans lequel
on cherche à minimiser le flot moyen (i.e. la soflrme des dates d'achèvement des produits). Ce
problème devient NP-difficle au sens fort si les durées ne sont pas égales [Rôck, 1984b].
Timkovsky (1998a) a étendu ces résultats, prouvant qu'en présence de précédences de type
chaîne entre les produits, le problème Jrlnwt, charn,p,,, =llC** est NP-difficile au sens fort.
I.2.5. Problème d'open shop
Iæ problème d'open shop est un aufe problème "classique": on cherche à déterminer I'ordre
des z produits à fabriquer, les n produits devant passer successivement sur les m machines,
dans un ordre quelconque. Il est noté O.InwtlC,,,*. Ce problème est NP-difficile au sens
fort même pour 2 machines [Sahni et Cho, 19791. Récemment, Sidney et Sriskandarajah
(1999) ont proposé une heuristique dédiée à ce problème. Iæ problème O.Inwt, pmtrlC** (qui
autorise d'interrompre une opération pendant une période durant laquelle une aufre opération est
exécutée en continu) reste NP-difficile au sens fort [Strusevich, 1991].
La plupart des cas d'open shop potx lesquels on connaît un algorithme polynomial sont les
problèmes dans lesquels toutes les opérations sont de durée égale. C'est ce qu'ont considéré
Brucker et aI. (1977), Garey et Johnson (1977), Lenstra et Rinnooy Kan (1978), Monma
(1982), Simons etWarmuth (1989), Kubiak etal. (1991), Brucker eL al. (1993), et Timkovsky
(1998a-c). Dans ce cas, le temps opératoire nécessaire à chaque produit vattm unités de temps.
Dans de telles situations, un algorithme enO(n) lHu,1961l [Sethi, 1976] permet de résoudre
les problèmes d'assemblage t désassemblage de type Olnwt, tree, p i,1=LlC *. Dans le cas de
précédences quelconques, le même problème Olnwt, prcc, p i,1=llC ^* est NP-difficile au sens
fort [Ullman, 1975]. Adiri et Amit (1984) ont proposé un algorithme en O( nm ) pour Q, Inwt,
p i,1=IIIC, où le critère est la minimisation du flot moyen. Utilisant les résultats de Coffman et
Graham (1972), Lawler (1976) a proposé un algorithme enO(n') pour vn open shopà2
machines avec des relations de précédence ntre certains produits : Qlnwt, prec,p,.,=1lC,n*.
1.2.6. Conclusion
Les problèmes d'ordonnancement sans attente apparaissent intrinsèquement difficiles (cf.
Tableau I- 1). I faut limiter le nombre de machines à 2 pour espérer résoudre un problème de
manière optimale en un temps polynomial. Sriskandarajah et Ladet (1986), Goyal et
Sriskandarajah (1988), Brucker et aI. (1993), Ramudhin et Ratliff (1994), et Hall et
Sriskandarajah (1996) fournissent d'autres résultats sur ces problèmes.
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Problème Complexité Référence
F, InwtlC,o- NP-difficile au sens fort Rôck (1984a)
J, lnwtlC,o* NP-difficile au sens fort SahnietCho (1979)
J,InwtlEC, NP-difficile au sens fort Rôck (1984b)
Q InwtlC.- NP-difficile au sens fort Sahni et Cho (1979)
Q lnwt, pmtnlC,* NP-difficile au sens fort Strusevich (1991)
J, lnwt, p i ,1=IlC * NP-difficile au sens fort Sriskandarajah et Ladet (1986)
Jr lnwt, chain,p i.1=llC *, NP-difficile au sens fort Timkovsky (1998a)
J,Inwt, chain, p t,1=ll2C, NP-difficile au sens fort Timkovsky (1998a)
Olnwt, ptec, pi, ;  =11C.* M-difficile au sens fort Ullman (1975)
Olnwt, tree, p i, ; =llC.o Soluble enO(n) Hu (1961), Sethi (1976)
O. lnwt, p i . i=I l ;C . Soluble no( nm ) Adiri er Amit (1984)
FrlnwtlC-* Soluble enO( n log, n ) Gilmore et Gomory 0964)
FrlnwtlC, Soluble enO( n log, n ) Gilmore et Gomory 0964)
Frfnwt ,  P i , i=1,  res1. . lCn" , Soluble nO(n log,  n) Rôck (1984b)
Fr lnwt ,p i . ;  =11C,o* Soluble enO(n2 ) Sriskandarajatr etLadet (1986)
Jrfnwt,p i ,1=IlC *' NP-difficile
Soluble enO( Kns )
Timkovsky (1985a)
Kubiak (1989)
Jr lnwt ,p i , i= l l ;C. Soluble enO( n6 ) Kravchenko (1998)
Qlnwt, prec,p i,; =llCn,o Soluble enO( n2 ) Coffman et Graham (1972),
Lawler (1976)
Chaoitre I - Présentation et état de I'art
n est le nombre de produits à fabriquer
m représente le nombre de machines dans I'atelier
K représente l  nombre total d'opérations àeffectuer
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PROBLEMESA TEMPS OPERAToTRES TLLIMITES (PT.O.|.)
I.3.1. Introduction
Dans les problèmes d'ordonnancement présentés dans ce paragraphe, il n'est pas possible de
stocker un produit entre des opérations successives. Cependant, un produit pour lequel
une opération est terminée peut rester sur une machine, la rendant indisponible pour
toute autre opération : c'est une situation de blocage. Ces problèmes sont connus sous le nom
de blocking problems [Hall et Sriskandarajah, 1996]. Chaque opération i a une durée P, gd
peut être choisie dans un intervalle P ,efl, ; +o"[, où la durée minimale /, e 91* est donnée.
Ces problèmes urviennent dans les systèmes automatisés. Dans les chaînes d'assemblage
(comme celles de I'automobile), un robot ne peut commencer une série d'opérations sur un
produit tant que le produit précédent ne I'a pas libéré fl.ogendra et Sriskandarajah, 1996]. Des
contraintes identiques apparaissent dans les systèmes de production équipés de convoyeurs
ou d'AGVs(Automated GuidedVehicule) [Kise et al., I99I] [Ganesharajah et al., 1998].
Dans I'aéronautique, les produits de trop grande dimension ne permettent pas de stockages
intermédiaires et quittent un poste de travail quand I'emplacement suivant n'est plus occupé.
Notons enfin qu'un système Kan Ban crée de tels blocages puisqu'un produit ne peut ête
fabriqué tant qu'aucw Kan Ban n'est disponible.
I.3.2. Problème deflow shop
Considérons le problème d'atelier typeflow shop (détermner la séquence des n produits devant
passer successivement sur rn machines dans le même ordre). S'il est de type blocking, L est
notéF,,hlocklC.*. Hall et Sriskandarajah (1996) ontprésenté le problème de flow shop à2
machines avec un en-cours limité de capacité b=l comme un cas particulier de FrlblocklC.- où
la deuxième opération aurait une durée minimale nulle. Ce problème, noté FrlblC.a* est NP-
difficile au sens fort pour 0<bcn-1 [Papadimitriou et Kanellakis, 1980]. En conséquence,
F,, hlocklC ** est NP-difficile au sens fort dès que I'atelier comporte 3 machines.
Dans le cas Frlb=O\C,*, le stockage est interdit entre les machines, les produits ne peuvent
attendre que sur les machines et le problème est alors identique à F,lblocklC,*. n est possible
de transformer FrlblocklC''* en un problème de voyageur de commerce [Pinedo, 1995]. Cette
transformation permet de démontrer ltéquivalence de FrlblocklC -u* avec le problème
FrlnwtlC mâx (ce qui signifie que ces deux problèmes sont de même niveau de difficulté). Ainsi,
comme dans le cas du problème à temps opératoires fixées, I'algorithme de Gilmore et Gomory
(1964) est utilisé pour résoudre le problème F,lblocklC .,*. De même, les problèmes Fr lnwtlC, et
FrlblocklC, sont équivalents. Des résultats existent concernant des cas particuliers où les durées
t.3.
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de certaines opérations sont identiques. Si toutes les opérations sont de durées minimales
identiques (i.e.I,-l), il n'est pas nécessaire de prolonger une opération au-delà de la durée /
pour atteindre I'ordonnancement optimal. Aussi, dans ce cas, les algorithmes développés pour
les problèmes ans attente à durées opératoires fixées peuvent être utilisés pour les problèmes de
type blocking. Dans le cas où toutes les opérations d'un même produit ont la même durée
[Pinedo, 1995], un simple ti [Beauquier etaI., 1992] des produits dans I'ordre croissant des
durées suffit à fournir une séquence optimale de Flblock, p i , fp i lC *. Iæ problème F. lblock,
pi,1=p,lC, où les produits sont identiques et fabriqués de manière cyclique, peut
être résolu par un algorithme proposé par Hartmann et Orlin (1993) en O ( m') .
f.3.3. Problème detlow shop avec robot
Un problème dérivé du problème d'atelier detypeflow shop prend en compte les déplacements
du produit entre opérations par un système robotisé. Iæ but est alors de déterminer la séquence
des n produits et le tajet du (ou des) robot(s). tâ Figure I- 2 présente un exemple de tel
système robotisé. Les gammes de chaque produit sont constituées des opérations effectuées par
les rn machines et des opérations de déplacement exécutées par le robot enfre deux opérations de
ffansformation. Si on néglige les déplacements à vide du robot, ce problème est de typr- iob
shop. L'entrée et la sortie des produits peuvent également être pris en compte en ajoutant
éventuellement des opérations fictives. Vu les nombreuses applications [.ei et Wang, 1989]
[Varnier, 1996] lCrama, 1997) [Kats et Levner, 1997], ce problème a fait I'objet d'études
spécifiques, en particulier pour la minimisation du temps de cycle dans une production cyclique.
Figure I- 2 : Système robotisé à 3 machines
Dans ce type de problèmes, on suppose généralement que les durées des déplacements du robot
vérifient l'inégalité triangulaire, sans quoi le problème devient combinatoire [Brauner et aI.,
ffi
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19971. Des extensions de I'algorithme de Gilmore et Gomory 0964) pour un flow shop à 2
machines permettent de trouver I'ordonnancement optimal. Ces algorithmes sont
polynômiaux sous certaines hypothèses : produits identiques [Crama et van de
Klundert, 19971, ou connaissance du nombre de fois où un produit est réalisé dans la séquence
périodique [Sethi et aI., 1992] [Hall et al.,1997f. Au delà de 3 machines, il devient NP-difficile
de déterminer I'ordonnancement cyclique, même pour un produit unique, du fait du mouvement
du robot [Hall et aI., 1997]. D'autres travaux ont cherché à déterminer le temps cycle optimal
pour une séquence d'entrée des produits et des déplacements du robot fixés [Hartmann et Orlin,
19931. Des informations détaillées ont proposées par Hall et aI. (1997), et Crama et al. (1998).
I.3.4. Conclusion
Les problèmes d'ordonnancement de type blocking sont étudiés depuis peu. De ce fait, de
nombreux problèmes restent encore ouverts. Généralement, il apparaît qu'un flow shop de type
blocking est au moins aussi difficile que le problème de no-wait correspondant. Iæ Tableau I- 2
reprend les résultats présentés ci-dessus. Des compléments peuvent ête trouvées dans [Pinedo,
19951 et lHall et Sriskandarajatr, 1996].
est le nombre de produits à fabriquer
représente l  nombre de machines dans I'atelier
Tableau I- 2 : Dfficulté des problèmes à temps opératoires illimités
Problème Complexité Référence
F, lblocklC.* NP-difficile au sens fort Hall et Sriskandarajatr (1996)
Flblock,p i,fp 1lC ,,^ Soluble nO(n log,  n) Pinedo (1995)
FrhlocklC,,* Soluble nO(n log,  n) Gilmore et Gomory Q964)
FrhlocklC, Soluble nO(n log,  n) Gilmore et Gomory 0964)
F2hlC,** (O<b<z -1) NP-difficile au sens fort Papadimitriou et Kanellakis (1980)
F3JblC,,,* (b=0) NP-diffrcile au sens fort McCormick et Rao (1994)
F2hlC,"* (b=0) Soluble nO(n log,  n) Gilmore et Gomory 0964)
F, lblock, p ,.  i=p i lC , Soluble enO( m2 ) Hartmann et Orlin (1993)
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PROBLEM ES A TEM PS OPERATOT RES LTMTTES (P.T.O. L )
I.4.1. Introduction
Les problèmes d'ordonnancement présentés dans ce paragraphe sont également sans attente : il
n'est pas possible de stocker un produit enffe des opérations successives. Cependant, le
produit peut rester sur une machine au delà de la durée effective de
"fabrication" /,. Mais P,, durée de séjour sur la machine, est l imitée à u,€ff
connu a priori. La machine est alors indisponible pour toute autre opération. Ia durée P, d'une
opération est contôlable dans une certaine mesure: P,elI, i uil où /,e91* et z,eF.
Certaines réactions d'un processus chimique peuvent ête prolongées d'une durée raisonnable
sans détérioration du produit, mais dès qu'une opération est terrninée, la suivante doit
coilrmencer sans attendre ûlertz et aI., 19961 [Vamier, 1996]. Des contraintes similaires
existent également dans I' industrie alimen taire.
I.4.2. Problèmes classiques d'atelier
Dans le cas des problèmes à temps opératoires limités, la durée effective d'une opération peut
ête choisie dans un intervalle [/, i u if . Ainsi, les problèmes à temps opératoires fixés
(P.T.O.F.) (i.e./,=ui)sontdes cas particuliers des problèmes de type P.T.O.L, De ce fait, à
chaque P.T.O.F. NP-difficile au sens fort correspond un P.T.O.L. NP-difficile au sens fort.
Par conséquent, le problème d'atelier F,,lnwt, 1,,,=P i,isu r,ilc ^"* est NP-difficile au
sens fort dès que I'atelier comporte 3 machines. II en est de même pour J,,lnwt,
1 , , ,=P, , ,=u , , , lC  ̂, * ( f f i * )  e t  O, lnwt ,  l , , r=P i , i=u i , i lCr " , ,  dès  que le  nombre  de
machines atteint m>2.
Dans le cas d'un/ow shop réduit à 2 machines, augmenter la durée d'une opération au delà de
la durée minimale ne permet jamais de réduire le makespan. Par conséquent, le problème
Frlnwt, I ,,r= P i,isu,, j lC -"*est équivalent au problème FrlnwtlC -"* et peut ême résolu par
I'algorithme de Gilmore et Gomory 0964). De même, Frlnwt, 1,,,< P ,,,su ,,,lC , et FrlnwtlC,
sont deux problèmes équivalents. Au delà de deux machines, les problèmes F,Inwt,
I,,i. P ,, j3u i, jlC ̂ o,et F,, lnwtlC,,,o ne sont plus similaires. En effet, augmenter la durée d'une
opération peut permette de réduire le makespan. La Figure I- 3 montre les ordonnancements
optimaux de 3 produits notés A, B et C sur 3 machines conespondant au cas où aucune
opératon ne peut ête prolongée et au cas où la deuxième opération du produit B peut êre
prolongée d'une unité de temps. Dans le premier cas, le temps nécessaire pour fabriquer les 3
- - ^ . 1 " i + .  ^ . +  l ^  1 ' )  
" - : i < .  
T \ ^ - .  I -  . - ^ ^ - r {  ^ l ^ . o  ^ r . t r r n a  n n É r o f i n n  a o f  n r n l n n c Â o  l o  * n l , n o a n m  a c l
yt  vulrr lù 9ùL \ ! ly t l i  L l t l l lgJ. vdlù t9 ùvvul l r . l ,  4vrù Yg urv vyvrqrrvu wùr yrvrvuËvwr Lw t tuNgoyqt.  
vJ.
réduit à 11 unités. En fait, I'allongement de la durée opératoire permet d'espérer un meilleur
ordonnancement dans ce cas.
1.4.
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Figure I- 3 : Effet d'un allongement d'une durée opératoire
f.4.3. Autres problèmes d'atelier
Des critères autres que la minimisation du makespan ont été examinés en tenant compte non
seulement de la productivité du système mais aussi de I'investissement nécessaire. Dans
[Strusevich, 1995], il est supposé que les produits sont fabriqués de manière répétitive et que la
durée des opérations est proportionnelle à la vitesse des machines. On cherche alors à
déterminer le niveau technologique des machines (i.e. leur vitesse) qui induit le profit maximal,
prenant en compte la productivité du système (directement fonction du makespan) et
I'investissement nécessaire n machines en tenant compte de leur vitesse. Strusevich (1995)
propose un algorithme enO(n3 ) pour résoudre ce problème dans le cas d'un atelier de type
flow shop à n produits et 2 machines. Une approche par algorithme génétique [Karabati et
Kouvelis, 1,9971 a éts développée pour des problèmes plus généraux. D'auftes auteurs tels
Vickson (1980), Nowicki etZdrzalka(1990), van Hoesel (1991), van Vielt (1991), Panwalkar
et Rajagopalan (1992), Nowicki (1994), et Trick (1994) proposent des algorithmes pour les
problèmes d'atelier avec des durées opératoires contrôlables mais sans contrainte de type no-
wait enlr:e opérations.
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1.4.4. Conclusion
Les problèmes d'ordonnancement à temps opératoires limités ont été très peu étudiés.
Néanmoins, des résultats peuvent être déduits des problèmes de no-wait cornme indiqué dans le
Tableau I- 3.
n est le nombre de produits à fabriquer
m représente l nombre de machines dans I'atelier
/,,, est la durée minimale d'une operation et appartient àtr
u ,,, est la durée maximale d'une opération et appartient àff
Tableau I- 3 : Dfficulté des problèmes à temps opératoires limités
Problème Complexité Référence
F,  Inwt ,  I ,  ,  i .  P , ,  i3u , , , lC * , NP-difficile au sens fort Rôck (1984a)
J ,  lnwt ,  1  , , ,<  P  , , , su  , , , lC  * NP-difficile au sens fort Satrni et Cho (1979)
Q lnwt ,  I  , .  i .  P , .  i3u , , , lC * , NP-difficile au sens fort Sahni et Cho (1979)
Fr lnwt ,  1 , , ,=  P , , ,<u , , , lC  * Soluble nO(n log,  n) Gilmore et Gomory Q9&)
Fr lnw t ,  1 , ,  i .  P , ,  i 3u , , , lC , Soluble n O( n Io g, n ) Gilmore et Gomory G964)
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PROBLEMES MTXTES (P.M.)
f.5.1. Introduction
Dans ce paragraphe, les problèmes d'ordonnancement qui nous intéressent sont sans attente :
dès qu'une opération est terminée,la suivante doit immédiatement commencer. Mais, alors que
certaines opérations ont leur durée fixée, d'autres opérations peuvent êne prolongées sans
limite, et d'autres, enfin, peuvent être prolongées de manière limitée. La durée P, & toute tâche
i peut ête choisie dans un intervalle de valeurs admissibles P,ell, i u,f ave.c 1,3u,. Les
extrémités de cet intervalle, appelées respectivement durée minimale et durée maximale, sont
données pour chaque tâche i : /, e ff et u,eFu{+-1.
Ces problèmes permettent d'appréhender des systèmes de production complexes dont
une part est sans attente et à temps opératoires limités, une aute est sans attente et à temps
opératoires illimités. Ils sont très fréquents dans toutes les industries. En effet, les systèmes à
temps opératoires limités de la sidérurgie [Callahan, I97l], ou la petrochimie [Salvador, 1973]
sont rarement isolés, mais inclus dans des systèmes de transformation plus importants qu'il faut
gérer de concert. De même, les systèmes automatisés ou équipés de convoyeurs [Kise et a/.,
19911 sont intégrés au système de production, tel celui représenté dans la Figure I- 4.
D'aute part, les systèmes où ltattente et le stockage sont permis peuvent être vus
coilrme des systèmes mixtes ayant une structure particulière. Toutes les attentes et les stockages
sont alors modélisés comme des opérations à part entière. Cette modélisation donne I'avantage
de permettre de gérer et contrôler les lieux de stockage cofirme les machines.
Figure I- 4 : Système de production complexe
1.5.2. Problèmes classiques d'atelier
Les problèmes mixtes englobent les problèmes présentés dans les paragraphes précédents et les
problèmes avec attente. L'inconvénient résultant de leur généralité est la difficulté de résolution
de tels problèmes. En particulier, les problèmes NP-difficiles présentés précédemment de type
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mixtes. Ainsi, le problème d'atelier F.lnwt, l,,,sP,,i3u,,i lc ^^* est NP'diff ici le au
sens fort dès que I'atelier comporte 3 machines. Il en est de même pour J,o Inwt,
I  , , i .  P  i ,  j su  i , i lC  ̂ , * ( rn .2 )  a  O, Inwt ,  1 , , ,=  P  i ,  j su  r , i l c  ̂ ^ * ,  dès  que le  nombre  de
machines est m >2.
Rappelons que la durée maximale de certaines opérations d'un problème mixte peut ête infinie,
u,,j€9ï'u{+".}.Ceci est la différence essentielle avec les problèmes à temps opératoires
limités. Dans le cas d'unflow shop réduit à 2 machines, I'allongement possible des opératons
n'apporte pas de souplesse upplémentaire. Ainsi, le problème Frlnwt, I ,,r= P i,iSu,,ylC -"*
est équivalent au problème FrlnwtlC** et peut être résolu par I'algorithme de Gilmore et
Gomory (1964).
I.5.3. Problème d'atelier sans contrainte de no-wait
Les problèmes où I'attente et le stockage sont permis peuvent être vus comme des problèmes
mixtes sans attente dans lesquels I'attente et le stockage peuvent ête contrôlés. Par exemple, le
problème F. llc,,* (i.e.flow shop àrn machines dans lequel I'attente et le stockage sont permis)
est un problème à (?rn+l) opérations composées de m opérattons de transformation sur les
machines, et de (m+1) opérations de stockage (comprenant le stockage initial, les (ru -l)
stockages intermédiaires et le stockage final). Les opérations de transformation sur les machines
ont des durées fixes tandis que les opérations de stockage ont des durées nulles et peuvent ête
prolongées ans limite.
De très nombreux travaux ont permis de classer, du point de vue de leur complexité, les
problèmes dans lesquels I'attente et le stockage sont permis : Garey et aI. (1976), Gonzalez et
Satrni (1978), Graham et aI. (1979), Lageweg et aI. (1981), Blazewicz et aI. (1983), Lawler
(1983), Liu et Bulfin (1985), Kawaguchi et Kyan (1987), Lawler e aI. (1989), Kubiak et a/.
(1991), Sorskov (1991), Albers et Brucker (1993), Hoogeveen et al. (1994), Sriskandarajah et
Wagneur (1994), Brucker et al. (1995), Brucker et aI. (1997), Gladky (1997), Brucker et
Knust (1998), et Jain et Meeran (1999). La plupart des problèmes réels avec attente ne peuvent
pas non plus ême résolus de manière optimale en temps réel. En effet, les problèmes de
flow shop FrllC -",, FzllIC, et Flpreg P i,i=LlC -"*, de iob shop J2llC -"*, Jzll>C i
et Jrlp j, j  =1lC ̂ "* et d'open shop Orlr, lC -"* €t Ozll>C j sont NP'diff ici les au sens
fort. I-a notation r, indique I'existence d'une date de disponibilité pour chaque produit : le
produitj ne peut être commencé avant cette date. Le Tableau I- 4 donne les références relatives à
chacune des études. Vu le niveau de diffrculté de ces problèmes de nombreuses heuristiques leur
ont été dédiées, notamment des méthodes approchées à base de règles [Panwalker et Iskander,
r ^ - - a  r n r  r , ^ - , -  ^ ^  - t  l a \ O ^ ' t  r  -  - - ^ L l : -  ^ L ^ -  * ^ " -  2  - ^ ^ L : - - a  l . \  l l a  o c t  \ T D ,
L> | I J L-E[açr$tulltr çL Utr,, LAOL], .Ltr PrUUrçuLç uyctç r"uy yvsL J ursuurwù v3[v mar 
vùr r!^
diffrcile [Gonzalez et Sahni, 1976]. Gor:zalez et Sahni (1976) ont fourni un algorithme en
O(n) pour le cas limité à2 machines QllC.*. Johnson (1954) a montré que le problème
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correspondantdeflow shop, FrllC ma(, est soluble en O(n log, n ). Jackson (1956) a étendu
la méthode pour le cas d'un job shop Jrlm,<2lC *pour lequel tous les produits n'ont pas plus
de deux opérations.
Les problèmes à durées opératoires égales ont fait I'objet d'études spécifiques. Bruno et aL
(1980), et Brucker et Knust (1998) ont développé des algorithmes polynomiaux pour le flow
shop. l*, job shop pour 2 machines et à opérations de même durée a été aussi très étudié.
Différents algorithmes [Hefetz et Adiri, 1982] [Kubiak et al., 1995] [Timkovsky, 1985b] ont
été proposés pourle problème Jrlp,,i-11C.*. Récemment, Timkovsky (1997) a donné un
algorithme en O ( n" ) qui s'applique aussi en présence de dates de
disponibilité Jrlr,, p i,i=llC-"*. Kubiak et Timkovsky (1996) ont fourni un algorithme
pseudo polynomial pour le casJrlpi,l=llàC. Tautenhahn et Woeginger (1997) ont
développé un algorithme en O(n') pour le problème d'open sftop suivant O,nlrit
P i,i=llàC, dans lesquels le nombre de machines est constant.
f.5.4. Problème d'atelier à en-cours limité
Les problèmes à en-cours limités sont des problèmes mixtes. Considérons le problème d'atelier
de typeflow shop (détermner la séquence des n produits devant passer successivement sur rz
machines dans le même ordre). Dans le cas de 2 machines avec un en-cours limité de
capacité b, le problème st noté F2hlC.*. Pour 0<b<n-1, ce problème est NP-
difficile au sens fort [Papadimitriou et Kanellakis, 1980]. Papadimitiou et Kanellakis
(1980) ont décrit une heuristique qui fournit, dans le pire des cas, une solution dont le
makespan està3/2 de celui de I'ordonnancement optimal d'un Frlb=1|C,',*.
Dans le cas où le stockage est interdit entre les machines, le problème est identique à
FrlblocklC.* et Frlb=0lC-- peut être résolu par I'algorithme de Gilmore et Gomory (1964) en
O(n logz n ). Pour le problème F2hlC.* avec b>n-l, Johnson (1954) a proposé un
algorithme enO(n logz n).
I.5.5. Conclusion
Deux cas particuliers de problèmes mixtes d'ordonnancement sans attente ont étÉ étudiés : les
problèmes où I'attente est permise et les problèmes avec un en-cours limité. Les résultats sont
repris dans le Tableau I- 4. Dans ce tableau, n est le nombre de produits à fabriquer; lzl
représente l  nombre de machines dans I'atelier et m, est le nombre d'opérations effectuées ur
le produitj ; K représente l  nombre total d'opérations àeffectuer ; /,,, est la durée minimale
d'une opération et appartient à 9T* ; u i, i est la durée mærimale d'une opération et appartient à
9t*u{+""} (alors que I'ensemble des valeurs possibles pour u,,, était restreint à 91* dans le
Tableau I- 3).
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Tableau I- 4 : Dfficulté des problèmes mixtes
Problème Complexité Référence
F,  lnwt ,  I  ,  ,  i3  P , ,  i<u , ,  r lC * NP-difficile au sens fort Rôck (1984a)
J ,  l nw t ,  l , , i .P , , i 3u , , , lC  ̂ o NP-difficile au sens fort SahnietCho (1979)
Q Inw t , / , ,  i 3P , , i su  i , 1 lC  * NP-difficile au sens fort Sahni et Cho (1979)
Fr lnw t ,  1 , , ,<  P , , ,=u , , , lC  *n Soluble nO(n Iog. ,  n) Gilmore et Gomory Q964)
F3 llc,,,* NP-difficile au sens fort Garey etaI. (1976)
F2lECj NP-difficile au sens fort Garey etaI. (1976)
Flprec, p i , i=l lC * NP-difficile au sens fort Timkovsky (1998c)
J2llc,"* NP-difficile au sens fort Lenstra et Rinnooy Kan (1979)
J2ll>c j NP-difficile au sens fort Garey etal. (1976)
Jr lp , , i=1 lC,o- NP-difficile au sens fort Lenstra et Rinnooy Kan (1979)
q ilc-- NP-difficile Gorrzalez et Sahni (1976)
Orlr,lC * NP-difficile au sens fort Lawler et a/. (1981)
o2ll>c j NP-difficile au sens fort Achugbue t Chin (1982)
F2llc*_ Soluble nO(n log,  n) Johnson (1954)
J2lm jQlc * Soluble nO(n Iog, n) Jackson (1956)
Jr l r , ,  p i . i=1|C, , , " , Soluble en O( n2 ) Timkovsky (1997)
J r lp , , i - l lXC j Soluble en
O(n  l o9z  n  l og ,  K )
Kubiak et Timkovsky (1996)
orllc -* Soluble nO(n) Gorualez et Sahni (1976)
O^1r , ,  p  i , 1= l l 2C , Soluble n O( nz ) Tautenhahn et Woeging er (1997 )
F2hlC.* (0<bcn -1) NP-difficile au sens fort Papadimitriou et Kanellakis (1980)
F2hlC** (O<bcr -l) NP-difficile au sens fort Papadimitriou et Kanellakis (l 980)
F3tblc** (b=0) NP-difficile au sens fort McCormick et Rao (1994)
F2lblC,"* O=0) Soluble nO( n Iog, n ) Gilmore et Gomory 0964)
F2hlc",* (b>z -1) So lub le  enO(n log ,  n ) Johnson (1954)
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CONCLUSION
Les méthodes d'ordonnancement u ilisables en temps Éel doivent ête rapides, c'est-à-dire de
complexité faible. Pourtant, aucun algorithme de complexité polynomiale ne permet de résoudre
de manière optimale des problèmes d'ordonnancement, même réduits. Par exemple,
I'ordonnancement d'un atelier qui comporterait 3 machines de type F3llc,o- est NP-difficile au
sens fort [Garey et al., t976].
Notre ambition dans cette thèse est d'offrir des méthodes optimales, utilisables en temps réel et
appliquées aux problèmes mixtes. Comme nous I'avons vu,les problèmes mixtes permettent de
modéliser des systèmes de production très variés. Ils sont caractérisés par deux aspects.
Premièrement, le temps séparant la fin d'une opération de la suivante est nul. Ce sont des
processus ans délai inter opératoire, ou encore sans attente.
Deuxièmement, les temps opératoires ne sont pas f,rxés a priori : la durée P, de chaque tâche i
peut êre choisie dans un intervalle de valeurs admissibles : P, e [, : u,] avec I,3u ,. Ce sont
des processus à temps opératoires contrôlables. Les possibilités d'allongement des
opérations ont considérées comme propres à chaque opération : certaines opérations peuvent
avoir une durée fixée, d'autres opérations peuvent êne prolongées ans limite, et d'autres encore
ne peuvent êne prolongées que de manière limitée. Ces possibilités d'allongement distinguent
ces protlèmes des problèmes "classiques" d'ordonnancement car il faut non seulement




PROBLEMES A GAMMES LINEAIRES
Résumé
Dans ce chapitre, nous proposons des méthodes de gestion en temps réel applicables à des
systèmes de production fabriquant des produits dont la gamme est linéaire. Ces systèmes de
production sont du type des problèmes mixtes, terminologie introduite dans le premier chapitre.
Ainsi, notre étude peut s'appliquer à un large éventail de systèmes de production. Nous
illustrons notre propos avec I'exemple de la gestion d'un atelier de traitement de surface. Les
algorithmes proposés sont originaux et de complexité polynomiale. Ils permettent de déterminer
le délai de liwaison de chaque produit, et d'ordonnancer chaque produit de manière à minimiser
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Chapitre [I - Problèmes à gammes linéaires
II.1. INTRODUCTION
Dans ce chapitre, nous nous intéressons à des systèmes de production répondant aux
caractéristiques suivantes :
o Chaque produit subit une série d'opérations (i.e. la gamme du produit est
linéaire). La séquence de ressources visitées peut varier d'un produit à I'autre
comme dans le cas d'un job shop de type J. lnwt, I i, j S p i, j<u,,,lC ^u .
o Les durées opératoires sont fixées par le gestionnaire, mais doivent êre
comprises entre deux limites.
o Dès qu'une opération effectuée sur le produit se termine, I'opération suivante
doit impérativement commencer.
o Une ressource ne peut êne utilisée pour effectuer une opération nouvelle que si
elle est libre.
o Le système de gestion ne peut modifier l'ordonnancement des produits en cours
de fabrication.
L'objectif est de trouver un ordonnancement en temps réel pour chaque produit dès que sa
commande est passée. Pour faciliter la lecture, nous illustrons notre propos par une application à
la gestion d'un atelier de traitement de surface que la société SODETEG T.A.I. avait à réaliser.
fI.1.1. L'ordonnancement des ateliers de traitement de
surface
Un tel atelier est généralement constinré d'un ensemble de cuves contenant les solutions
chimiques ou électrolytiques dans lesquelles les pièces à réaliser sont immergées
successivement, cornme le monffe la Figure tr- 1. tæ transport des pièces enffe les cuves est
assuré par un ensemble de robots. Ces robots peuvent ête des palans de manutention (en
anglais hoist), des ponts roulants (en anglais crane), ou encore des systèmes automatiques
circulant sur un rail. Dans ces ateliers, les opérations doivent êne exécutées en séquence, sans
attente entre les opérations successives. En effet, tout arrêt en cours de taitement pounait ête
prejudiciable à la qualité du produit. Par contre, il est possible d'allonger, dans une certaine
mesure, la durée des opérations sans dommage pour le produit. Dans ce cas, la cuve dans
laquelle s'effectue une telle opération reste inutilisable pour d'autres opérations tant qu'elle n'est
pas libérée.
Varnier (1996) a présenté de manière précise ce type d'atelier dans le cas de la galvanoplastie,
une technique de dépôt de couche de métal destinée à éviter la corrosion. Des travaux récents ont
été produits en particulier pour la minimisation du temps de cycle dans une production cyclique
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[Chen et al., 1996] et donnent de nombreuses références [Varnier, 1996]. Des résultats plus
généraux ont été introduits sur ce type de problèmes au chapite précédent [Lei et W*g, 1989]
[Crama, 1997) [Kats et Levner, 1997]. Conftairement au cas d'une fabrication cyclique dans
laquelle tous les produits sont connus à I'avance, nous ne connaissons les produits à
ordonnancer qu'au moment où ils sont commandés. La société SODETEG T.A.I. située à Buc
(78) et I'INRIA ont étudié ce type de problème voici 15 ans [Botgnano et aI.,19831.
Figure II- I : Atelier de traitement de surface
Plusieurs méthodes de gestion en temps réel pour de tels systèmes ont étÉ, proposées. Elles sont
basées sur des systèmes experts [Yih, 1988] ou des modèles de décision Markoviens [Yih et
Thesen, 19911. Ces méthodes proposent une solution dès qu'un événement se produit (arrivée
d'une commande, fin d'une opération sur un produit...). Les décisions ont prises à court terme
sans anticiper sur les opérations futures. Ainsi, elles ne garantissent pas le respect des
contraintes futures. En particulier, rien ne garantit que les durées maximales de trempe des
produits soient respectées à moyen terme. Une telle gestion engendre donc beaucoup de pertes
et n'est pas envisagée ici.
Récemment, d'autres algorithmes qui tentent de placer toutes les opérations effectuées ur un
produit au moment de son ordonnancement ont été proposés. A chaque nouvelle commande (ou
à chaque fois qu'un événement aléatoire se produit, une panne par exemple), les opérations
restant à réaliser sont alors ordonnancées. Chaque produit est ordonnancé sans connaître les
commandes à venir car il est impossible d'attendre que toutes les commandes oient connues
pour réaliser I'ordonnancement. Evidemment, I'ordonnancement obtenu ne garantit pas une
productivité aussi importante qu'un ordonnancement qui se ferait en connaissant outes les
opérations à réaliser. Ces algorithmes qui ordonnancent les produits sans connaître les
commandes àvenir, sont souvent considérés comme des heuristiques dans la littérature.
Les heuristiques classiques d'ordonnancement [Baker, 1974] [Song et a1.,1993] ne sont pas
applicables dans notre cas, car les durées opératoires varient dans un intervalle donné. Des
Cuve 2 Cuve 3
- )5 -
Chapitre tr - Problèmes à gammes linéaires
heuristiques pécifiques ont été développées. On peut les classer en deux catégories uivant la
situation à laquelle elles s'appliquent :
a) Les premières ne remettent pas en cause les produits précédemment
ordonnancés. C'est dans ce cadre que nous nous situons dans ce chapitre. Ce cadre
correspond à I'Hypothèse II- 3 décrite dans la suite. Yin et Yih (1992) ont proposé un
algorithme pour répondre à ce problème dans le cas où tous les produits sont immergés dans
les cuves selon un même ordre (du typeflow shop). Ces auteurs se restreignent à la situation
où une seule cuve existe pour chaque solution chimique. Enfin, ils n'utilisent la tolérance des
durées opératoires que sur les opérations en conflit (i.e. utilisant une cuve ou le robot alors
qu'il n'est pas encore disponible), et donc n'assurent pas que le produit sera réalisé le plus
tôt possible. Dans la suite, nous verrons cofirment procéder pour ordonnancer le produit au
plus tôt.
b) Les secondes autorisent de remettre en cause les produits précédemment
ordonnancés. Nous envisagerons cette hypothèse dans les extensions proposées au
chapitre suivant. Cette situation, quand elle est possible, permet évidemment d'atteindre une
meilleure productivité du système de production. Yih (1994) a modifié la méthode proposée
dans [Yin et Yih, L992] de manière à pouvoir utiliser la tolérance sur les opérations du
dernier produit ordonnancé. Cette heuristique ne reconsidère pas la séquence d'entrée des
produits, contrairement à d'autres heuristques proposées depuis. Ces dernières s'appuient
surlesproblèmes de satisfaction de contraintes [Cheng et Smith, 1995], sur des techniques
arborescentes de type Procédure par Séparation et Evaluation Progressive [Ge et Yih, 1995]
pamothe, 19961, ou sur des méta heuristiques [Bloch, 1999]. Le plus souvent, elles
utilisent les algorithmes développés pour la situation a).
Dans ce chapitre, nous sommes dans la situation a) puisque nous supposons qu'il n'est pas
possible de remettre en cause des produits précédemment ordonnancés.
Dans d'autres approches, on considère qu'au moment d'ordonnancer un produit, les
commandes de produit à venir sont connues et on associe à chaque commande une certaine
probabilité qu'elle soit confirmée. Nous ne faisons pas cette hypothèse ici. Cependant, dans la
section 5, nous pouvons utiliser les informations sur les commandes à venir pour évaluer la
charge de travail funrre des machines. Nous libérons alors le plus possible de temps sur les
machines goulots afin d'espérer augmenter la productivité du système.
11.1.2. Approche proposée
Dans la section 2, nous précisons le cadre de l'étude en présentant les hypothèses faites tout au
long de ce chapitre. Notre objectif est de proposer des méthodes de gestion en temps réel qui
donnent un ordonnancement de chaque produit au moment où sa commande est enregistrée.
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La première méthode de gestion consiste à fabriquer le produit au plus tôt. Pour cela,
nous définissons les dates d'exécution au plus tôt des opérations effectuées sur le produit
compatibles avec les contraintes de notre système de production (c'est l'objet de la section 3).
En outre, cette méthode permet de fournir au client un délai minimum de livraison précis.
Ensuite, nous proposons une deuxième méthode de gestion qui revient à commencer la
fabrication du produit au plus tard, tout en respectant la date de livraison f,xée au plus
tôt. Dans ce but, nous calculons les dates d'exécution au plus tard des opérations (voir section
4). Cette méthode permet de minimiser le temps pendant lequel des ressources ont utilisées
pour fabriquer le produit. L'effet escompté est double: réduire le coût de fabrication du
produit, et donner plus de liberté pour ordonnancer les produits futurs.
Enfin, nous donnons une troisième méthode de gestion dont le but est de minimiser le coût
d'utilisation des ressources (voir section 5), tout en livrant le produit au plus tôt. Cette
méthode peut êfe utilisée pour diminuer l'utilisation des ressources goulots et ainsi espérer
accroître la productivité du système.
Ces trois méthodes de gestion garantissent d'obtenfu I'optimum relativement à un critère qui est
soit une fin de fabrication au plus tôt du produit considéré, un début de fabrication au plus tard,
ou encore un coût d'utilisaton des ressources aussi réduit que possible. L'évaluation de ces
critères est faite produit par produit puisqu'il est impossible d'attendre que toutes les
commandes oient connues pour fixer la gestion du système. En ce sens, ces critères sont
locaux. Notre objectif global est d'obtenir une gestion qui maximise la
productivité du système de production à long terme. Dans la section 6, nous nous
proposons d'appliquer ces trois méthodes de gestion sur une longue période de production à
différents ateliers job shop (voir les définitions données dans le chapire précédent) de type
J.lnwt, l,, iSP,,iar,t,,, lC^^, où a,,refr*u{+o"}. Nous comparons alors la productivité du
système suivant les méthodes de gestion utilisées.
Chaque section est illustrée par un exemple de produit fabriqué dans un atelier de fraitement de
surface. Pour simplifier la présentation, nous supposons que les collisions entre robots de
transport sont impossibles, et nous négligeons les déplacements à vide des robots. Nous
montrons, dans la conclusion, cornment nous pouvons étendre les méthodes de gestion
proposées dans les sections 3 à 5 aux autres situations. Une partie des résultats obtenus a déjà
été publiée dans I'article [Chauvetet al.,1999a].
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HYPOTHESES
Dans cette section, nous décrivons I'ensemble des hypothèses faites tout au long de ce chapitre.
Ces hypothèses ont réalistes et permettent de gérer en temps reel une large variété de systèmes
de production, dont celui qui est présenté dans la section précédente. En fait, le but est de définir
précisément le cadre d'application de cette étude et les notations utilisées.
Hypothèse II- 1 : L'ordonnancement est en temps réel.
Dans cette thèse, nous considérons des systèmes de production où les produits à fabriquer ne
sont pas connus à I'avance. Les commandes de produits arrivent successivement, à des instants
aléatoires, et nous devons déterminer les dates de début et de fin d'exécution des opérations
effectuées ur un produit à l'instant où la commande arrive. Notre objectif est de placer chaque
produit de manière à ce qu'il soit achevé le plus tôt possible. L'ordonnancement é ant exécuté en
temps réel, nous sommes en mesure de fournir une date de livraison précise dès qu'une
commande est enregistée (en supposant, bien entendu qu'aucun dysfonctionnement ne se
produise). Pour les besoins de I'exposé, nous désignons par J I'ensemble des produits à
ordonnancer. Nous les numérotons de I à n dans I'ordre d'arrivée des demandes, n étant le
nombre de produits dans 'I. Dans la pratique, n est infini car I'horizon de fonctionnement du
'système de production n'est pas limité.
Hypothèsell'2: La matière première et les composants du produit à fabriquer
sont disponibles.
Nous supposons que la matière première et les composants du produit à fabriquer sont
disponibles quand la commande apparaît. Ainsi, la date à laquelle le produit j peut commencer à
être fabriqué (en anglais release time , ou release dnte) est l'instant où la commande apparaît.
Cette date est notée r, et r,€ fr*, où fr* désigne I'ensemble des nombres réels positifs. Nous
supposons que I'instant initial de fonctionnement du système de production est la date 0.
Lorsqu'un approvisionnement (en matière première ou en composant) est nécessaire, la release
date estreculée d'une durée correspondant au délai d'attente de livraison.
Hypothèse II' 3 : L'ordonnancement d'un produit ne remet pas en question
Itordonnancement des précédents.
Dans ce chapitre, nous considérons que I'ordonnancement d'un produit est défini une fois pour
toutes et ne peut donc ête remis en question quand une nouvelle commande apparaît. Cela
signifie que ni les dates de début et de fin, ni les durées des opérations, ni les ressources
|/.2.
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sélectionnées pour effectuer les opérations ne peuvent être modifiées. Cette restriction apparaît
dans les situations suivantes.
a) Les coûts de gestion et de production induits par la remise en cause de I'ordonnancement e
sont pas compensés par le gain escompté par le nouvel ordonnancement.
b) Le système de gestion ne peut physiquement modifier les dates de début et de fin d'exécution
des opérations ur les produits déjà ordonnancés, car il n'a pas la totale maînise du système
de production. C'est le cas de systèmes de production qui nécessitent des réglages lourds et
minutieux avant I'opération de fabrication elle-même.
c) Un engagement est pris avec les clients dont les commandes ont arrivées antérieurement, et
il n'est pas possible de les déplacer.
d) On interdit au système de gestion de modifier les dates de début et de fin d'exécution des
opérations car on estime que le flot de nouvelles demandes de fabrication de produits est trop
important pour permettre une telle remise en question dans un contexte temps réel. Les
demandes de fabrication des produits arrivent une à une et doivent être prises en compte
immédiatement.
Bien sûr, un système dans lequel l'ordonnancement des produits peut être remis en cause à tout
instant peut permettre d'atteindre une meilleure utilisation des ressources. De tels systèmes ont
examinés dans les extensions du chapire suivant, mais s'avèrent délicats à gérer en temps réel
du fait de leur niveau de complexité.
Ilypothèse ll- 4: La gamme de chaque produit est linéaire.
Opération I Opération2 Opération 3 Opération m ;
-
Figure II- 2 : Représentation de Ia gamme linéaire d'un produit
Nous supposons dans ce chapitre que les gafirmes des produits à réaliser sont linéaires, c'est-à-
dire qu'elles sont constituées d'une suite d'opérations àexécuter séquentiellement. La Figure II-
2 représente une telle gafirme ; à chaque arc correspond une opération. Nous désignons par
opération, ou encore tâche, toute intervention d'un même ensemble de ressources ur un produit
pendant une certaine période. Ces ressources peuvent être diverses : opérateur, machine,
convoyeur... L'ensemble des ressources t noté R .
Dans le cas d'un atelier de traitement de surface, les ressources ont de trois types : les
opérateurs, les différents postes de tavail (correspondants à la préparation et au dégraissage,
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aux différents types de bains chimiques ou électrolytiques, au rinçage...), les robots
transportant les pièces. Comme la représente la Figure II- 3, la gamme d'exécution pour chaque
produit consiste en une succession d'actions sur les postes de fravail et de mouvements du
robot.
Figure II- 3 : Garnme d'un produit dans un atelier de traitement de surface
Les gammes des produits peuvent être différentes d'un produit à I'autre, coiltme pour les
problèmes d'atelier de type job shop présentés dans le chapine précédent. Cela signifie que les
opérations peuvent avoir des durées différentes et peuvent nécessiter des ressources distinctes.
Pour le produit j dont la gamme comporte m, opérations, nous désignons par i la i-ème
opérat iondelagammeavecie { t ,2, . . . , f f i j } .  Nousnotonsl ,  I 'ensembledesopérat ions à
effectuer sur le produitj ; 1,= { l, 2, ..., * i l .
Les problèmes dans lesquels les gammes comportent des opérations d'assemblage ou de
désassemblage s ront raités au chapitre suivant.
Hypothèse II- 5 : Nous savons quelles sont les ressources interchangeables en
cours d'opération.
Nous supposons que deux types de ressources peuvent apparaître: les ressources
interchangeables en cours d'opération et celles qui ne le sont pas. Un exemplaire d'une
ressource dite interchangeable p ut être remplacé par un autre en cours d'opération. C'est le cas
d'opérateurs ayant les mêmes compétences et qui peuvent ainsi se relayer sans que I'opération
s'arrête. Inversement, un exemplùe d'un type de machine choisi au début d'une opération ne
peut êûe substitué à un autre : une machine est dite non-interchangeable. L'ensemble des
ressources dont les exemplaires ont interchangeables ncours d'opération est noté R , n . Celui
des ressources non-interchangeables est noté R.o . On a : R =R in UR .o .
Hypothèse II- 6 : Le temps de changement de ressource en cours d'opération
est nul.
Nous supposons que le temps de passage d'un exemplaire de ressource interchangeable à un
autre en cours d'opération est nul.
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Hypothèse II- 7 : Chaque opération peut nécessiter I'utilisation de plusieurs
types de ressources.
Nous étudions les problèmes pour lesquels chaque opération peut nécessiter des ressources de
plusieurs types en quantités différentes, par exemple une machine et deux opérateurs. Nous
sommes donc dans une situation plus générale que celle qui est envisagée dans les problèmes de
flow shop ou de job shop. Les ressources ont utilisées pendant oute la durée de I'opération
dans la même configuration (i.e. le même nombre d'exemplaires).
Opération I - Amorçage Opération 2 - Transformation
Besoin:2opérateurs+lmachine Besoin : 1 opérateur + 1 machine
Figure II- 4 : I-a configuration des ressources est inchangé pendant toute I'opération
En fait, chaque opération est définie de manière à ce que le même ensemble de ressources
intervienne pendant oute sa durée. Supposons, coflrme dans I'exemple de la Figure II- 4, que
pour la transformation d'un produit, la présence de deux opérateurs soit nécessaire pour
amorcer le processus, alors qu'un seul opérateur suffit pour le reste de la transformation. Nous
dirons qu'il y a deux opérations successives : I'amorçage, puis la transformation elle-même,
bien que la même machine soit utilisée tout au long du processus.
Nous désignons par q t, i, j, le nombre de ressources de Wpe r nécessaires pour exécuter
I'opération i surle produitj, où reR. Cette quantité est nulle si I'opération corespondante ne
nécessite pas de ressource de type r et strictement positive sinon. Donc, e ,, i,120.
Hypothèse II- I : L'utilisation d'une ressource ne dépend pas d'autres
utilisations de la même ressource.
Nous supposons, dans ce chapitre, que le choix d'une ressource pour une opération
n'influence, ni n'est influencé, par les choix de cetûe ressource pour les autres opérations.
Pratiquement, cela signifie que I'utilisation d'une ressource potu une opération donnée
n'implique pas son utilisation pour une autre opération sur le même produit. I-e cas où le choix
d'une ressource pour une opération i, effectuée sur un produit j dépend du choix de la
ressource pour une aufre opération i, effectuée sur le même produit j sera étudié dans les
chapitres uivants. Ceci peut apparaître, par exemple, quand la même machine doit êne utilisée
pour des opérations successives. Dans ce cas, nous utilisons une gamme alternative. Nous
énrdions ce type de choix dans le Chapitre IV.
-3 1-
Chapitre II - Problèmes à gammes linéaires
Hypothèse rI- 9 : Les exemplaires d'un même type de ressources sont
identiques.
Les exemplaires d'un même type de ressources ont supposés identiques. Par conséquent, ils
ont des coûts d'utilisation égaux et des vitesses d'exécution identiques. Il est donc indifférent de
choisir un exemplaire plutôt qu'un aufre dans un type de ressource donné. Les problèmes où
des vitesses d'exécution sont différentes ont traités au Chapitre IV par adjonction de gammes
dites alternatives.
Dans le cas d'un atelier de traitement de surface, plusieurs postes de travail peuvent permettre de
réaliser la même opération (préparation et dégraissage, bains chimiques ou électrolytiques,
rinçage...). Nous distinguons les postes de travail sur lesquels les mêmes opérations peuvent
être réalisées. Chaque poste correspond à un exemplùe différent de même ressource. Si une
seule cuve contient le bain chimique "Cu électrolytique" et que 3 produits peuvent êne immergés
dans cette cuve, nous considérerons que nous avons 3 exemplaires de la ressource de type "Cu
électrolytique".
[æ coût d'utilisation d'un exemplaire de la ressource de type r pendant une unité de temps est
noté s 7, s, € 91*. Par conséquent, le cott induit par I'opération i effectuée sur le produit j par
unité de temps est: s ,,1=\e,,,,1 s,. Ce coût correspond à la rémunération des opérateurs, à
reR
I'usure des outils, à I'amortissement des machines. etc.
Irypothèse II- 10 : Les disponibilités des ressources sont connues.
Les ressources peuvent être indisponibles :
o soit parce qu'elles ont été réservées pour des opérations de fabrication de
produits préalablement ordonnancés,
o soit pour des raisons extérieures à la fabrication proprement dite (maintenance
des machines, pauses légales des opérateurs, etc).
Pour chaque type de ressource r, où reR , nous connaissons les périodes où elle est utilisée, et
en combien d'exemplaires. A partir des disponibilités de chaque ressource restant après les Ç -1)
premiers produits ordonnancés, nous déduisons les fenêtres de temps durant lesquelles chaque
opération i peut être exécutée sur le produit j, c'est-à-dire les périodes durant lesquelles le
nombre de ressources de type r nécessaires pour exécuter I'opération i sur le produit j est
supérieure ou égale à q,,,,i. Les structures des données et les algorithmes permettant de gérer
les disponibilités des ressources sont décrits dans I'Annexe l.
Dans la suite, nous supposons défini I'ensemble I{',,, des } i,; fenêtres de temps où l'opération
i  peutêtreeffectuéesur leprodui t j  :  W,, i={ \a, . , . i  i  b, , i , j l /  t<zSy,, i } .Lesdates de début
et de fin dela z-ième période pendant laquelle l'opération i peut être exécutée sur le produit j
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sont  notées respect ivement  ar , i , j  e t  br , i , j .  On a i  dz, i , jGfr* ,  br , i . je9t*u{+"" }  e t
d r ,  i , j 1b  r , , . j ,  pou r  I 9<y  i , i t  i ê1 , ,  j  eJ .
L'exemple de la Figure II- 5 concerne le cas d'une opération qui nécessite une ressource d'un
certain type r, er,i,i=|. Il existe trois exemplaires de cette machine: Xl, X2 et X3. Les
disponibilités de chaque exemplaire sont données par la Figure [I- 5 : les plages grisées
correspondent à des périodes où la ressource est déjà utilisée. L'instant 0 est supposé ême
I'instant initial. Nous avons, dans cet exemple, un ensemble de !i,i=1 fenêtres différentes,
W ,, i={[0; lJ,  12;6],13;7),14;91, [8; +o"1, [10; +."J, [1; +."[ ] .
Figure II- 5 : Périodes d'exécution d'une opération
Hypothèse II- 11 : Les opérations se suivent sans interruption.
Dans la suite, les problèmes taités sont mixtes, c'est-à-dire sans attente et à durées opératoires
contrôlables, suivant la terminologie introduite au Chapitre I. Comme nous I'avons vu, ce type
de contraintes permet de modéliser une très large variété de problèmes
d'ordonnancement, et même des problèmes pour lesquels I'attente est permise.
La contrainte "sans attente" est très importante dans les ateliers de taiæment de surface. En
effet, tout arrêt en cours de traitement met le résultat du traitement en péril.
Figure II- 6 : Graphe représentant un produit
Nous représentons les données relatives à un produit j par un graphe valué Gr=(H1,Ii),
corrme celui de la Figure tr- 6. Ce graphe est composé d'un ensemble H , de (m,+l) sommets













l I  t , i  ;u t, i  ) l l41;  u  2, j ) U U;u  t , j l
m j mi  + l
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arcs représentant I'ensemble .I, des opérations à exécuter. Puisque les opérations se suivent sans
attente, l'instant de fin d'une opération i est également I'instant de début de la suivante, pour
l<i<m,. une opération peut êfte référencée soit par iel,, soit par (h,h+r)=i où heH,.
Chaque opération est caractérisée par l'intervalle fli,i; ui,tl des durées opératoires
admissibles.
Hypothèse rI- 12 : Les durées des opérations sont contrôlabres.
La durée P,,, de I'opération I peut ême choisie dans un intervalle de valeurs admissibles:
P,.,e11,,,;  ui, i ]  avec l, , i1ui,r.Déterminer cette durée P,,, constitue la spécif icité des
problèmes mixtes. La durée minimale (en anglais lower duration) du temps opératoire est
positive: Ii,ie9t*. La durée mærimale (en anglais upper duration) peut ête illimitée:
u,,i€9T*u{+".1. S* désigne I'ensemble des valeurs réelles positives. Pour nous, une
opération de durée nulle qui requiert une ressource n'équivaut pas à I'absence d'opération:
cette opération doit être ordonnancée, ce qui influence le résultat global.
Le traitement de surface autorise, dans une certaine mesure, d'allonger des opérations chimiques
ou électrolytiques sans détériorer le résultat.Le Tableau tr- 1 donne les durées opératoires d'un
produit i dont la gamme comporte 5 opérations. Cet exemple est repris pour illuster les
algorithmes présentés dans les sections suivantes. Cette tolérance sur la durée des opérations
permet de compenser, dans une certaine limite, I'absence de stockage pour les produits en cours
de traitement. Nous supposons que les cuves contenant un même bain sont regroupées et que,
par conséquent, les durées de déplacement du robot ente les cuves contenant deux bains
différents sont fixées. Dans le cas où cette hypothèse n'est pas vérifiée, nous utilisons des
gammes altematives (voir Chapitre IV).





U ;  ;
1 Transport par robot t +oo
2 Traitement dans solution I J 4
a
J Transport par robot I I
4 Traitement dans solution 2 2 4
m  j = 5 Transport par robot I +oo
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Hypothèse II- 13 : La préemption est interdite.
Nous ne nous intéressons pas aux cas où les opérations peuvent être interrompues pendant un
laps de temps puis reprises (ou en anglais preemption). Une adaptation possible de ce type de
problèmes est présentée dans les extensions du chapitre suivant.
Hypothèse ll- 14: L'objectif est d'ordonnancer chaque produit dès que sa
commande est enregistrée de manière à maximiser la productivité du système à
long terme.
Ladatededébutdel'opération  effectuéesurleproduitj estnotée 8,,, et sa date de fin C,.r.
Puisque les opérations s'exécutent sans attente, B ,*,,i=C i, j pour tout ieI,\{m, }, je.I. Dans
ce chapitre, ces (m,+1) instants de début et de fin de chaque opération sont numérotés
chronologiquement de 1 à (m,+l). Nous identifions I'indice du début de I'opération à I'indice
de I'opération elle-même. On noteTo,, les dates correspondants à ces (m,+1) instants, pour
heH,.Ona T,, ,=8,,1 etT,* t , j=Ci, j  pour ie/r .  Ordonnancer un produi t  revient à
déterminer durant quelle période Z ,,, doit être exécutée chaque opération i sur
le produit j, ainsi que ses dates de début Tr,, et de fin Tr*r,i=Ti,itPi,i.
Pour atteindre une productivité maximale du système à long terme, nous proposons, tout
d'abord, de terminer chaque produit le plus tôt possible. Ceci signifie que nous
cherchons à minimiser le makespan de chaque produit, i.e. la date p1.q Ci,1=C ^1,i=7,,i*r,i.
C'est ce que nous faisons dans la section suivante. En outre, cette méthode de gestion permet de
fournir en temps réel un délai de livraison précis et réalisable,
Ensuite, nous donnons une deuxième méthode de gestion qui revient à fabriquer le produit
au plus tard, tout en respectant la date de liwaison fixée au plus tôt (voir section 4). L'intérêt
est de réduire le temps pendant lequel des ressources ont utilisées pour fabriquer le produit.
L'effet escompté est double : réduire le coût de fabrication du produit, et donner plus de liberté
pour ordonnancer les produits futurs. Cette méthode doit permettre d'atteindre une meilleure
productivité à long terme.
Enfin, nous donnons une troisième méthode de gestion dont le but est de minimiser le coût
dtutilisation des ressources de chaque produit, tout en respectant la date de liwaison
fixée au plus tôt (voir section 5). Nous montrons comment utiliser cette méthode pour diminuer
I'utilisation des ressources goulots et ainsi espérer accroître la productivité du système.
læ Tableau II- 2 reprend les notations introduites et donne pour chacune son intervalle de
définition. Etant donné que le produitj est ordonnancé sans remettre n cause les produits déjà
ordonnancés (voir Hypothèse tr- 3), les données concemant les produits sont figées. Aussi,
I'indice j qui apparaît dans les notations est facultatif. Il est cependant conservé pour que les
notations restent cohérentes tout au long de la thèse.
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Tableau II- 2 : Récapitulatif des notations
Nom Désignation Type Intervalle de définition
4 , , , Date de début de la e -ième période
pendant laquelle I'opération i peut être
exécutée sur le produitj.
Valeur
donnée
a r ,  i , j G  f r * ,  a z ,  i .  i < b  7 ,  ; . i ,
pour  lSe  3y  , , i ,  i e l , ,  j eJ .
b  r , i , j Date de fin de la z -ième période pendant




b , ,  i ,  je  9 t*u {  +"o } ,
d z ,  i , i < b  , ,  i , i  '
pour  19  < !  i , 1 ,  i e I , ,  j eJ  .
8, , , Date de début de I'opération I effectuée
sur le produit j.
Variable de
décision
B  , , i €91* ,  B  i + t , i =C  i , i ,
C , , i =B  , , 1+P , ,1 ,
pou r i e I , , j e J .




C  i , i e91 * ,  B  i + t , i =C  i , i
C , . i =8 , , i +P , , 1 ,
pour  ie  1, ,  ieJ.




d, e fr*'u{ +".},
pour je,I.




Hj Ensemble des (m,+1) instants à de début
et de fin des opérations ur le produitj.
Ensemble
donné
H,= {h  I  l <h<m j+ I )
pourje J.
Ij Ensemble des m, opérations i à effectuer
sur le produit j.
Ensemble
donné
I ,= { i  /  l< i<m, I
pourje ,I.
J Ensemble des produits j à ordonnancer,
numérotés de | àn.
Ensemble
donné
J=Li  I  l3 j<n l
t , , , Durée minimale admissible de l'opération
i effectuée sur le produitj.
Valeur
donnée
I  , , ,e f i * ,  I  , ,1<u  , ,1 ,
pour ie I , , i eJ .




*,=l I , l  ,
pourje J.
n Nombre de produits à ordonnancer. Nombre
donné
,=l l  I




P  i  ,  i l 9 t * ,  P i ,  i e U , ,  i  i  u ; .  i ) ,
pour ie I , ,  j eJ .
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lE I represente l  cardinal de I'ensemble E.
9T* est I'ensemble des valeurs réelles positives.
Q  r ,  i , j Nombre d'unités de ressources de type r




Q ,  ,  i , 1>0 ,
pou r  r €  R ,  i e I , ,  i e J .
r , Date à partir de laquelle le produit peut





R Ensemble des types de ressources. Il
regroupe les ressources de R, o dont les
exemplaires sont interchangeables en






R = R i n U R " o .
' t r Coût d'utilisation d'un exemplaire de Ia
ressource de type r par unité de temps.
Valeur
donnée
' i ,  G  S* ,
pour re R
s , , j Cott induit par I'opération i effectuée sur
le produitj par unité de temps.
Valeur
donnée
J , , r eS* ,  J i . j =2e , , , , i  t , ,
reR
pour  ie  1 , ,  ieJ .
T  0 , , Date des instants ft de début et de fin des
opérations effectuées sur le produitj.
Variable de
décision
T  o .  i ê91* ,  pou r  heH, ,  j e  J .
T o , i = B  ( h , h + r ) , i t
T n * t , j = C ( h , h + r ) , j ,
pour  i= (h  ,h+ l )e l  , ,  j  eJ  .
U ,  , Durée maximale admissible de I'opération
I effectuée sur le produit j.
Valeur
donnée
u, ,  j€ f r *v {+o"1 ,  1 , ,  1<u, ,  i ,
pour ie 1, ,  ieJ.
W,, , Ensemble des y,., fenêtres de temps
durant lesquelles I'opération i peut ête
exécutée sur le produit j.
Ensemble
donné
W, , i= { \ a , , , , i  ;  b  r , , , , J  I
t3z3y , , ,1 ,
pour ie  1 , ,  ieJ .
l , , i Nombre de périodes pendant lesquelles




!  , , i= \W, . ,1 ,
pour le I , ,  jeJ .
! 1 Nombre de périodes relatives aux
opérations effectuées ur le produit j.
Nombre
donné
I  i=  L l , , i ,  Pour jeJ '
lSi3nrl
2, , , Indice de la période pendant laquelle




t S Z  i ,  j É y  , , i ,
pour  ie  1 , ,  ieJ .
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MINIMISATION DUMAKESPAN
I I .3. L.Introduction
Dans cette section, notre objectif est de décrire une méthode de gestion en temps réel qui
ordonnance chaque produit au plus tôt. Ceci signifie que nous cherchons à minimiser le
makespan de chaque produit. D'autre part, cette méthode de gestion permet de fournir, au
moment où une commande arrive, un délai minimum de livraison réalisable t précis.
Yin et Yih (1992) ont étudié ce problème dans un cas particulier de type flow shop. Ces auteurs
n'urilisent pas la tolérance des durées opératoires que sur les tâches en conflit (i.e. utilisant la
ressource alors qu'elle n'est pas encore disponible) et ainsi n'assurent pas de commencer le plus
tôt possible.
Pour déterminer le délai minimum de liwaison, nous définissons les dates d'exécution au plus
tôt des opérations compatibles avec leurs durées opératoires admissibles et les fenêtres de temps
dans lesquelles les opérations peuvent êfe exécutées. Après avoir formalisé le problème, nous
proposons un algorithme original de très bonne complexité.
I I .3.2.FormaIisation
Nous voulons déterminer quand exécuter ies opérations sur le produit j sachant que la date de
disponibilité est r, (voir contraintes (II-1)). tæ produit j est composé d'un ensemble I , de m ,
opérations s'exécutant successivement sans attente. Ainsi, T ,,, et T ,*, ,1 définissent les instants
dedébutetdefindechaqueopération ieI,.Laduréed'exécution p,. j=7,*r, i-7,, i  dechaque
opération i est à déterminer et doit vérifier : 1,,,1P,,,3u,,, (voir contraintes (tr-2)). Chaque
opération i peut êûe exécutée dans I'une des y,,, fenêtres de temps de I'ensemble
W ,,i={\a,,,,i i b,,i, jl I I93y,,il (voir contraintes (II-3)-(tr-4)). La fenêtre retenue est la
fenêtre d'indice 2,,, (voir contraintes (II-5)).Notre objectif est de minimiser la date To,1+r, j
d'achèvement du produit. Les contraintes (tr-6) et (II-7) donnent les intervalles de définition de
toutes les variables de décisions 7,,, et Z , .,. 9l* et N désignent respectivement les ensembles
des nombres réels et des entiers naturels. Formellement, le problème à résoudre s'écrit :
il.3.
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Problème II- 1 : Minimisation du makespan de chaque produit
min T^1+r,1
tel que
Ce problème peut également se formaliser comme un problème linéùe mixte :
Problème ll- 2 t Minimisation du makespan de chaque produit
min T^1+r,1
,i 3Tr,i
l , . j  3 I , * r '  -7 , , ,3u. , .  YI< i<m,
a2, . , , , ,1sT, , i  YI< i<m,
T,*r ,1<b, , , , , i , i  VI< i3mt
l<2 , , i 1 ! , , i  Y l< i<m,
7,,, e! l* Vl < i  < m, t l
2 , , ,  eN  Y l< i<m,
'i 34'i









Yl< z< ! i , i
Y l< z< ! i ,1
Y l< i<m,
Vl< t1mi * l  ( t r -13 )
V l<e<1 l i , , ,  V l  1 i lm i  ( t r -14)
Ti*r,i 3 b 
".i,i 
* (t - x,,,.,)utel que
a,,i,j s r,,, + (t - L,,,.,)M









( t r -11)
(rr - 12)
Les contraintes ([-8)-(tr-9) sont équivalentes à (tr-l)-(Il-2). Dans cette formulation, chaque
variable \r,i,i estbooléenne. Elle vaut I si la fenêtre z est choisie pour exécuter I'opération i
sur le produitj, et vaut 0 sinon. Les contraintes (tr-10) à (tr-l1) assurent que chaque opération
i effectuée sur le produit j dans la fenêtre z pour laquelle L,,i, j=1. La constante M est une
valeur arbitrairement grande. On peut choisir, par exemple :
r l
u = mill 1; -r* {,,, ̂{o,,,,,ib,,i,i **""}} i* I max{1, i;uLi * 
+*I
L is:sî' ) 
tsi<m1
où max{a;b*+*I vaut a si b=+"" et vaut max{a:b } sinon. Les égalités (tr-12) garantissent
qu'une seule fenêtre est choisie pour chaque opération. Les intervalles des variables de décision
T , ,, etL ,, i, j sont donnés par (II-13) et (tr-14).
Plutôt que de résoudre directement le Problème n- 2 par une technique arborescente coûteuse en
temps de calcul, nous proposons dans les deux sections uivantes une approche de résolution
permettant de fournir une solution optimale à ce problème en un temps polynomial. Elle consiste
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II.3.3.Sélection des durées opératoires
L'objectif de cette section est de déterminer T ,,., et T ,*, , i, dates de début et de fin d'exécution
au plus tôt des opérations, si chaque opération i est exécutée sur le produit j dans la fenêtre
donnée Z , ,,, i e/, . Nous ne tenons pas compte, dans cette formulation, de la date de fin de la
fenête b r,,i,i,i,i.e.la contrainte (tr-4). Etant donné que les opérations se suivent sans attente,
(T ,*, ,,-T , ,,) représente la durée effective définie pour I'opération i. Le problème s'écrit :
Problème II- 3 : Définition des dates au plus tôt des opérations quand leur





Dans ce problème, I'ensemble {p, I I<i<m,+Il est un ensemble arbitraire de valeurs
positives. La solution optimale du Problème tr- 3 pour I'ensemble
{Fio =1}u{tt .=011,<i<m j+1, i+io } correspond au cas où la date T,o est calée au plus tôt. Si
la solution optimale de ce problème est unique quel que soit I'ensemble {[ri I l<i<m,+ll
alors cette solution correspond au cas où chaque date est calée au plus tôt. C'est une telle
soluton que nous recherchons ici. Si, de plus, cette solution vérifie les contraintes (tr- 4) (i.e.
T,*r,13b 
",.i,,, 
j, pour l1i<m,),alors cette soluton est réalisable t calee au plus tôt pour cet
ensemble de fenêtres {Z,,ilt si3mi. Sinon, aucune solution n'est réalisable pour ces fenêtres.
En fait, dans le Problème II- 3, nous recherchons à placer le produit j comme nous définirions
les longueurs des marches d'un escalier. Chaque marche correspond à une opération. [-a
longueur des marches est alors ajustable dans une certaine limite de la même manière que les
durées opératoires sont contrôlables. De plus, le début de chaque marche i doit être au moins
distant de I'origine d'une longueur correspondant à la tale azi,i,i,;. L'objectif revient alors à
trouver I'escalier le plus court. L'Algorithme II- I permet de résoudre le Problème II- 3 par une
méthode qui se déroule en deux étapes. Tout se passe comme si dans la première étape, nous
définissions une borne inférieure t , de la longueur qui sépare le début de chaque marche i de
I'origine en tenant compte de azi, j,i,; et de la somme des longueurs minimales des marches
précédentes. Dans la seconde étape, nous fixons la longueur de chaque marche i en prenant en
considération ?, et les longueurs maximales des marches suivantes. Plus précisément, dans la
première étape de l'Algorithme fI- 1, on définit ?,, borne inférieure des dates de début
d'exécution de chaque opération i, en tenant compte des dates de début des périodes et des
durées minimales des opérations. Dans la seconde étape, on raffine cette borne en tenant compte
des durées maximales des opérations. Cette bome est alors la date optimale.
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Algorithme II- I : Calage au plus tôt des opérations ur un produit [Ch.auvet et aI., 1999a]
Exemple
Procédure Définition des dates au plus tôt d'exécution des opérations effectuées urle produitj.
Entrée : j est I'indice du produit considéré.
r, est la date à partir de laquelle on peut corlmencer à réaliser le produitj .
m j est le nombre d'opéraûons àeffectuer sur le produitj .
1, est I'ensemble des opérations àeffectuer sur le produitj.
/, ,, est la durée minimale d'exécution de I'opération i sur le produit j , pour I ef, .
ui, j estladuréemaximaled'exécutiondel'opération i surle produitj, pour i eIr.
Z , , , estla fenêtre dans laquelle on veut réaliser I'opération i sur le produitj , pour d e /, .
az , , j . ,,; est la date de début 
de la période durant laquelle on réalise I'opération i , pour I e /, .
Sort ie :  7, , ,  est ladatededébutauplustôtdel 'opérat ioni  ef fectuéesurleproduit j ,  où i e1r.
T ̂  , * t, , est la date de fin au plus tôt du produit j .
1.  Etape 1.
1.1. Poser ?r:=ma({r j  i  azr. j , r . i } .0a"ateî i  h6ou,eû4éute// 'wdphdafe&Ai/4f d 'eÉezztarafu
C'olréutlaa i,
1.2. Pour i allant de2àm, :0e ,æte i e'/"d/Ze dz t'opéutlut aé:/zttaw*'
1 . 2 . 1 .  P o s e r  f , : = m a x { c , - r * / i -  r , i  ' ,  c t z , , i , i , i l .
2. Etape 2.
2 . 1 .  P o s e r  T n , + r , i : = 1  n . + l n . , j ,
2.2.Potr i  al lant dem, àl:0ctate i  C't i&aelzC'o/âæau ê4?/tto.Lt/h'
2.2. 1. Poser l, '=nax{T ' l l ;  ;  i  I









u , , i
Date de début de la
période durant laquelle
on réalise I'opération i
a z  
i ,  j , i , i
Borne inférieure de





I I +oo ) 2 ,)
) 3 4 0 J 3
3 I I 5 6 6
4 2 4 7 7 7
m  j = 5 I +oo 11 11 11
m,* l=6 12
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Nous proposons un exemple d'application de I'Algorithme II- 1. Les données relatives au
produitj à réaliser sont foumies dans le Tableau tr- 3 et reprises sur la Figure II- 7. Le produit
peut être réalisé à partir de la date r;=0.
Figure II- 7 : Application à I'Algorithme II- l
Les résultats de I'exécution sont explicités sur la Figure tr- 7. Les opérations effectuées ur le
produitj à ordonnancer sont représentées par des zones hachurées. Dans le cas où la durée
d'une opération dépasse la durée minimale, on utilise des hachures différentes pour la partie
représentant le dépassement : c'est le cas de I'opération 4 dans I'exemple précédent.
Théorème II- 1 [Chauvet et al., l999al
L'Algorithme tr- I détermine les dates de début et de fin d'exécution au plus tôt de toutes les
opérations, i.e. il fournit une solution unique optimale au Problème II- 3.
Démonstration
a) Nous montrons tout d'abord que la solution {T,,i}r<is,ni*r fournie par
I'Algorithme II- L est réalisable.
Suivantles pas 1.1 et 2.2.1 de I'algorithme, on a r,3tr3Tr,i. Par conséquent, la solution
vérifie I'inéquation (II- 1).
On dédui t  du pas 2.2.1 de I 'a lgor i thme que 7, , ,+1,, r=max{Z,* r ,1-(ui , i - l i , )  ;  T,*1, . i } ,
pour l< i<rnr.  Puisque, par hypothèse, l , i1ui , ; r  on a Ti , i+/ , , r )max{Ti*r , i  ;  T i+| i , . } .
l l ; 11
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Comme T,+1, , ,1T,*r<7,* r , i ,  pour  l3 icm, (c f .  pas 1.2.1 et  2 .2. I ) ,  on obt ient
7 , , ,+1 , , r )max {T , * , , ,  ;  T i * r , ; } .  Cons idé ran t  l e  pas  2 .1 ,  on  en  dédu i t  T , , ,+1 , , , }7 , * r , i  ,
pour  l< i<m,.Deplus,  se lonlepas 2.2. t  de I 'a lgor i thme,T, , jST,* t , j -u i , j ,  pour  I< i<m,.
On peut conclure que /,,rST,*r. i-T,, iau,, j ,Pour I<i<m,. Donc, la solution satisfait les
contraintes (II-2).
Su ivan t l espas  I . l , l . 2 . I  e t2 .2 .1  de  I ' a l go r i t hme ,  onàaz i ,  j , i , 13 t ,17  , ,  pou r  l < i<m, .  Pa r
conséquent, la solution vérifie les inéquations (tr-3).
La solution fournie est réalisable car elle satisfait les contraintes (II-1), (n-2), (tr-3) et (tr-6).
b) Nous montrons ensuite que la solution {T,,i} rr,t,nj*, fournie par
I'Algorithme II- 1 est optimale.
Selon les contraintes (tr-l) et (II-3), la valeur mær{r, i azr, j,,,; } est une borne inférieure de
la date de début de la première opération. D'après le pas 1.1 de l'Algorithme n- I, t, est donc
une borne inférieure de cette date.
Si r,_ r est une borne inférieure de la date de début de I'opération r - I , pour m,2i>1, selon les
contraintes (tr-2) et (tr-3),la valeurmax{2,- ,+1,-,.i i az;, j,,,; } est une borne inférieure de la
date de début de I'opération i. D'après le pas 1.2.1 de I'Algorithme II- l, t, est donc une borne
inférieure de cette date, pour m,>i>l .
Selon la conffainte (II-2), la valeur T^,+l^1,j est une borne inférieure de la date de fin de la
dernière opération. D'après le pas 2.1 de I'Algorithme II- 1, T^,*t,, est donc une borne
inférieure de cette date.
Si Z,*r,; et ?, sont des bornes inférieures des dates respectivement de début et de fin de
I'opérationi+1,pour m,2i) l ,selonlacontrainte (II-2), lavaleurmax{T,* t, j-ui, j  ;  ?,} est
une borne inférieure de la date de début de I'opération l. D'après le pas 2.2.1 de I'Algorithme
II- l, T i , j est donc une borne inférieure de cette date, pour m ,>i21.
Chaque dateT ,*r,; fournie par I'Algorithme tr- 1, est une borne inférieure de la date de fin de
I'opération i, pour mr2ià1. On en conclut que I'Algorithme II- I détermine les dates
d'exécution au plus tôt de toutes les opérations. Par conséquent, il fournit la solution optimale
au Problème tr- 3 quel que soit I'ensemble {lt , I l<i<m,+l} de valeurs strictement positives.
CQFD
Complexité
Dans tous les cas,l'Algorithme II- 1 nécessiæ2m, comparaisons (effectuées aux pas 1.1, 1.2.1
et2.2.l) et2m,+l affectations (effectuées aux pas 1.1, 1.2.1, 2.I et2.2.l),  où m, est le
nombre d'opérations effectuées sur le produit j à ordonnancer. La complexité de I'Algorithme
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II- 1 est en O(m,). Tout algorithme doit au moins examiner chacune des opérations pour
résoudre le problème. Par conséquent, aucun algorithme ne peut avoir une complexité inférieure
à O ( m , ), c'est-à-dire inférieure à celle de I'Algorithme tr- l.
Remarque
Le Problème tr- 3 peut être représenté sous forme d'un graphe "potentiels étapes" [Roy, 1960],
ou d'un graphe PERT [Malcom et aL, 1959], comme sur la Figure tr- 8. Dans cettre
représentation, la valuation 0<o,o,tde chaque arc (h,ft') donne la durée minimale qui doit
séparer les dates T o et 7o , correspondant aux instants h et h' . On a : T o .-T ̂ 20 ,o .0,,. Ainsi,
pour s'assurer que chaque opération i commence après la date dzi.j,i,yr un arc relie I'instant
initial, noté 0, au début de I'opération i. De plus, à chaque limite minimale 1,,, de la durée de
I'opération i effectuée sur le produitj correspond un arc séparant le début de I'opération f de sa
frn valué Ptr I i, i. Enfin, pour représenter la limite maximale u ,,, de la durée de chaque
opération, on introduit des arcs "retour" portant une valeur négative. Pour chaque opération i,
un arc valué par -u,,, et reliant lafin de I'opératon à son début est défîni. Mais de tels arcs
créent des circuits dans le graphe PERT si bien que des algorithmes pécifiques [Ford, 1956]
[Bellman, 1958] [Gondran et Minoux, 1979] doivent êne utilisés. La complexité de ces
algorithmes en O( m,2,) est moins bonne que celle dc I'Algorithme tr- 1.
Figure II- 8 : Représentation du problème sous forme de graphe ?ERT
Dans le cas où I'attente est permise entre les opérations et les en-cours non limités, les durées
sont fixées à la limite minimale I , , , . Les arcs "retour" ne sont plus indispensables sur le graphe
PERT. Ainsi, un algorithme classique de plus long chemin [Gondran et Minoux, 1979] permet
de trouver la solution optimale. On peut également utiliser I'Algorithme II- 1 en modélisant les
attentes comme des opérations ne requérant aucune ressource, de durée minimale égale à 0 et
non limitée en durée. Les deux approches conduisent àdes algorithmes en o ( m , ) .
t
I mi +I
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II.3.4.Sélection des fenêtres
L'objectif de cette section est de résoudre le Problème tr- 1 et son équivalent, le Problème lI- 2.
Autrement dit, nous allons déterminer dans quelle fenête Z ,,,, l'opération i doit être effectuée
de manière à ce que le produit j soit terminé le plus tôt possible. Nous utilisons les résultats de
la section précédente qui permettent, pour un ensemble de fenêtres {2,,i },=,=,,r, &
déterminer les dates au plus tôt {Ti,j Irr,=*j*, d'exécution des opérations effectuées sur le
produit j. Dans le cas où ces dates ne vérifient pas les contraintes (II- 4) (i.e.
T ,*r,i3b r,,i,i,;, pour l<i<m,), alors aucune solution réalisable n'existe pour ces fenêtres.
Algorithme II- 2 : Choix des fenêtres pour une fin au plus tôt [Chauvet et al., 1999a]
Procédure Définition des fenêfres pennettant d'exécuter les opérations au plus tôt sur le produitj.
Entrée : j est I'indice du produit considéré.
r, est la date à partir de laquelle on peut commencer àréaliser le produit j .
m j est le nombre d'opérations àréaliser sur le produitj .
1, est I'ensemble des opérations à réaliser sur le produitj .
/,,, est la durée minimale d'exécution de l'opération i sur le produit j , pour i eI, .
ui. j estladuréemaximaled'exécutiondel'opérationi surleproduitj, pour ielr.
) i . ; est le nombre de fenêfres dans laquelle on peut réaliser I'opération i , pour i e 1, .
a,. , ., estladate de début de la z -ième fenêtre de I'opération i effectuée sur le produit j ,
pour l(e Sy , ,, , i eI, .
b ,. , ., est la date de fin de la z -ième fenêEe de I'opération i effectuée sw le produit j ,
pour  lSz  5y , , , ,  ie I , .
Sort ie z Ti ,  j  est ladatededébutauplustôtdel 'opérat ioni  ef fectuéesurleproduit j ,  où ielr .
T ̂ , * r,, est la date de fin au plus tôt du produitj.
Z , ,, est la fenêtre dans laquelle on doit réaliser I'opération i effectuée sur le produitj , où i e 1, .
1.  Ini t ia l isat ion.
1 . 1 .  T r i e r  l e s f e n ê t r e s l a " . i . j  i  b , . i . j l p o u r  1 9  1 ! i . i , i e I i ,
dans I'ordre croissant des cr. i , ; ot, en cas d'égalité, dans l'ordre croissant des b ,. , , , .
Da'ubôurfedzl'aqsdfhtt, hz-tlnetaâtEeatb z-ëè&e ,él'âaut lâodo't//w, 19,3y i.i,
1.2. Poser T ro uv é:=0. 0a ute T ro uv é (a ,a2h4h ç4r u&, I u arp aahttao ati4liiaûk eol ha44ee,
1.3. Pour iel ,  :  dî4/u4rd0 atu'n,
1 . 3 . 1 .  P o s e r  Z  i . , : = 1 .
2. Tant que (T ro uv é=0) : ,rûoætaæ odzûirt a;a0,lu/k a'o élé t a4r/â4,
2.1. Apptiquer I'Algorithme II- l.
E n t r é e  z  j ,  r i ,  *  i ,  I  i ,  { 1 , ,  i  } , ,  { u , ,  j  1 , ,  l Z , .  i  1 , ,  1 a 2 , , . , , ,  i  l ,  " , , .
S o r t i e  z  { T  i .  i l i . t . ,  T  ̂ . , r ,  j .
2 .2 .  S i  (T i * r , i1b t , . i , i , j ,pour ie / r )  a lo rs :  Q la4zc  a /éMûi r t  i ætsu t t l tæat /4 . t tbz i . j . i ,  j
c'e4-à-41æ autl k (/rt /" b latb& Z t . j .
2.2.1. Poser T rouv é:=1.?Jae êohttô6,éalaaéh a été tutée.
2 .3 .  S inon :
2.3.1. Pour ieI, :0a & i e'&/Jaa lz ê'opéAaa eltuée.
2.3.1.1. Tant que (7,*r , i rbr, .  j . i , i )  alors :  ,4 'qfruttuc i  eæ fzt t t  â.0æ tMz
da& h lqthre Z t, j,
2.3.1.1.1. Poser Z,, ji=Z i,,+1. Oc aél"rtta.t1tc h latâhe a1/ua,le,
2 . 3 . 1 . 1 . 2 .  S i ( Z  t , i > !  i , i )  a l o r s  :
2.3.1.1.2.I. Quitter. 7t o'e/4e 4&44e êohûh.t ûaltaallb.
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L'Algorithme tr- 2 permet de résoudre le Problème tr- 1 et le Problème n- 2. pour cela, il
examine les fenêtres relatives à chaque opération dans leur ordre chronologique sans qu,un
retour arrière ne soit nécessaire. En effet, si une fenêtre ne permet pas de terminer I'opération au
pas 2.3.1.1, tout nouvel ordonnancement où cetæ fenêtre serait utilisée, ne pouïa se terminer
plus tôt, c'est-à-dire avant la fin de la fenêtre. La fenêtre peut être ignorée.
Si I'Algorithme tr- 2 s'achève au pas 2.3.I.1.2.1, la solution courante n'est pas réalisable t
même, il n'existe aucune solution réalisable (comme il le sera démontré dans la suite). Cela
signifie qu'il est impossible de fabriquer le produit avec les contraintes imposées au système de
production. Ceci ne se produit jamais si, pour chaque opération i, il existe une période z de
disponibilité non limitée, i.e. b,,,,t=+-. Ce cas est le plus courant.
Exemple
Nous proposons un exemple d'application de I'Algorithme il- 2. Les données relatives au
produiti à réaliser sont fournies dans le Tableau tr- 4. Les durées opératoires considérées ont
celles du Tableau tr- 3. Le produit peut être réalisé à partir de la date r i=0.




I l l a , , , , i i b , , , , i f  I
l3z3y , , ,1
Itération I Itération 2 Itération 3
l a z .  i ,  i i
b" , , , ,J
7, . , l a z ,  i , 1 i
b  t . , . , J
7, , l a z ,  i  ,  i i
b  t , , , , )
7, , 2, , ,
I [0;l], 12;41,15;91,
[ 1 1;+'"1
[o;1] 0 [o;1] 0 [2;4] 0 2
2 [0;8],  [11;+""1 [o;8] I [o;8] 2 [0;8] 2 I
3 [o;1], 12;41, [5;9],
[1];+""J
[o;1] 4 Is;9] 6 [5;9] 6 aJ
4 [0;3], [7;+."1 [o;3] ) [7;+-1 7 [7;+""1 7 2
m  j = 5 [0; l ] ,  [2;4],15;91,
[11;+-1
[o;1] 7 [s;9] 9 [11 ;+" " [ l1 4







































Chapitre II - Problèmes à gammes linéaires
Figure II- 9 : Résultatsfournis par I'Algoithme II- 2
Les résultats de I'exécution sont explicités sur la Figure tr- 9 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
Théorème lI- 2 [Chauvet et al., 1999a]
Si le Problème tr- I a une solution réalisable, I'Algorithme II- 2 détermine les fenêtres et les
dates d'exécution qui permettent de finir au plus tôt toutes les opérations effectuées sur le
produit. Par conséquent, la solution fournie par I'Algorithme tr- 2 est optimale pour le Problème
tr- 1.
Démonstration
a) Nous montrons tout d'abord que si l'Algorithme lI- 2 fournit une solution
{ {T ,, i} r <;snj+ ,i{Z ,, i} rsi<^ j}, elle est réalisable pour le Problème II- 1.
Les dates {T,,iltsismj+, fournies par I'Algorithme tr- 2 sont déterminées au pas 2.1 pat
I'Algorithme II- I pour les fenêtres retenues {Z,,ilrsis,. j.D'après le Théorème II- 1, cette
solution vérifie les contraintes (II-1), (Il-2), (II-3) et (II-6). Puisque, tout au long de
I'Algorithme Il-2,|a variable 2,,, prend des valeurs dans { I,2, ...,! i , j}, les containtes
(tr-5) et (II-7) sont vérifiées par la solution. Au pas 2.2 de I'Algorithme II- 2, on s'assure que
toutes les contraintes (tr4) (i.e. T,* ,,,3br,.,.,,i, pour iel) sont vérifiées avant de déclarer
qu'une solution réalisable st trouvée. Par conséquent, la solution fournie par I'Algorithme II- 2
est réalisable.
b) Nous montrons ensuite que la première solution réalisable rencontrée par
l'Algorithme II- 2 est optimale pour le Problème II- 1.
D'aprèsleThéorèmeII-  1,  pour les fenêtres lZ, , i l t3 i<ni ,  les dates {T, , i l ts ism j+,  fournies
par I'Algorithme tr- 1 au pas 2.2 de I'Algorithme II- 2, sont fixées au plus tôt pour toutes les
-47-
Chapitre II - Problèmes à gammes linéaires
opérations. Par conséquent, si une des contraintes (II-4) n'est pas vérifiée (i.e.
Z,o*,,,rbr,o,j, io,j, où ioelr), aucune solution n'existe pour cet ensemble de fenêtres
{ Z , , i l r s i < m i .
Puisque les fenêtres sont classées au pas 1.1 dans I'ordre des ar,,,j croissants, pour
l9Sy i , y ,  nous  avons  dz i , j , i , j <az* , , j , , , j  s i  Z , , iSZ* , , i  pou r  t ou t  l < i<m, .  pou r  l es
fenêtres correspondarftà lZi, j) ,=,=,, .  et {z*,,;},  si3m.s nous désignons respectivement par
{7, , i } ts i<n j+ ,  e t  lT  
* , , ; } ,  < isn j+ ,  les dates fourn ies par  I 'A lgor i thme I I -  I  au pas 2.2 de
I'Algorithme II- 2. D'après le Théorème II- 1, ces dates sont une solution au Problème II- 3 et
doncvérif ientlescontraintes(rI-3), i .e.azi, j , , , ,3T,, i  pour 1<i(mi. Deplus, ces dates sont
f ixées au p lus tô t  e t  pu isqae az i ,  j , i , jSaz* , ,  j . , ,  j  pour  1 < i1mi ,  on a T, . i<T 
* i , ;  pour  tout
l<i<.,m,^. Par conséqu9.nt, si la contrainte (tr-4) associée à I'opération lo n'est pas vérifiée
pour  l a  l enê t re  2 ,0 , ,  G .e '  b r .o , j , i o , i aT ,o * , , ; ) ,  a lo rs  on  a -b r ,o . , , , o " , i aT* ,0 * r , i .  Ce la
s ign i f ie  que,  pour  tout  ensemble {Z* , , i } rs ismj  te l  que Z, , i3Z*, , i  où l< i<m, et
Z , o ,;Z 
*, 
o , i , la contrainte (tr-4) ne peut être vérifiée. Ainsi, il est inutile de reconsidérer une
fenêtre 2,0,, d'une opération fo pour laquelle cette contrainte n'est pas vérifiée. Cette fenêtre
est supprimée au pas 2.3.I.1.1 de I'Algorithme II- 2 en incrémentantZ,o,, de l, et on ne
considère dans la suite de l'algorithme que les fenêtres àpartir de Z,o,; pour I'opération io.
Sont conservées les seules fenêffes susceptibles de fournir une solution réalisable. Si plus
aucune fenêtre n'existe pour une opération, ctest ce qui se passe au pas
2.3.1.1.2.1, alors le problème n'a pas de solution réalisable. De plus, si une
solution est fournie au pas 2.2.1, cette solution est déterminée pour I'ensemble {2,,,}, =,=.,
correspondant aux fenêtres susceptibles de fournir une solution réalisable et de azr,j,i.j
minimal. Par conséquent, toute autre solution réalisable ne pourrait ête meilleure. On en déduit




IÆ tri au pas 1.1 de I 'Algorithme tr- 2 requier-t O( l,y,, i logzti,1)<O(y,log, t i)
l3i<m1
opérations [Beauquier et al., 1992], o! ];=,[fri est le nombre de fenêtres où chaque
I
opération i peut être exécutée sur le produitj. Les pas 1.2 à 1.3 nécessitent O(n, ) opérations.
A chaque-nouvelle itérationgq qgt 2,.au moins une-opération io ne satisfait pas la relation
T,o* r , ,3br ,o , j , io , i  dupas2.2 .Nous incrémentonsa lo is  2 , r . ,  de  I  aupas  Z . i . i . t .  p ; i ;A ; ;
2,,, est limité pr !i,1 au pas 2.3.1.1.2, le pas 2 est exécuté au plus yr=,},rr; fois.
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L'Algorithme tr- 1 et les pas 2.1 à 2.3 .1.1.2.1 requièrent O ( m ,) opérations. Par conséquent,
la complexité de I 'Algorithme II- 2 est en O(y, rn j + ! i log" y ).
Remarques
Les fenêtres sont triées dans I'ordre croissant des a.,,,j êt, en cas d'égalité, dans I'ordre
croissant desbr,,,j âupas 1.1del'Algorithme II- 2. Nous avons donc choisi, en cas d'égahté
de deux er,i,j etaz+l,i,; succossifs, de placer en premier la fenêtre qui est incluse dans la
seconde, i.e. br,i,i3br+t,i,j. Ce choix est arbitraire t n'est pas nécessaire pour garantir
I'optimalité des algorithmes. L'intérêt est de conserver les plus longues fenêtres possibles et
d'espérer placer plus facilement des opérations futures dans ces fenêtres.
Le champ d'application de I'Algorithme tr- 2 est très large. Il peut être utilisé pour résoudre des
problèmes très différents dans lesquels des opérations doivent êre réalisées dans des fenêtres.
En fonction du problème à résoudre, nous utilisons, au pas 2.1 de cet algorithme, une
procédure spécifique pour caler au plus tôt les opérations dans les fenêtres pécifiées. Il est ainsi
possible de taiter les problèmes de routage avec fenêtres de temps [Hohzaki et a1.,1996] en
utilisant les algorithmes de plus court chemin prenant en compte les contraintes de fenêftes
[Chauvet et al., 1998a].
I I .3.5. Conclusion
Dans cette section, nous avons défini les dates d'exécution au plus tôt des opérations
compatibles avec leurs durées opératoires admissibles et les fenênes de temps dans lesquelles
les opérations doivent être exécutées. Pour résoudre ce problème formalisé par le Problème tr-
1, nous avonsproposél'AlgorithmeIJ-2de complexité O(yi mi + y, loEz l1), où ];
est le nombre total de fenêtres dans lesquelles les m, opérations peuvent êûe réalisées sur le
produit. Nous avons prouvé que I'Algorithme tr- 2 déterrnine les dates d'exécution au plus tôt
des opérations ur le produit et ainsi minimise la date d'achèvement du produit, i.e. Ie makespan
de chaque produit. A chaque arrivée d'une nouvelle commande, le produit peut ainsi êne placé
et on lance pour cela I'Algorithme tr- 2. Aussi, nous soûrmes capables de fournir rapidement un
délai minimum de livraison réalisable t précis.
L'opération i effectuée sur le produit j est affectée àla Z , , ,-Ième fenêtre parmi les y ,,, fenêtres
possibles. En plaçantcette opération dans la fenête fazi,i, i , i  i  bzi. i,,,;1, outre les (y,,;-1)
autres fenêtres, au plus deux fenêtres restent disponibles, à savoir les fenêtres
lazi . i , i , i  ;  T i , i l ,  et  [T,* , , ,  ;  bzi , i , , , ;J .  Par conséquent,  s i  le produi t  (7+1) nécessi te la
même série de machines que j (comme dans un job shop), on a ftti+t=ffij et
! 1* r= I(r,,, +l)=l ,+m , , Dans ce cas, le nombre d'opérations nécessaires pour
lSi<rrj+l
ordonnancer de cette façon les n produits sur les rn machines est de I'ordre de :
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13j<n
<(t, + n*)fm +logr(tt + nm)].
Si tous les produits passent dans le même ordre sur la série de machines, c'est-à-dire si le
système considéré estwrflow shop,lacontrainte deno-wait interdit à un produit de "dépasser"
un produit lancé avant lui en production. Par conséquent, si la séquence d'entrée des produits
dans un tel flow shop est imposée, I'Algorithme II- 2 exécuté successivement pour chaque
produit permet de minimiser le flot des produits et le makespan de I'ehsemble des produits.
Dans le cas où tous les produits sont identiques, la séquence d'entrée est unique et l,Algorithme
II- 2 exécutée successivement pour chaque produit permet de minimiser le flot etle makespan de
toute la production.
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II.4. MINIMISATION DUTEMPS TOTAL D'UTILISATION DES RESSOURCES
I I .4. l . Introduction
Comme nous I'avons vu dans la section précédente, dès qu'une commande arrive, nous
sommes capables de fournir rapidement un délai minimum de fabrication et ainsi de négocier
avec le client la date de livraison du produit. Si la date de livraison fixée par le client est
antérieure à la date de fin au plus tôt du produit, nous refusons la commande. Nous désignons
la date de liwaison du produit pt di dans la suite.
Dans cette section, notre objectif est de décrire une méthode de gestion en temps réel qui
ordonnance chaque produit au plus tard, tout en respectant la date de livraison fixée au plus tôt
par I'Algorithme tr- 2 (voir section précédente). D'autre part, cette méthode de gestion permet
de fournir, dès qu'une commande arrive, la marge de temps avant de commencer la fabrication
du produit sans dépasser le délai de livraison.
En retardant le plus possible le début de fabrication du produit, nous limitons le temps
d'occupation des ressources. Nous espérons ainsi laisser plus de liberte pour ordonnancer les
produits futurs. En oufre, en minimisant le temps d'utilisation des ressources, nous réduisons le
coût de fabrication du produit. Pour retarder le plus possible la date de début de fabrication,
nous définissons les dates d'exécution au plus tard des opérations compatbles avec leurs durées
opératoires admissibles et les fenêtres de temps dans lesquelles les opérations peuvent être
exécutées. Après avoir formalisé le problème, nous proposons un algorithme original de très
bonne complexité. A notre connaissance, il n'existe pas d'étude sur ces problèmes avec des
contraintes de type sans attente.
l l.4.2.Formalisation
Nous voulons déterminer quand exécuter les opérations sur le produit j sachant que la date de
liwaison estd, (voir contraintes (II-15)), dre 9t*u{+o"}. Cette date d, est ultérieure à la date
de fin au plus tôt du produit (établie dans la section précédente) sans quoi il est impossible de
fabriquerle produit àtemps. 7,,, etT,*r,i définissentles instants de début et de fin de chaque
opération iel, puisgue les m, opérations s'exécutent successivement sans attente. Nous
devons déterminer la durée d'exécution P,,j=7,*r,i-T i,i de chaque opération i. Cette durée
doit vérifiet: 1,,,1P,,i1ui,; (voir contraintes (II-2)). Nous devons également décider, pour
chaque opération i, dans quelle fenêtre de temps de I'ensemble
W,,i={fa,,, , i  i  b,, i , j )  /  I<zSy,, i l  cetteopérationpeutêne exécutée (voir contraintes (II-
-5 1-
3)-(tr4)). La fenêtre retenue est la fenêtre d'indice Z ,,, (voir conrraintes (II-5)). Notre objectif
est de maximiser la date T ,,, de coûlmencement du produit. Le problème à résoudre s'écrit :
Problème lI' 4: Minimisation du temps total d'utilisation des ressources
max Tr,i
tel que
Les conûaintes (tr-6) et (tI-7) donnent les intervalles de définition de toutes les variables de
décisions 7,,, etZ,,i.W et N désignent respectivement les ensembles des réels et des entiers.
Le Problème tr- 3 est symétrique par rapport à I'axe des temps au Problème tr- l. D'ailleurs, il
est possible de montrer l'équivalence entre les deux problèmes en faisant le changement de
variable T'i.'=M-Tni+2-i,j pour 1<i<m,+l (oùM est choisi arbiffùement grand). Aussi,
I'approche de résolution du problème (que nous décrivons dans les deux sections suivantes) est
similaire à celle utilisée pour résoudre le Problème II- I et se fait en temps polynomial. Elle
consiste à résoudre une suite de sous-problèmes que nous décrivons dans les paragraphes qui
suivent.
fI.4.3.Sélection des durées opératoires
\
L'objectif de cette section est de déterminer T ,., et T ,*, , i, dates de début et de fin d,exécution
au plus tard des opérations, si chaque opération i est exécutée sur le produitj dans la fenêEe
donnée 2,,1, ie^Ir. Nous ne tenons pas compte, dans la formulation, de la date de début des
fenêtres azi. j.i, j,i.e.les contraintes (II- 3). Le problème s'écrit:
Problème II' 5 : Défînition des dates au plus tard des opérations quand leur
fenêtre d'exécution est donnée
T^,a,i 3 d,
I,, i 37,*r, -7,,, 3u.,. YI< i < m,
az,.,, i, i  <Ti,i Vl<i<m,
Ti*r ,1<b,, . , , i , j  Yl<i<m,
132 , . ,3y , , ,  V I< i<m,
4 , ;  e91*  V lS t  <mi+ l
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La solution optimale du Problème tr- 5 pour I'ensemble {Fio=1}u{tt.=O/l<i<m,+1, i+iol.
correspond au c.ts où la date Z,o est calée au plus tard. Si la solution optimale au Problème II- 5
est unique quel que soit I'ensemble {F, I I<i<m,+1} de valeurs positives, alors cette solution
correspond au cas où chaque date est calée au plus tard. Nous recherchons une telle solution
dans la suite. Si, de plus,la solution optimale de ce problème vérifie les contraintes (tr- 3) (i.e.
ez i, j,i,iST i, i, pour I<i<m ,), alors cette solution correspond à la solution calée au 
plus tard
dans I'ensemble de fenêtres {2,,i} rsisur-. Sinon, aucune solution n'est réalisable n pratique
dans cet ensemble de fenêtres.
L'Algorithme II- 3 permet de résoudre le Problème tr- 5 par une méthode qui se déroule en deux
étapes, similaire à I'Algorithme II- l. Dans la première, on définit f,, borne supérieure des
dates de fin d'exécution de chaque opération (i -1), en tenant compte des dates de fin des
périodes et des durées minimales des opérations. Dans la seconde étape, on raffine cette borne
en tenant compte des durées mærimales des opérations. Cette nouvelle borne est alors la date
optimale recherchée.
Exemple
Nous proposons un exemple d'applicaton de I'Algorithme II- 3. Les données relatives au
produit j à réaliser sont fournies dans le Tableau II- 5. Iæ produit doit ête réalisé avant la date
d ,=12 '
Algorithme II- 3 : Calage au plus tard des opérations du produit
Procâlure Définition des dates au plus tard d'exécution des opérations effectuées ur le produitj .
Entrée : j est I'indice du produit considéré.
d, est la date avant laquelle on doit liwer le produitj .
m j est le nombre d'opérations àréaliser sur le produit j.
/, est I'ensemble des opérations àréaliser sur le produit j .
/ r,, est la durée minimale d'exécution de I'opération i sur le produitj, pour i e1, .
n,,, estladurée maximale,dlexécutiondel'opérationi surleproduitj, pourie^Ir.
Z , . , est la fenêtre dans laquelle on veut réaliser I'opération i sur le produit j , pour i e 1, .
b ,, . i. i ,; 
est la date de fin de la période durant laquelle on réalise I'opération i sur le produit j ,
pour d e/, .
Sort ie :  2, , ,  est ladatededébutauplustarddel 'opérat ioni  ef fectuéesurleproduit j ,  où ielr .
T ., * r ,, est la date de fin au plus tard du produit j .
1. Etape 1.
1 .1 .  Poser  ? . - * , :=min{d i  i  b " . . . j . , j . j | .0oæter ,  hdoueëa/éù4"e  dpb4âr4dê l i .a
d'ephzuo & C'opéaaruc G - U.
1.2. Pour i allant de m, à2: 0a ,ate i l,'hdhe e C'o@c dilafaod.afz.
1 . 2 . 1 .  P o s e r  f i : = m i n { f i  * r - I  i . j  ;  b  r ,  - r . r . ,  _ r ,  i l .
2. Etape 2.
2 . 1 .  P o s e r  T r . r : = t r - l  , , , .
2.2. Pour i allant de2àm ,+l'. 0a ilate i ê'ë.4/Jrt e e'4,éaaUa o;lAauuzz.
2 . 2 . 1 .  P o s e r  T ,  , : = m i n { ? i - r  ; * t r , - ,  ,  i  T , l .
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Les résultats de I'exécution de I'Algorithme II- 3 sont explicités sur la Figure II- 10. Les
opérations effectuées sur le produit à ordonnancer sont représentées par des zones hachurées.
Tableau II- 5 : Données relatives à I'exécution de l'Algorithme II- 3
Figure II- rc : Résultats fournis par I'Algorithme II- 3
Théorème II- 3
L'Algorithme tr- 3 détermine les dates de début et de fin d'exécution au plus tard de toutes les
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Chapitre [I - Problèmes à gammes linéaires
Démonstration
a) Nous montrons tout dtabord que la solution {T,,iIr=r=^j*, fournie par
I'Algorithme II- 3 est réalisable.
Suivant les pas 1.1 et 2.2.I de I 'algorithme, on a T^i*r,j3T,,i*r3di. Par conséquent, la
solution vérifie I'inéquation (tr- I 5).
Du pas 2.2.1 de I 'a lgor i thme, on dédui t  T,*r , i - l , , i=min{7, , ,+(u, ,1- I ; ,1)  i  T i*r- l , . ,  } ,  pour
l< i<m, .Encons idérant l 'hypothèse l , , i1u i , ; :o r lob t ien t  T , * r , i - | , , ,>min{T , , ,  i  T i * t - l , , i l .
Comme 7,, i1î ,3T,*r-1, , , ,  pour 2<i<m, (cf .  pas 2.2. I  et  1.2.1),  on 4 T i+r , i -
1, , , \n in{T, , i iT, , i } .  Considérant le pas2.I ,  onen dédui t  7, , ,+1, , ,27,*r ,7,  pour l< i<m,.
De plus, selon le pas 2.2.1de I 'algorithme,T,*,, i3T,,ittt i , i , potn l<i<mj. On conclut que,
pour 1<r<m j, I i, j<T i*t ,i-T i,iSu i, j. Donc, la solution satisfait les contraintes (II-2).
Suivant les pas 1.1,  1.2.1 et  2.2.1 de I 'a lgor i thme, on u br,-r , j , i - r , ,3t ,17, , , ,  pour
2<i<m,+L Par conséquent, la solution vérifie les inéquations (tr-4).
La solution fournie par I'algorithme satisfait les contraintes (tr-15), (II-2), (tr-4) et (II-6). Elle
est réalisable.
b) Nous montrons ensuite que la solution {T,,i}r=,=,j*, fournie par
I'Algorithme II- 3 est optimale.
Selon les contraintes (tr-15) et (tr-4), la valeur mrrl,{dj i br^,*1,j,^j+,,;} est une borne
supérieure de la date de fin de la dernière opération. D'après le pas 1.1 de I'Algorithme II- 3,
T * i+ r 
est donc une borne supérieure de cette date.
Si r,*r estuneborne supérieure de la date de fin de l'opération r, pour m,2i)2, selon les
contraintes (tr-2) et (tr-4),lavaleurmin{r,* r-1,,i i  b zi_,.i.,-,,; } estunebome supérieure de
ladate de fin de I'opération (i-l). D'après le pas 1.2.1 de I'Algorithme II- 3, r, est donc une
borne supérieure de cette date, pour m j+I>i>z.
Selon la contrainte (II-2), la valeur Tz-1,,i est une borne supérieure de la date de début de Ia
première opération. D'après le pas 2.1 de I'Algorithme II- 3, Tr,, est donc une borne
supérieure de cette date.
Si T,_r,; et ?, sont des bornes supérieures des dates respectivement de début et de fin de
I'opération i-1, pour 2<i<m,+1, selon la contrainte (II-2), la valeur min{Î,- t,j+ui,j i Til
est une bome supérieure de la date de début de I'opération i. D'après le pas 2.2.1 de
I'Algorithme n- l, T i, j est donc une borne supérieure de cette date, pour m ,>i>-l .
Chaque date T ,,, fournie par I'Algorithme tr- 3, est une borne supérieure de la date de début de
l'opération i, pour m,)i>1. D'après a, on conclut que I'Algorithme II- 3 détermine les dates
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d'exécution au plus tard de toutes les opérations. Par conséquent, il fournit la solution optimale




et2.2.l) et2m,+1 affectations (effectuées aux pas l.r, 1.2.r, 2.1 et2.2.l), où m, est le
nombre d'opérations effectuées ur le produit à ordonnancer. La complexité de I'Algorithme tr-
3 est en O( m,) .
Tout algorithme doit au moins examiner chacune des opérations pour résoudre le problème. par
conséquent, aucun algorithme ne peut avoir une complexité inférieure à O(m,), c'est-à-dire
inférieure à celle de l'Algorithme tr- 3.
Remarque
Comme le Problème II- 3, le Problème tr- 5 peut être représenté sous forme d'un graphe
"potentiels étapes" [Roy, 1960], ou de son équivalent, le graphe PERT fMalcom et a1.,1959].
Cependant, une telle modélisation impose de créer des circuits dans le graphe pERT si bien que
des algorithmes pécifiques [Ford, 1956] tBellman, 19581 [Gondran et Minoux, IgTg] doivent
être utilisés. La complexité de ces algorithmes en O(m,2) est moins bonne que celle de
I'Algorithme tr- 3 pour un résultat identique.
I1,4.4.SéIection des fenêtres
L'objectif de cette section est de résoudre le Problème n- 4. Autrement dit, nous allons
déterminer dans quelle fenêtre 2,,,,l'opération i doit ête effectuée de manière à ce que le
produit i soit terminée le plus tard possible. Nous utiliserons les résultats de la section
précédente. L'Algorithme II- 4 permet de résoudre ces problèmes. Pour cela, il examine les
fenêtres relatives à chaque opération dans leur ordre chronologique sans qu'aucun reto'r arrière
ne soit nécessaire.
-56-
Algorithme II- 4 : Choix des fenêtres pour un début de fabrication au plus tard
Procédure Définition des fenêtres permettant d'exécuter les opérations au plus tæd sur le produit j.
Entrée : j est I'indice du produit considéré.
d, est la date avant laquelle on doit livrer le produitj .
m j estle nombre d'opérations àréaliser sur le produit j.
1, est I'ensemble des opérations à réaliser sur le produit j .
/,,, est la durée minimale d'exécution de l'opération f sur le produit j , pour I e.I, .
u i . j est la durée maximale d'exécution de I'opération i sur le produit j , pour i e 1, .
) i,; estle nombre de fenêtres dans laquelle on peutréaliser I'opération i sur le produitj,
pour i e1, .
a z, i , j estla date de début de la z -ième fenêtre de I'opération i effectuée sur le produit 
j ,
p o u r l 9 3 y , . t , i e I 1 .
b ,. , , , estla date de fin de la z 
-ième fenêne de I'opération i effectuée sur le produit j ,
pou r  lSzSy  i , 1 ,  i e l t .
Sortie z T i, i est la date de début au plus tard de I'opération i effectuée sur le produiti, où d eI, .
T ̂  , *t ,; est la date de fin au plus tard du produitj .
Z ,., estla fenêtre dans laquelle on doit réaliser l'opération i sur le produitj, où I e1, .
l .  In i t ia l isat ion.
1 .1 .  T r i e r  l es fenê f i es la , , i . i  i  bz , i . j l  pou r  lSzSy  i , 1 , i e l t ,
dans I'ordre croissant des b ,, i , i ët, en cas d'égalité, dans I'ordre croissant des ar, i , , .
Daaa h, &ffe lz t'at*ttlha h z -tèaæ t"ttêtæ at h z 
-ùne ,il/énat d&4 cef aelre, l<z3y ,.i,
1 .2 .  Pou r  i e l ,  :
1 , 2 . 1 .  P o s e r  Z i ,  j : = J  i .  j '
1.3. Poser T rouv é:=0.0a aote T rouv é h ua4ta/lz îal url, I u une êdtûb.t 'ph('lu&(e eâl h44/êe,
O ati*r'
2. Tant que (T ro uv é=0) : 4utæ aôlzfëi" ahliaa/& ala &é tur&',éz'
2.1. Appliquer l'Algorithme II- 3.
Entrée z j  ,  d i  ,  m i  ,  I  1  ,  U i  ,  i  l ,  ,  {u  ,  ,  j  l ,  ,  IZ ,  .  i  l ,  ,  {b  "  ,  ,  r ,  
,  ,  i  l ,  . ,  , .
S o r t i e  :  { T  i . i l i . r . ,  T . . r r . j .
2 .2 .  S i  ( a r , . i , i . 13T , , ; ,  pou r i e l ; )  a l o r s :  @ta ry  a féEarh r t  i  aomu*  @ a t , , i . , . i
c'eat-à-&u dfiii h 1z/41 le h le'âru Z t. j ,
2.2.1. Poser Trouv é:=I.?lrp oalanara ûalludlz c été tuarÉa,
2 .3 .  S inon  :
2.3.1. Pour ieI, : On ute i l'hlfrr 4z l'op.éuuo euntl*h'
2.3.1.1. Tant que (at,, 
i, i  . j>T ,; ) 
alors : .4'apânattort i ae laat fu M
datù b lertbæ Z i. j,
2.3.1.I.1. Poser Z i, i i=2,.1't. 0o ê/i let'ëo.tae b lstêùe f 'réëé&âlê'
2.3.1.1.2. Si (Z t.rcl) alors : tûru*æ l€lrAh. "'4 fpttriô 
dp ëwc uce
ê4hûâi aéaltnaûk.
2.3.1.I.2.1. Quitter. 7(' a'erlale rreqro êolzl/44 eiâlétalk.
Chapitre fI - Problèmes à gammes linéaires
Exemple
Nous proposons un exemple d'application de I'Algorithme II- 4. Les données relatives au
produitj à réaliser sont fournies dans le Tableau II- 6 et dans le Tableau II- 5 pour les durées
opératofues. Le produit doit être livré avant la date d i=Iz.
Les résultats de I'exécution sont explicités sur la Figure tr- 11 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
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i { l a , , , , i i b , , , , i f  /
l * <y  , ,  i l
f a z , i , i i b z , i , i f 7, , 7 , , , 2, , ,
I [0;1], [2;4], [5;9],
[11;+"" [
[11;+-1 4 [2:4] 3 2
2 [0;8],  [11;+""1 [11;+."1 5 [o;8] 4 I
3 [0;1], [2;41,l5;9],
[11;+""J
F 1;+""[ 7 [5;9] 8 3
4 [o;3], [7;+""[ [7;+."1 8 [7;+""1 9 2
m  j = 5 [0;1], 12;41,15;91,
[11;+""J
[11;+*J 11 [11;+.1 11 4
m,+ l=6 T2 12
Chapitre tr - Problèmes à gammes linéaires
Figure II- 1I : Résultats fournis par I'Algorithme II- 4
Si I'Algorithme II- 4 s'achève au pas 2.3.1.1.2.1, la solution courante n'est pas réalisable t
même, il n'existe aucune solution réalisable (comme nous le démontrons dans la suite). Cela
signifie qu'il est impossible de fabriquer le produit avec les contraintes imposées au système de
production. Ceci ne se produit jamais si la date de livraison d, est supérieure à la date de fin au




















Chaoitre tr - Problèmes à samrnes linéaires
Théorème ll- 4
Si le Problème tr- 4 a une solution réalisable, I'Algorithme tr- 4 détermine les fenêtres et les
dates d'exécution qui permettent de finir au plus tard toutes les opérations effectuées sur le
produit. Par conséquent, la solution fournie par I'Algorithme tr- 4 est optimale pour le Problème
IT- 4.
Démonstration
a) Nous montrons tout d'abord que si I'Algorithme Il- 4 fournit une solution
{ lTr, i } r<ismj+ |  i  {Zr, i } r=,=*,} ,  cet te solut ion est  réal isable 
pour le Problème
II. 4.
Les dates {T,.i!rsisnj+, fournies par I'Algorithme tr- 4 sont déterminées au pas 2.I pat
I'AlgorithmeII- 3 pourles fenêtres retenues {2,,i}t<i<mi. D'après le Théorème II- 3, cette
solution vérifie les contraintes (tr-15), (II-2), (II-4) et (tr-6). Puisque tout au long de
I'Algorithme II- 4, lavariable 2,,, prend des valeurs dans { 1,2, ...,! i,j}, les contraintes
(tr-5) et (tr-7) sont vérifiées par la solution. Au pas 2.2 de I'Algorithme II- 4, on s'assure que
toutes les contraintes (tr-3) (i.e. azi,i,i,i(Ti,i, pour iel,) sont vérifiées avant de déclarer
qu'une solution est réalisable. Par conséquent, la solution foumie par I'Algorithme tr- 4 est
réalisable.
b) Nous montrons ensuite que la première solution réalisable rencontrée par
I'Algorithme II- 4 est optimale pour le Problème II- 4.
D'aprèsleThéorèmeII- 3, pour les fenêtres {Z,,i l t<i<ni, les dates {T,,i l t<i<mi+, fournies
par l'Algorithme II- 3 au pas 2.2 de I'Algorithme II- 4, sont fixées au plus tard pour toutes les
opérations. Par conséquent, si une des contraintes (II-3) n'est pas vérifiée (i.e.
o",o,,, is,j>Tio,j, où roeIl), aucune solution n'existe pour cet ensemble de fenênes
{ 2  , ,  i }  t  s i s , '  i .
Puisque les fenêtres sont classées au pas 1.1 dans I'ordre des br,,., croissants, pour
19 .<y i , ; :  nous  avons  bz* i , j , , , , 3b r , , r , i , r  s i  Z * i , j 1Z i , j  pou r  t ou t  L< i<m, .  Pour  l es
fenêtres correspondantà {Z *,,, }, s;<^, et {Z,,iltsi<mi, nous désignons respectivement par
{T* , , i } rs is , j * r  e t  {T, , i l r3 i3n i+,  les dates fourn ies par  I 'A lgor i thme I I -  3  au pas 2.2 de
I'Algorithme tr- 4. D'après le Théorème II- 3, ces dates sont une solution au Problème II- 5 et
doncvér i f ient lesconta intes( I I -4) ,  i .e .T,* t , iSbzi , i , i , ;  pour ls t<m,.De p lus,  ces dates
son t f i xéesaup lus ta rde tpu i sque  bz* i , j , i , iSbz i , i , i , ;  pou r  l < i<m j ,  onaT* , , , 1T i , i  pou r
tout 1 1i1m,. Par conséquent, si Ia contrainte (tr-3) associée à l'opération io n'est pas vérifiée
pou r l a fenê reZ ,o , ,  ( i . e .T ,o . j <a " , o , j , i o , j ) , a l o r sona l * , 0 , j <a r , o , j , i o , j .Ce las i gn i f i eque
pour  tou t  ensemb le  {Z* , , i } t s i sn t j  t e l  que  Z* , , i 12 , , i  où  1< i lm i  e t  Z * ,o , j=Z ,0 , , ,  b
contrainte (tr-3) ne peut être vérifiée. Ainsi, il est inutile de reconsidérer une fenêtre Z ,o,, d'une
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opération io pour laquelle cette contrainte n'est pas vérifiée. Cette fenêfte est supprimée au pas
2.3.1.1.1 de I'Algorithmen- 4 en décrémentant Z,0,, de 1 et on ne considère dans la suite de
I'algorithme que les fenêtres jusqu'à 2,0,, pour l'opération io. Sont conservées les seules
fenêhes susceptibles de fournir une solution réalisable. Si plus aucune fenêtre ntexiste
pour une opération, c'est ce qui se passe au pas 2.3.1.r.2.1, alors le problème
n'a pas de solution réalisable. De plus, si une solution est fournie au pas 2.2.1, cette
solution est déterminée pour I'ensemble {Z,,iIt3i<ni correspondant aux fenêtres susceptibles
de fournir une solution réalisable et de b z i,i,i,, ma,\imal. Par conséquent, aucune autre solution
réalisable ne pourrait être meilleure. On en déduit que la première solution réalisable rencontrée
par I'Algorithme tr- 4 est optimale pour le Problème II- 4. CeFD
Complexité
La structure de I'Algorithme tr- 4 est similaire à celle de I'Algorithme tr- 2. Ainsi, l,étude de
complexité qui a été faite est applicable à I'Algorithme II- 4. Par conséquent, la complexité
de I 'Algor i thme I I -  4 est  en O(y,  n i  + !  i  logz I  i )  .
Remarques
Les fenêtres sont triées dans I'ordre croissant des b ,, ,, j au pas 1.1 de I'Algorithme II- 4. Dans
lecasoùi ln 'ex is tepasdefenêtres inc lusespouruneopérat ion,comme br , , ,1sbr+t , i , j ,  ona
az,i,i<az+r,i. j. Ainsi,le tri du pas 1.1 de l'Algorithme II- 4 est équivalent à celui exécuté du
pas 1.1 de I'Algorithme tr- 2.
I I .4.5. Conclusion
Dans cette section, une méthode de gestion en temps réel est décrite. Elle ordonnance chaque
produit au plus tatd, sans dépasser la date de livraison fixée au plus tôt (calculée dans la section
précédente). De plus, elle permet de donner, dès qu'une commande arrive, la marge de temps
restant avant de commencer la fabrication du produit tout en respectant le délai de livraison. En
retardant le début de fabrication du produit, nous limitons le plus possible le temps d'occupation
des ressources et espérons ainsi laisser plus de liberté pour ordonnancer les produits à venir.
Les dates d'exécution des opérations sont définies au plus tard et sont compatibles avec leurs
durées opératoires admissibles et les fenêtres de temps dans lesquelles les opérations peuvent
être exécutées. Pour résoudre ce problème formalisé par le Problème II- 4, nous avons proposé
I'AlgorithmeII-4 de complexité o(yi mi + y, log, );), où ); est le nombre total de
fenêtres dans lesquelles les m, opérattons peuvent être réalisées sur le produit. Nous avons
prouvé que cet algorithme détermine les dates d'exécution au plus tard des opérations effectuées
sur le produit (voir Théorème tr- 4), et ainsi maximise la date de début de fabrication du produit.
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II.5, MINIMISATION DUCOUT D'UTILISATION DES RESSOURCES
I I .5. l . Introduction
Dès qu'une commande arrive, nous sommes capables de fournir rapidement un délai minimum
de liwaison réalisable ainsi que la marge de temps restant avant de commencer la fabrication.
Dans cette section, notre objectf est de décrire une méthode de gestion en temps réel qui
ordonnance chaque produit de manière à minimiser le cott d'utilisation des ressources. Cet
ordonnancement doit également respecter le détai de livraison fixé au plus tôt (voir section 3).
Nous pouvons également affecter aux ressources goulots un cott important afin d'inciter le
système à minimiser les temps opératoires ur ces machines et, ainsi, espérer augmenter le
nombre d'opérations qui peuvent être effectuées ur ces ressoluces. A nofte connaissance,
aucune étude n'existe sur ce type de problème. Nous proposons de formaliser le problème, puis
de le résoudre grâce à deux algorithmes originaux.
I I .5.2.Formalisation
Nous voulons déterminer quand exécuter les opérations sur le produit i sachant que la date de
disponibilitéestr, etladatedeliwaison estdj.7,,, etT,*r,i déf,rnissent les instants de début
et de fin de chaque opération i, I<i<m,. Nous devons déterminer la durée d'exécution
P,,j=7,*r,i-Ti.j de chaque opération i, durée comprise dans I'intervalle [/,,, ; ui,i)- Nous
devonsdéciderdansquellefenêtredetemps deW,,;{1a,,,, i  i  bz,i , j l  I  l<zSy,, i} exécuter
I'opération i . l-a fenêne retenue est la fenêEe d'indice 2,,r. Notre objectif est de minimiser le
cott d'utilisation des ressources sachant que le coût induit en fabrication par I'opération i est
s ,,, . Les contraintes sont similaires au Problème II- I et peuvent se formaliser ainsi :
Problème II- 6 : Minimisation du coût d'utilisation des ressources
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Chapitre II - Problèmes à gammes linéaires
La section suivante définit une approche de résolution permettant de fournir, en un remps
polynomial, une solution dans le cas où la période pendant laquelle chaque opération doit êne
exécutée est donnée. Dans la section II.6.4, nous proposons un algorithme pseudo-polynomial
résolvant le problème formulé ici, dans le cas général. Mais, nous ne savons pas si ce problème
est NP-difficile. L'algorithme qui résout le cas le plus généraln'utilise pas I'algorithme présenté
dans la section suivante.
U.5.3.Sélection des durées opératoires
L'objectif de cette section est de déterminer T , ,, et T ,*, , i, dates de début et de fin d'exécution
de chaque opération, de manière à minimiser le coût d'utilisation des ressources, si chaque
opération i est exécutée sur le produit j dans la fenêre donnée 2,,,, iel,. I-e problème
s'écr i t :
Problème lI' 7: Ordonnancement de coût minimal dans le cas où les fenêtres




Nous désignons par Ti,1 et Ti; ladate de début de I'opération f effectuée sur le produit j calée
respectivement au plus tôt et au plus tard dans la fenêtre dowrée Z ,,,, ie I ,. L'ensemble des
dates calées au plus tôt est la solution optimale au Problème II- 3, donnée par I'Algorithme tr- 1.
De même, l'ensemble des dates calées au plus tard est la solution optimale au problème II- 5,
donnée par I'Algorithme tr- 3. En utilisant ces notations, nous reformulons le problème n- j :
Problème II' 8: Ordonnancement de coût minimal dans le cas où les fenêtres
d'exécution des opérations sont données
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Théorème II- 5
Le Problème tr- 7 et le Problème II- 8 sont équivalents.
Démonstration
Puisque le Problème II- 7 et le Problème tr- 8 ont la même fonction objectif, il suffit de montrer
qu'une solution réalisable pour I'un des problèmes est réalisable pour I'autre.
a) Nous montrons tout d'abord qutune solution {T,,i}rr,=,oj*, réalisable pour
le Problème II- E, est réalisable pour le Problème ll- 7.
Soit {T,,1lr<i<nj+r une solution réalisable pour le Problème tr- 8. Par définition, cette
solution vérifie les contraintes (II-2) et (tr-6).
D'aprèslacontrainte(tr-16),  onaT,, , lT j , j ,pour I<i<m,.  Or,  lasolut ion {7, , i \  < isnr+r est
solution optimale du Problème [I- 3 et vérifie les contraintes (tr-l) (i.e. r,3Tr,i) et (II-3) (i.e.
dzi, j,,,1<!,,1, pour l<i<m i). Partransitivité,lasolution {T,,i l t<i3mi+, vérif ieégalement les
contraintes (tr-1) et (tr-3).
D'après lacontrainte (tr-17), on aT,,,37i,;, pour 2<i<m,+!. Or, la solution {7,,iIr3i3mi+l
est solution optimale du Problème tr- 5 et vérifie les contraintes (tr-15) (i.e. T ̂ ,+r;<d ) et (II-4)
(i.e. Ti.1<bzi, j, i , j , pour l<i<m,). Par nansitivité, la solution {T,,i l tsisnti+, vérif ie
également les conffaintes (tr-15) et (II-4).
Lasolution {T,,ilt3ismi+, vérifielescontraintes ([I-1), (II-15), (\l-2), (II-3), (tr-4) et (II-6),
et donc est réalisable pour le Problème II- 7.
b) Nous montrons ensuite qutune solution {7,,i}r=,=,j*, réalisable pour le
Problème ll- 7, est réalisable pour le Problème II- 8.
Soit {T,,ilrsi<nj+r une solution réalisable pour le Problème II- 7. Par définition, cette
solution vérifie les contraintes (tr-2) et (tr-6).
Toute solution du Problème tr- 7 vérifie les contraintes (tr-l), (tr-2), (tr-3) et (tr-6), et est donc
réalisable pour le Problème tr- 3. La solution { T ,,il | < i s nt j +, est optimale pour le Problème tr-
3, c'est-à-dire qu'aucune date Ti,1 ne peut être réduite, pour l<i<rn j+|. Par conséquent, oute
solution {T,,iltsismi+, étant réalisable pour le Problème II- 3, vérifie la contrainte (II-16)
( i .e.  7, . ,3T i ,  j ,  pour I<i<m,+I) .
Toute solution du Problème tr- 7 vérifie les contraintes (II-15), (II-2), (tr-4) et (II-6), et est
donc réalisable pour le Problème tI- 5. La solution {T,,iltsisnti+, est optimale pour le
Problème II- 5, c'est-à-dire qu'aucune date Ti; ne peut être augmentée, pour l<i<m,+I. Par
conséquent, toute solution {T,,iltsi<n j+, étant réalisable pour le Problème II- 5, vérifie la
contrainte (tr-17) (i.e. T,. fTi,i pour l<i<m, +I).
-63-
Chapitre II - Problèmes à gammes linéaires
La solution {T,,iltsi<m j+, vérifie les contraintes (II-16), (II-17), (tr-2) et (rI-6), et donc est
réalisable pour le Problème tr- 8.
CQFD
Algorithme II- 5 : Minimisation du coût d'utilisation des ressources
Procédure Définition des dates d'exécution des opérations sur le produitj induisant un coût d'utilisaûon des
ressources minimal.
Entrée : j est I'indice du produit considéré.
r, est la date à partir de laquelle on peut coillmencer àréaliser Ie produitj .
d, estla date avanr laquelle on doit liwer le produitj .
m j est le nombre d'opérations à réaliser sur le produitj .
1, est I'ensemble des opérations àréaliser sur le produitj .
.s r, i est le coût d'utilisaton des ressources induit à chaque unité de temps par I'opération i
effectuée sur le produitj, pour i eI, .
/, ,, est la durée minimale d'exécution de l''offration f sur le produit j , pour I e1, .
u i , j est la durée maximale d'exécution de l'opération i sur le produitj, pour i ei, .
Z , , , est la fenêtre dans laquelle on veut réaliser I'opération i sur le produitj , pour I e /, .
azi , j , , , ,  est ladatededébutdelapériodedurant laquel leonréal isel 'opérat ion i ,pourieI , .
b ,, . j. i ,; est la date de fin de la période durant laquelle on réalise I'opération i , pour i e 1, .
sortie : r,,, est la date de début de I'opération i effectuée sur le produitj, où i e1,.
T .r, r,, est la date de fin du produitj.
1. Poser Test:=I.0aeateTest k a44ch/hî4/u&r I i"ay'à æçz'tt*ted atmt'euztezce d,'c*æ aohtba
#a0,laa/lz êôé, eâalité,
2. Tr ier I 'ensembledesopérat ionsf;={1, 2,  . . . ,  rn j l ,
dans I'ordre décroissant des s, ,; .
Oal réaQr t z feo (k ) ,  bk -dè tn la / . éu tëeê ' l f uaùcdad ræ,  Ora .so l * y ,7àso ( * * r ) , j .
3. Pour i allant de làm, : Oa rcte i t't*&?ê le e'ophutcaec aélalto*aée,
3.1. Poser I *,:=l , . j. Oa.ete I xi b fuaéê "d.tth4lt 
,/ta/l,le patc+ (op,kafua i .
3.2. Poser u*ii=ui.i. orocaleu*, b dotao uaaaale éta/ltz pa<a e'opâuaa i.
4. Pour ,t allant de Iàm , ; Oa ule o0< ) t'a*ce dz ê'o@tæ a;talt&ah.
4.1. si (l*o<*)tu*o* l) alors: y'a daæ oÉéa4roûæ dê e'af.éut(hrt o(k) a'eaz/4èkû4.
4.1.1. Appliquer I 'Algorithme II- 1.
E n t r é e  z  j ,  r . i ,  m . ; ,  I  i ,  U * , l i ,  l u * , L ,  l Z , , i l , ,  { a r , , , .  i , j l , . r  r .
Sortie z {T i,il, er,, T m,+t,l . Or eate !i,1 kt dareo az Hzo ,ôr'/zn a/âuûbrrê.
4.1.2. Appliquer I'Algorithme II- 3.
E n t r é e  :  j ,  d i ,  m  j ,  I j ,  { /  * ,  } ,  ,  l u * , } , ,  { 2 , , i } , ,  { b r , , . , , , i } , . , , .
Sortie z lT i,ili .1 ., T *,*t,1 . Oa aote 7 i,1 bo dateo aa f/44 ræ lza 4,ézaltatu.
4.1.3. Si (T e s t =l) alors : .1( o'a44 lz h fua,tàz ëtëntl4rr,
4.1.3.1. Poser T es t:=0. Oa o'&tedtt dz ,r4ah4 æ, l"À1.
4 .1 .3 .2 .  S i  ( i l  ex i s te  l oe  {  I  , 2 ,  . . . ,  m ,+ l } ,  7 , , , , >T io , )  a l o r s  :
4.L3.2.1. Quitter. /rætttz ool4ftot ,éa/taa/& e'ertde,
4 .1 .4 .  Pose r  I  *o ( * ) :=max { /d (k ) , j  ;  To tk )+ t , j _Ta tHJ } .
4 ,  1 .5 ,  Pose r  u  *o r r r i = l  *
5. Appliquer I'Algorithme II- l.
E n t r é e  i  j ,  r i ,  m  i ,  I i ,  { /  
* ,  } , ,  { r  * ,  } , ,  { 2 , , i } , ,  { a r , , , . , , j } , . , ,
S o r t i e  :  { T  i , i } ,  . r  . ,  T  ̂  .  *  1 . ,  .
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L'Algorithme tr- 5 permet de résoudre le Problème II- 8 et son équivalent, le Problème n- 7,
par une méthode itérative. A chaque étape, on fixe la durée de l'opération de coût le plus élevé
parmi les opérations dont la durée n'est pas encore fixée. La durée choisie pour cette opération
d'indice o est la plus petite des durées admissibles, c'est-à-dire une durée plus grande que sa
duréeminimale lo,, et que la durée séparant la date T"; de la date Tc+r,i. Iæ Théorème II- 6
montre qu'en faisant un tel choix à chaque étape on construit une solution optimale.
Exemple
Nous proposons un exemple d'application de I'Algorithme tr- 5. Les données relatives au
produitj à réaliser sont fournies dans le Tableau n- 7 . IÊ, produit peut être réalisé à partir de la
date rr=0 et avant la date d i=12.
Les résultats de l'exécution sont explicités ur la Figure n- n. Les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
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Chapitre II - Problèmes à gammes linéaires
Figure II- 12 : Résultats fournis par I'Algorithme II- 5
Soit o I'opération dont le coût d'utilisation des ressources est le plus élevé pour le produit j
considéré parmi celles dont la durée opératoire peut varier, c'est-à-dire
so,r=max{s i . i  |  1 , , ,#u, , , ,  l< i1mi} .  Nous posons P o=max?o,  j i l .o* t , j -To, i } .  Nous en
déduisons immédiatement -Po=pin{-lo,i;To;-To*r,,}. Nous supposons qu'il existe une
solutionréalisable auProblème II- 8, et nous notons {T*,,i},.,.,r*, la solution optimale de
ce problème. A partir de cette solution optimale, nous définissons la solution {T ,,i|, sism;+ r :
o  Z o , r = m i n { - T  *  o *  r . 1 - P  o ; T  " , i }  ,
i .e .  T  o , ,=min{7  
*  
o+  r  ,7  
- l  o ,  r :T  
*  
o*  r  , y+  T  o , i -T  o* r , , iT  o , i l  ,
t  T  o * t  ' i = T  o ' i + P  o '
i .e .  T  o* r  ,  i  
=min{  T  *  o*  r  ,1 iT  o ; *P o l  ,
c  T  i ,  j - m i n { 7 , * r , r + T * , , , - T  * , * , , ; ; T i , i } ,  p o u r  l ( i  < o ,
o  T  i , j = m a x { 7 , - r , r + T  *  i , j - T  
* , - , , j  i T  i , i } , p o u r  o + l < i s m , + 1 .
Cet te  so lu t ion  {7 , , ,  } ,= ,= . , * r  vér i f ie  T  o* t , j -T  o , r=Po=û lâxUo,1 iTo*1 , i -T r , i l .
Théorème II. 6
La solution {T,,iltsisilj+, définie par les relations (tr-18) à (II-21) est optimale pour le
Problème tr- 8 et le Problème tr- 7.
Démonstration
a) Nous montrons tout d'abord la relation (l l-22)z T,,r>T*,,;, poo" ISi<o.
On a T * o+ r , i-l o,i2T 
* o.i, cff la contrainte (II-2) est vérifiée par la solution
{T* , , i } r< is , , r * r .  De p lus ,  se lon  ( I I -16) ,  on  a  T*o* t ,1 -Tc* t , i> - } .  par  conséquent ,
Io , r=min{T*  o* r . i - Io , i  i  To , i+ (T  *o* r .  i -To* r , )  i  Tor i t , i }>min{7* " , ,  ;  7 " . i1 .  Pu isque
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Supposons que T,*r,i-T*,*,,y, pour I<i<o. Sous cette hypothèse, on a
T, , r=min{T* i , i t (T i * t . j -T* i * r , ) iT i ,1 }>min{Z* , , . i iT , , i } .  Pu isque T i ' }T*o , ;  d 'après  la
contrainte (II-17), onaT i, j>-T'" i, j.
Parconséquent,Z, , r )T* i , i ,pour !<i<o. $-22)
b) Nous montrons la relation (II '23) l T,,r<T*,,;, Poot o+tSl<rni+L.
O n  a  I o *  r , ; = m i n {  T  
*  
o * r , 1 i T  o ' 1 t P ' } < T  
*  
o +  r . i '
Supposons que T i-r , i<T 
*,_,,,, pour o+l<i<m.,+1. Sous cette hypothèse, on a
T, , r=max{T* i , j+ (T i . t , j -T* i - t , ) i l i , ; }Smax{T* i , j iT , , i } .Pu isque T ; , fT*o , ;  d 'après  Ia
contrainte (tr-16), on a 7,,,37 *,,,.
Parconséquent,  ?,  , i<T*i , j ,  pour o+I<i<m,+l
(n-23)
c) Nous montrons ensuite que {7,,r}rr,r*,*, vérif ie les relations (II '16).
D'après (n-22),onaT,,,)-T* i,i, pour !<i<o. Comme la contrainte (tr-16) est vérifiée par la
so lu t i on  {T* , , i } ,= ,= , j * ,  ( i . e .  T * i , j 2T , . ) , onendédu i tT , , i ) -T , , i , pou r  1S i<o .
Puisque P o2T o* '1-To,1,  on à T o*1, ;àn in{? 
*  o+1, i ;To '1+(T o*r ,1-To ' ;y  i 'e '
To+r, i)min{Z*o+r, i iTa*t, i l .Comme la contrainte (II-6) est vérifrée par la solution
{T * , ,  i  I ,  = , ,  *  j  * ,  ( i .e .  T 
*  o*  r ,  1>To*r ,1) ,  on en dédui t  T o+ r ,  1>T c+r , i .
Pardéf in i t ion,  on aT, , ,=max{T,- r , ,+T*, , , -T * , - , , j ;T , , i l ) -T, , i ,  pour  o+l< i9n i+ l '
Par conséquent, la solution {T;,;}r si3m;+, vérifie la contrainte (tr-16), i.e. 7,,,>Ti,i, pour
ISi<m ,+t .
d) Nous montrons que {T,,r}r=,., j*,  vérif ie les relations (II '17).
Par  déf in i t ion,  on a 7, , r=min{ I , * ,  ,  j+T 
*  i .  j -T 
x  i * r ,1 i7 i , i \<T, , i ,  pour  1<ico.
Par définit ion, on aT o,,=min{T 
* 
o*r ,1-P o;T a,i l<T a,i .
D'après (Il-23), on a T,,rST* i,i, pour o+l3i<m,. Comme la contrainte (tr-17) est vérifiée
pa r laso lu t i on  {T* , , i } , r ,= . j * ,  ( i . e .  T * , , , 3T i , ) , onendédu i tT , . ,ST i ; , pou ro+1< i ' * i .
Par conséquent, la solution {T ,, il r s is nr,* r vérifie la contrainte 




e) Nous montrons que {T,,r}r<i<,j*r vérif le les relations (II-2).
Pour  1< i<o ,T i * r , i -T i , i =max{T* , * , , y -T* i . i ; 7 , * r , , - 7 i , ; } .  Commelacon t ra in te  ( I I _2 )  es t
vér i f iée par  la  so lut ion {T* , , i } r r , r^ j * r  ( i .e .  l , , i<T*,* r , i_T* i , i3u, , ) ,  on en dédui t
T , *  r , i -T , , i >T * , * , , ;  -T  * , , i | , , i '  Pou r  l < i<o .
Puisque lacontrainte (II-2) estvérif iéepour les solutions {T*,, i} ,  =,=.,*r et { T,, i Ir=ism;+1,
onau; . ;ànax{7* ,* , , ;  -T*  i , i ;7 i+r ,1-7 i ,1} .D,après ( I I -17) ,  or  â  Z i+r ,7)7,* r , i  ce qui  .ooAoi ,
à  z , , r àmax { -T  * ,  *  r . i - T  *  i , j i T  i *  t , j - T  i ; } =7 ,  * t .  i - T  i , i ,  pou r  l < i<o .
OnaT  o* r ,1 -T  o , ,=P  o3 I  o , i .
D'après (rr-22),on aT o,,)Tx o,i  et d'après (IJ-23), on aT o*r,137* o+t, i .  par conséquent,
onen déduit T* o*r,j-T* o,i>T o*t. j-T o,r. La contrainte (II-2) étant vérifiée pour la solution
{ T  * , , i } ,  = , r ^ i *  t ,  i l  o , j 2 T  
*  
o *  t , j - T  
*  
o , 1 > T  o +  r , j - T  o , j .
Pour o+1<i3my T,*r, i-7,.r=max{T*,*r, j-T* i ,  j iTi*r, i-T i , i} .  Comme la contrainte (tr-2)
est  vér i f iée par  la  so lut ion {T* , , i } ,= ,=^ i* ,  ( i .e .  l , , i<T*,* r , i_T*, . ,5u, , ; ) ,  on en dédui t
T , * r , i - 7 , , , ' T * , * , , ;  -T  * , , i 1 | , , i ,  pou r  I < i<o .
Puisquelacontra inte( t r -2)estvér i f iéepour les so lut ions {T* , , i I r= , r^ j * r  e t  {  T, , l l rs ismj+r ,
onau i , ; àmax{Z* , * r , i -T * i . 1 iT ; * r , , -T i . ; } .D 'ap rès ( t r -17 ) ,  onaT i * r .pT , * r , i  cequ i "onao i t
à  u , , r àmax  {T  * , * t ,  j - T  *  i ,  j i T  i * r , 1 -T i ; l =T , * r , i -T  i , i ,  pou r  l < i<o .
Par conséquent, la solution {7,,i}, sisnt,+, vérifie la contrainte (lr-2), c,est-à-dire
I , ,  i 3T ' ,  t ,  i -T  i .  i 3u , , , ,  poa r  l < i3 rn , .
f) Nous montrons enfin que la solution {T,,i!r<ismi+, est optimale.
Pour cela, nous comparons la valeur de la fonction objectif de la solution {?n,,r}r<is.j*r à
cel ledelasolut ionopt imale {T* , , i l r= ,=^ j* , .NousnotonsÂcet ted i f férence:
o= )r,,r(7,*,,i 
-7,,)- Irrr(z *u,,, -T * , y,
1Si3m1 lSi3m.
,,, -7,.,)-(, *,^.,-r -,,r)]]
or ,  pu isque so, j=mix ls , ,1  1. .1 , ,1*u, . j ,  l< i3m, | ,  pour  i  *o  et  s i , j )Jo, j ,  nous avons
[ (4. ' ,  
-7,, ,)-( t*,*, , ,  -Ti, , i ) ]=t i , , , - t , , ,1=0.Deplus, d'après (I I-20) et(I I-21), nous avons
f t \ /
[(4.,,, 
-r,,i)-(, *,u,, -r *,,r)]>0 pour i*o. par conséquenr, nous en déduisons
r *,,, )]< 
",,à, 
[(q.,,- -r, ,)- (, *,u,, -r *,.,)],
etÂSso,, , . r lT^,*r . , -  r*^,u, , - \ , i+r \ , , ) .  Selon larelat ion ( I l -22),  -7, , ,+T*, , rS0 et  selon la
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relation (tr-23), T o,i*t , j-T 
* n, j*r ,;S0, par conséquent on a ̂ <0. On en déduit que la solution
{T ,, i} tsism j+, n'est pas moins bonne que la solution optimale {T 
*,, i  }r <i<.j* r .
Par conséquent, la solution {T,,iltsi3nti+, vérifiant les contraintes (II-16), (tr-17), (tr-2) et
(tr-6), est réalisable pour le Problème tr- 8. De plus, sa fonction objectif est égale à celle de la




L'Algorithme tr- 5 détermine les dates de début et de fin d'exécution de toutes les opérations
induisant un coût minimal d'utilisation des ressources, i.e. il fournit une solution optimale au
Problème II-7 et au Problème tr- 8.
Démonstration
a) Nous montrons que s'il existe une solution au Problème ll- 7, I'Algorithme
II- 5 fournit une solution optimale de ces problèmes.
A chaque itération du pas 4, nous fixons la durée d'une opération. Nous choisissons I'opération
de coût le plus élevé parmi les opérations dont la durée n'est pas encore fixée. L'indice de cetûe
opérat ionest o,  et  on aso,r=max{ s i , i  I  I , , r+u,, , ,  l< i<m 11.
D'après le Théorème II- 6, s'il existe une solution au Problème II- 7 (et au Problème tr- 8), la
solution {T,,i!rsismj+, définie par les relations (tr-18) à (tr-21) est optimale pour ces
problèmes. Cela signifie qu'il existe une solution optimale de ces problèmes vérifiant
T o+t,i-T o,j=P o=max{/o,r iT a+t,j-Toll. Cette valeur est donc choisie comme durée de
I'opération o.
Pour ce faire, nous posons uo=Io=vn4x?o,1iTo*1.i-Tol\ aux pas 4.I.4 et 4.1.5. Ainsi,
prenant en compte la contrainte (l-2), nous avons dans la suite Zo* t,i-T o,i=u o=I o. La durée
de I'opération o est par conséquent optimale dans toute la suite de I'algorithme.
b) Nous montrons que I'Algorithme II- 5 s'arrête sans fournir de solution si et
seulement si le Problème II- 7 n'a pas de solution réalisable.
Toute solution {T,,iltsisnr,+, réalisable pour un des Problème II- 7 et Problème II- 8 est
réalisable pour I'autre. Une telle solution réalisable vérifie T i,jST i, j<7i,; pour I<i<m ,+1. Pat
conséquent, s' i l  existe ioe { 1 ,2, ...,m j+l } tel que T,o.,>Tio,1 (condition d'arêt au pas
4.I.3.2), alors il n'existe pas de solution réalisable pour les deux problèmes.
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Inrrersement, si T,.,3Ti; pour I1i4m,*I, alors les solutions {T,,il I sisur j+1 et
( ù  i  J
I 'r ' i ' i I tcism,+, sontréalisablespourleProblèmen-7 etleProblèmetr-8. Parconséquent,i l
existe au moins une solution réalisable pour ces problèmes.
cQFD
Complexité
Le tri au pas 2 de I'Algorithme tr- 5 requiert O( m, Io g, m,) lBeaaquier et al., 19921 où m,
est le nombre d'opérations à exécuter sur le produit j. Les pas 3.I à 3.2 nécessitent Zm,
affectations. Iæ pas 4 est itéré m, fois. par conséquent, les pas 4.1 .1, 4.1.2, 4.1.3, 4.r.4 et
4.1.5 sont exécutés au plus m, fois. A chaque nouvelle itération des pas 4.1.1 et 4.I.2,
I'Algorithme II- I et I'Algorithme II- 3 sont appliqués. Chacun d'eux nécessite O(m,)
opérations. Les pas 4.1.3 à4.I.3.2.1sont exécutés au plus une fois et requièrent de I'ordre de
O(m1) opérations. Les pas 4.I.4 et 4.1.5 sont immédiats. Enfin, I'Algorithme tr- I est
appliqué au pas 5, une dernière fois. Par conséquent, la complexité de I'Algorithme II- 5
est  en O(m j2).
Si, au pas 4.1.4 de I'Algorithme II- 5, on a To*t,1-To,,=max{lo,i i To*r.i-To,i}, il est alors
inutile de remettre àjour les valeurs Ti,1. En effet, dans ce cas, fixer la durée de I'opération o
ne modifie pas les dates au plus tôt. Par conséquent, il ne sert à rien d'exécuter I'Algorithme tr-
l_au prgchain passage au pas 4.r.1. De manière analogue, si les dates au plus tard vérifient
T o+r,1-7 o';max{l o,, i T o*1i-lo,i }, il ne sert à rien d'exécuter l'Algorithme tr- 3 au prochain
passage au pas 4.1.2. Ces deux modifications permetûent de réduire la durée d'exécution de
I'Algorithme tr- 5.
Remarque
Au pas 2 de I'Algorithme II- 5, nous trions les opérations dans I'ordre décroissant des coûts
d'utilisation des ressources r i,;. L'algorithme fixe ensuite les durées opératoires à partir de cet
ordre. Dans cet ordre, les premières opérations ont des durées les plus petites possibles au
détriment des opérations ultérieures. En cas d'égalité des coûts d'utilisation des ressources entre
deux opérations, les opérations ont placées dans un ordre arbitraire.
If.s.4.Sélection des fenêtres
L'objectif de cette section est de résoudre le Problème II- 6. Autrement dit, nous allons
déterminer dans quelle fenêfte 2,,, et à quelle date 7,., I'opération i doit êne effectuée de
manière à ce que le coût d'utilisation des ressources pour fabriquer le produitj soit minimal.
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être exécutées est réduit, c'est pourquoi nous proposons une autre approche pour résoudre le
Problème tr- 6 requiérant une discrétisation du temps.
Nous supposons dans cette approche que les durées des opérations ainsi que les dates de début
et de fin des fenêtres sont des valeurs rationnelles, c'est-à-dire pouvant s'écrire coîlme un
rapport entre deux entiers. Tel est le cas dans la pratique car les ordinateurs ne permettent pas de
prendre ncompte des valeurs irrationnelles. Les valeurs r,, d,,li, j,atdr,i, j sont éléments de
Q*, tandis qve ui,1 atbr,i,; appartiennent à Q*U{+."}, où Q. est I'ensemble des nombres
rationnels positifs. Nous multiplions toutes ces valeurs par le plus petit multiple commun de leur
dénominateur (nombre qui peut éventuellement êfre grand). Nous pouvons donc transformer
notre problème de manière à n'avoir que des dates et des durées entières. Sans perte de
généralité, et pour simplifier la présentation, ous admettons donc que ces valeurs sont entières.
L'approche que nous proposons est basée sur la programmation dyna:rrique. A chaque
opération à exécuter sur le produit correspond une étape de la programmation dynamique. Nous
définissons (m ,+ l) étapes correspondant à une étape d'initialisation et 
aux m , étapes marquant
la fîn de chacune des opérations àréaliser sur le produitj.
Les états du système à chaque étape correspondent à toutes les valeurs possibles pour le début
de I'opération considérée. L'état 7,., correspond donc instant de début d'exécution de
I'opération i sur le produit j. Puisque le produit ne peut commencer avant la date r, et doit ête
terminé avant la date d, (voir contraintes (tr-1) et (II-15))' nous avons :
,  i 17 , ,  iSd l  pou r  l <  i {m  t .
Comme les données sont entières,le nombre de dates possibles (i.e. d'états à chaque étape) est
égal  à  d, - r ,+ I .
La durée de chaque opération i est confrôlable et peut êne choisie dans l'intervalle lI , ,,;u ,,1)
(voir contrainte (tr-2)). Ainsi, les dates de début de I'opération i qui autorisent une f,rn à la date
T,*r, j  sont comprises entre T,*r, i-u,,,  et Ti*r, i- I i , i .  Si nous décidons de commencer
I'opération i à I'instantT ,,, etde la terminer à I'instant T,* , ,i, deux cas peuvent se présenter :
a) l'intervalle lTi,i i Ti*r,;J est inclus dans une période de disponibilité des ressources,
far . , , i ;b , , , r ]  où I323y, , , ;  dans ce cas,  nous associons à l 'é ta t  T,* r , i  un coût
correspondant à I'utilisation des ressources durant cette période.
b) I'intervalle lT,,i ; Ti*t,if n'est pas inclus dans une période de disponibilité des
ressources ; dans ce cas, nous associons à l'étatT ,*l,j un coût infini.
Parmitoutes les dates possibles T,,r, nous retenons lameilleure date (au sens du coût qu'elle
induig permettant de terminer I'opération i à la date T ,* , ,1. Nous notons S (T,* r ,; ) I'ensemble
des dates pennettant de terminer I'opération i à la date T,* r ,;. Formellement, nous avons :
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Dans la Figure tr- 13, chaque état est représenté par un disque noir. Les états d'une même étape
sont alignés horizontalement. Nous donnons sur cette figure les états de deux étapes
successives. Deux états,T,,,=4 etT,*t, j=7, sont distingués.Ils correspondent audébut et à la
find'exécutiondel'opérationi. S(fj*,,;)estl 'ensembledesétatsquipermettentd'atteindre
I ' é ta tT  i * t  ,  j .
Figure II- 13 : Représentation des états de dew étapes successives
A partir des états de S (2,*,,;), nous pouvons déterminer le coût d'utilisation des ressources si
I'opération i se termine à la date T,*,.i. Nous évaluons chaque étatT i+,,; pil le coût, noté
C (T ,* r ,; ). Nous proposons la relation de récurrence suivante :
-f,,,)I
pour  r j  SZ,* ,  ,  i3d i ,  |  <  i<m ,  . (n-26)
Un état T,,, qui ne colrespond pas à une solution réalisable (i.e. S (Ti,, )+A) aun coût infini.
Pour chaque état T , ,,, l'évaluation C (T , ,,) donne le coût minimal d'utilisation des ressources
permettant de réaliser les (i - 1) premières opérations et terminer I'opération (r- I ) à la date
T,,,.LadateT *.*r,;  Pourlaquelle C(T *i*r,;) estminimalestla date de f in de fabrication du
produit permettant de fabriquer le produit à moindre coût.
La Figure Il- 14 donne les évaluations C(7,. ) et C(Ti*t,i) des états de deux étapes
successives. Le coût d'utilisation de la ressource pour I'opération i est si,y=0,1. Cette
opération peut être exécutée dans I'une des fenêtres {[0;5], [2;7],16;81]. Sa durée minimale est
I , , i=2 et sa durée maximale est a , , , =*oo .
C(T t , i )=0,  pour  r ,3T r , i3d i .
[*"
c(ru''') = 
1r,s,fl ,,1{'(''',) * ''', (4.',,
si s(4.,, i  )=a
sinon
s(Ti *rj =7)
6h 8h 10h dj =lzhrj =oh
t t t t t t l
t r l l t t l
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Figure n- 14 : Représentation des états de dew étapes successives
Si {T,,i}rsism j+r est la solution optimale 
du Problème tr- 6, on
Ir,,, (7,u,, -r,.,)= -min-,{C(r^,*',,)}.1'etgorithme tr- 6 découle des relations 
(tr-24)
l s i smr  
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Ti+t j  =9
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Algorithme II- 6 : Choix des fenêtres pour un coût d'utilisation minimal
Procédure Définition des fenêtres induisant un cott d'utilisation des ressources minimal pour le produitj '
Entrée : j est I'indice du produit considéré.
r, est la date à partir de laquelle on peut commencer àréaliser le produitj .
d, est la date avant laquelle on doit liwer le produitj .
m j est le nombre d'opérations à réaliser sur le produitj .
1, est l'ensemble des opérations àréaliser sur le produitj .
/,,, est la durée minimale d'exécution de I'opération i sur le produit j , pour i e/, '
u i 
-j 
est la durée maximale d'exécution de I'opération i sur le produit j , pour i e.I, .
y , ,, est le nombre de fenêres dans lesquelles on peut réaliser I'opération i sur le produitj '
Pour d e/, '
dz. , , j est la date de début de la z -ième fenêtre de I'opération i effectuée sur le produit 
j ,
p o u r 1 9 3 y , . i , i e I t .
b ,, , . , estla date de fin de la z -ième fenêtre de I'opération i effectuée sur le produit 
j,
p o u r 1 9 3 y , . i , i e I t .
Sort ie :  T i , j  est ladatededébutdel 'opératoni ef fectuéesurleproduit j ,  où ielr .
T ̂  ,, r ., est la date de fin du produit j .
Z , ,, est la fenêtre dans laquelle on doit réaliser I'opération i sur le produitj, où i e.f, .
l .  ln i t ia l isat ion.
1 .1 .  Tr ie r  les  fenêtes  la , ,  i ,  j  i  b  z , i , i l  pour  l93y  i , i ,  ie l  i ,
dans I'ordre croissant des a., i,; êt, €n cas d'égalité, dans I'ordre croissant des b ,. i , i.
Darct b aarue lt {atryAho b z -tèna latêûe eat & z'ùr4 Ai"rard da.to æ, o44u, lÉz3y i , i '
1.2.  Pour 7,. ,  al lantder;  à d1 :0aér4r4à'wcla#e étatTt. i  &hItu 'aapa'
1 .2 ,1 .  Poser  C(T r . ) :=0 '  0c l ioh* t rdêc /4#aAdT t . i  à0 '
2. Pour i allantde 1àrn , :0a ,ote i l'irdt4e d4 l'ârafo aattlaiz.
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2. 1. Pour 7,, r, i allant de r., à d1 : Oc é'u*ànB cf46zz Ad T i * r, 1 4e 4'âtâf4 i .
2 .1.1.  Poser C(T, , r , ; ) :=+*.  OeaAia l lae(e c l tâ f  dea/4#e éta lTt*r , i  à+*.
2.1.2. Poser z :=min{z I l<zSy i, j , b r, i, 12T, + r. 1 l. 0n aote z ta lovtæ @.t..teda4d k f/44
tâl fo44&h et /Maal dê aéo&;ds, q.tz o2âa&uc çal ae tewbeeuff à h {âfe T i ,r , j ,
2 . 1 . 3 .  P o u r  2 , , ,  a l l a n t d e m a x { r ,  )  e , , i . i  i  T i + r . i - t t i , ; } à m i n { d ,  i  T i , r , i - l  , . i }  :
Oc eut*æ €/4qne Ad T i, j  & S (7, *r, i),
2 . 1 . 3 . 1 .  S i  (  C ( T i , r , 1 ) > C ( T t , r ) + ( T r , t , i - 7 , , ; )  r i . ;  )  a l o r s :
.4'e4f T i, j fsultd 4c dlaaiuzn b @âf.
2 . 1 . 3 . L . 1 .  P o s e r  C  ( T , * r , , ) : = C  ( T  i , , ) + ( T  i  * t ,  i - 7 , , ; )  s i . ; .
2.1.3.1.2. Poser S o p t (T, + r, 1):=T i, j  . 0,t déa44e /aa S o p t (T i * r, ) { ëtel
dê S (T t,r, i) îaé fornd d'/'&-irtt h aât C (T i *r, ) b pht panl,
3. Poser C opt:=+*. Aaaate Copt h aæilka,a qûl ouué fua ua étatT n,+r,i dê b 1zuu24o étofz.
4. Pour T ̂ ,*r,, allantde r, à d1 : 0a,fr&qiae claq4e .ital T ̂ .,t, j .
4.l. Si (C o p t>C (T ..,*r,;)) alors : y' 'étal T,,*r, j a utt w,atlcot cût.
4 . 1 . 1 .  P o s e r  C o p t : = C ( T ^  * r . , ) .
4. 1.2. Poser T o p t:=T ^.+t,i. Ôa c/tvaa q*aæ lale dz lrrt 14 fnodzrf ællp dz aât ulcl'aal.
5. Reconstitution de la solution.
5.1. Si (Copt=+*) alors:,rQrazrc ét4t dp h lpueaànz é@ e'enf dtutr44lc.
5.1.1. Quitter. 1t, a'eyhle azauz dohtttt zâal,aa//p.
5 .2 .  S inon  :
5 .2 .  1 .  Pose r  T  n r+ r .  j : =Top t .
5.2.2.Pour j allant dem, àl:Oçutei ê'i.t/ke 1ê ê'étdfê @4t4r:/1hle.
5 .2 .2 .1 .  Pose r  I ; , y  :=S  o  p  t  (T  i  +  t ,  j ) .
5.2.2.2. Poser Z, ,:=min{z I Ig. ,  b ,  ,  , )T ,
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Exemple







J r , j
Périodes durant lesquelles on peut réaliser
I'opération i
{1a , , , , i  i b  z ,  i ,  j l  I  l <zSy , ,  i l
I I foo 3 ï0;11, 12;41, [5;9], [l 1 ;+""1
2 J 4 2 [0;8],  [1;+."1
I I 3 l0;Ll, 12;41, [5;9], [1 1 ;+""1
4 2 4 1 [0;3], [7;+""[
m j -5 I foo J [0;\, l2;4], [5;9], [1 1 ;+""1
m,* I=6
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Figure II- I5 : Résultats fournis par I'Algorithme II- 6




















T C C Sopt C Sopt C Sopt C Sopt C Sopt 7 , ,
rj=o 0 {oo +oo +oo +oo +oo
1 0 aJ 0 foo +oo +æ +oo
2 0 +oo +oo +oo +oo +oo
3 0 3 2 +oo +oo +oo +oo T, , ,
4 0 3 3 9 I +oo +æ +oo T  z . i
5 0 +oo 1t I +oo +oo +æ
6 0 3 9 J t4 5 +oo +oo
7 0 3 6 9 4 T2 6 +co +oo
8 0 3 7 11 4 t2 7 foo +æ T, . ,
9 0 3 8 +oo l 4 E l 4 7 +oo T  + .  j
l 0 0 +oo +oo +oo t4 8 foo
l 1 0 +oo +æ {oo 16 I foo T , , ,
d i=rz 0 3 1 l +æ +oo {oo l 9 11 T  u , i
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ires
Nous proposons un exemple d'application de l'Algorithme tr- 6. Les données relatives au
produitj à réaliser sont fournies dans le Tableau II- 8. Le produit peut être réalisé à partir de la
date r,=0 et avant la date d i=12. Les résultats de I'exécution sont donné dans le explicités sur
la Figure tr- 15 où les opérations effectuées ur le produit à ordonnancer sont représentées par
des zones hachurées. Si I'Algorithme II- 6 s'achève au pas 5.1.1, il n'existe aucune solution
réalisable. Cela signifie qu'il est impossible de fabriquer le produit avec les confraintes imposées
au système de production.
Théorème II- 8
Si le Problème tr- 6 a une solution réalisable, l'Algorithme II- 6 détermine les fenêtres et les
dates d'exécution des opérations qui permettent de réaliser le produit avec un cott minimal, i.e.
la solution foumie par I'Algorithme tr- 6 est optimale pour le problème tr- 6.
Démonstration
La formulation du Problème tr- 6 est équivalente aux équations de programmation dynamique




Iæ tri au pas 1.1 de
[Beauquier et aI., 1992]
I'Algorithme tr- 6 requiert O( 2y,.ilo1z!i,1)<O(yi log, yi)
lSiSm1
o; );= 2r,,, est le nombre de fenêtres dans lesquelles chaque
lSiSn,
opération i peut êfre exécutée sur le produit j. Les pas 1.2 et I.2.1 nécessitent O( d,-r,+l )
opérations. Le pas 2 est exécuté pour chaque valeur de i, 2<i<m, *1 et pour chaque itération du
pas2,lepas2.l estexécuté (d,-r,+l) fois. Al'étape i, on exécute l s pas Z.I.I à2.I.2 qw
nécessitent O(y ,-r,;,) opérations etle pas 2.1.3 qui n'est pas itéré plus de ( d,-r,+l) fois. Les
pas 2.1.3.1, 2.I.3.1.1 et2.1.3.L.2 sont immédiats. Par conséquent, les pas 1 à 3 coûrent
O(y i ( logzy i+m1(d i - r i+ l ) )+m, (d , - r j+ l )2 )  opéra t ions .Lespas4et5 .2 . l  son t  exécutés
respectivementO(d,-r.,rl) fois etru, fois. Puisque tous les autres pas sont immédiats (i.e.
s'exécutent en o( | )), la complexité de I'Algorithme rI- 6 est en
O (  y , log r !  i+y  i  m i (  d  i - r i+ t )  +m, (  d , - r ,+ l ) t  ) ,
Comme la complexité dépend e la durée d i-, i, I'algorithme st pseudo-polynomial.
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Il est possible de réduire le temps de calcul nécessaire à I'Algorithme tr- 6. Nous désignons par
T,,, "t 
Tilladate de débutdel'opération i effectuée sur leproduit i cùée respectivement au
plus tôt et au plus tard dans I'ensemble des fenêtres possibles pour chaque opération, I e /r. Les
dates calées au plus tôt sont données par I'Algorithme II- 2. De même, les dates calées au plus
tard sont données par I' Algorithme tr- 4. Evidemment, oute solution {T , , i I r s i < m j +, réalisable
pour le problème tr- 6 vérifie: r,S!,,fT,,1<î,,i<d.. Au lieu de considérer à chaque étape
tous les états r, à d, , nous pouvons limiter le nombre d'états à chaque 
étape i aux états Z, , , tels
que T . , .<T, ,137, ,1 ,pour  I  < i<m,+! .  
(n -27)
Nous pouvons aussi nous limiter aux états pour lesquels il existe une fenêfre dans laquelle sont
exécutées les opérations précédentes etsuivantes.
Nous avons supposé, pour la présentation, que les durées et les dates étaient entières. Dans le
cas où les durées et les dates sont rationnelles, nous multiplions toutes ces valeurs par le plus
petit multiple commun de leur dénominateur que I'on note Q. Plus la valeur de Q est
importante, plus les dates et les durées sont précises. L'Algorithme tr- 6 peut être appliqué et sa
complex i tées ta lo rséga leà  O(y , Iog ,  ! i r  ! i  m i  Q(d i - r ,+ l )+m,  Q ' (d i - r i+ l ) ' )  e t
dépend directement de la précision des données.
Si le temps de calcul reste trop important, nous nous contentons d'une solution réalisable de
coût proche de I'optimum. Nous pouvons obtenir une telle solution à partir de l'Algorithme II-
6. Pour cela, nous commençons par réduire"la précision des données attendue (i.e. I / Q). Potx
cette précision, nous calculons à I'aide de I'Algorithme II- 6 la solution optimale' L'Algorithme
tr- 6 est alors relancé avec une précision accrue et, plutôt que d'explorer tous les états de
S(Z,*r,i) qui permettent d'atteindre l'état Ti*,,r, il se cantonne aux états proches de la
solution optimale obtenue pour une précision moindre. Des raffinements uccessifs conduisent à
une solution réalisable que I'on espère de valeur proche de I'optimum.
D'autres approches heuristiques basées sur la programmation dynamique sont possibles.
Citons, par exemple, celle que nous avons mise en æuvre pour des problèmes de découpe
[Antonio et aI., t9991. Quelle que soit I'approche heuristique retenue, nous appliquons
I'Algorithme II- 5 sur I'ensemble des fenêtres retenues par la méthode approchée. Dans cet
ensemble de fenêtres, nous sommes alors certains d'obtenir une solution réalisable t, qui plus
est, de coût minimal.
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Place mémoire
Les méthodes de type programmation dynamique requièrent une place mémoire importante. Il
devient essentiel de connaître I'espace-mémoire nécessaire pour garantir leur bonne exécution.
Nous appelons "mot", I'espace-mémoire permettant de stocker une valeur rationnelle. Nous
utilisons le mot cotrlme unité de mesure de I'espace mémoire. Généralement, un octet suffLt à
coder un mot.
Dans I'Algorithme II- 6, les évaluations C(T,*r,;) des états doivent être maintenues en
mémoire. Pour calculer C(7,*r,;) àl'étape i, il suffit de connaître les évaluations de l'étape
précédente C(T , , i). Nous conservons en mémoire, tout au long de I'algorithme, les évaluatons
des états T,*r,i de l'étape courante i et de 7,,, de l'étape précédente. puisque r,17,,,1d,,
2( d i- r j+l) mots sont nécessaires pour garder en mémoire les cotts de I'Algorithme tr- 6.
Oufre les évaluations C(2,*,,;), la seule structure de données qui nécessite une place
importante st Sopt(7,*r.i). Cette structure maintient en mémoire l'étatT,,, de S(2,*,,r)
permettant de terminer I'opération i à la date T,*,, j et au coût le plus faible. Cette structure
S opt(T,*r.;) autorise une reconstitution rapide de la solution optimale au pas 5.2.2.L Elle
nécessite une place mémoire de m,(d,-r,+l) mots. Globalement, l Algorithme II- 6
requiert  (  m j+ 2 )  (  d i -  r ,+ l )  mots.
Evidemment, si nous restreignons I'ensemble des états à considérer à chaque étape (comme la
relation (II-27) le permet), nous diminuons I'espace-mémoire nécessaire à I'algorithme.
tr est possible de réduire davantage I'espace-mémoire quis, mais ceci ne peut se faire qu'au
détriment du temps de calcul. Pour cela, nous conservons en mémoire les seules évaluations
C(Ti,i)etC(T,*r,i) des étar de deux étapes consécutives. A la fin de I'Algorithme II- 6,
nous pouvons déduire de C(T ̂ .*r,;) et de C(T ̂ .,,), les dates T ̂ 1*r,i "tT ̂ i, 
j  de la solution
optimale. Ensuite, nous exécutons de nouveau I'Algorithme II- 6 pour déterminer
successivementT ^.-r,j, ..., Tt.j. Ainsi, nous reconstituons la solution en faisant l'économie
de la place requise pour ,S o p t (T , *r ,; ). Cette version de I'Algorithme tr- 6 ne requiert plus que
2( d i- r,+l) mots en mémoire, mais sa complexité est multipliéepar m ,.
Remarques
Généralement, le coût d'utilisation des ressources r,,j représente les frais financiers
d'utilisation des ressources. On peut également prendre en compte, dans ce coût, la charge de
travail des ressources. En affectant un coût d'utilisation élevé sur ces machines goulots (i.e.
celles qui ont la charge de travail la plus élevée), nous sorlmes assurés de réduire le plus
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possible le temps d'utilisation de ces machines et espérons accroître la productivité du système
de production.
Dans la pratique, les machines goulots sont souvent celles de coût d'utilisation le plus
important. En effet, les responsables hésitent moins à investir dans l'achat d'une machine de
faible coût que dans celle de coût élevé. Il en résulte que si la repartition des commandes par
produit reste stable, alors les machines les plus chères sont aussi les plus utilisées.
Nous désignons par p i,;, le taux d'utilisation des ressources nécessaires à I'opération i réalisée
sur le produit j. Si nous voulons estimer plus précisément la charge future de ffavail des
ressources, nous pouvons adapter I'Algorithme II- 6 de manière à minimiser le temps sur les
ressoruces en fonction de leur charge estimée. Nous pouvons alors minimiser le critère suivant
qui évalue la charge supplémentaire relative des machines: El#{p,,,(7,*r-1)} 
Pour cela, il
suffit de remplacer l'évaluation de chaque étatT i*,,, définie selon les relations (tr-26) par la
relation de récurrence suivante :
lour r j  <T , , i<d i .
l-æ
,,fff;.,, t{**{c(r'''\;o''' (r ^'' 
- 1'' )}}
pour  r ,  (Z ,  *  r  ,  i 3d  i ,  I 1 i1m ,  .
si S(4.,,; )= A
sinon
En fait, I'Algorithme tr- 6 peut être adapté à une large variété de fonctions objectifs non
décroissantes.
Les algorithmes présentés dans ce chapitre déterminent les dates de début T , ,, et de fin T ,*, , i
dechaqueopérat ioni ,a insiquelafenêtrefazi , i , i , i  i  b2, , i , , , ; ldanslaquel lechacunedoi tête
réal isée.Lespér iodeslazt , i , i , j  ;T, . i let lTi+r, i  i  br , , , , , . i ldesressourcescorrespondantes
restent alors disponibles pour l'exécution d'opérations sur des produits commandés
ultérieurement. Dans de nombreux cas, on peut dire qu'elle est la durée minimale possible des
opérations exécutées àl'aide de ces ressources. Nous appelonslzi,i, la durée minimale pour
ces ressources. Aussi, nous pouvons évaluer si les fenêtres restant disponibles
faz i , i . i , i  ;  T , , i f  e t lT , * r , ,  ;  bz i . i , i , ; J  seron t rée l lementu t i l i sab les ,  i .e .  1 t . , .<7 , .1 -a2 , . , , , .1
et I, ,,=b r,,,,,, j-7,*r,;. Si elles 
ne peuvent plus être utilisables, elles sont qualifiées de
chutes, sinon elles sont appelées tombants (vocabulaire emprunté au problème de découpe
[Chauvet et aI., 1999b]). L'Algorithme tr- 6 peut êfte adapté pour prendre en compte, dans
l'évaluation des solutions, I'utilité future des périodes résiduelles. En gardant les fenêtres des
ressources qui sont les plus susceptibles d'être utilisées, nous pouvons espérer augmenter
encore la productivité du système.
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I I .5.5.Conclusion
Dans cette section, la méthode de gestion en temps réel décrite ordonnance chaque produit de
manière à minimiser le coût d'utilisation des ressources, ceci sans dépasser la date de livraison
fixée au plus tôt. Cette méthode de gestion permet de fabriquer chaque produit au coût le plus
bas en tenant compte des produits déjà ordonnancés. En outre, cette méthode peut permetffe de
réduire I'utilisation des machines goulots et ainsi espérer augmenter la productivité du système.
Dans cette section, nous avons tout d'abord défini les dates d'exécution des opérations
compatibles avec leurs durées opératoires admissibles et des fenêtres de temps données dans
lesquelles chaque opération doit être réalisée. Pour résoudre ce problème formalisé par le
Problème II- 7, nous avons proposé I'Algorithme II- 5 de complexité O( m j2 ), où m, est le
nombre total d'opérations àréaliser sur le produitj. Ensuite, nous avons décrit I'Algorithme II-
6 qui est basé sur la programrnation dynamique. Il détermine n un temps pseudo-polynomial
les fenêtres et les dates d'exécution correspondant aux opérations et induisant un coût
d'utilisation des ressources minimal pour ce produit. Même s'il nécessite une discrétisation du
temps, cet algorithme est tout à fait utilisable sur des problèmes réels. Du point de we
académique, nous nous demandons i le Problème tr- 6 est NP-diffrcile ou s'il est possible de
fournir une solution en un temps polynomial. Cette question reste ouverte.
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RESULTÆS COMPARATIFS
I I .6. l . Introduction
Dans cette section, nous voulons comparer les différents modes de gestion en temps Éel
présentés dans les sections précédentes. Pour bien comprendre les effets de ces modes de
gestion, nous limitons le champ d'étude aux cits où une seule ressource est nécessaire à
I'exécution de chaque opération sur chaque produit, et où les ressotuces ont disponibles en un
seul exemplaire.
Les hypothèses restent donc vérifiées, et nous nous plaçons dans une situation où l'Hypothèse
tr- 7 est plus restreinte. Auffement dit, nous considérons que les produits passent
successivement sur un ensemble de m machines dans un ordre propre à chaque produit. Il
s'agit du problème d'atelier de type iob shop J,lnwt, l,,iSP,,i4tt,,,lC^u, où
i l , , j€ f r *u {+-1 .
Chacune des méthodes de gestion donne I'ordonnancement de chaque produit au moment où sa
commande st enregistrée.
La première méthode de gestion consiste à fabriquer le produit au plus tôt (voir section
3). De plus, cette méthode permet de foumir au client un délai minimum de livraison réalisable
et précis. Comme nous I'avons vu (voir Section IL4.5), cette première méthode permet
d'atteindre la productivité maximale à long terme quand tous les produits sont identques (i'e.
elle minimiselemalcespan de I'ensemble des produits).
Les deux autres méthodes proposées utilisent respectant la date de livraison fixée au plus tôt
fournie par cet algorithme.
La deuxième méthode de gestion revient à fabriquer le produit au plus tard, tout en
respectant la date de livraison fixée au plus tôt (voir section 4). Ce mode de gestion permet de
minimiser le temps pendant lequel des ressources sont utilisées pour fabriquer Ie produit.
La toisième méthode de gestion a pour but de minimiser le coût d'utilisation des
ressources, tour en liwant le produit au plus tôt (voir section 5). Nous I'appliquons ici pour
diminuer I'utilisation des ressources goulots et ainsi accroître la productivité du système. Pour
cela, nous affectons à chaque ressource un cott d'utilisation égale à I'estimation du taux
d'utilisation future de cette ressource.
Ces trois méthodes de gestion garantissent I'optimalité du critère considéré pour le produit à
ordonnancer. L'évaluation de ces critères est faite produit par produit puisqu'il est impossible
d'attendre que toutes les commandes oient connues pour fixer la gestion du système. Ainsi,
nous qualifions ces objectifs de critères locaux.
il.6.
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Notre objectif global est d'obtenir une gestion qui maximise la productivité du
système de production à long terme. Nous décrivons différents indicateurs dont la
productivité. Ils sont utiles pour comprendre les effets de chaque mode de gestion.
Ensuite, nous analysons les résultats fournis par ces algorithmes dans le pire des cas. Enfin,
nous proposons d'appliquer ces trois méthodes de gestion sur une longue période de
production. Nous comparons alors la productivité moyenne du système suivant les méthodes de
gestion utilisées.
11.6.2.Définition des indicateurs
II. 6. 2. 1 . Indicateurs généraux
l*, makespan de I'ensemble des produits est la longueur de la plage de temps qui
s'écoule entre la date de début de fabrication du premier produit et la date de fin de fabrication
du demier produit de la séquence de produits.
La productivité donne le nombre de produits réalisés par unité de temps. Pour la calculer,
nous divisons le nombre de produits fabriqués par le makespan de I'ensemble de ces produits. Il
est évidemment relatif à l'unité de temps choisie. L'objectif est d'obtenir une gestion qui
maximise la productivité du système de production.
I I. 6. 2. 2. Indi c at e urs r e latifs awc re s s ourc e s
L'utilisation d'une ressource est la soûrme des durées des opérations effectuées par cette
ressource sur I'ensemble des produits considérés.
Le taux d'utilisation d'une ressource st le rapport entre son utilisation et Ie makespan. Pour
un même niveau de productivité, nous préférons un taux d'utilisation le plus bas possible qui
laisse plus de temps disponible pour des activités extérieures à la production, comme la
maintenance.
Nous proposons un indicateur peu sensible aux durées opératoires: le rendement d'une
ressource. C'est, pour une ressource, le quotient de la charge minimale de travail de la ressource
(i.e. la somme des durées minimales de toutes les opérations réalisées par la ressource) par le
makespan de tous les produits.
Le rendement d'une ressource st compris entre 0 et 1. Bien évidemment, nous recherchons un
mode de gestion pour lequel le rendement des ressources est maximal. Les contraintes fortes
imposées au système de production, telle I'absence d'attente entre les opérations, ne permettent
pas dans la pratique d'atteindre un rendement de 1, quel que soit le mode de gestion choisi. On
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peut I'atteindre pour des cas très spécifiques comme lorsque que tous les produits sont
identiques et que toutes les durées opératoires sont égales.
I I. 6. 2. 3. Indicateurs relatifs aux produits
Iæ temps de cycle d'un produit est la durée qui s'écoule entre le début et la fin de sa
fabrication. Plus il est réduit, moins le temps de production et donc I'immobilisation des
ressources ont importants. Nous cherchons donc à diminuer le temps de cycle pour réduire les
coûts de production.
Une partie de ce temps est incompressible ; il s'agit de la charge de travail induite par le produit
(i.e. la somme des durées minimales des opérations à réaliser sur le produit).
Nous désignons I'autre partie de son temps de cycle (sur laquelle le mode de gestion peut
influer) par I'allongement des durées opératoires du produit.
Le délai de livraison d'un produit (appelé flow time dans la littérature anglaise) est la durée
qui s'écoule entre I'instant où la commande du produit est connue et la daæ de fin de
production. Ce délai prend en compte I'attente du produit (waiting time en anglais) avant son
début de fabrication et, par conséquent, est plus long que le temps de cycle. Nous souhaitons
que le délai de livraison des produits soit le plus court possible, gage de réactlité du système de
production.
Iæ temps de calcul de I'ordonnancement d'un produit est la durée nécessaire à I'ordinateur
gérant le système pour définir I'ordonnancement du produit. Nous souhaitons qu'il soit aussi
faible que possible puisque nous gérons le système en temps réel. Ce temps est lié à
I'ordinateur, au langage de programmation et au compilateur utilisés.
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Il.6.3.Analyse dans Ie pire des cas
Des études ont été menées pour évaluer la qualité des résultats fournis par les algorithmes en
temps réel [Sgall, 1998]. Pour cela, on compare leurs solutions à celle que I'on obtiendrait si au
moment d'ordonnancer on savait quels sont les produits à venir. On parle alors
d'ordonnancement obtenu en temps différé (offline scheduling, en anglais). Le rapport entre la
solution fournie par un algorithme en temps réel et la solution optimale que I'on obtiendrait en
temps différé, permet de mesurer la qualité de cet algorithme.
Nous considérons une heuristique I/ utilisée en temps réel pour déterminer I'ordonnancement
de produits successifs. Nous appelons Opt(J), la valeur minimale du critère pour
I'ordonnancement d'un ensemble./ de produits obtenu sous I'hypothèse que tous les produits
sont connus à I'avance. Nous désignons par H (J),la valeur du critère de I'ordonnancement des
produits obtenu en appliquant I'heuristique f/. Nous évaluons la qualité de la solution de
l'algorithme Ë/ dans le pire des cas pæ R" = *o.{ {(/},} oU , désigne l'ensemble de toutes" res lopt(J))




et R , r,les évaluations des solutions de deux algorithmes en temps réel H , et H ,
par rapport à l'ordonnancement optimal offIine. Si RrrrrRnz alors nous concluons que
I'heuristique .F/, peut donner de plus mauvais résultat que I'heuristique H ,. La seule valeur de
R 
", 
ne nous permet pas de juger de la qualité de I'heuristique Ë/, .
Comme nous recherchons une productivité manimale du système à long terme, le critère qui
nous intéresse ici estle makespan de I'ensemble des produits. La plupart des études qui existent
concement le cas de produits sur lesquels une seule opération est réalisée [Sgall, 1998]. Les
seuls résultats connus pour le cas où les produits doivent subir plusieurs opérations concernent
les ateliers de type flow shop et job shop à deux machines. En effet, pour F, [C-o et J, llCn,"*,
Chen et Woeginger (1995) ont montré qu'il n'existe pas d'algorithme déterministe en temps réel
qui garantisse d'obtenir w makespan povr I'ensemble des produits inférieur au double du
makespan optimal obtenu en connaissant ous les produits à venir.
Dans la suite, nous proposons d'étudier la compétitivité des algorithmes proposés, dans des cas
non limités à m=2 machines pour des ateliers de type J,,lnwt, li,j(Pi,j(z,,rlC*u*, où
u , ,  je9î*u{+. . } .
Théorème II- 9
Les Algorithmes n- 2, fI- 4 et II- 6 sont m -compétitifs pour les problèmes d'atelier de type :
F , ,  l n w t ,  t j ,  I , , i S P , , i 1 u , , , l C ^ u * ,  J , , ,  l n w t ,  r j ,  I i , j S P i , j 1 u , , , l C ^ u * ,  F * 1 r , ,  p i . l C r , ,  e t
J , , 1 r , ,  P , , i l c  ^ ,  P o u t  m ) 2 '
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Démonstration
a) Pour un problème du type Fo,lnwt, l,, iSP,,i{u r, i lc  ̂ ^*, nous montrons qu'i l
existe des cas pour lesquels les algorithmes cités fournissent des solutions dont
le makespan est m -fois supérieur au rnakespan "optimal".
Nous considérons que I'ensemble Jo des n produits doit passer sur llr machines dans le même
ordre (comme dans unlow shop) et que chacun des produits soit disponible à la date r j=0.
Pour ce type d'atelier, supposons que les algorithmes cités soient (m -ô)-compétitifs, où ô>0 de
valeur très proche dezéro.
Considérons le cas oùn-(4m4) produits doivent êre réalisés. Un produit sur deux doit subir
des opérations dont la durée égale à l,,i=615m (i.e. dans Ie cas où j est impair). Les auftes
produits (i.e. dans le cas où j est pair) doivent subir des opérations de durées égales soit à 1,
soit à ô/5m , corlme il est indiqué sur la Figure tr- 16 pour m =3 machines.
Figure II- 16 : Cas prouvant que les algorithmes ne sont pas (m -6)-compétitifs
Le premier ordonnancement est celui foumi par les 3 algorithmes qui placent les produits dans
I'ordre d'arrivée. En appliquant ces heuristiques, nous obtenons une valeur du mal<espan égale
à H(,f. )=(m -1)m -(m -l)(m -5)(615m). Le deuxième ordonnancement est optimal pour le cas où
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Ce cas nous donne une borne inférieure de la compétitivité des algorithmes :
D  \  n (J , )  m- (m-s ) (6 rsm)  _ l *+4(ô /5 ) ]  
-6+6 tm-  
el ( "  2# r= -  >m-  ô ,  pour  m)2 .' -  -  opt(r)  t  ++(6rsm) lm++(6rs) lrm
Nous aboutissons àune contradiction avec I'hypothèse faite que les algorithmes proposés sont
(nz -ô)-compétitifs, où ô>0. Par conséquent, il existe des cas pour lesquels les algorithmes cités
fournissent des solutions dont le makespan estm -fois supérieur au makespan "optimal".
Si des durées opératoires mærimales peuvent être différentes des valeurs minimales (i.e.
Ii,i1u,,;), alors I'Algorithme tr- 2 donne une solution où certaines durées sont allongées.
Mais, ceci ne modifie pas le makespan final obtenu.
Nous pouvons étendre ce résultat aux situations où les dates de disponibitté r, et les gammes
des produits ne sont pas nécessairement identiques. Par conséquent, nous en concluons qu'il
existe des cas pour lesquels I'Algorithme II- 2, I'Algorithme II- 4 et I'Algorithme tr- 6
fournissent des solutions dont le mnkespan est m-fois supérieur au makespan "optimal" pour
les problèmes de type F, lnwt,  r , ,  l , , ,SPi, j<ui , j lC.*  et  J, , lnwt,  r , ,  l , , ,SPi, j<ui , j lC, , ,u, ,
povr m>2.De la même manière, ces algorithmes fournissent des solutions dont le makespan est
rn -fois supérieur aumakespan "optimal" pour les problèmes où l'attente entre les opérations est
permise, i.e. de type F,lri, p,, j lC*"* et J^\r,, p i.1lC ̂ ,povr mà2 (dans ce cas p i, i=1,,.).
b) Nous montrons ensuite que les algorithmes cités sont rn -compétitifs pour les
problèmes d'atel ier  de type :  J, lnwt,  , i ,  l , , jSP,,r1u,, j lC."* .
Supposons que I'ensemble "I des n produits doit passer sur rn machines dans un ordre
quelconque (comme dans pour w job shop) et que chaque produit est disponible à la date rr.
Les produits sont ordonnancés en temps réel dans I'ordre chronologique des dates de r,. Par
conséquent, r,1r ,, pour l-.j 3p <n .
Nous appelons "I, I'ensemble des p premiers produits, pour l(p(n. Nous désignons par
Opt(Jo),lemakespanopûmaldes produits de Jo.Inmakespan opimal de I'ensemble des
produits vérifie Opt(J)=Qpt(J,)>-Opt(J p), pour lSpSn. D'autre part, puisque les produits
ne peuvent subir qu'une opération à la fois, nous avons : Op t(J ,)2,-T* -{r, * )1,,r}, ont = t . , e l "  i = r _ - . , i )
I ,,, est la durée minimale de I'opération effectuée par la machine i sur le produit j. De plus,
puisque les machines ne peuvent exécuter qu'une opération à la fois, nous avons :
| | rlop t(J o)>,_F*_l ._max_.i 1 + It,- f r.
l , _ , , . . . , , L  r= i , . . . .  p  )  )
Considérons I'algorithme qui, pour chaque produit j, réserve le temps total de fabrication
f /,,, sur chaque machine i, au-delà de sa date de disponibilité r,. Nous désignons cette
i=1 ,  . . . ,  n t
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heuristique par I'Algorithme II- 7 . La daæ C ̂ , i à laquelle le produit j est terminé est obtenue
par la relation de récurrence suivante :
>L,l Yrs i <n
i =1 ,  . . . ,  m  )
Par conséquent, Ho_,(J), le makespan obtenu en appliquant I'Algorithme II-7 sur les p
premiers produits vaut H o-r(J o)=C ̂ ,p , pour l3p <n .
Montrons, par récurrence, que H o.r(J o)<m ,-F*-{,-1o u* -{r, * It -}}i= t . . . . ,m 
L i= r , . . . ,  eL .  r=1 . ,  o  ) )
Cette relation est vérifiée poy p =1. Supposons la vérifiée au rang p . Nous avons alors :
f  -  r -  
\
H n-.(J e * r)=C ^.,., = -*t C^,p *,=rV.,,,iu ; ro+r ,=rZ*,',fJ
|  |  (  -  l l  s, .  I
H o-r(J 0., ;<maxl *,_yru*_]._gt*_l r, + I+,- f f * .Il,,o. 1 i rp+t* .I/,, 
I
,. 
" iJiî'.1;î:, r l'i *=1, ..., m ) ) i=r, ..., z ,=,, .... ,!*' )
|  |  |  l l  , - -  t ,  r  -  IHo-r(J0., )smaxl m \nau-.{ .+ax lr,+ .I+- f f *- ,=fT ̂{l,,r-} i rp+r+, ,I1,r., f
L  
, = t ' . . . ' n L i = ' ' . . . ' r l '  o = i 1 . , ' ï ) )  ' = ' , " " m \ ' ' '  
r  r  
i = r - . . n  )
|  |  r lH ,.r(J o * r)3rn ,=ff:.1,=P:*r.,tt, . r=|:,*jl
( ( r l
Nous obtenons Hni(J)eîx ,=f5.t,x1*,tl . r=P!,:lJ, 
pour r3p<m. Nous en
| (  t l
déduisons que Ho.r(J^)3m ,=T5 l **lr,+ 11-i i=, Opt(J^)-m Opt(J)'. ,  nL j=r , . . . ,  n l . r  r= ï ,  "  ) )
Nous concluons que le makespan de I'Algorithme II- 7 n'est pas plus de m fois supérieur au
makespan optimal obtenu en connaissant tous les produits à venir. Les trois méthodes de
gestion que nous proposons placent chaque produit au plus tôt et, donc, utilisent pour chaque
produit une plage de temps inférieur U 
,=rL,r:,,,. 
Par conséquent, ces 3 algorithmes en temps réel
fournissent des solutions dont le makespan pour I'ensemble des produits est inférieur au
makespan obtenu en appliquant I'Algorithme tr- 7.
Finalement, I'Algorithme II- 2, I'Algorithme tr- 4 et I'Algorithme II- 6 sont m -compétrtifs, pour
J,lnwt, r' Ii,jSPi,jSu,.,lC^u. Nous pouvons étendre le résultat aux cas particuliers
su ivants :  F - lnwt ,  r j ,  I , , iSP, , iau , , j lC^u* ,  F , , lnwt ,  I i , jSP i , j1u , , , lC*  ou  encore
J,,lnwt, I,,iSP,,i4u,,,lC^. Ces résultats restent également wais pour les problèmes où
I'attente st permise, par exemple I ̂ 1r,, p i, ilC *(dans ce cas p,.,=1,,,).
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Ce théorème montre que les trois méthodes proposées ont un comportement similaire sur les
situations extrêmes. Les résultats obtenus permettent également d'évaluer combien les
contraintes de temps réel dégradent les solutions pil rapport à un contexte où les calculs se font
en temps différé. Les cas particuliers mettent en exergue les faiblesses des algorithmes. Nous
voyons que les algorithmes proposés sont moins compétitifs quand les durées des opérations
réalisées à I'aide d'une même machine diffèrent d'un produit à I'autre. Dans la plupart des
applications réelles, cette hypothèse n'est pas valide. Cependant, nous espérons développer
d'autres méthodes en temps réel qui se comportent mieux sur ces cas spécifiques.
Récemment, des algorithmes dits aléatoires (randomized algorithm. en anglais) ont été introduits
pour des situations où une seule opération doit être exécutée sur chaque produit fBen-David et
aI., 19941. La définition de competitivité a étÉ élargie à ces algorithmes. Ils donnent
généralement des résultats au moins aussi compétitifs que les algorithmes classiques, dits alors
déterministes.
Dans les problèmes qui nous intéressent dans ceffe section, plusieurs opérations doivent êfre
réalisées ur chaque produit et une seule ressource st disponible pour chaque opération. Nous
pouvons proposer une analogie du principe des algorithmes aléatoires applcable aux cas qui
nous intéressent. Le principe serait d'ordonnancer chaque produit de manière à atteindre un
rendement (voir définition dans la section précédente) constant en moyenne. Rappelons que le
rendement d'une ressource st le quotient entre la charge minimale de tavail de la ressource t le
makespan de tous les produits obtenu pour une heuristique .F/ donnée. Puisque la valeur de la
charge minimale de chaque ressource st inférieure aumakespan obtenu en connaissant tous les
produits à venir, I'inverse du rendement d'une ressource st toujours supérieur au ratio R",
ratio qui mesure la qualité de la méthode de gestion I/ dans le pire des cas.
Nous espérons pouvoir développer de tels algorithmes aléatoires à partir de I'Algorithme tr- 6
pour des situations qui ne seraient plus limitées à une opération exécutée sur un produit.
If.6.4.Analyse en moyenne
L'objectif de cette section est d'évaluer la qualité des trois modes de gestion proposés en
simulant leur application sur différents ateliers. Nous tentons de relier la productivité et le
rendement aux caractéristiques des systèmes de production.
Les résultats que nous fournissons sont obtenus à partir de programmes développés sur une
stationdetravailSunSparc2Oen langage C. Lapuissance de calcul de ce type de machine est
comparable à celles que nous rencontrons aujourd'hui même dans les petites et moyennes
entreprises.
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II.6.4.l.Cas d'atelier de type flo, shop
Nous considérons un atelier de typeflow shop ùm machines. Nous y fabriquons 1000 produits
différents générés au hasard. Chaque produit subit m opérations uccessives : la première sur
la machine 1, la deuxième sur la machine 2, ..., la demière sur la machine m. La durée
minimale des opérations exécutée sur chaque machine est choisie aléatoirement dans l'intervalle
t0 ; 501 et la durée opératoire maximale est choisie au hasard et est inférieure à 150.
Globalement, plus le nombre de machines est important, plus le nombre d'opérations est
important. L'inégalité des durées opératoires impose des attentes entre les produits, ce qui
diminue la performance du système. Le nombre de machines augmentant, les performances (i.e.
productivité et rendement) diminue. La Figure II- l7 montre l'évolution de la productivité
(courbes épaisses) et du rendement moyen (courbes fines) si la fabrication est lancée au plus tôt
(courbe 0), au plus tard (courbe o), à coût minimal (courbe x). Les courbes des deux derniers
modes de gestion sont superposées. D'une manière gênérale, dans ce contexte deflow shop,
fabriquer au plus tôt (courbe 0) est meilleur en termes de productivité et de rendement que
fabriquer au plus tard ou à coût minimal. Ceci se comprend si on se souvient que fabriquer au
plus tôtest la meilleure politique quand tous les produits sont identiques (voir Section II'3.5)'
Le rendement moyen est nettement supérieur au rendement dans le pire des cas de llm calculé
dans la section précédente.
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Figure II- 17 : Productivité et rendement des dffirents modes de gestion
Iæ nombre de machines augmentant, le nombre d'opérations, le temps de cycle et le délai de
livraisons'accroissent.LaFigure II- 18 montre l'évolution du temps de cycle moyen (courbes
-89-
, . . .Chapitrell-Problèmesàgammeslinéaires
épaisses) et du délai moyen de livraison (courbes fines) si la fabrication est lancée au plus tôt
(courbe 0), au plus tard (courbe o), à coût minimal (courbe *). Les courbes des deux derniers
modes de gestion sont également superposées. D'une manière générale, fabriquer au plus tard
ou à coût minimal permet de réduire le temps de cycle. Cependant, dans ce contexte de flow
shop, fabriquer au plus tôt garantit une meilleure productivité. Ainsi, le délai moyen de livraison
est plus court si on fabrique au plus tôt que si on fabrique au plus tard ou à coût minimal.
Figure II- 18 : Temps de cycle et délai de livraison des dffirents modes de gestion
La complexité des algorithmes donnée dans les sections précédentes permet d'évaluer le temps
de calcul nécessaire à I'ordonnancement de chaque produit. Ces résultats théoriques sont
confirmés par les résultats numériques représentés sur la Figure tr- 19. Elle montre l'évolution
du temps de calcul moyen (courbes épaisses) et de l'écart moyen à cette moyenne (courbes en
pointillé) si la fabrication est lancée au plus tôt (courbe 0), au plus tard (courbe o), à coût
minimal (courbe x). Pour les trois modes de gestion, le temps moyen de calcul est multiplié par
l0 quand le nombre de machines est multiplé par 20. Ordonnancer de manière à fabriquer à
moindre coût est plus coûteux en temps de calcul (4 à 5 fois plus qu'une gestion au plus tô0. tâ
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Figure II- 19 : Temps de calcul des dffirents modes de gestion
Figure II- 20 : Productivité fonction de I'écart entre durées maximnles et minimale
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Dans ce contexte de flow shop pottr le cas à m=10 machines, la Figure tr- 20 donne la
productivité du système pour différents écarts entre durées minimale et maximale. Quand cet
écart est nul, nous sommes dans un problème à durées opératoires fixes (P.T.O.F.) (voir
Chapitre I). Quand l'écart est limité, nous sommes dans un problème à durées opératoires
limitées (P.T.O.L.). Pour des écarts importants, nous pouvons considérer être dans un
problème à durées opératoires illimitées (P.T.O.I.). Pour un écart nul, les durée opératoires ont
imposées et les trois politiques de gestion en temps réel fournissent les mêmes résultats. Quand
la durée maximale des opérations n'est plus égale à la durée minimale, le choix d'une politique
n'est plus indifférent. Les résultats ont alors stables et peu dépendants de la différence entre les
durées opératoires.
11.6.4.2.Du ccts d'atelier de type flow shop au job shop
Nous considérons un atelier consttué de l0 machines, numérotées de 1 à 10. A I'aide de ces
machines, nous réalisons 10 opérations ur 1000 produits. La durée minimale des opérations
exécutée sur chaque machine est choisie aléatoirement dans I'intervalle [0 ; 50]. La durée
opératoire maximale est déterminée aléatoirement et est inférieure à 150.
Chaque produit passe successivement sur les machines dans un ordre qui lui est propre. Mais
cet ordre peut se déduire d'une séquence commune à tous les produits. La séquence globale
minimale (ou plus courte séquence commune) [Souilah, 1990] est la plus petite séquence de
machines telle que tout routage de produit puisse en être déduit par suppression d'un ou
plusieurs éléments de la séquence.
Nous nous donnons une longueur de séquence @. Tous les produits sont alors générés uivant
cette séquence. Par exemple, pour @=30,la séquence de machines est alors 1, 2, ..., 9, 10, 1,
2, ...,9, 10, 1,2, ..., 9, 10. Un produit peut alors subir jusqu'à trois opérations sur chaque
machine.
Pour une valeur de @=10, les produits subissent exactement une opération sur chaque machine
et dans le même ordre : nous sommes dans le cas d'un flow shop. Pour une valeur de 0=100,
un produit peut subir des opérations ur les machines dans n'importe quel ordre : nous sommes
dans le cas d'unjob shop.
Nous constatons ur la Figure f- 2l que dans un contexte de flow shop,la productivité est la
meilleure si nous produisons au plus tôt (courbe 0). Mais dès que la séquence n'est plus égale à
10, les autres politiques (produire au plus tard, courbe o et produire à moindre coût x) sont plus
avantageuses. Ces deux dernières politiques sont moins efficaces pour les flow shops mais
permettent d'atteindre une meilleure productivité pour les autres situations (i.e. O>10).
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Figure II- 2I : Productivité des dffirents modes de gestion
Figure II- 22 : Temps de cycle et délai de livraison des différents modes de gestion
Produire au plus tôt (courbe 0) augmente le temps de cycle moyen (courbe épaisse sur la Figure
n- 22). Les deux autres politiques permettent de réduire ce temps de cycle. La productivité
accrue en produisant au plus tôt dans un contexte de flow shop permet de réduire les délais de
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courbe o et produire à moindre coût x) sont là encore plus avantageuses, puisqu'elles
garantissent des délais de livraison plus courts.
I I. 6.4. 3. Influenc e des durées opératoires
Nous considérons un atelier de type constinré d'une ligne de 12 machines, numérotées de 1 à
12. Sur cette ligne, nous fabriquons 1000 produits. Chaque produit subit ente 8 et 12
opérations uccessives sur ces machines. L'ordre dans lequel le produit subit les opérations est
I'ordre des machines. La durée minimale des opérations exécutée sur chaque machine est choisie
aléatoirement dans I'intervalle [a ; 50]. Pour des différentes valeurs de cr allant de 0 à 50, nous
observons l'évolution des indicateurs. La durée opératoire mildmale est déterminée
aléatoirement et est inférieure à 150.
Figure II- 23 : Temps de cycle moyen suivant les modes de gestion
L'évolution de la durée minimale ne modifie pas I'allongement moyen des opérations exécutées
sur les produits. Mais I'augmentation de la durée minimale entraîne un allongement du temps de
cycle, quelle que soit la méthode de gestion adoptée (voir Figure X- 23). Si la fabrication est
lancée au plus tôt (courbe 0), le temps de cycle est significativement plus long que si la
fabrication est lancée au plus tard (courbe o), ou à coût minimal (courbe *).Le délai de livraison
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Le temps de calcul est stable quel que soit le mode de gestion. Très court, si la fabrication est
lancée au plus tôt (de I'ordre de 9 milième de seconde par produit). Le temps de calcul est
doublé si la fabrication est lancée au plus tard, et multiplié par 5 si la fabrication est déterminée
de manière à ce que le coût soit minimal.
La Figure n- 24 représente la productivité (courbes épaisses) et le rendement moyen (courbes
fines) si on fabrique au plus tôt (courbe 0), au plus tard (courbe o) et à coût minimal (courbe x).
Plus la durée minimale des opérations augmente, plus il faut de temps pour réaliser un produit.
Ceci induit une diminution de la productivité. Parallèlement, les produits ont des durées
opératoires de plus en plus proches les unes des autres. Ceci permet de diminuer les écarts
d'utilisaton entre les différentes ressources et d'augmenter leur rendement moyen.
Figure II- 24 : Productivité et rendement des dffirents modes de gestion
Globalement, les écarts de rendement entre les machines diminuent au fur et à mesure que la
durée opératoire minimale augmente, quelle que soit la méthode de gestion appliquée. La Figure
II- 25 correspond au cas où on fabrique à moindre coût. Nous donnons les rendements
minimaux et maximaux des machines (courbes A). Iæ rendement moyen des machines (courbe
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Figure II- 25 : Rendement dans le cas d'une fabrication à coût minimal
I I .6.5.Conclusion
Dans cette section, nous avons comparé les différents modes de gestion en temps réel présentés
dans les sections précédentes : fabriquer au plus tôt, au plus tard et à moindre coût. Notre
objectif est d'obtenir une gestion qui maximise la productivité du système de production à long
terme. Pour mieux comprendre les effets des modes de gestion sur la productivité, nous nous
sorlmes limités à l'étude de situations où les produits passent successivement sur m machines.
Nous avons défrni des indicateurs pour mesurer la productivité du système. L'évaluation dans le
pire des cas du makespan e permet pas de trancher quant à la supériorité d'un des trois modes
de gestion en temps réel sur les autres. Cependant, cette analyse montre que les trois modes
donnent de meilleurs résultats si les durées minimales des opérations exécutées ur une même
machine sont proches d'un produit à I'autre. Cette situation est la plus courante n pratique.
L'étude en moyenne confirme les résultats théoriques. A savoir, fabriquer au plus tôt permet de
maximiser la productivité à long terme quand les produits à réaliser sont identiques, ou presque
identiques. Cette méthode de gestion très rapide du point de vue temps de calcul impose,
cependant, un temps de cycle plus long que les autres méthodes.
Les deux autres méthodes ont un comportement très semblable t fournissent une productivité et
un rendement excellents dans tous les cas. Nous n'avons pas pu mettre en évidence des
situations où fabriquer à moindre coût induit une productivité significativement plus importante
que produire au plus tard. Il semble que lorsque les charges des machines sont très
différenciées, fabriquer à moindre coût soit plus avantageux.
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il.7. CONCLUSION
l l.7.l.Approche suivie
Dans ce chapitre, nous nous sofilmes intéressés à des systèmes de production dont les produits
à ordonnancer ont une gamme linéaire. De plus, ils sont à durées opératoires mixtes, c'est-à-dire
que les opérations e suivent sans attente possible et que les durées opératoires ont choisies par
le gestionnaire ntre deux limites. Le système de gestion est en temps Éel et doit fournir, pour
chaque nouvelle commande de produit, un ordonnancement. Ceci revient à déterminer les
durées opératoires du produit et les périodes pendant lesquelles les ressources peuvent être
utilisées pour réaliser les opérations. Le système de gestion ne peut modifier I'ordonnancement
des produits en cours de fabrication. Un exemple d'application est proposé pour la gestion d'un
atelier de traitement de surface que la société SODETEG T.A.I. située à Buc (78) a dû mettre en
place. L'objectif est d'obtenir une productivité maximale à long terme.
Nous proposons, tout d'abord, de terminer chaque produit le plus tôt possible. Ceci
signifie que nous cherchons à minimiser Le mnkespan de chaque produit. Pour cela, nous
définissons les dates d'exécuton au plus tôt des opérations effectuées sur le produit,
compatibles avec les contraintes de notre système de production, en appliquant I'Algorithme II-
1 et I'Algorithme tr- 2. Cette méthode de gestion esf particulièrement efficace pour les ateliers de
Wpe flow shop et, en outre, permet de fournir en temps réel un délai de livraison précis.
Nous donnons une deuxième méthode de gestion qui consiste à fabriquer le produit au
plus tard, tout en respectant la date de livraison fixée au plus tôt. Pour cela, nous définissons
les dates d'exécution au plus tard des opérations, en appliquant I'Algorithme tr- 3 ef
I'Algorithme n- 4. L'intérêt est de réduire le plus possible le temps pendant lequel des
ressources ont utilisées pour fabriquer le produit. Ainsi, nous réduisons le coût de fabrication
du produit, et libérons des périodes pendant lesquelles les opérations peuvent ête exécutées ur
les produits à venir. Cette méthode permet d'atteindre une meilleure productivité à long terme.
Nous proposons également de déterminer comment fabriquer chaque produit de manière à
minimiser le coût d'utilisation des ressources de chaque produit, sans dépasser la
date de liwaison fxée au plus tôt. L'Algorithme tr- 5 et I'Algorithme II- 6 permettent d'atteindre
cet objectif. Nous utilisons également ces algorithmes pour contraindre le système à utiliser le
moins possible les ressources-goulots et ainsi, espérer accroître la productivité du système.
Les algorithmes présentés dans ce chapitre sont tout à fait nouveaux et leur complexité très
réduite permet ler.r utilisation en temps réel. Une partie des résultats obtenus a déjà été publiée
sous forme d'article lChauvet et aI., L999a). Dans le chapitre suivant, nous voulons élargir cette
étude aux produits qui nécessitent des opérations d'assemblage.
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l l.7.2.Extension : Déplacement et collision des robots
I I. 7. 2. l. Introduction
Un atelier de traitement de surface est constitué de cuves. Chacune contient une soluton
chimique ou électrolytique dans laquelle les pièces à réaliser sont immergées, cornme le monfte
la Figure II- 1. Des robots permett€nt de transporter les pièces enffe les cuves. Ces robots
peuvent ête des palans de manutention, des ponts roulants, ou encore des systèmes
automatiques circulant sur un rail.
Pour simplifier la présentation, ous avons pris en compte les seuls déplacements en charge des
robots, conlme des opérations à réaliser sur le produit. Ainsi, nous avons supposé que les
collisions entre robots de transport sont impossibles et nous avons négligé les déplacements à
vide des robots. Nous montrons dans cette section comment nous pouvons étendre les
méthodes de gestion proposées dans les sections précédentes à ces situations.
I I. 7. 2. 2. Charg ement et dé charg ement
Quand un robot vient déposer un produit dans une cuve, une phase délicate de descente du
produit dans la solution chimique ou électrolytique est entreprise comme sur la Figure f- 26. b,
manière analogue à cette phase de déchargement du robot, une phase de chargement du robot est
nécessaire à la fin de la réaction chimique ou électrolytique.
Cuve 1 Cuve 2 Cuve 3 Cuve 4 Cuve 5
Figure II- 26 : Déchargement du robot
L'action de déchargement du robot est une phase de préparation nécessaire au début d'une
opération chimique. Nous notons e ,,,la durée de la phase de préparation écessaire au début de
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I'opération i à réaliser sur le produit j, que I'opération i soit une réaction chimique ou un
transport. Nous posons e,, j =0 si aucune préparation 'est nécessaire au début de I'opération I .
De manière analogue,l'action de chargement du robot est une phase post-opératoire qui suit une
opération chimique. Nous désignons parl,,r, la durée nécessaire à la phase post-opératoire qui
suit l'opération I exécutée sur le produit j.
L'étude présentée dans les sections précédentes ne prenait pas en compte le déchargement e le
chargement. Nous pouvons étendre facilement les algorithmes tr- I à II- 6. Pour cela, il suffit
de réduire chaque fenêtre fa r, , , i i b z, i, jl dans laquelle peut être exécutée I'opération i. Au lieu
de I'ensemble de fenêtres {[a..,,i i b,,i,j] I I93y,,;], nous appliquons ces algorithmes
avec  l 'ensemble  { la r , , , i+e i , j  i  b , , i , j - f  , ,1  I  ISzSy, , t l .  Une so lu t ion  {T , , i l1< isn t i+ l
fournie par un des différents algorithmes prend alors en considération les temps de chargement
et de déchargement de manière transparente. Nous retenons alors la cuve sélectionnée pour
réaliser I 'opération I pendant lapériode lT,,i-e,,i i  T;*r,1+f i,1).
I 1.7. 2. 3. Déplacement à vide
Les robots se déplacent soit pour transporter un produit d'une cuve à une autre (c'est ce que I'on
appelle un déplacement en charge), soit pour aller à une cuve où il chargera un produit (c'est ce
que I'on nofllme un déplacement à vide). Dans la présentation que nous avons faite, seuls les
déplacements en charge sont considérés.
Les algorithmes tr- 1 à II- 6 peuvent être appliquées en prenant en compte les déplacements à
vide. En effet, àchaque fenêtre la,.,.i ; b r,,,ifdans laquelle peut être exécutée I'opération de
transport i, est associée un robot disponible. Nous connaissons la position initiale de ce robot à
ladate az,i, j. De même, nous connaissons la position qu'il doit rejoindre à la date b,,i.i pow
déplacer un produit préalablement ordonnancé. Nous désignons pt e ,,,,i la durée nécessaire
au robot pour aller de sa position précédente à une cuve du bain permettant de réaliser
I'opération (, +1). Nous appelons /. , ,, i la durée nécessaire au robot pour, à panir d'une de ces
cuves, rejoindre la position suivante. Ces durées ne dépendent pas de la cuve dans laquelle le
produit est immergé pour réaliser I'opération (l+1), car nous avons supposé que les cuves
contenant les mêmes bains sont regroupées (dans le cas où cette hypothèse n'est pas vérifiée,
nous utilisons des gammes alternatives pour modéliser les différents choix possibles). Pour une
opération i qui ne correspond pas à un mouvement par robot, nous posons ê r, i, j=.f r, i, j=0.
Avant d'exécuter les algorithmes tr- 1 à II- 6, nous retranchons les temps de déplacements à
vide de chaque fenêtre la r. ,. i i b z, i , jl où peut êne exécutée l'opération i. Au lieu de la fenêtre
la,.,,i i b,,i, jl pour tk.<y i,;, lChauvetetaI.,I999a] nous appliquons ces algorithmes avec
l a r , i , i t € r , i , j  i  b z , i , j - T z , i . j ] p o u r l * < y i , l . L a s o l u t i o n  l T , , i \ t s i 3 m i + ,  f o u r n i e p a r u n d e s
algorithmes tient alors compte des déplacements à vide. Ainsi, un robot est sélectionné pour
-99-
Chapitre tr - Problèmes à gammes linéaires
réaliser l'opération de transport i pendant la période [I,,, i T ,* r, i l et les déplacements à vide
pendant les pér iodes [Zi ,  i  
-€, ,  i ,  j  i  7, ,  i )  et  fT,  *  t ,  j  i  T i  *  r ,  i t f  , , , ,  i f  .
La Figure f- 27 présente les résultats de I'application de I'Algorithme tr- 6 si les chargements,
déchargements et les déplacements à vide sont pris en compte. Les plages grisées correspondent
aux périodes pendant lesquelles les ressources ont utilisées. Elles sont étendues par des
portions noires pour permettre les déchargements et les chargements du produit au début et
respectivement à la fin des opérations chimiques. Les zones en damier sont les périodes
réservées pour permetfre les déchargements, les chargements du produit et les déplacements à
vide au début et à la fin des opérations de transport.
Figure II- 27 : Prise en compte des chargements et des déplacements à vide
Seule la période de tansport en charge du robot [7,,, i Ti*r,;J est réservée et devient
indisponible pour tout aute utilisation. Nous retenons également en mémoire les positions
attendues du robot aux dates 7,,, et T,*r,i. Les déplacements à vide pour atteindre ces
positions seront reconsidérés si nous essayons de I'utliser pendant I'une des périodes
la 
",,. i 
; T i, il et fT, * r,, i b,. i, jl pour déplacer un autre produit.
Ainsi, notre étude permet de déterminer le trajet que doivent suivre les robots. Le routage des
robots est ainsi élaboré tout en tenant compte des contraintes d'ordonnancement de notre
système de production.
I 1.7.2.4. Collision entre robot
Dans différents ateliers de traitement de surface, les robots sont des ponts roulants, ou encore
des systèmes automatiques circulant sur un rail. Dans ces cas, tout croisement de deux robots
surunrail est interdit, et toute collision doit êre évitée, voir sur la Figure II- 28. Nous avons















Cuve 4Cuve 1 Cuve 2 Cuve 3
Figure II- 28 : Collision entre deta robots
Pour les prendre en compte, il suffit de considérer les rails corrme une ressource à part entière.
Un déplacement nécessite alors non seulement qu'un robot soit libre, mais aussi que les
portions de rail qu'il doit emprunter soient disponibles. Ces portions de rail sont appelées
cantons. Chaque canton ne peut porter qu'un robot à la fois. Deux cantons successifs sont
définis de manière à ce qu'une petite partie leur soit commune pour interdire tout croisement de
deux robots.
Pour prendre en compte les déplacements à vide, nous utilisons des gammes alternatives
(introduites dans le Chapitre IV). Pour chaque routage possible du produit entre deux cuves,
nous déf,rnissons une gaûtme différente décrivant les utilisations successives des cantons. Iæ
système de gestion retient alors le routage permettant d'ordonnancer le produit de manière
optimale.
En outre, les gammes alternatives permettent de considérer que les durées de déplacements de
robot sont quelconques et que les cuves contenant un même bain ne sont pas regroupées (voir
Hypothèse n- I2).
II.7.2.5.Conclusion
Dans cette section, nous avons montré comment l'étude présentée dans les sections précédentes
peut s'étendre pour prendre en compte des spécificités des ateliers de traitement de surface. Ces
specificités concernent les robots permettant de déplacer les produits entre les cuves dans
lesquelles les pièces à réaliser sont immergées.
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CHAPITRE III
PROBLEMES AVEC GAMMES D'ASSEMBLAGE ET DE
DESASSEMBLAGE
Résumé
Dans ce chapitre, nous proposons d'étendre les méthodes de gestion en temps réel présentées
dans le chapitre précédent àdes systèmes de production fabriquant des produits nécessitant des
opérations d'assemblage ou de désassemblage. Ces méthodes de gestion restent applicables à
des systèmes de production du type des problèmes mixtes. Ainsi, elles permettent
d'appréhender une large variété de sinrations Nous illustrons notre étude par la gestion d'une
unité de fabrication de produits alimentaires. Les algorithmes développés ont originaux et aussi
performants que ceux intoduits dans le premier chapine. Ils permettent de déterminer le délai de
livraison de chaque produit, et d'ordonnancer chaque produit de manière à minimiser le temps et
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Chapitre III - Problèmes avec gammes d'assemblage et de désassemblaæ
ilt.1. TNTRODUCTTON
Dans ce chapitre, nous nous intéressons à des systèmes de production dont les caractéristiques
sont les mêmes que celles qui sont présentées dans le chapite précédent. Ia seule exception est
qu'il ne s'agit plus de gaflrmes linéaires. La caractéristique concernant les gammes devient :
<< Chaque produit subit un ensemble d'opérations sur lequel est défini un ordre
partiel. (Dans le cas plus restrictif des gammes linéaires, cet ordre est total). Toute
opération qui suit (immédiatement) plusieurs opérations, est une opération
d'assemblage, alors que toute opération qui est suivie (immédiatement) de plusieurs
opérations, est une opération de désassemblage. >>
L'objectif est de trouver un ordonnancement en temps r,éel pour chaque produit dès que la
commande st passée. Nous illustrons notre étude par la gestion d'une unité de préparation de
produits alimentaires.
III.1.1. L'ordonnancement des unités de produits
alimentaires
Une telle unité prépare généralement les aliments par lot. Chaque lot est, pour nous, un produit.
Les produits doivent subir un certain nombre d'opérations comme celles qui sont représentées
dans la Figure m- 1. Elles peuvent être de plusieurs natures :
o Des opérations de transformation des produits qui permettent de modifier les
caractéristiques des produits par cuisson, séchage...
o Des opérations de déplacements des produits enffe les différents postes pendant
les opératons de transport à I'aide de chariots, de convoyeurs...
o Des ajouts d'ingrédients à chaque opération d'assemblage.
o Des opérations de découpe, pour la volaille par exemple. Chacune des parties
découpées subit alors sa propre série d'opérations qu'il est nécessaire
d'ordonnancer. Les opérations de découpe sont des désassemblages. En fait, le
produit obtenu est constitué de I'ensemble des parties découpées.
Dans ces unités, certaines opérations, comme la cuisson ou le séchage, doivent êûe exécutées
successivement avec le minimum d'attente. En effet, tout arrêt en cours de traitement peut être
prejudiciable à la qualité du produit et réduit d'autant le délai de péremption du produit. Mais il
est autorisé d'allonger, dans une certaine mesure, la durée des opérations sans dégrader le
produit.
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Figare III- I : Exemple d'une unité de préparation de produits cuisinés
A chaque fois qu'un événement aléatoire se produit (i.e. une nouvelle commande ou une
panne), les opérations restant à réaliser sont ordonnancées. L'ordonnancement se fait sans
connaître les commandes à venir. Les références bibliographiques qui concement la gestion de
ce type de fabrication sont inexistantes. Comme les durées opératoires ne sont pas fixées, les
heuristiques classiques d'ordonnancement [Baker, 1974] [Song eL aI., 1993] ne sont pas
applicables. Dans la suite, nous proposons des heuristiques spécifiques pour ces problèmes.
IIf.1.2.Approche proposée
Pour faciliter la lecture, ce chapitre est organisé comme le précédent. Ainsi, dans la section 2,
nous précisons les hypothèses. Le but du chapitre est de donner des modes de gestion en temps
réel qui proposent un ordonnancement de chaque produit dès que sa commande st connue.
L'objectif global est d'obtenir une gestion qui maximise la productivité du
système de production à long terme. Iæ premier mode de gestion consiste à fabriquer
le produit au plus tôt (c'est I'objet de la section 3). En outre, il permet de foumir au client
un délai minimum de livraison. Ensuite, nous proposons un deuxième mode de gestion qui
revient à lancer le produit en fabrication au plus tard, tout en liwant Ie produit au plus
tôt (voir section 4). Enfin, nous donnons un froisième mode de gestion dont le but est de
minimiser le coût d'utilisation des ressources (voir section 5), tout en liwant le produit
au plus tôt.
Dans la section 6, nous appliquons le premier mode de gestion et évaluons les effets de la
Iimitation du temps de stockage sur la productivité du système de production. Chaque section
est illustrée par un exemple de gestion d'une unité de fabrication de produits alimentaires. Nous
supposons que les conflits de ressources entre les opérations pouvant être effectuées en parallèle
sur le même produit, sont impossibles. Dans les extensions étudiées (voir section 7), nous
considérons les cas où ces conflits peuvent apparaître. Une partie des travaux de ce chapitre ont
été présentés [Chauvet et Proth, 1998a] [Chauvet et Proth, 1998b] [Chauvet et aI., 1998b].
Produit 2
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III.2. HYPOTHESES
Dans cette section, nous décrivons le cadre d'étude. Les hypothèses que nous faisons sont les
mêmes que celles faites au chapitre précédent, mis à part I'Hypothèse III- 4 qui diffère, et les
Hypothèses III- 15 et Itr- 16 qui sont ajoutées. Nous rappelons I'ensemble des hypothèses sans
détailler celles qui sont identiques au Chapire II. Les notations nécessaires à la lecture de ce
chapitre sont reprises.
Hypothèse III- I : L'ordonnancement est en temps réel. Nous devons ordonnancer chaque
produit dès que sa commande a:rive. Nous numérotons les demandes de 1 à z dans I'ordre de
leur arrivée. Nous désignons par,I I'ensemble des demandes.
Hypothèse III- 2 : La mntière première a les composants du produit à fabriquer sont
disponibles. Nous supposons que la matière première et les composants du produit à fabriquer
sont disponibles à la date r,.
Hypothèse III- 3 : L'ordonnancement d'un produit ne remet pas en question
l'ordonnnncement des précédenrs. Nous considérons que I'ordonnancement d'un produit est
défini une fois pour toutes et ne peut donc être remis en question quand une nouvelle commande
apparaît. Nous examinons des systèmes qui autorisent le ré-ordonnancement dans les
extensions de ce chapitre (voir section 7).
Ilypothèse III- 4: La gamme de chaque produit peut comporter des opérations
d'assemblage ou de désassemblage.
Nous supposons que les gammes des produits à réaliser peuvent comporter des assemblages et
des désassemblages, c'est-à-dire que les opérations doivent respecter un ordre partiel. La Figure
fr- 2 représente une telle gamme. Chaque opération est représentée par un arc. Les opérations
d'assemblage sont précédées de plusieurs opérations, tandis que les opérations de
désassemblage sont suivies de plusieurs opérations. Une gamme linéaire qui induit un ordre
total sur les opérations est un cas particulier des gammes étudiées dans ce chapire.
Les gammes des produits peuvent être différentes d'un produit à I'autre. Cela signifie que les
opérations peuvent avoir des durées différentes et peuvent nécessiter des ressources distinctes.
Pour le produit j dont la gamme comporte m , opérations, nous notons .I, I'ensemble des
opérations à effectuer sur le produitj.
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Figure III- 2 : Représentation de gammes avec assemblage et désassemblage
Hypothèse III- 5 : Nous connaissons les ressources interchangeables en cours d'opération.
Hypothèse III- 6 : I-e temps de ch.angement de ressource en cours d'opération (Iorsque cela
est possible) est nul.
Hypothèse III- 7 : Clnque opération peut nécessiter I'utilisation de plusieurs types de
ressources.
Hypothèse III- I : L'utilisation d'une ressource ne dépend pas d'autres utilisations de ln
même ressource.
Hypothèse III- 9 : Les exemplaires d'un même type de ressources sont identiques.
Le coût d'utilisation des ressources nécessakes pour effectuer I'opération i sur le produiti par
unité de temps est : s,,r.
Hypothèse III- 10 : Les disponibilités des ressources sont connues.
Nous supposons défini I'ensemble W,,, des y,,, fenêtres de temps durant lesquelles
I 'opération i  peut ête effectuée sur Ie produit i  :  W i, i={lar, i . i  i  b,, i , j l  I  k#!,, i} .  Les
dates de début et de fîn de la z -ième période pendant laquelle I'opération i peut être exécutée sur
le produit j sont notées respectivemerftaz,;,1 et b.,i,;. L'Annexe I présente les procédures
nécessaires à la définition et à la gestion de ces fenêtres.
Hypothèse III- I I : Les opérations se suivent sans internqaozl. Puisque les opérations se
suivent sans attente, I'instant de fin d'une opération est également I'instant de début des
opérations qui la suivent. Nous représentons les données relatives à un produiti par un graphe
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orienté G i=QI i,/, ), comme celui de la Figure m- 3. Ce graphe st composé d'un ensemble 11,
de sommets marquant les instants de début et de fin des opérations. Ces sommets ont reliés par
m i arcs représentant I'ensemble 1, des opérations àexécuter.
Figure III- 3 : Graphe représentant la gamme d'un produit
A panir de ce graphe G,=(H1,/r), nous définissons les successeurs et prédécesseurs d'un
sonrmet. Un sommetk de I'ensemble 11, est successeur du sommet h si et seulement s'il
existeunarc i de I j reliant h àk. Nous pouvons noter cet arc i=(h,k).Ie sornmet â est un
prédécesseur de k . Le somrnet h (respectivement /c ) est I'extémité initiale (respectivement
terminale) de I'arc i.
Hypothèse III- 12: Les durées des opérations sont contrôIables. I-a durée P,,, de
I 'opérationi peutêtrechoisiedansunintervalledevaleursadmissibles :P,,,e1l,. ,  i  ui, i1.
Hypothèse III- 13 : In préemption est interdite. Cependant, une adaptation possible de
notre étude aux c:rs où les opérations peuvent ête interrompues pendant un laps de temps puis
reprises est présentée dans les extensions de ce chapitre (voir section 7).
Hypothèse III- 14 : L'objectif est d'ordonnancer chaque produit dès que sa commande est
enregistrée de manière à maximiser Ia productivité du système à long tenne. Nous désignons par
T o ., la date à laquelle correspond I'instant d'indice h . l-a date de début de I'opératisn i -(h ,k)
effectuée sur le produitj est notée B,,i=To,i et sa date de fin C,,,=Tn.o. Ordonnancer un
produit consiste à déterminer dans quelle période 2,,, l'opération i doit ête exécutée sur le
produit j, ainsi que ses dates de début B i,1 at de fin C,,i=B,,itP,,i. Pour atteindre une
l I  + j ;  u t , j l
l l t ; ; u r ; l ï l z j ; u t , j l s j ;us j l
I t l
I
U z j ;  uz j
10
l I  s j ;  us j  J l g i : r s j l
l a j ; r a j l
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productivité mædmale du système à long teme, nous étendons les méthodes de gestion
présentées au chapitre précédent :
a) terminer chaque produit le plus tôt possible, c'est-à-dire minimiser son makespan
(voir section 3),
b) lancer le produit en fabrication au plus tard, tout en respectant la date de liwaison
fixée au plus tôt (voir section 4),
c) minimiser le coût dtutilisation des ressources de chaque produit, tout en
respectant la date de liwaison fixée au plus tôt (voir section 5).
Hypothèse III- 15: Deux opérations ne peuvent avoir à la fois une même
opération qui les précède, et une même opération qui les suit.
Plus précisément, nous supposons que le graphe non-orienté associé G,=(H1,1r) n'admet
aucun cycle. Ia notion de cycle utilisée ici est traditionnelle dans la théorie des graphes
[Gondran et Minoux, IgTg]. Formellement, nous appelons chaîne de h, à h o la suite de
sonrmets dist incts (h1, h2, . . . ,h0) qui  vér i f ient  soi t  (ho,hn*t)el- ,  soi t  (hq*r ,hn)el , ,
pour lqcp. Nous désignons par cycle une chaîne reliant ft, à h, qui vérifre soit
(h  r ,h  r  )e / ,  ,  so i t  (h  , ,h  o )e l  , .
Dans les extensions à ce chapitre (voir section 7), nous proposons des adaptations des
approches présentées dans la suite aux cas (peu fréquents) où le graphe non-orienté associé
G,=(H 1,/, ) admet des cycles.
Sans perte de généralité, nous supposons que le graphe est connexe, i.e. il existe une chaîne
qui relie tout couple de sommets. Dans le cas contrùe, nous définirions un produit pour chaque
partie connexe du graphe. Iæ graphe G,=(H 1,/r) donnant les précédences entre les opérations
est donc un arbre muni d'une orientation (tree precedence, err anglais) [Gondran et Minoux,
lg7gl. De plus, puisque la gamme du produit i comporte m, opérations, le nombre de
sommers du graphe G, est ln , l=lt ,l+t=çm, +1). On not. l,E I le card.inal de I'ensemble 
E.
Nous numérotons l'ensemble des sommets du graphe G, de manière à ce que, pour tout
sommet dt indice h,  i l  ntexiste pas plus d 'un sommetk parmi les successeurs
et prédécesseurs directs d.e h, ayant un indice supérieur à ft . Les sommets de la
Figure ltr- 3 sont numérotés de cette manière. Formellement, pour tout sornmet heHt' nous
avons :
l { t rn  /  (h ,k)e l , } l * l {n tn /  (k ,h)e l , } lsr .
Iæ graphe étant un arbre, il est possible d'obtenir une telle numérotation [Chauvet et al',
1998b1. De plus, elle peut ête déterminée par une procédure arborescente. Un æl algorithme
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peut êfte implémenté avec une complexité égale à O(m,). Cette numérotation est
essentielle pour les algorithmes présentés dans la suite.
La numérotation des sommets n'est pas unique. En particulier, pour le cas d'une gamme linéaire
comportant m, op&attons, il existe 2*i namérotations possibles pour les sommets du graphe
associé. Parmi celle-ci, nous avons choisi, au chapitre précédent, de numéroter les sommets
dans I' ordre chronologique.
Hypothèse III- t6: Il n'existe pas de conflits de ressources entre les
opérations pouvant être effectuées en parallèle sur un même produit.
Autrement dit, si deux opérations i, et l, utilisent la même ressource dont un seul exemplaire
est disponible, elles ne peuvent êfte exécutées en parallèle. Deux conditions suffisantes sont
données ci-dessous. Elles sont basées ur les durées séparant deux instants de début et de fin
des opérations i, eti r.
Puisquele graphe G,=(H,,1r) est un arbre, il existe une et seule chaîne relanttout couple de
sornmets. Nous désignons par durée minimale séparant I'instant correspondantà h, de celui
correspondant à h o, la valeur L(h , ,h )= L16.r..,,, 
- 
2uro,,n,*,1,,. Dans cette formule,
=1, ..., p-l rcL ..., p-l
(4.h,n)ett (I+t, t+)ett
(hp h, hr) désigne la chaîne reliant hr à he. Quant à l<n,,,t.i ët u<n,r,),j, elles sont les
durées minimale et maximale séparant l'instant relatif au sommet ft de l'instant relatif à k i.e.
I<u,otFTo,i-To,,su(à,*y,;, poul (h, k)e/r. De manière analogue, nous désignons par durée
maximale séparant I'instant correspondant à h, de celui correspondarrt à ho, la valeur
U (h ,h o)= 2u10,,0,.,1., - 2lro,,r.,\, -
r=1, ..., p-l r=1, ..., p-l
(h,,h,rr)el j (h,a,h,)eI1
Nous démontrons (par récurrence sur le nombre de sommets de la chaîne) que la durée séparant
les instants Tor,, relatif au sommet h, deToo,, relatif au sommet ho est comprise entre les
durées minimale et maximale séparant les instants conespondants à h, eth,, i.e. nous avons
L  (h  1 ,h  e )sT  o  0 , , -T  o  r ,  i<U 
(h ,h  r ) .
Nous pouvons également montrer que les durées minimale et mædmale sont asymétriques I'une
par rapport à I'autre, c'est-à-dire que L (h , ,h o)=-U (h o,h r).
Deux opérations ir=(hr,ftr) et ir=(h2,k2) utilisant la même ressource, ne peuvent êue
exécutées en parallèle, si I'une des conditions uivantes est vérifiée :
a) La durée minimale séparant la fin de r, du début de i, est positive, i.e.
T  o  , , ,  
-T  o  ,  ,  i2L  (k  ,  ,h  2 )=-U (h  ,  , k ,  )>0 .
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b) La durée minimale séparant la fîn de i, du début de l, est positive, i.e.
T  o  r , , -T  o r , iZL(k  r ,h  r )= -U 
(k  | ,hz )>O.
I-a condition a) assure que I'opération ir=(h1,kr) est exécutée avant I'autre opération
ir=(h2,k2), tandis que la condition b) garantit que les opérations ont exécutées dans I'ordre
inverse. pour vérifier I'une des deux conditions, il suffit de calculer les durées reliant les
extrémités de chaque opération i aux extrémités des autres opérations. Pour chaque opération i,
ces calculs peuvent êûe obtenus à partir d'algorithmes classiques de calcul de longueur de
chemins dans I'arbre G, enà O(m,). Pour une gamme linéaire, I'Hypothèse III- 16 est
toujours vérifiée.
Dans le cas de gammes où deux opérations ne vérifient aucune des deux conditions, les
méthodes proposées dans les trois sections suivantes ne garantissent pas que les opérations ne
soient pas exécutées imultanément. Si les ressources ne sont pas en nombre suffisant, nous
disons qu'il y a conflit de ressources. Il faut alors, au moment d'ordonnancer, déterminer
laquelle des deux opérations doit êne exécutée avant I'autre. Nous examinons cette situation
dans les extensions de ce chapitre (voir section 7).
Les opérations i, =(h,kr) etir=(h2,kz) sont toujours exécutées simultanément, si les deux
conditions suivantes ont vérifiées :
a) La durée mærimale séparant la fin de l, du début de i, est négative, i.e.
T  u  r ,  i -T  r  r .  i sU  
(k  1 ,h  r )= -L  (h  r , k ,  )<0 .
b) Ladurée maximale séparant la fin de i, du début de i, est négative, i.e.
T  o  ,  ,  , -T  *  , . i3L  
(k  ,  ,h  , ) - - -U (k  ,  ,h  r )sO.
Par conséquent, si les deux opérations i, d i, utilisent la même ressource dont un seul
exemplùe est disponible, il n'est pas possible de lever le conflit. Il n'existe pas
d' ordonnancement admissible.
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III.3. MINIMISATION DUMAKESPAN
I I I .3. l . Introduction
Dans cette section, notre objectif est de décrire une méthode de gestion en temps réel qui
ordonnance chaque produit au plus tôt, i.e. qui minimise le makespan de chaque produit.
Comme dans le Chapitre II, nous formalisons le problème avant de fournir un algorithme
original de très bonne complexité. A notre connaissance, aucune autre étude prenant en compte
toutes les hypothèses proposées dans la section précédente n'aété menée à ce jour.
III. 3. 2. F ormalisation
Nous voulons déterminer les dates de début des opérations effectuées sur le produit j sachant
que la date de disponibilité est r, (voir containtes (III-I)). Les dates T 0,, et Io,, définissent
les instants de début et de fin de chaque opération (h,k)el,. Ia durée d'exécution
P<o,o),j=Tr,i-To,i de chaque operation i=(h,k) est à déterminer et doit vérifier:
I , , i.P , , i.z ,,, (voir contraintes @-2)). Chaque opération i peut êne exécutée dans l'une des
)i, ;  fenêtres de temps de I 'ensemble W,,,={1a,,,, i  i  bz,i ,  j)  |  l<z<! i ,1I (voir contraintes
(III-3)-(ilI-4)).1-^ fenêtre retenue est la fenêtre d'tndice 2,,, (voir contraintes (III-5)). Notre
objectif est de minimiser la date d'achèvement du produit, i.e. la date de f,rn de la demière
opération effectuée sur le produit. Les containtes (trI-6) et (III-7) donnent les intervalles de
définition de toutes les variables de décisions Zo ,i etZ,,i. Le problème à résoudre s'écrit :
Problème III- 1 : Minimisation du makespan de chaque produit
min -*{z . }
11qP, t 
'6J J
r , 3To . , YheH,  (m-1)
Y(h,k) e I, (m - 2)
V(h,k) e I, (Itr - 3)
Y(h,k) e I, (Itr - 4)
Y ie I ,  (m-5)
Vh e H, (III - 6)
Y ie I ,  ( I I I -7 )
tel que
Ito,o),, 3 To,i - To,i 3 u(n,o),,
a z1r.*1,1,{n,D,i S Tn'i
To,, 3 br*.r,j,(h,k).j
1< z, . i  1 ! , , i
To,, e$l*
2, , ,  eN
Comme le Problème II- 1, ce problème peut également se formaliser cofirme un problème de
programmation linéaire mixte. L'approche que nous proposons dans les deux sections suivantes
est similaire à celle décrite pour résoudre le Problème tr- 1. Elle consiste à résoudre une suite de
sous-problèmes du Problème ltr- 1 pour aboutir à la solution optimale en un temps polynomial.
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III.3.3.Sélection des durées opératoires
L'objectif de cette section est de déterminer les dates 7o ,, fîxées au plus tôt pour chaque instant
lz , si chaque opération (h ,k) est exécutée sur le produitj dans la fenêtre donnée Z <0, ot, j, i.e. :
Problème III- 2: Définition des dates au





3 u(o,r),, Y(h,k) e I, (il - 2)
V(h,k) e I, (Itr - 3)
YheH,  (m-6)
Nous recherchons une solution optimale pour ce problème quel que soit I'ensemble
{F,, I heH,}. Cette solution correspond au cils où chaque date est calée au plus tôt. Si une
tel lesolutionvérif ielescontaintes(Itr-4) ( i .e. To,i=brro,r,), j ,(h,r), i ,  Pollr (h,k)eIt),  alors
cette solution est réalisable pour le Problème ltr- 1 et est calée au plus tôt pour cet ensemble de
fenêtes {Z ,o,or,,l ro.on- . Sinon, aucune solution n'est réalisable pour {Z 6,oy1l ç,01.,,.
Algorithme III- I : Calage au plus tôt des opérations du produit [Chauvet et aI., ]998b1
plus tôt des opérations quand leur
Procédure Définition des dates d'exécution au plus tôt des opérations effectuées urle produitj.
Entrée : j est I'indice du produit considéré.
r, est la date à partir de laquelle on peut cornmencer àréaliser le produitj .
m j estle nombre d'opérations à effectuer sur le produit j .
a, est I'ensemble des instants marquant le début et la fin des opératons effectuées ur le produitj '
/, est I'ensemble des opérations àeffectuer sur le produitj .
/ ,., est la durée minimale d'exécution de l'opération i sur le produit j , pour i eI, .
u i- j estla durée maximale d'exécution de l'opération i sur le produit j , pour i e 1, .
2,,', estlafenêtedans laquelle on veutréaliserl'opération i surle produitj, pour i eIi. _
a, , . j. ,,; est 
la date de début de la période durant laquelle on réalise I'opération i , pour i eI, .
Sortie : Tr,, est la date fixée au plus tôt qui correspond à h , où heH t '
l. Etape 1.
1.1. Pour f t  al lantde I
1 . 1 . 1 .  P o s e r  r ,
0a &h t't41*t /. t'ùat4dt a,tsttouâ
\
,,gîà t', * I r,, a,,\; ̂1L, {' * 
-'ro,ov,; };,- l!,,{o r, r,,.ro-,, }}
Oc æte t o h' /oue 1.4éû&ræ le h datu couenfaula* àh ,
2.Etape 2.
2 . 1 ,  P o s e r  T  ̂ ,  +  r ,  j  t = T  .  r r r .
2.2.Polur à allant dem, à l: 0o &h l'ë.d/ze dz t'd44rul aiha'aoa'é'
2.2. r poser r,,,'='*{r, ;,pp,h,i + r (r,n),i},,;ii5r,{4,, - r,r.-),, }}
L y;;'-'' k>h )
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En fait, dans le Problème nI-2, nous recherchons à déterminer les durées des opérations du
produit comme nous définirions les longueurs des marches et des paliers d'un escalier, chaque
marche et chaque palier correspondant à une opération. Ia longueur des marches est aussi
ajustable dans une certaine limite de la même manière que les durées opératoires sont
contrôlables.
L'Algorithme ltr- 1 permet de résoudre le Problème III- 2 par une méthode en deux étapes
similaires à celles de I'Algorithme II- 1. Dans la première, on définit To, bome inférieure des
dates recherchées. Dans la seconde étape, on raffine cette borne pour obtenir la date optimale.
La diffrculté rencontrée ici provient du fait qu'à un même palier, plusieurs escaliers e rejoignent
et doivent donc coïncider. La numérotaton des sommets introduite à la suite de I'Hypothèse Itr-
15 permet de construire simplement I'escalier. En effet, elle garantit que tous les escaliers qui
doivent corncider au niveau d'un palier sont consffuits avant que le palier lui-même soit bâti.
Exemple
Nous proposons un exemple d'application de I'Algorithme III- 1. Les données relatives au
produitj àréalisersont fournies dans le Tableau ltr- l et la Figure III- 4. læ produit peut ête
réalisé à partir de la date r i=0.
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Figure III- 4 : Représentation graphique du produit àfabriquer
Figure III- 5 :Résultats fournis par I'Algorithme III- l
Les résultats de I'exécution sont explicités sur la Figure m- 5. Les opérations effectuées ur le
produitj à ordonnancer sont représentées par des zones hachurées. Dans le cas où la durée
d'une opération dépasse la durée minimale, on utilise des hachures différentes pour la panie
représentant le dépassement. Les arcs indiquent comment s'enchaînent les opérations.
Théorème III- 1 [Chauvet et al., 1999a]
L'Algorithme Itr- I détermine les dates au plus tôt de toutes les opérations, i.e. il fournit une
















Chapitre III - Problèmes avec gammes d'assemblage t de désassemblaæ
Démonstration
a) Nous montrons tout d 'abord que la solut ion {T n, i }  rsns_ j* ,  fournie par
I'Algorithme III- 1 est réalisable.
Pourtout (h,k)eI,., nous avons soith<k, soit /r>k.
Premier cas. Nous supposons que /r <k . D'après la numérotaton des sommets introduite à la
suite de l'Hypothèse III- 15, pour tout sommet d'indice h , il ne peut exister qu'un seul sommet
parmi les successeurs etprédécesseurs directs de h , ayant un indice supérieur à ft . Ainsi, fr est
ce sommet et tous les auffes successeurs et prédécesseurs directs de ft ont un indice inférieur à
ft . Selon le pas 2.2.1 de l'algorithme, nous en déduisons que T 0,,=max{t o i T *.j-u ro,oti} . Par
conséquent, nous avons T o,i-T o,Fr ro,or,,.
Nous pouvons aussi en déduire que To,itl<o,ot,=M{to+1r^0,,; Tr.Tu<o,ot,i+l<o,otil. Cela
implique,d'aprèslepas 1.1.1 appliquéàl'indicefr, que To,i+lto,otfmax{ro ; T*.i}. Comme,
suivant les pas 2.I et2.2.1,îksT k, j, nous avons T 0,1+l6,oyfT o, i.e. T 0,1-T 1,,/Iç,s,y
Deuxième cas. Nous supposons que k <h. D'après la numérotation des sommets, pour tout
sorrunet d'indice ft , il ne peut exister qu'un seul sommet parmi les successeurs et prédécesseurs
directs de k , ayant un indice supérieur à k. Ainsi, & est ce sommet et tous les aufres
successeurs etprédécesseurs directs de ft ont un indice inférieur à /< . Par conséquent, selon le
pas2.2.I del'algorithmeappliquéàl'indicek, nous avons To.,=max{to i To,i+lru,o>,,}.Nous
en déduisons que T 0,,-T ̂ ,71 ,0,0r,..
Nous pouvons aussi en déduire que To,,-u,r,o,;max{e*-u@,r,),i i T n,i+I<n,,,îu<o,ot,il. Cela
implique, d'après le pas 1.1.1, qaeT 0,,-ulr,eusmax{z o i T o,il. Comme, suivant les pas 2.I et
2.2.I,  T osT 0,7, rrous avons T *, i-u <n,s,fT u,1, i .e. T 0.,-T n,Fu <n,r>,t
Dans les 2 cas, nous avons l<o,otfTo,i-T n,fu<n.r>.t Par conséquent, la solution vérifie
I'inéquation (Itr-2).
Suivant les pas 1.1.1, 2.1 et2.2.I de I 'algorithme, on a rjsrosTn,i. Par conséquent, la
solution vérifie I'inéquation (Itr-1).
Suivant les pas 1.1.1, 2.1 et 2.2.I de I 'algorithme, on a azç,,s,i@,ro,FTo3T o,;, pour (h,k)e|,.
Par conséquent, la solution vérifie les inéquations (III-3).
La solution fournie par I'algorithme satisfait les contraintes (Itr-1), (m-2), (trI-3) et (III-6). Elle
est réalisable.
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b) Nous montrons ensui te que la solut ion {T n, , }  r=n=^i*r  fournie par
I'Algorithme III- l est optimale pour tout ensemble fito I lsJt=m,+l}.
r ' l
Selon les contraintes (Itr-l) et (III-3), la valeur *lrr trryffi,{o^^ry.1*.k),i}f 
". 
une borne
l r= r )
inférieure de la date conespondantùh=I. D'après le pas 1.1.1 de I'algorithme, ?r est donc une
borne inférieure de cette date.
Supposons que ?k soit une borne inférieure de la date correspondant à ft pour k <h et
tII-1), (III-2). et (III-3), la valeur
r t l  ,
Ill,lor*.r,,'t'-,,t l I 
est une borne inférieure de la
date conespondant à/r. D'après le pas I.2.1 del'algorithme , ,o 
"rrdonc 
une borne inférieure
de cette date, pour l4t<m,+1.
Selon le pas 2.1 de I'algorithme,T *,*r ,i est donc une borne inférieure de la date correspondant
àm,+1 .
Supposons que 7o soit une borne inférieure de la daæ correspondant à ft potr k>h et
lch<m,+I. Selon les contraintes (III-2), puisque co est une borne inférieure de la date
|  ,  " l
correspond ^rt à h, la valeur *lt, ; ryp{Tr.i 




L lt,, *,i'-' )
borne inférieure de cette date. D'après le pas 2.2.1 de I'algorithme, Zo est donc une borne
inférieure de la date correspondant à ft , pour l4t<m,+1.
On en conclut que I'algorithme détermine les dates d'exécution au plus tôt. Par conséquent, il




Danstouslescas,l'AlgorithmeItr- l affecte une valeur to (au pas 1.1.1), puis 70,, (aux pas
2.1 et2.2.l) relatives au sommet h .Pat conséquent, cet algorithme réalise 2m,+2 affectations,
où rn, est le nombre d'opérations etm,+1 est le nombre de sommets ur le graphe associé. De
plus, puisque le nombre d'arcs est égal a Il, l=*i, I'Algorithme Itr- I nécessite
1l ll, I +?-rn,+l)=6m,+L comparaisons (effectuées aux pas 1.1.1 et 2.2,1). [a complexité de
l'Algorithme III- 1 est en O ( m ), coûrme I'Algorithme tr- 1 qui résout le même
problème dans le cas particulier de gammes linéaires.
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Tout algorithme doit au moins examiner chacune des opérations pour résoudre le problème. Par
conséquent, aucun algorithme ne peut avoir une complexité inférieure à O(m,), c'est-à-dire
inférieure à celle de I'Algorithme ltr- 1.
fII.3.4. Sélection des fenêtres
L'objectif de cette section est de résoudre le Problème ltr- l- Auffement dit, nous allons
déterminer dans quelle fenêtre 2,,,,l'opération i doit efte effectuée de manière à ce que le
produit j soit terminé le plus tôt possible. Nous utilisons les résultats de la section précédente
qui permettent, pour un ensemble de fenêtre s {Z i , i I, =, = * 1, 
de déterminer les dates au plus tôt
{Tu,i}r,o=^j*, d'exécutiondesopérationseffectuéessurleproduit j, où i=(h,k)elr. Dans
le cas où cet ensemble de dates ne vérifient pas les contraintes (m- 4) (i.e. To.,sbz1n,p1,i@,tt,i,
pour (h ,k)eI,), alors aucune solution réalisable n'existe pour ces fenênes.
Nous utilisons I'Algorithme In- 2 pour déterminer la solution optimale au Problème Itr- 1. I
examine les fenêtres relatives à chaque opération dans leur ordre chronologique sans qu'aucun
retour arrière ne soit nécessaire.
Algorithme III- 2 : Choix des fenêtres pour une fïn au plus tôt
Il est identique à I'Algorithme II- 2, mis à part les deux modifications uivantes :
a) Au pas2.l, nous appliquons I'Algorithme Itr- 1 (au lieu d'exécuter I'Algorithme n- 1).
b) Aux pas2.2et2.3.1. l , ladate de f in de I 'opérat ion i - (h,k)  estZo,,  (aul ieu deT;*1, i ) ,
pour tout te I ,.
Nous proposons un exemple d'applcation de I'Algorithme m- 2. Les données relatives au
produitj à réaliser sont fournies dans le Tableau m- 2. Les durées opératoires considérées ont
celles de la Figure Itr- 1. Le produit peut être réalisé à partir de la date r j=0.
Les résultats de I'exécution sont explicités sur la Figure Itr- 6 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
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Exemple
Figure III- 6 : Résultats fournis par I'Algorithme III- 2
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Théorème lll- 2 [Chauvet et al., 1999a]
Si le Problème trI- 1 a une solution réalisable, I'Algorithme m- 2 détermine les fenêtres et les
dates d'exécution qui permettent de finir au plus tôt toutes les opérations effectuées sur le
produit. Par conséquent, la solution fournie est optimale pour le Problème m- 1.
Démonstration
Ia démonstration est identique à celle du Théorème n- 2, si ce n'est qu'elle s'appuie sur le
Théorème III- I (au lieu du Théorème tr- 1).
CQFD
Complexité
La complexité de l'Algorithme III- 2 est identique à celle de l'Algorithme n- 2 et est en
O ( l i  t n j  +  ! i  l o g z  l ) .
I I I .3.5. Conclusion
Dans cette section, nous avons étendu la première méthode de gestion proposée dans le chapitre
précédent aux produits dont la gamme peut comporter des opérations d'assemblage et de
désassemblage. Cette méthode (i.e. I'Algorithme U- 2) consiste à définir les dates d'exécution
au plus tôt des opérations compatibles avec leurs durées opératoires admissibles et les fenêtres
de temps dans lesquelles les opérations doivent être exécutées. Nous minimisons ainsi la daæ
d'achèvement du produit, i.e. le malcesparz de chaque produit. De plus, nous garantissons que
tous les éléments produits, dans le cas d'un désassemblage, sont terminés le plus tôt possible. Il
est possible d'utiliser la même approche pour prendre en compte des dates de disponibilité
différentes pour les composants assemblés. Pour cela, nous remplaçons dans I'Algorithme ltr-
1 la date de disponibrlité r, pu rn,j qui représente la date de disponibilité de l'élément du
produit commençant à I'instant ft .
-t20-
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III.4. MINIMISATION DUTEMPS TOTAL D'UTILISATION DES RESSOURCES
I I I .4. l . Introduction
Comme nous l'avons vu dans la section précédente, dès qu'une commande arrive, nous
sommes capables de foumir un délai minimum de fabrication, et ainsi de négocier avec le client
la daæ de livraison des éléments produits. Dans le cas d'un désassemblage, nous pouvons
définir une date de liwaison pour chaque élément produit. Dans cette section, notre objectif est
de décrire une méthode de gestion en temps réel qui ordonnance chaque produit au plus tard,
tout en respectant la date de livraison fixée au plus tôt par I'Algorithme m- 2 (voir section
précédente).
Comme dans la section 4 du chapitre précédent, nous voulons retarder le plus possible le début
de fabrication du produit pour limiter le temps d'occupation des ressources. Nous espérons
ainsi laisser plus de liberté pour ordonnancer les produits futurs. En outre, en minimisant le
temps d'utilisation des ressources, nous réduisons le coût de fabrication du produit.
Nous formalisons ce problème avant de le résoudre par une méthode similaire à celle qui est
développée dans le chapitre précédent et adaptée à la présence d'opérations d'assemblage t de
désassemblage.
l l l. 4.2.F ormalisation
Nous voulons déterminer les dates de début des opérations effectuées ur le produiti sachant
que la date de livraison de l'élément s'achevant à I'instant h est d o ,, (vot contraintes (m-8)),
d n,ieff. Cette dated 0,, est supérieure ou égale à la daæ de fin au plus tôt du produit (établie
dans la section précédente), sans quoi il serait impossible de fabriquer le produit à temps. Notre
objectif est de maximiser la date de lancement du produit en fabrication. De plus,la solution doit
vérifier les contraintes (Itr-2) à (m-O introduites dans le Problème m- l. Iæ problème à
résoudre s'écrit donc :
-rzt-
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To,i Sdo, Vh e H, (III-8)
Ito,ol,, STo,i -To,i 3 r(o,o),, V(h,k) e I, (Itr - 2)
ar*.r . , , { r ,o) , i  <To, i  Y(h,k)eI ,  ( I t r -3)
To' i  3b"r , .*r . , , {o,o), ,  V(h'k)eI ,  (m-4)
l< Z,,i < !,,i Yi e I, (m - 5)
To.,  ef i*  VheH, (m-6)
2,,, eN Yi e I, (trI - 7)
Abstraction faite des contraintes (m-1) du Problème Itr- I et des contraintes (Itr-8) du Problème
m- 3, les Problèmes III- I et trI- 3 sont équivalents. Aussi, nous utilisons une approche
analogue pour résoudre les deux problèmes. Elle est présentée dans les deux sections suivantes
et consiste à résoudre une suite de sous-problèmes décrits dans le paragraphe III.4.3. Cene
méthode est également une extension de celle utilisée pour donner la solution au Problème II- 3.
III.4.3.Sélection des durées opératoires
L'objectif de cette section est de déterminer les dates T o ,, ftxées au plus tôt correspondant à ft ,
sichaqueopération (h,k) estexécutéesurleproduit j  danslafenêtredonnée Z<o.ot, j ,  i .e.:
Problème III- 4: Définition des dates de début au plus tard des opérations




YheH, ( I t r -8)
3 u(r,o),, Y(h,k) e I, (III - 2)
y(h,k) e r, (m - 4)
VheH,  ( t r I -6)
Nous recherchons une solution qui soit optimale pour ce problème et qui soit unique quel que
soit I'ensemble {tto / heH, }. Cette solutionconespond au cas où chaque date est calée au
plus tard. Siunetel le solutionvérif ie les contraintes (II I- 3) ( i .e. br,,o,or,,, ,o,or,,=Tft, i ,  pour
(h,k)el,), alors cette solution est réalisable pour le Problème ltr- 3 et est calée au plus tard
pour cet ensemble de fenêtres {Z<o,rt,il(o,o).,,. Sinon, aucune solution n'est réalisable en
pratique pour cet ensemble de fenêtres.
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L'Algorithme m- 3 permet de résoudre le Problème m- 4 par une méthode qui se déroule en
deux étapes. Dans la première, on définit ?u , borne supérieure des dates T 0.,. Dans la seconde
étape, on raffine cette bome et la date obtenue st optimale.
Exemple
Nous proposons un exemple d'application de l'Algorithme Itr- 3. Les données relatives au
produitj à réaliser sont fournies dans le Tableau m- 3 et la Figure III- 1. Dans cet exemple,
nous fixons la date de livraison à la date de fin du produit au plus tôt, i.e. d o,,=d,=7 .
Les résultats de I'exécution de I'Algorithme trI- 3 sont explicités sur la Figure Itr- 7. Les
opérations effectuées ur le produit à ordonnancer sont représentées par des zones hachurées.
Algorithme III- 3 : Calage au plus tard des opérations effectuées sur le produit
Procédure Définition des dates au plus tard d'exécution des opérations effectuées sur le produit j .
Entrée : j est I'indice du produit considéré.
dn,, estla date avant laquelle on doit liwer l'élément du produit j s'achevant à l'instant à ,
potx heH, .
m j estle nombre d'opérations à réaliser sur le produit j .
I/, est I'ensemble des instants marquant le début et la fin des opérations effectuées sur le produitj.
1, est I'ensemble des opérations à réaliser sur le produit j .
1,,, est la durée minimale d'exécution de I'opération i sur le produitj , pour i e1, .
ui, j esrladuréemaximaled'exécutiondel'opération i surleproduitj, pourie .Ir.
Z , ,, estla fenêtre dans laquelle on veut réaliser I'opération i sur le produitj , pour i eI, .
b 
", , i. 
i ,; est la date de fin de la période durant laquelle on réalise l'opération i sur le produitj ,
pour i e1, .
S ortie : Ir,, est la date fixée au plus tard qui correspond à ft , où h e H t .
1. Etape 1.
1.1. Pour h allantdelàm,+l:0a ,etuh e'ùû4e 4ê l 'ë.tatad ailqlëo.st/é,
| . , ' l
r .1.r.  poser 
", ,=- inl  
a1o;rf f f , , {r ,  *uç,01.1}:rr ïË,,{ .-  - t(o,o), i \ r , ,#rL,{ur,r , , , , , r ,0,,r} f  .
L ;:; k<h 
-)
0a rate r ^ (a. douc ê4/éEsrrz dt b 14fe @at àh .
2.Etape 2.
2 . 1 .  P o s e r  T  n r + r .  j t = î  ̂ r , r .
2.2.Pour h allantdem, àl:0c eateh I'chdke dê t'i'tit4.tt a&cuuaâ' ( r
2.2. 1. pose r r, .,,=*in.l, n ;,r1p,,{1, i - u v,nt, i!;rrïËa {a,, *,,r,-,,, } |
|  ï ;  k ,h ' - - '  )
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Figure III- 7 : Résultats fournis par I'Algorithme III- 3
Théorème III- 3
L'Algorithme trI- 3 détermine les dates de début et de fin d'exécution au plus tard de toutes les
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Démonstration
a) Nous montrons tout dtabord que la solut ion {Tn, i } r=nr* j*r  fournie par
I'Algorithme III- 3 est réalisable.
Pour tout (h,k)el ,., nous avons soit h <k , soit h>k .
Premier cas. Nous supposons que k <ft. D'après la numérotation des sommets, pour tout
sommet d'indice fr , il ne peut exister qu'un seul sommet parmi les successeurs et prédécesseurs
directs de /c , ayant un indice supérieur à k . h est ce sornmet et tous les autres successeurs et
prédécesseurs directs de k ont un indice inférieur à k. Par conséquent, selon le pas 2.2.1 de
I'algorithme appliqué à I'indice k , nous avons T 0,,=min{ro ; T n,i+u ro,or,i|. Nous en déduisons
qlaeT 0,,-T n,Fu<n,a,r
Nous pouvons aussi en déduire que To,i-I<o*>,Fmin{r1,-Iç,,ot,iiTo,i+u<n,*t,rl<o,o>il. Cela
implique, d'après le pas 1.1.1, que T o,i-ltn,o>,Fmin{2, ; T n,i}.Comme, suivant les pas 2.1 et
2.2. I ,T o, ,sto,  nous avons Tr, i - l r^ ,0, ,ÈT 0, , ,  i .e.T 0, , -T o,7Iro,or, , .
Dewcième cas. Nous supposons queh<k. D'après la numérotation des sommets, k est le seul
sonrmet parmi les successeurs etprédécesseurs directs de h ayant un indice supérieur à /r. Par
conséquent,selon le pas 2.2.I de I'algorithme, nous avons To,,=min{to ; Tuil<n,n,i}. Nous
en déduisons que T 0,,-T o,7I ro.or,,.
Nous pouvons aussi en déduire que Zr,,tu<n,o,-frn{to+u{n,*>,1 i To,yl<o,ot,ituru,oy;}. Cela
implique, d'après le pas 1.1.1 appliqué àl'indicek, que T u,,+u<ae,,>min{zk ; T hjl. Comme,
suivant les pas 2.I et2.2.I,tksT k, j, nous avons T 0,,+uo,otÈT o,i, i .e. T r,,-T n,fu<n,o,r
Dans les deux cas, nous avons lo,o>fTo,i-T o,fu,o.o,r. P* conséquent, la solution vérifie
I'inéquation (Itr-2).
Suivant les pas 1.1.1, 2.1 et2.2.I de I 'algorithme, on a do,izîozT n,i. Par conséquent, la
solution vérifie I'inéquation (m-8).
Suivant les pas 1.1. 1, 2.I et 2.2.1 de I'algorithme, on a b 21L,14,1@,o,Èî ozT o,; , pour (h ,k )eI , .
Par conséquent, la solution vérifie les inéquations (Itr-4).
La solution fournie par I'algorithme satisfait les contraintes (Itr-8), (m-2), ([-4) et (Itr-6). Elle
est réalisable.
-r25-
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b)  Nous montrons ensui te  que la  so lut ion {T n, i }  r=n=^j* t  fourn ie par
l'Algorithme III- l est optimale pour tout ensemble lpu I l4tsm,+l).
| , ' l
Selon les contraintes (Itr-8) et (III-4), la valeur *1Oo.,rr$oÊ,lUr^r.j,(h*,jlf 
"u 
une borne
supérieure de la date correspond antàh=1. D'aprè, l"tpu, i.r., o. l'algorithle, z, est donc
une borne inférieure de cette date.
Supposons que Tk soit une borne supérieure de la daæ correspondant à k pour k<h et
[II-8), (trI-2) .,,., (III-4), la valeur
.  1_  t l
rffi!,,|br,,.,,.r,u,h),i| | 
est une borne supérieure
' )
de la date correspondantàh. D'après le pas LZ.l de I'algorithme, th est donc une borne
supérieure de cette date, pour I<h<m,+1.
Selon le pas 2.1 de l'algorithme, T^i*r,j est donc une borne supérieure de la date
correspondant àm , +7 .
Supposons que Zo soit une borne supérieure de la date correspondant à k pour k>h et
Lch <m , +1. Selon les contraintes (Itr-2), puisque tr, est donc une borne supérieure de la date






L ' * k > h )
borne supérieure de cette date. D'après le pas 2.2.1 de I'algorithme, T ̂  est donc une borne
supérieure de la date correspondantàh, pour I<hsm,+1.
On en conclut que I'algorittrme détermine les dates d'exécution au plus tard. Par conséquent, il
fournit une solution unique et optimale au Problème III- 4 quel que soit I'ensemble
{lt ̂  / |=hsm , +1} de valeurs strictement positives.
CQFD
Complexité
Une analyse similaire à celle faite pour I'Algorithme III- 1, nous permet de conclure que la
complexité de I'Algorithme III- 3 est en O ( m,), comme I'Algorithme II- 3 qui résout le
même problème dans le cas particulier de gammes linéaires.
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lII.4.4.Sélection des fenêtres
L'objectif de cette section est de résoudre le Problème Itr- 3. Autrement dit, nous allons
déterminer dans quelle fenêne 2,,,,l'opération doit être effectuée de manière à ce que le
produitj soit lancé le plus tard possible, tout en respectant la date de livraison fixée au plus tôt.
Nous utilisons les résultats de la section précédente qui permettent, pour un ensemble de
fenêtres {2,,i Itsi<mi, de déterminer les dates au plus tôt {T0,,}r.o<mi+r d'exécution des
opérations effectuées ur le produit j, où i=(h ,k )e1, . Dans le cas où ces dates ne vérifient pas
les contraintes (trI-3) (i.".brro,r.,<o,ot,y<Tu,; pour (h,k)el,), alors aucune solution réalisable
n'existe pour ces fenêtres.
Nous utilisons l'Algorithme Itr- 5 pour déterminer la solution optimale au Problème ltr- 3. Il
examine les fenêtres relatives à chaque opération dans leur ordre chronologique sans qu'aucun
retour arrière ne soit nécessaire.
Algorithme III- 4: Choix des fenêtres pour un lancement au plus tard
Il est identique à I'Algorithme II- 4, mises à part les deux modifications uivantes :
a) Au pas 2.1, nous appliquons I'Algorithme Itr- 3 (au lieu d'exécuter I'Algorithme tr- 3).
b) Aux pas2.2 eI2.3.1.1, la date de début de I 'opération i=(h,ft) est T 0,, (at l ieu de T,,i),
pourtout ieI , .
Exemple
Nous proposons un exemple d'application de I'Algorithme m- 4. Les données relatives au
produitj à réaliser sont fournies dans le Tableau m- 4 et dans la Figure Itr- 1 pour les durées
opératoires. Tous les composants du produit doivent être livrés avant la date d o, i=d i=7 .
Les résultats de I'exécution sont explicités sur la Figure Itr- 8 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
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Théorème III- 4
Si le Problème III- 3 a une solution réalisable, I'Algorithme ltr- 4 détermine les fenêtres et les
dates d'exécution qui permettent de terminer au plus tard toutes les opérations effectuées sur le
produit, tout en respectant les dates de fin d o., .Par conséquent, la solution fournie est optimale
pour le Problème III- 3.
Démonstration
La démonstration est identique à celle du Théorème II- 4, si ce n'est qu'elle s'appuie sur le
Théorème III- 3 (au lieu du Théorème tr- 3).
CQFD
Complexité
La complexité de I'Algorithme III- 4 est identique à celle de I'Algorithme tr- 4 et est en
O( l i  m i  +  ! i  l og ,  y i ) .
I I I .4.5. Conclusion
Nous avons étendu le deuxième mode de gestion aux produits dont la gamme peut comporter
des opérations d'assemblage et de désassemblage. Il s'agit de définir les dates d'exécution au
plus tard des opérations compatibles avec leurs durées opératoires admissibles et les fenêtres de
temps dans lesquelles les opérations doivent être exécutées, sans dépasser les dates de [waison
fixées au plus tôt (calculées dans la section précédente). Nous mærimisons ainsi la date de
corlmencement du produit et limitons le plus possible le temps d'occupation des ressources.
Nous espérons ainsi laisser plus de liberté pour ordonnancer les produits à venir.
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III.5. MINIMISATION DUCOUT D'UTILISATION DES RESSOURCES
I I I .5. l . Introduction
Dans cette section, notre objectif est de décrire une méthode de gestion en temps réel qui
ordonnance chaque produit de manière à minimiser le coût d'utilisation des ressources. Cet
ordonnancement doit également respecter le délai de liwaison fixé au plus tôt (voir section 3).
Nous affectons aux ressources goulots un coût important afin d'inciter le système à minimiser
les temps opératoires sur ces machines. Nous espérons ainsi augmenter le nombre d'opérations
qui peuvent êre effectuées sur ces ressources. A notre connaissance, aucune étude qui
s'intéresse à ce type de problème n'existe. Nous proposons de formaliser le problème, puis de
le résoudre.
III. 5. 2. F ormalisation
Nous voulons déterminer les dates T 0,, etT 0,, qui définissent les instants de début et de fîn de
chaque opération (h ,k )eI , exécutée sur le produit j . Notre objectif est de minimiser le coût
d'utilisation des ressources sachant que le coût induit en fabrication par I'opération I est s,,r.
Les contraintes similaires au Problème III- 1 et au Problème III- 3 peuvent se formaliser ainsi :
Problème UI- 5: Minimisation du coût d'utilisation des ressources
S [ - , 7 . \nun Lsto,ol, i \ l r . i  
-  rn, i  )
(h ,k )e l  1
tel que
r ,  3To ,
To,i 3dr,
I(o,ot,, 3Tr,,i - To; S u(o,o),i
arr.n.,,{o,o), i  <To.i
To,i 3bzr.r.,,@,k),i
l< Z,, i  < !, ' i
To,, efi*




Y(h, k) e I,
Y(h,k) e I,
Y ie l ,
YheH,









Dans la section suivante, nous proposons une approche directe de résolution du problème
formulé ici en un temps pseudo polynomial. Une question reste ouverte : est-ce que déterminer
la solution optimale au Problème III- 5 est un problème NP-difficile ?
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III.5.3. Sélection des fenêtres
L'objectif de cette section est de résoudre le Problème m- 5. Aufrement dit, nous allons
déterminerdansquellefenêtre 2,,, et enfe quelles dates T 0., etT 0,,l'opératroni=(h,/c) doit
être effectuée de manière à ce que le coût d'utilisation des ressources pour fabriquer le produiti
soit minimal.
L'approche proposée st une extension de l'Algorithme tr- 6 du chapitre précédent et consiste en
une discrétisation du temps. Nous supposons aussi que les durées des opérations ainsi que les
dates de début et de fin des fenêtres sont des valeurs rationnelles. En multipliant toutes ces
valeurs par le plus petit multiple cofirmun de leur dénominatexr Q, nous pouvons transformer
note problème de manière à n'avoir que des dates et des durées entières. Sans perte de
généralité et pour simplifier la présentation, ous admettons donc que ces valeurs sont entières.
L'approche est basée sur la programmation dynamique. Pour cela, nous définissons (m,+l)
étapes correspondant aux (m,+ | ) instants de début et de fin des opérations à Éaliser sur le
produitj . Les états du système à chaque étape correspondent à outes les valeurs possibles pour
la date considérée. I.a, date Th,j correspond à l'instant de fin d'exécution des opérations
(f ,h)el , et de début d'exécution des opérations (ft ,k)el , sur le produit j. Puisque le produit
ne peut cofirmencer avant la date r, et doit êne terminé avant la date d, (voir définition des
contraintes (Itr-l) et (Itr-8)), nous avons :
rÉT  h , i sd i ,  pou r  l <hsm j+ t . (m-e)
Comme les données ont entières,le nombre de dates possibles (i.e. d'états à chaque étape) est
éga là  d , - r ,+1 .
Ia durée de chaque opération i est conffôlable t peut ête choisie dans I'intervalle ll , ,,;u i , il
(voir contrainte (Itr-2)). Ainsi, les dates de début de I'opération (f ,h ) qui autorisent une fin à la
datÊTh,j sontcomprises nffe 7o ,j-u<r,h),i etTo.i-Irr,ol,;. h même, les dates de fin de
I'opération (h,k) qui autorisent un début d'exécution à la date To,, sont comprises entre
T  0 , ,+ I  ro ,  * t ,  j a tT  n , ,+u  (h ,k ) ,  j .
Si nous décidons de commencer I'opération(f ,h) à I'instant Tt,i d de la terminer à I'instant
T o,,, doux cas peuvent se présenter :
a) I'intervalle lTr,, ; Tn,il est inclus dans une periode de disponibilité des ressources,
lar ,ç,ot . i ib r .ç,h),  j ]  où lsz 3!  ç.h, , r .  Dans ce cas, nous associons à I 'opérat ion ( f  ,h)  qw
se termine à I'instant Tr,, un coût correspondant à I'utilisation des ressources durant cette
période.
b) I'intervallefTr,i ; T n,il n'estpas inclus dans une période de disponibilité des ressources ;
dans ce cas, nous associons à l'opération (f ,h ) qui se termine à I'instant 7,, ,, un cott infini.
-13 1-
Parmitoutes les dates possibles lr,r, nous retenons la meilleure date (au sens du coût qu'elle
induit) permettant de terminer I'opération (f ,h) à la date Th,j. Nous notons Srr,r)(To,i)
I'ensemble des dates permettant de terminer I'opération(f ,h) à la dateTr,r. Formellement,
nous avons:
S ç,oy(T n.1)={t I r,<tsdi, T o,îlç.n1,ft<T p.j-u(1,n>,i, et:J1..z3! ç.^',.itq. lt;T u,tlçfa.,ç,^v;b z,c,o)}
pourr j  sT o, ,sd, ,  lsh<m j+I .  ( t r I -10)
Nous désignons par C ,r.or(T o,) le plus petit coût induit par I'opération(f ,h ) se terminant à la
date T 0,, :
, \ f+"" ti str,r) (T6,)=a
cv,a\To,')= 
1- min [cb,,) + r, ,  \ . j(Th,j 
-r, ,)]  sinon
11. ; .s1y,ry(4, r ) [  
\  r ' ' r t  \ I 'n
potx r ,sT u ,  isd i ,  I  shsm,+7.  
( I I I -1  1)
Dans cette formulation, C(Tt,i) désigne le coût d'utilisation des ressources utilisées par les
opérations différentes de (f ,h) qui se terminent ou commencent à I'instantT t,i.
De même, si nous décidons de commencer I'opération(h,k ) à I'instant T n,i et de la terminer à
I'instant To,r, deux cas peuvent se présenter :
a) I'intervalle lTn,i ; To,il est inclus dans une periode de disponibilité des ressources,
lor , r^ ,o t , i ibz, (n.*1,11où lsz 3!  rn ,*>, i  ;  dans ce cas,  nous associons à I 'opérat ion (h,k)
qui commenceà I'instant Tu,, un coût correspondant à I'utilisation des ressources durant
cette période.
b) dans I'autre cas, nous associons à (h ,k ) qui commence à I'instant T o ,, un coût infini.
Nous notons S 1r , o1(T 0., ) l'ensemble des dates permettant de commencer I'opération (h ,k ) àla
datÊT h,r. Formellement, nous avons :
S ,0,0,(7 o,r)= {t lr,<t<d i, T o,it I ,o,or,StsT ,,,t u <n,tt,i, et 31<z 3! <n.*t,j tq. lT ̂ ,,;t)cla,.<o,o>iib z.rrr,r;;l }
pou r r ,=To , , sd , ,  l <h<m,+ | .  (m- I2 )
Nous désignons par,S,o,o,(Tr,,r) le plus petit coût induit par I'opération(h,k) commençant à la
dateTo. ,  :
si  516r l  (T0,,)=a
* s(r,o),i (rr,, - r^,,)I sinon
[+""
,14,, ) = 'l _ T"",- ,{c(r-,, )
[4.,.s1r.*1(4 ; )





Chapitre III - Problèmes avec gamrnes d'assemblage et de désassemblage
Dans la Figure m- 9, chaque état est représenté par un disque noir. Les états d'une même étape
sont alignés horizontalement. Nous donnons sur cette figure les états de trois étapes ; f , h et
k. Les états des étapes/ etk ont été évalués avant les états de l'étape h. Ces états
correspondent aux instants de début et de fin de deux opérations (f ,h) et (h ,k). L'ensemble des
datesde l'étapef quipermettentdeterminerl'opération(f ,h)à la date T o,=1 est entouré et est
noté S an{T 6,;7). De même, I'ensemble des dates de 
l'étape k qui permettent de terminer
I'opération (h,k) à la date T o,F1 est entouré et est noté S ,o,or(T 0,,=7)'
Figure III- 9 : Detn étapes f et k précédents I'étape h
Finalement, nous associons à chaque étAtTh,, un coût égal à la somme des coûts relatifs aux
opérations (h,k) coûrmençantott(f ,h) se terminant à I'instant To,r.
(m-14)
Dans cette formule, nous ne considérons que les états des étapes/ et k pour lesquels le coût
relatif a déjà été calculé, c'est-à-dire tels que/<h A k <h . D'après la numérotation intoduite
dans le paragraphe relatif à I'Hypothèse trI- 15, il n'existe qu'un seul sommet ft' parmi les
successeurs et prédécesseurs directs de h, ayant un indice supérieur à /e. Cela signifie qu'une
seuleopération(h,h ') commençant ou (h',h) se ærminant à I'instantT n,i n'est pas prise en
comptedansC(Tr,;).Lecoûtrelatif àcetteopérationseraintroduitdanslecalculdeC(70,,i)et
prendra en compte C(T h . j).
c(r..,) = 2 c *,o(r^,, ) * \c ç,^1(ru,,)
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Un état T u ,, qai ne correspond pas à une solution réalisable (i.e. S (Zo ,,)*A) a un coût infini.
L'évaluation C(T^.*r,;) donne le coût minimal d'utilisation des ressources permettant de
réaliser les opérations.
Si {To,ilt=n.*i*r est la solution optimale au Problème III- 5, on a
. I",0,0,,, (r0,, 
- io,,)=- -Jnin-, {cT^,u,)}. L'etgorithme Itr- 5 découle des relations (IrI-9)
\ h , k )e l 1  
r t  r i sT^ , * f i sd i L  " "
à (Itr-14) et permet de résoudre le Problème ltr- 5.
Algorithme III- 5 : Choix des fenêtres pour un coîtt d'utilisation minimal
Procédure Défrnition des fenêtres induisant un coût d'utilisation des ressources minimal pour le produit j.
Entrée : j est I'indice du produit considéré.
r, est la date à panir de laquelle on peut commencer à réaliser le produit j .
do,., est la date avant laquelle on doit liwer l'élément du produitj s'achevant à I'instant ft ,
pow  heH, .
m j est le nombre d'opérations à réaliser sur le produit j .
11, est I'ensemble des instants marquant le début et la fin des opérations effectuées sur le produitj.
1, est I'ensemble des opérations à réaliser sur le produit j.
/,,, est la durée minimale d'exécution de I'opération i sur le produitj , pour i e1, .
u i . j est la durée maximale d'exécution de I'opération i sur le produitj , pour I eI, .
) i ,; est le nombre de fenêftes dans laquelle on peut réaliser I'opération i sur le produitj ,
pou r i e l r .
az, i . j est la date de début dela z -ième fenêtre de I'opération i effectuée sur le produit j ,
p o u r l < z = y , , r , i e l r .
b,,,,, estladatedefindelaz-ièmefenêEedel'opérationi effectuéesurleproduitj,
p o u r l s z s y , . r , i e I r .
Sor t ie  z  Tt .  j  est ladatecorrespondantàh,  où heH.,  .
Z , , , est la fenêtre dans laquelle on doit réaliser I'opération i sur le produit j , où i e.I, .
1 .  In i t ia l isat ion.
I.1. Pour (f ,h)el, : Oa q**àæ c/464e a4l,nAz* (f ,h),tæ f4tt.ue,
1.1.1. S i (f <h ): y'a. A4& dê ê'ét4fzf oaaf ænùtæo atuat æza lz é',étafz h.
1.1.1.1. Trier lesfenêtres la,.rr,o.j i  b,,ç.n,if pour 1<z <! ç.nt.i,
dansl'ordrecroissantdes ez.,.t:t, jêt,encasd'égalité,dansl'ordrecroissantdesbrtin.j.
Dæ h.4to, hz -tàac latâhz e*f kz 
-tinne ,ténnnl dÂ.to qf o'ù?ê, Ig.3! z,(J.h).1
1 . 1 . 2 .  S i n o n  :
1.1.2.1. Trier les fenêtres la.rJ,r>,j ; b ,,c,n,;f pow 19,3! ç,n,1,
dans I'ordre croissant des b ,,6,1,1,1et, en cas d'égalité, dans l'ordre croissant des a r.1y,n1.1
Daru b ê4ife, b z -tèua laâhe e4l k z 
-iùæ é/ét&4t ladi cd utâc, lg.3! 2.ff.h\,j.
2. Pour h allantdelàm,+l: 0c î4teh t '14àze dp l 'Ahfo etultétuie.
2.1.  Pour Tn, ,  a l lantder ,  àd0,1 :  Oa é$e"à 'u c l4#e &4rTh,  j  lz  ( 'Aa/e h.
2.1.1.  Pour C(T n, i ) :=0.  Oa ht in l 'ëca h aât  4ê é 'éfaf  T h. i  à0.
2.L2.Pour f e{f <h / (f ,h)el,} : 0c aatef (, 'û'd/re /É | 'Ah/z
2.1.2.1. Poser C ç,q(T n,; ):=+-. 0e ùufialtae k cti l 'daft| à e'aflhaûh" (1,h) à +*.
2.1.2.2. Poser e:=min{e I  l3<!ç.n, i ,  b, .v.n,ÈTt, . i } .  Oa æte z h I*
de,ûa/i4z', t'opâtatla'r (f ,h) g4l e ts,.tthe à h dalc T h. j.
2 .1 .2 .3 .  Pou r  l r . ,  a l l an tdemax{ r ,  i  az .Ç ,h ) , j ;Tn , i - uu .a , ; } àn in {do , i  i Tn , i - l u , r , , l :
0e eut*4æ c/4ttu ét4, T r, j /ët1ttû4'É d'a.tuaûp t'ét4lT h , j .
2 .7 .2 .4 .  S  i  (  C0 r r ) ( r  n .1 )>C(Ty .1 )+ (T  n , i -T r . i  )  r u .o , , ;  )  a to rs  :
y''él4tT 
t. j /ottæt 1z lar*aot h coâr.
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Si I'Algorithme Itr- 5 s'achève au pas 5.1.1, il n'existe aucune solution réalisable. Cela signifie
qu'il est impossible de fabriquer le produit avec les contraintes imposées au système de
production.
Exemple
Nous proposons un exemple d'application de I'Algorithme III- 5. Les données relatives au
produitj à réaliser sont fournies dans le Tableau III- 5. Le produit peut être réalisé à partir de la
date r, =0 et avant la date d o,i=7 .
2.1.2.4.1.  Poser C 6,6(T n,  i  ) :=C (T r ,  j  )+(T h .  i  
-T 
r ,  i  )  s  u, r r , i
2.1.2.4.2. Poser S o p t ç,q(T n . i ):=T t, t . 0* 4âaçræ pan S o p t ç,6(T n . 1 ) 
(a
lale pæaal 1z teuthtot l''of,h4tat (1, h) à h lâleT n, i e ciât & P1.44 Plrt.
2.1.2.5. Poser C (T n, i ):-C (T o . i )+C ç.,;(T n, i ). 0* a&tau,æ u aât /ê l '  Ad b
@,ât adânl à e 
'&atT 
h, j .
2 .1.3.  Pour ke{kch l (h,k)e l , l :0e catek C'ësdr4e 1z é ' ,Aa/z ôt t t tu te '
2.1.3.1. Poser C 6,p(T n,; ):=+*. Oa lrùtaliat b caâf adaft'lt à ê'oVâultac (h,k) à +*.
2 . l . 3 .2 .Pose r  z :=nax {z  t  I < . y  $ , s . j , 4z1 t r3 .ÉT  r , i l ' 0aea tez  b lb  knê tç
fëtnda.d lt ,ûali/e, é'a/éulitt (h ,k) ç41 @.ntttæ à h daleT h. j.
2 .1.3.3.  Pour T*, ,  a l lantdemax{r ,  i  T o. i+ lç ,nt , i l  àmin{d*, ,  i  b  z .v ,D, j  ;T r . t+uv,r r , i l  ,
Oa euna,c el4qae ét4tT r.i @t al'ûaûp l'A4lT h. j '
2 .1 .3 .4 .  S  i  (  C ( , , . 0 ( f  n , i )>C(T  k ,  j ) + (T  k , i -T  o , i  )  s6 , r r . ,  )  a l o r s  :
y''étatT k. j pstftd & daaa'cæc h qtât.
2.1.3.4.1.  Poser C o.ot (T r , ,  ) :=C (T * ,  1  )+(T * ,  1  
-T o,  i  )  s  <o.a, r
2 . I . 3 .4 .2 .  Pose r  S  op t  ç , , 6 (T  n , i ) : =T  x . t .  0 *  1éô4 ie  paoS  op t  s .p (T  1 .1 )  b
{ate fotæaal lp queræt é'aféufia.a (h, k ) à b lâle T n. j e a& h /fu4 644.
2.1.3.5.  Poser C(T n, i ) : -1(T 0,1)+C e,D(T n, i ) .0 ,  d/ / / ta*o æ æâl  d.  ( 'Aat  &
@ât ' da t t | àC '&4 rTh , j .
3. Poser Copt:=+*.0a&Copt h ,tsl/s." qr.U tueté pa4" ttt étatT -.*r,1 & h dzudàtc érdfê,
4.  Pour T  ̂ r+r , i  a l lantde r ,  àd,r* r , i  :  0a ê"uà,e c44f4o fuT ^ j* t ,  j .
4 .1.  Si  (Copt>C(T^,*r , ; ) )  a lors :  y ' 'é ta lT^ *r . i  à  aro c.æ'a l lwt  es l l .
4 . 1 . 1 .  P o s e r  C o p t : = C ( T  ̂ i * r , i ) .
4. 1.2. Poser T o p t :=T ., * r, i . 0* iore p" T o p t h fu edwt b coât U Flzt 6ao.
5. Reconstitution de la solution
5.1. S i (C o p t =4*) alors : 4ueq* ful a'at dfrit?"4/lê.
5.1.1. Quitter. t\l a'eitte rutqr.to ê4û4io4 ûaleuûk.
5 . 2 .  S i n o n  :
5 . 2 . 1 .  P o s e r  T  n r + r .  j : = T o p t .
5.2.2.Pour h allant dem,+l à2:0a rateh l, ' thàae 1z l 'ét4/o æadé,ûa,
5.2.2.1. Pour/e[/<h lV,h)e/; ] : 0a ef l ' i 'drre d.l 'Adfê aatàêaëa
5 .2 .2 .1 .1 .  Pose r  T  r , ,  : =S  o  p  t  ç .11 (T  n ,  1 ) .
5.2.2.1.2. Poser Z ç.n1.1=ùr{z I lg.<y ç.ntt b ,.v,r,t.pT n.i I.
5 .2.2.2.  Pour k  e{k<h l (h,k)e l , l :  Oa utek C?4i lka l t  t 'edf ,e Mhfu.
5 .2 .2 .2 .L .  Pose r  I o , ,  : =S  op t  ç , . 11 (T  n , i ) .
5 .2,2.2.2,  Poser / , , ,  ^ ,1=111at l r {z  I  l<z<y rn n i  e , rn  ̂  É2,  ,  } .
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Tableau III- 5 : Données fournies à I'Algorithme III- 5
Figure nI- 10 : Résultats fournis par I'Algorithme III- 5
Les résultats de l'exécution sont donnés dans la Figure trI- l0 où les opérations effectuées ur le
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Théorème III- 5
Si le Problème m- 5 a une solution réalisable, I'Algorithme ltr- 5 déærmine les fenêtres et les
dates d'exécution des opérations qui permettent de réaliser le produit avec un cott minimal, i.e.
la solution fournie par I'Algorithme Itr- 5 est optimale pour le Problème Itr- 5.
Démonstration
La formulation du Problème ltr- 5 est equivalente aux équations de programmation dynamique
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Complexité
Nous appelons di=maxl.dn,1 / helr} la date à laquelle tous les composants produits de j
doivent être liwés. Iæ principe de I'Algorithme III- 5 étant similaire à I'Algorithme II- 6, leur
complex i té  es t  iden t ique en  O ( l  i l ogy  .+y  .  m, (d , - r j+ l )  +mi (d  i -  r i+ l ) '  )  .
Les remarques proposées pour réduire le temps de calcul de I'Algorithme II- 6 sont également
applicables à I'Algorithme Itr- 5.
Place mémoire
Contrairement à l'Algorithme II- 6, nous devons conserver les évaluations des états (i.e. des
dates) de toutes les étapes précédentes. Par conséquent, I'Algorithme III- 5 requiert
l  Z tn , )  (  d , -  r ,+ 1) mots.
I I I .5.4. Conclusion
Dans cette section, la méthode de gestion en temps réel décrite ordonnance chaque produit de
manière à minimiser le coût d'utilisation des ressources, ceci sans dépasser la date de livraison
des produits fixée au plus tôt. Cette méthode de gestion basée sur la programmation dynamique
permet de fabriquer chaque produit au coût le plus bas en tenant compte des produits déjà
ordonnancés.
En outre, nous pouvons utiliser cette méthode pour augmenter la productivité du système. Pour
cela, nous affectons aux machines pour lesquelles la charge minimale de fravail (voir définition
Section 1I.6.2.2) est la plus grande, un coût d'utilisation élevé. Ceci permet de limiter le plus
possible I'utilisation de ces machines et ainsi espérer accroître la productivité du système.
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III.6. APPLICATIONS
III. 6. 1. Introduction
Dans cette section, nous proposons d'évaluer les conséquences de la limitation du temps de
stockage sur la productivité d'un système de production. Pour cela, nous mesurons la
productivité d'un des modes de gestion en temps réel suivant le temps de stockage autorisé.
Nous ne cherchons pas dans cette section à comparer les trois modes de gestion, mais à
présenter une utilisation spécifique de ces méthodes. Aussi, puisque les trois méthodes donnent
des résultats similaires, nous avons choisi arbitrairement d'appliquer la première méthode (i.e.
I'Algorithme trI- 2). Cette méthode de gestion donne I'ordonnancement de chaque produit au
moment où sa commande st enregistrée. Elle consiste à fabriquer le produit au plus tôt (voir
section 3).
Dans la section suivante, nous décrivons le système de production considéré. Puis, nous
donnons les résultats fournis par cette étude.
lll.6.2.Description du système considéré
[æ système que nous considérons dans cette section est un système d'assemblage composé de
K niveaux. Un produit qui a subi une opération au niveau k est immédiatement transféré au
n iveau /<+ l ,pourk= I , . . . ,K -1 . I€n iveauK es t ledern ie rn iveau :unprodu i tqu iasub i
une opération au niveau K est terminé et peut-être livré.
Chaque niveau k du système de production est composé & E* pôles, pour k =1, ..., K.
Chaque pôle e du niveauk regroupeS,,* places de stockage des en-cours de fabrication et
R". t  machines, pour e=1, . . . ,8r  dk=L, . . . ,K.  Les machines d 'un même pôle sont
identiques et peuvent êne utilisées indifféremment pour réaliser une même opération. Chacune
des S 
". o 
places permet de stocker une unité de produit avant que soit exécutée I'opération sur
une des machines R , . x.Si I'opération exécutée sur I'une des machines R ,, t est un assemblage,
chacune des S ,, o places permet de stocker tous les composants entrant dans la fabrication d'une
unité de produit résultant de cet assemblage. Ia Figure Itr- 11 donne un exemple d'un tel
système d'assemblage.
Dans les exemples numériques présentés ci-après (qui comportent plus de niveaux et de pôles
que sur la Figure ltr- 1l), le nombre de niveaux est K =6. Iæ nombre de pôles par niveau sont
donnés par le Tableau ltr- 7. Chaque pôle est composé de R,.r=3 machines identiques et de
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Figure III- 1I : Représentation d'un système d'assemblage
Les produits fabriqués par ce système de production nécessitent des opérations d'assemblage.
Les composants assemblés au niveau ft proviennent chacun d'un pôle du niveau k - 1, comme
représenté surlaFigure III- 12. Les composants du produit sont stockés sur le pôle dans la
limite des places disponibles, avant d'être assemblés ur une des machines du pôle. Dès que
Tableau III- 7 : Nombre de pôles par niveau
Niveau I 2 3 4 5 K=6
Nombre de pôles, .E* 6 2 ) 9 5 2
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I'opération d'assemblage est réalisée, le produit est immédiatement transporté sur un pôle du
niveau supérieur.





Figure III- 12 : Représentation d'un produit assemblé
Nous voulons étudier le comportement du système de production géré en temps réel par un
mode de gestion qui ordonnance tous les produits au plus tôt (i.e. voir Algorithme III- 2). Pour
cela, nous générons 1000 produits qui doivent êfre fabriqués sur le système que nous avons
décrit. Par conséquent, chaque produit ne comporte pas plus de 6 niveaux d'opérations
successifs. Iæ nombre d'opérations réalisées et I'enchaînement de ces opérations sont
déterminés aléatoirement.
Les durées des opérations réalisées ur les machines ont tirées au hasard entre 0 et 10. Nous
interdisons qu'un produit reste sur une machine après la réalisation de son opération. Par
conséquent, les durées opératoires ne sont pas contrôlables. I-e stockage nEe deux opérations
estfacultatif (i.e. de durée minimale nulle) et est limité en durée à U, qui est un paramètre de
contrôle de notre système. Nous voulons évaluer le comportement du système de production
suivant les valeurs de ce paramètre de contrôle.
III.6.3. Résultats numenques
Dans notre système de production, les périodes de stockage sont considérées comme des
opérations, et les places de stockage corrme des ressources disponibles en nombre limité. Les
algorithmes présentés dans les sections précédentes permettent de contrôler la durée de ces
périodes, Nous évaluons pour des différentes durées maximales de stockage U, e [0 ; 10], les
effets sur le système de production :
a) Le taux d'utilisation moyen des places de stockage, c'est-à-dire la moyenne du rapport entre
le temps d'occupation de chaque place de stockage t I'horizon de travail,
b) I€ taux d'utilisation de la machine goulot, c'est-à-dire le taux d'utilisation de la machine la
plus utilisée,
c) La moyenne du temps de cycle de chaque produit.
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Figure III- 13 : Résultats numériques
[a Figure ltr- 13 présente les effets de la limitation de la durée de stockage sur le système de
production. En toute logique, I'utilisation des places de stockage augmente si nous permettons
aux produits d'être stockés enfe les opérations. Augmentant la durée de stockage n cours de
production,le temps de cycle de chaque produit est allongé.
Dans notre cas, le taux d'utilisation de la machine goulot mesure la productivité du système.
Nous constatons que moins la durée de stockage est contrainte, plus la productivité augmente.
Mais, alors que la productivité peut ême augmentée de manière significative (de I'ordre de 5 7o
par unité de temps) pour des durées de stockage faibles (i.e. U, proche de 0), elle devient peu
sensible (de I'ordre de 0,5 Vo par unité de temps) pour des valeurs importantes (i.e. U, proche
de l0).
I I f .6.4. Conclusion
Dans cette section, nous avons évalué les conséquences de la limitation du temps de stockage
sur la productivité d'un système de production. Plus nous limitons le temps de stockage, plus le
système est contraint et moins la productivité est importante. Ceci illustre I'importance des effets
des contraintes de type "no-wait" stJr les systèmes de production.
De plus, cet exemple montre cornment le stockage limité (en nombre de places et en durée) est
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ilt.7. coNcLUSroN
III.7.1.Approche suivie
Dans ce chapitre, nous avons étendu les méthodes de gestion de production en temps réel
proposées dans le chapire précédent. Ces méthodes ont éIé, adaptées aux situations où des
opérations d'assemblage t de désassemblage doivent ête réalisées sur des produits. Elles
restent applicables pour les problèmes àdurées opératoires mixtes. L'objectif est d'obtenir
une productivité maximale à long terme. Trois méthodes ont proposées :
o Lapremière méthode de gestion consiste à terminer chaque produit le plus
tôt possible (voir Algorithme Itr- 2).
o La deuxième méthode proposée revient à fabriquer le produit au plus tard"
tout en respectant la date de liwaison fixée au plus tôt (voir Algorithme m- 4).
L'intérêt est de réduire le plus possible le temps pendant lequel des ressources
sont utilisées pour fabriquer le produit.
o Nous proposons une troisième méthode pour laquelle chaque produit est fabriqué
de manière à minimiser le coût d'utilisation des ressources de chaque
produit, sans dépasser la date de liwaison fixée au plus tôt (voir Algorithme ltr-
5). Nous utilisons également cet algorithme pour inciter le système à utiliser le
moins possible les ressources-goulots et, ainsi, espérer accroîte la productivité
du système.
Les algorithmes présentés ici sont nouveau( et leur complexité très réduite permet leur utilisation
en temps réel. Une partie des travaux de ce chapitre ont été présentés [Chauvet et Proth, 1998a]
[Chauvet et Proth, 1998b] [Chauvet et al., 1998b].
Dans le chapitre suivant, nous élargissons notre étude aux situations où plusieurs gammes
alternatives peuvent être choisies pour réaliser un produit.
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III.T.z.Extension : Autres gammes et conflits de
ressources
I I I. 7. 2. I . Introduction
Dans cette section, nous montrons comment étendre l'étude précédente, quand cela est possible,
aux situations où il existe des cycles dans le graphe représentant la gamme du produit (voir
I'Hypothèse ltr- 15), où Ie ré-ordonnancement est possible (voir I'Hypothèse trI- 3), où il
existe des conflits de ressources (voir I'Hypothèse III- 16) et où la préemption est permise (voir
I'Hypothèse ltr- 13). Nous montrons également cornment tirer le meilleur parti possible de notre
étude dans ces différents cas.
11L7.2.2. Présence de cycle
Dans ce qui précède, nous avons supposé que deux opérations ne peuvent avoir à la fois une
même opérationqui les précède, et une même opération qui les suit (voir I'Hypothèse ltr- 15).
En fait, nous avons admis que le graphe non-orienté associé G,=(H 1,/, ) n'admet aucun cycle.
Mais, dans certaines applications, il arrive que des opérations doivent commencer et se terminer
en même temps. Ces contraintes intoduisent des cycles dans notre graphe non-orienté associé à
Gi û interdisent I'utilisation des Algorithmes III- 1, III- 3 et III- 5. Dans ces cas, nous
proposons une approche certes moins rapide, mais qui permet néanmoins de fournir une
solution optimale aux Problèmes III- 2 etln- 4.
Pour cela, nous représentons les contraintes de ces problèmes sous forme d'un graphe
"potentiels étapes" [Roy, 1960], ou d'un graphe PERT Malcom et al., 19591, cornme nous
I'avons fait au chapine précédent pour le Problème II- 3 (voir Figure II- 8). Dans un graphe
PERT,la valuation 0 ,o,o,rde chaque arc (h,h 
') donne la durée minimale qui séparant les dates
T n et 7, , correspondant ux instants h et h' (i.e.T o,-T 020 ,o,o,y). Dans le cas où 0,0,r ,;30,
-0ro,o, , représenteladuréemaximaleséparant les dates To, etTo Q.e.Tr-To,s-01n,r , r ) .Une
telle représentation permet de modéliser toutes les contraintes des Problèmes III- 2 et III- 4,
coûrme nous le présentons ur la Figure ltr- 14.
Les algorithmes de plus long chemin appliqués au graphe PERT lGondran et Minoux, 1979]
permettent alors de déterminer une solution optimale des Problèmes Itr- 2 et III- 4. Cependant,
la présence de circuits dans le graphe PERT impose l'utilisation d'algorithmes spécif,rques
[Ford, 1956] [Bellman, 1958] dontlacomplexité enO(m,') "tt 
moins bonne que celle des
Algorithmes III- I et Itr- 3 eno( m ,) .
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Représensation i troduite dans I'Hypothèse III- I I Représensation par un graphe PERT
3 i  ; u  3 j l
l l  s j  ;u  s j ll l  z j  ;u  z j l
Figure III- 14 : Représentations équivalentes en présence de cycle
Nous pouvons aussi donner la solution optimale aux Problèmes III- 1 et III- 3 en présence de
cycles. Pour cela, nous utilisons respectivement les Algorithmes III- 2 et III- 4 pour lesquels
nous appliquons, au pas 2.1 de ces algorithmes, une méthode de recherche de plus long chemin
dans le graphe PERT associé. I-a complexité de ces deux algorithmes est en
O(y j  m jz  +  y ,  l oEz  t1 ) .
Des études sont menées actuellement pour résoudre de manière optimale le Problème III- 5 en
présence de cycle.
III.7.2.3.Cas où Ia préemption est permise
Dans cette étude, nous avons supposé que les opérations ne pouvaient ête interrompues
pendant un laps de temps puis reprises (voir Hypothèse m- l3). Nous proposons dans cette
section une adaptation qui permet de limiter le nombre d'intemrption d'une opération.
Supposons qu'une opération i exécutée sur le produit j puisse ête morcelée enf ,,, exécutions
successives. Saduréeopératoiredoit êue comprise dans [/,,, ; ui,i]. De plus, cette opération
peut être exécutée dans I'une des périodes de W,,r.
Nous créons/,,, opérations correspondant chacune à un des morcellements dont la durée est
comprise dans [0 iui,i). Ces /,,, opérations doivent êne exécutées uccessivement. La
première de ces/,,, opérations doit débuter simultanément à I'opération i et Ia dernière doit
s'arrêter au même moment que I'opéraûon i. La Figure m- 15 représente I'opération i et
I'enchaînement des/,,, morcellements. Ia durée totale de ces./i,; morcellements est égale à
celle de I'opération I qui est comprise nffe [,,, ; u i,if .
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Figure III- 15 : Morcellement d'une opération
Les ressources requises initialement pour exécuter I'opération i sont affectées à chacun des/,,,
morcellements. Ainsi, chacune de ces/,,, opérations doit êne exécutée dans I'une des périodes
deW ,,,. Quant à I'opération i, elle peut être exécutée àtout moment dans I'intervale [0 ; +oo[.
Une telle modélisation introduit un cycle sur nofre graphe. Par conséquent, nous résolvons les
Problèmes m- 1 à trI- 4 en suivant l'approches décrite dans la section précédente.
III.7.2.4.Cas avec conflits de ressources
Jusqu'ici nous avons supposé qu'il n'existait pas de conflits de ressources entre les opérations
pouvant être effectuées en parallèle sur un même produit. Deux conditions pour lesquelles cette
hypothèse st vérifiée sont proposées (voir I'Hypothèse ltr- 16).
Ces conditions garantissent que les méthodes décrites dans les sections précédentes fournissent
des ordonnancements pour lesquels les opérations utilisant les mêmes ressources ne sont pas
exécutées imultanément. Si aucune de ces conditions n'est vérifiée, les Algorithmes III- I à
Itr- 5 peuvent malgré tout être appliqués. Si I'ordonnancement qu'ils fournissent ne génère pas
de conflit de ressources, alors il est optimal. Sinon, il donne une borne inférieure de la solution
optimale,l'ordonnancement est qualifié de sous-optimal. Nous devons alors lever le conflit et,
pour cela, déterminer quelles opérations en conflit doivent être exécutées avant les autres.
En présence de conflit, déterminer la solution optimale d'un des Problèmes III- 1 à III- 5
devient combinatoire.
Théorème III- 6
Les Problèmes III- I à III- 5 sont NP-difficiles au sens fort (en présence de conflits de
ressources).
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Démonstration
a) Montrons que minimiser le makespan d'un produit dont les opérations se
suivent sans attente et ont des durées contrôlables est NP-diflicile au sens fort
(même si les fenêtres dans lesquelles sont exécutées les opérations sont
données)
Pour tout ordonnancement d'un tel produit, nous pouvons vérifier en un temps polynomial qu'il
satisfait toutes les contraintes, et déterminer son makespan.
Considéronsunflow shop à 3 machines du type F, lnwtlC,,,*. Minimiser le makespan d'un tel
problème sous la contrainte qu'il n'y ait pas d'attente est NP-difficile au sens fort [Rôck,
l984al. Dans ce problème, n produits doivent passer dans le même ordre sur 3 machines.
Nous imposons une opération initiale à exécuter sur chacun des n produits. Cette opération
débute à I'instant 0 et se termine quand la première opération du produit commence. Elle a une
durée minimale nulle et mærimale illimitée. Chacune de ces opérations nécessite une unique
ressource qui lui est propre.
Nous définissons à partir de ces n produits, un nouveau produit qui requiert I'assemblage de
ces n produits. L'opération d'assemblage final des produits a une durée minimale nulle et une
durée mærimale non limitée. Minimiser le makespan de ce nouveau produit né de leur
assemblage est équivalent à minimiserle makespan desn produits (puisque I'assemblage se fait
instantanément). Nous en déduisons que déterminer Le makespan d'un produit nécessitant un
assemblage et pour lequel il existe des conflits de ressource st NP-difficile au sens fort.
b) Nous en déduisons que les Problèmes III- 1 à III- 5 sont NP-difficiles au
sens fort
Pour toute solution proposée pour un de ces problèmes, nous pouvons vérifier en un temps
polynomial qu'elle vérifie toutes ses contraintes, et calculer la valeur du critère.
De plus, nous déduisons de a) que les Problèmes trI- I à m- 2 sont NP-difficiles au sens fort.
Nous posons pour toutes les opérations des ,? composants du produit décrit en a) un coût
d'utilisation des ressources égales às,,r=1. Le coût de production de ces n produits et de leur
assemblage st égal à n fois la longueur de son makespan. Par conséquent, résoudre le
Problème ltr- 5 (i.e. déterminer evient I'ordonnancement de coût minimal) revient à minimiser
Ie makespan des n produits. Nous en déduisons que le Problème III- 5 est également NP-
difficile au sens fort.
Il est possible de montrer le Problème Itr- I est un cas particulier du Problème III- 3, ainsi que
le Problème III- 2 est un cas particulier du Problème III- 4. Pour le montrer, nous remplaçons
-r47-
Chapitre Itr - Problèmes avec gammes d'assemblage et de désassemblage
lavariableTn,i prM-T0,, danslesProblèmesIII- l etIII-2, où M est choisi grand. De
plus, nous remplaçons chaque arc (h,k) par I'arc (k,lz ), pour (h,k)el,. Nous en déduisons
que les Problèmes Itr- 3 à III- 4 sont NP-difficiles au sens fort.
CQFD
On ne connaît aucun algorithme polynomial (ou même pseudo polynomial) pour résoudre les
problèmes NP-difficiles au sens fort. Les seules méthodes exactes existantes consistent à
énumérer explicitement ou implicitement (avec une procédure par séparation et évaluaton
progressive, par exemple) I'ensemble des solutions possibles. Dans notre cas, une solution
possible est un ordre d'exécution des opérations en conflit. Si peu d'opérations sont en conflit,
de telles méthodes ont utilisables.
Le contexte en temps réel interdit d'utiliser ces méthodes gourmandes en temps de calcul pour
des problèmes de taille importante (i.e. dans des situations où le nombre d'opérations en conflit
est important). Dans ce cas, nous sommes réduits à appliquer des méthodes approchées.
Nous renvoyons le lecteur à la littérature abondante existant sur ces méthodes exactes et
approchées : Brucker (1995), Chrétienne t aI. (1995), Pinedo (1995), Chu et Proth (1996),
Koole (1996), l-ai et aI. (1997), et Shmelev (1997), Esquirol et Lopez (1999). Plus
spécifiquement, Blazewicz et al. (1996), et Jain et Meeran (1999) proposent des états de I'art
sur les approches de résolution des problèmes de type iob shop.
Finalement, en présence d'opérations en conflit,les méthodes décrites dans ce chapine peuvent
être utilisées pour :
a) soit déterminer rapidement une solution réalisable et optimale pour un ordre donné
d'exécution des opérations en conflit,
b) soit donner une solution sous-optimale (pour un ordre partiel donné d'exécution des
opérations en conflit) qui permet d'éviter I'exploration de toutes les situations.
III.7.2.5.Cas où le ré-ordonnancement est possible
Nous avons considéré que I'ordonnancement d'un produit est défini une fois pour toutes et ne
peutdonc ête remis en question quand une commande apparaît (voir Hypothèse III- 3). Dans
des applications, il est possible d'ordonnancer toutes les opérations qui ne sont pas terminées ou
celles qui n'ont pas été encore réalisées. En ce qui concerne les opérations en cours d'exécution,
il est possible de modifier leur date de fin. Pour les autres opérations, nous pouvons modifier
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les dates de début et de fin. Il est également possible de changer I'ordre d'exécution des
opérations ur les machines.
Evidemment, étant donné que le problème de flow shop à 3 machines du type F, InwtlC,'* est
NP-difficile au sens fort,le problème de ré-ordonnancement est NP-difficile au sens fort même
dans le cas de produits fabriqués suivant des gammes linéaires comportant seulement 3
opérations. Nous ne pouvons alors résoudre ce type de problèmes en temps réel et nous
utilisons des heuristiques.
Oute les algorithmes présentés dans cette thèse qui peuvent ême utilisés comme heuristiques
pour ce problème, d'autres méthodes approchées ont été proposées 'appuyant sur des règles de
priorité [Golenko-Ginzburg et Kats], la programmation par contraintes [Cheng et Smith, 1995],
I'exploration arborescente [Ge et Yih, 1995] [Lamothe, 1996], ou encore les méta heuristiques
lBloch, 1999]. Puisque le ré-ordonnancement de plusieurs produits peut être vrr comme un
ordonnancement en présence de conflits de ressources (voir démonsffation du Théorème III- 6),
ces approches ont similaires à celles qui sont développées en présence de conflits de ressources
(voir section précédente).
Pour terminer, notons une approche particulière. Yih (1994) propose de ne pas remettre en
cause l'ordre dans lequel les opérations déjà ordonnancées doivent ême exécutées sur les
machines. Seul le décalage de ces opérations est autorisé. Ceci permet de réaliser certaines
opérations du dernier produit commandé enffe des opérations déjà ordonnancées. Ce principe
permet d'accroître la productivité du système tout en limitant le temps de calcul. Pour cela, nous
modélisons I'ensemble des opérations déjà ordonnancées sous forme d'un graphe PERT (voir
Section III.7.2.2.). [æs opérations à exécuter sur le produit commandé peuvent alors êne
insérées entre les opérations déjà ordonnancées que nous choisissons.
III.7.2.6.Conclusion
Dans cette section, nous avons montré comment étendre l'étude présentée dans ce chapitre aux
situations où les Hypothèses III- 3, III- 13, III- 15 et III- 16 (voir section 2) ne sont pas
vérifiées. De plus, nous avons montré comment utiliser les résultats de ce chapitre dans d'auhes
approches possibles.
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CHAPITRE IV
PROBLEMES A GAMMES ALTERNATIVES
Résumé
Dans ce chapiffe, nous proposons d'introduire des méthodes de gestion en temps réel adaptées
aux systèmes de production pour lesquels plusieurs gammes permettent de fabriquer un même
produit. Nous devons choisir parmi les gammes alternatives de chaque produit celle qui garantit
la meilleure productivité du système de production. Nous proposons des méthodes de gestion
applicables à des systèmes de production du type des problèmes mixtes. Tous les algorithmes
proposés dans ce chapite sont originaux. Ils permettent de déterminer Ie délai de [vraison de
chaque produit, et d'ordonnancer chaque produit de manière à minimiser le temps et le coût




IV.3. MINIMISATION DV MAKESPAN
IV.4. MINMISATION DU TEMPS TOTAL D'UTILISATION DES RESSOURCES
rV.5. MINMISATION DU COUT D'UTILISATION DES RESSOI.JRCES
TV.6. CONCLUSION
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IV.1. INTRODUCTION
Dans ce chapitre, nous nous intéressons à des systèmes de production dont les caractéristiques
sont les mêmes que celles qui sont présentées dans les deux chapitres précédents. De plus, nous
considérons que, dans certains cas, le passage d'un état du produit à un auffe peut se faire de
plusieurs manières. Les différentes gammes possibles permettant de réaliser un produit sont
appelées des gammes alternatives. L'objectif est de déterminer la "meilleure" gamme et
d'ordonnancer en temps réel chaque produit dès que la commande st passée. Notons que le
choix d'une gamme alternative pour un produit donné n'implique pas I'utilisation de cette même
gamme pour un autre produit de même type.
Nous illustrons notre étude par la geston d'une unité de production où plusieurs machines de
performances différentes ont capables de réaliser les mêmes opérations.
IV.1.1. Ltordonnancement d'unités automatisées avec
choix de machines de performances différentes
L'atelier que nous considérons est un système automatisé. Les stockages intermédiaires y sont
très limités (généralement, un seul produit peut êfte stocké en amont ou en aval de chaque
machine). Il comporte plusieurs machines capables de réaliser les mêmes opérations. Ces
machines, de technologies ou d'âges différents, ont des performances et des coûts d'utilisation
qui ne sont pas identiques. Pour chaque produit, nous pouvons choisir une série de machines
différentes. L'objectif est de déterminer la meilleure série de machines au moment
d'ordonnancer un produit.
La Figure IV- 1 présente l'ensemble des gammes alternatives d'un produit et le terme sous-
gamme désigne une partie d'une gamme.
Dans I'exemple de cette figure, le produit à réaliser subit trois opérations de transformation.
Nous devons tout d'abord apporter la matère première à un poste de découpe. Deux postes
(l'un utilisant le Laser, I'aufe le Plasma) permettent de réaliser la découpe. Du poste où est
réalisée la découpe, la matière est déplacée vers un deuxième poste où elle est poinçonnée.
Ensuite, elle est de nouveau déplacée vers l'un des deux postes de pliages avant de sortir de
I'atelier.
Dans I'exemple de la Figure fV- 1, le passage de l'état de matière première à l'état de matière
découpée peut se faire de deux manières : soit en utilisant la première sous-gamme alternative
correspondant à une découpe au Laser, soit en utilisant la seconde sous-gamme par un procédé
Plasma. Sur la Figure fV- 1, les hémicycles noirs marquent l'état du produit au début des sous-
gammes alternatives, et à leur fin.
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début des sous-gammes alternatives
fin des sous-gammes alternatives
poste de travail
Figure N- I : Exemple d'une unité automatisée comportant des choix de machines
IV. 1.2.Approche proposée
Pour faciliter la lecture, ce chapitre est organisé comme les deux précédents. Ainsi, dans la
section 2, nous précisons les hypothèses.
Iæ but du chapite est de donner des modes de gestion en temps Éel qui proposent un
ordonnancement de chaque produit dès que sa commande st connue. L'objectif global est
d'obtenir une gestion qui maximise la productivité du système de production à
long terme. Le premier mode de gestion consiste à fabriquer le produit au plus tôt
(c'est I'objet de la section 3). En outre, il permet de fournir au client un délai minimum de
livraison. Ensuite, nous proposons un deuxième mode de gestion qui revient à commencer la
fabrication du produit au plus tard, tout en livrant le produit au plus tôt (voir section 4).
Enfin, nous donnons un troisième mode de gestion dont le but est de minimiser le coût
d'utilisation des ressources (voir section 5), tout en livrant le produit au plus tôt.
Chaque section est illustée par un exemple de gestion d'une unité de tôlerie fine. Des travaux de
recherche sur les guunmes alternatives ont déjà été publiés dans un contexte où I'attente des
produits est permise [Chauvet et a1.,1998a] [Chauvet et Proth, 1999].
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IV.2. HYPOTHESES
Dans cette section,le cadre d'étude est décrit. Les hypothèses faites sont les mêmes que celles
faites dans les deux chapites précédents, mis à part I'Hypothèse IV- 4 qui est modifiée pour
tenir compte de I'existence de gammes alternatives. Ainsi, cette hypothèse permet d'élargir le
champ d'application de l'étude. Nous rappelons I'ensemble des hypothèses et les notations
nécessaires à la lecture de ce chapitre.
Hypothèse IV- I : L'ordonnancement est en temps r/e/. Nous devons ordonnancer chaque
produit dès que sa commande arrive. Nous numérotons les demandes de 1 à n dans I'ordre de
leur arrivée. Nous désignons par J I'ensemble des demandes.
Hypothèse IV- 2 : La matière première et les composants du produit à fabriquer sont
disponibles. Nous supposons que la matière première et les composants du produit à fabriquer
sont disponibles à ladate r,.
Hypothèse IV- 3 : L'ordonnancement d'un produit ne remet pas en question
I' ordonnancement des précédents.
Ilypothèse IV- 4: La gamme de chaque produit peut comporter des opérations
d'assemblage ou de désassemblage, et des sous-gammes alternatives.
Nous supposons que les gammes des produits à réaliser peuvent comporter des assemblages et
des désassemblages, comme dans le chapitre précédent. De plus, nous considérons que la
gamme de chaque produit peut êffe choisie parmi plusieurs altematives. Nous appelons sous-
gamme I'ensemble des opérations permettant le passage d'un état /z du produit à un état h' .
Cette sous-gamme est dite alternative s'il existe d'autres sous-gafirmes permettant le passage de
l'état h à l'état h'. Les états ft et h' sont appelés les extrémités communes de
I'ensemble des sous-gammes alternatives (permettant le passage de l'état h àl'état h').
Pour éviter toute confusion, nous considérons qu'un état ne peut être I'exnémité commune de
plusieurs ensembles de sous-gammes alternatives. Nous désignons pr en,i I'indice de
I'ensemble des sous-gammes altematives du produit j dont h est I'extémité commune. Nous
désignons pu E i I'ensemble des indices e o ,, . Nous avons E ,= U" 0,, où I/ 
', est I'ensemble
heH't
des états du produit j qui sont I'extémité commune d'un ensemble de sous-gaûImes
alternatives. Pour tout ensemble des sous-gammes alternatives e € E, , nous désignons ptf v ,.;;
le nombre de sous-gammes alternatives.
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Les exemples de produits présentés dans ce chapitre sont particuliers :
a) leurs sous-garnmes altematives comportent le même nombre d'opérations,
b) ils ne comprennent que deux exffémités pour un ensemble de sous-gammes alternatives (ceci
n'est pas toujours vrai quand le produit nécessite des assemblages),
c) aucune sous-giunme alternative n'est incluse dans une autre.
Nous pouvons imaginer des situations où ces conditions ne seraient pas vraies. Néanmoins,
toute l'étude et les algorithmes qui suivent resteraient valides dans ces cas plus complexes.
La Figure IV- 2 représente une telle gamme. La gamme de cet exemple comporte ln,l=Z
ensembles de sous-gammes alternatives. Iæ premier ensemble de sous-gammes altematives
permetdepasserdel'état2duproduitàl 'état 12etcomportev,r,i, j=r,rz,j, j=3 sous-gammes
alternatives. Iæ second ensemble admet u,rr,j,j=v 
"ro,j,i=2 
sous-gammes alternatives.
Chacune des 12 opérations est représentée par un arc. Les états du produit au début et à la fin
des sous-gammes alternatives ont marqués par des hémicycles noirs.
Figure N- 2 : Représentation de gammes avec deux soas-gammes altematives
Ainsi, dans cet exemple, après I'opération 1, nous pouvons exécuter soit les opérations 2 et 3,
soit les opérations 4 et 5, soit encore les opérations 6 et 7 . h même, après I'opération 6, nous
pouvons exécuter soit les opérations 9 et 10, soit les opérations l0 et 12. Par conséquent, le
produit à réaliser est défrni par I'une des six gilnmes suivantes : {L, 2, 3, 8, 9, l0}, { l, 4, 5,
8 ,9 ,  10 ) ,  {1 ,  6 ,  7 ,8 ,9 ,  10 } ,  {1 ,2 ,3 ,8 ,  11 ,  l2 I ,  { r ,  4 ,5 ,8 ,  11 ,  l2 l  e t  {1 ,  6 ,  7 ,8 ,  l r ,
12). Nous devons choisir la meilleure gamme parmi les six g:unmes possibles.
Pour le produit j, nous notons m, le nombre d'opérations de sa gamme (y compris les
opérations des sous-gammes alternatives) et /, I'ensemble des opérations.
Hypothèse IV- 5 .' Nous savons quelles sont les ressources interchangeables en cours
d'opération.
Hypothèse IV- 6 : Le temps de changement de ressource en cours d'opération (lorsque cela
est possible) est nul.
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Hypothèse IV- 7 : Chaque opération peut nécessiter l'utilisation de plusieurs types de
ressources,
Hypothèse IV- I : L'utilisation d'une ressource ne dépend pas d'autres utilisations de la
même ressource.
Hypothèse IV- 9 : Les exemplaires d'un même type de ressources sont identiqzes. Nous
pouvons toujours nous ramener à une situation où cette hypothèse est vérifiée. Pour cela, nous
définissons une sous-gafirme alternative pour chaque opération utilisant une ressource dont les
exemplaires ne sont pas identiques. Chaque altemative correspond alors à un exemplaire
différent de la ressource. Les exemplaires de chaque ressource utilisés par les opérations de
chaque gamme alternative sont alors identiques.
Hypothèse IV- n: Les disponibilités des ressources sont connues.
Hypothèse IV- 11 : Les opérations se suivent sans interruption. Puisque les opérations se
suivent sans attente, I'instant de fin d'une opération est également l'instant de début des
opérations qui la suivent. Nous représentons les données relatives à un produit i par un graphe
orienté G,=(H 1,/r), comme celui de la Figure IV- 3.
Figure N- 3 : Graphe représentant la gamme d'un produit
I-e graphe G ,=(H ,,/, ) est composé d'un ensemble H , de sommets marquant les instants de
début et de fin des opérations. Ces sommets sont reliés ptr m i arcs représentant I'ensemble /,
des opérations. L'ensemble des états du produiti qui sont I'extrémité commune d'un ensemble
de sous-gammes alternatives, est H' ,=H ,. Iæ nombre de sommets du graphe est alors égal à
ln , l=m, * l * I (u , , r+1 ) ,où  m,es t l enombred 'opé ra t i onsde lagamme e tv " , , l enombre
eeEl
de gammes alternatives correspondant à I'ensemble de sous-gammes alternatives e e E,.
X,,, est l'indice de la sous-gzunme alternative retenue pour I'ensemble d'indice e. On a :
l<X,,j<r ,,, pour eeE,. Nous devons déterminer les sous-gammes alternatives X",; gui
permeftent d'obtenir le meilleur ordonnancement possible. Nous considérons qu'un état k ne
peut appartenir à deux sous-gammes alternatives d'un même ensemble. Nous désignons par
f l 2 ;  ; u  2 ; ) l l 3 ; ;  u  3 ; ) l l  e.1; u e; l [ l 1 s ; ; 2 1 6 ; ]
l -  t l a ; ; ua ; l
L4
U t j t u r j l
) ' 1- 9 13 i
U a i  ; u  a i l U t i ; u t i l [ / 1 1 ; ; u  r r ; l U tzi: u tzi l
I t,i; y +i_l
l U  s j ;  u  s j
t - /
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d o, "., 
I'indice de la sous-gamme alternative à laquelle appartient I'état k r pour I'ensemble de
sous-garnmes .
Au début et à la fin de chaque sous-gafirme alternative, nous définissons autant de sommets
qu'il y a d'alternatives possibles. La Figure IV- 4 reprend la numérotation des sommets au
début des premières ous-gammes alternatives de la Figure IV- 3. Le sommet 2 correspond à la
fin de l'opération 1. Les sommets 3,6 et 9 correspondent au début des opéraûons 2, 4 et 6.
Figure N- 4 : Numérotation des sommets au début d'une sous-garnme à alternatives
Supposons que sur I'exemple de la Figure fV- 3, la première sous-gamme alternative soit
retenue pour passer de l'état 2 du produit à l'état 12, i.e. X,r,,,,=I. Pour que
I'ordonnancement soit valide, deux conditions doivent être vérifiées :
a) Il faut que la date de fin de I'opération 1 (i.e. conespondant à l'état 2) soit égale à la date de
début de I'opération 2 (i.e. correspondant à l'état 3).
b) Il faut que la date de fin de I'opération 3 (i.e. correspondant à l'état 5) soit égale à la date de
début de I'opération 8 (i.e. correspondarfiàl'état L2).
Pour toute sous-grulme alternative d'indice X, nous désignons ptr N,,i(X) I'ensemble des
couples de sommets qui doivent coïncider si I'alternative X est choisie parmi I'ensemble e des
sous-gammes possibles pour réaliser le produit j. Le premier sommet du couple est une des
extrémités communes de I'ensemble des sous-garnmes altematives et le second correspond au
sonrmet de la sous-gaûrme retenue. Dans notre exemple, nous avons
N,z , j , / ( l )= { (2 :3 ) ; (12 ;5 ) } .  De  même,  nous  avonr  N , r ,1 , i (2 )= { (2 ;6 ) ; (12 ;8 ) } .
Pour toute sous-gafirme altemative d'indice X de I'ensemble e, les couples de I'ensemble
Nr,j(X) sont considérés, dans la suite, cotrrme de nouveaux arcs de notre graphe. Nous
désignons pil 5; I'ensemble de ces arcs, Sr= [Jx,,r(X). Pour ces arcs, nous étendons la
'"t\tn''
définition de successeur et prédécesseur d'un sommet. Un sommet k de I'ensemble FI, est un
successeur possible du sommet ft si et seulement s'il existe un couple (h,k) dans $,
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reliant h àk . Nous pouvons noter cet arc i=(h ,k ). De même, un sommet h de I'ensemble FI,
est prédécesseur du sommet k s'il existe un couple (h,k) dans 5r. Notons que pour tout
couple (h,k) de 3r, ft est toujours prédécesseur du sommet /c tandis que /< n'est un successeur
de /z qu'à la condition que la sous-gamme alternative correspondante soit choisie.
Hypothèse IV- 12 : Les durées des opérations sont contrôlables.
Hypothèse IV- 13 : La préemption est interdite.
Hypothèse IV- 14 : L'objectif est d'ordonnancer chaque produit dès que sa. commande est
enregistrée de manière à maximiser Ia productivité du rystème à long terme. Nous désignons par
T o,, ladate à laquelle correspond I'instant d'indice h . La date de début de I'opération i-(h ,k)
ef fectuéesur leprodui t j  estnotée B, , i=To, j  e tsadatede f rnC, , ,=Tr ,o.  Ordonnancerun
produit revient à déterminer dans quelle période 2,,, doit être exécutée I'opération i sur le
produit j, ainsi que ses dates de début 8,,, et de fin C,,i=B i,itPi,i. Pour atteindre une
productivité mildmale du système à long terme, nous étendons les méthodes de gestion
présentées dans les chapitres précédents :
a) terminer chaque produit le plus tôt possible (voir section 3),
b) commencer la fabrication du produit au plus tard, tout en respectant la date de
livraison fixée au plus tôt (voir section 4),
c) minimiser le coût d'utilisation des ressources de chaque produit, tout en
respectant la date de liwaison fixée au plus tôt (voir section 5).
Hypothèse IV- 15 : Dans une gamme alternative donnée, deux opérations ne peuvent avoir
à In fois une même opération qui les précède, et une même opération qui les suit . Ceffe
hypothèse nous autorise à étendre la numérotation des sommets introduite dans le chapite
précédent. Nous numérotons I'ensemble des sommets du graphe G, de manière à ce que :
a) Pour tout sornmet d'indice ft, il n'existe pas plus d'un sommet d'indtce k>h parmi les
successeurs directs et les prédécesseurs de ft.
b) Si pour un sommet d'indice lr il existe un tel sommet k>h, alors tous les successeurs
possibles du sommet h ontun indice inférieur à h .
Les sommets de la Figure [V- 3 sont numérotés de cette manière. Il est possible d'obtenir une
telle numérotation par un algorithme de complexité égale à O( | H jl ). Cette numérotation
est essentielle pour les algorithmes présentés dans la suite.
Hypothèse IV- 16 : II n'existe pas de conflits de ressources entre les opérations pouvant
être ffictuées en parallèle sur an même produit. Cette hypothèse ne conceme pas les opérations
de deux alternatives différentes. En effet, seules les opérations de l'une des deux altematives
sont effectuées.
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IV.3. MINIMISATION DUMAKESPAN
IV.3. l . Introduction
Dans cette section, notre objectif est de décrire une méthode de gestion en temps Éel qui
ordonnance chaque produit au plus tôt, i.e. qui minimise le makespan de chaque produit. Nous
formalisons le problème avant de montrer son niveau de difficulté. Ensuite, nous proposons un
algorithme original.
Si le nombre de gammes alternatives pour réaliser un produit est réduit, nous pouvons tester les
alternatives une par une et garder la "meilleure". Mais, quand le nombre de sous-gammes
alternatives augmente, cette méthode devient combinatoire et n'est plus applicable. C'est
pourquoi nous proposons une approche différente dans la suite.
IV.3.2. Formalisation
Nous voulons déterminer les dates de début des opérations effectuées sur le produit j sachant
que la date de disponibilité est r, (voir contraintes (fv-l)). Les dates T 0,, et Zo,, définissent
les instants de début et de fin de chaque opération (h ,k)e I , .
La durée d'exécution P ç, . 1,1, i=T t , i-T n,, de chaque opération i-(h ,k ) est à déterminer et doit
vérifier : I , , ,<P , ,,1u ,,, (voir contraintes (fV-2)). Chaque opération i peut êfre exécutée dans
I'une des 1;i , ;  fenêtres de temps de I 'ensemble W,,i={lar,,, i  i  b,, i , i l  I  ISzSy,,,} (voir
contraintes (IV-3)-(IV-4)).La fenêre retenue est la fenêne d'indice 2,,, (vot contraintes ([V-
s)).
De même,la sous-gamme alternative d'indiceX,,, est la sous-gamme retenue (voir contraintes
(IV-6)), pour eeEr. Pour chaque sous-garnme altemative retenue, les dates des opérations
doivent coincider avec les dates des opérations extérieures à la sous-giunme (voir contraintes
(rv-7)).
Notre objectif est de minimiser la date d'achèvement du produit, i.e. la date de fin de la demière
opération effectuée sur le produit. Nous notons H ,W', I'ensemble des sommets du graphe qui
n'appartiennent pas à une sous-gamme alternative, H' jeV j. Nous considérons que le début et
la fin d'exécution du produit n'appartiennent pas à une alternative.
Les contraintes (tV-8) à (IV-10) donnent les intervalles de définition de toutes les variables de
déc is ions  T  n ,  j ,  2 , ,  j .  e t  X , , , .
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Ce problème s'écrit :
Problème IV- 1 : Minimisation dt makespan de chaque produit
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Avant de proposer une méthode de résoluton, nous montrons le niveau de difftculté du
Problème IV- 1. Pour cela, nous montrons qu'il appartient à une classe de problèmes pour
lesquels on ne connaît pas d'algorithmes polynomiaux.
Théorème IV- 1
Trouver une solution réalisable au Problème [V- 1 est un problème NP-complet, et le Problème
IV- 1 est un problème NP-difficile.
Démonstration
Pour n'importe quelle solution au Problème IV- 1 (i.e. {To,iIn.ni, {2,.i},.,i et
{X ",i! . ri), 
nous pouvons vérifier en un temps polynomial qu'une solution est réalisable ou
non.
Considérons le problème suivant :
SoitunensemblefiniA devaleursentièrespositives A={at, az, ..., atet} etun entierpositif
B. Existe-t-il un sous-ensemble A'cA tel que la somme des entiers de A' soit exactement
égale à B ? Répondre à cette question (désigné en anglais par subset sum) est un problème NP-
complet [Garey et Johnson,1979].
Montrons que ce problème est un cas particulier du nôtre. Pour cela, considérons le produit i
qui doit subir * i=l A | +2 ffansformations uccessives . La première opération de
transformation aune durée minimale nulle / r , j =0 et doit être réalisée pendant la période [0 ; 0].
La demière opération a également une durée minimale nulle / n, - ,, =0 et doit être réalisée pendant
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lapériode [B ; B]. Chaque transformation i intermédiaire (i.e.2<i<mr-1) peut être réalisée
par une machine n un temps 1,, j=ui, j=di-,. Les ftansformations intermédiaires sont toutes
facultatives. Aussi, pour chacune, nous définissons deux sous-gtillmes alternatives :
a) la première qui consiste à réaliser une opération à I'aide d'une machine en un temps
1 , , ,= t1  , , ,=a , - r ,
b) la seconde qui revient à réaliser une opération en un temps nul I , , ,=u i, i =0 (i.e. dans ce cas,
aucune transformation ' est réalisée).
Déterminer un ordonnancement admissible pour ce produit j permet de résoudre simultanément
le problème de type subset sarc associé.
Par conséquent, trouver une solution réalisable au Problème [V- 1 est un problème NP-complet
et le Problème fV- 1 est un problème NP-difficile.
CQFD
Dans la section suivante, nous proposons une approche directe de résolution du Problème IV- 1
en un temps pseudo polynomial.
IV.3.3.Sélection des fenêtres
Pour résoudre le Problème fV- 1, il faut déterminer quelle gamme altemative réalisée, dans
quellefenêtre 2,., etentrequellesdates T 0,, etT 0,,l'opération i=(h,ft) doit ête effectuée de
manière à ce que le makesparz du produit soit minimal.
L'approche proposée st une extension de I'Algorithme II- 6 du chapite tr et de I'Algorithme
m- 5 du chapite précédent. Elle consiste à discrétiser le temps. Nous considérons que les
durées des opérations ainsi que les dates de début et de fin des fenêtres sont des valeurs
rationnelles. En multipliant toutes ces valeurs par le plus petit multiple commun de leur
dénominateurp, nous transformons notre problème de manière à n'avoir que des dates et des
durées entières. Nous admettons donc que ces valeurs sont entières.
L'approche est basée sur la programmation dynamique. Pour cela, nous définissons ln,l
étapes correspondant aux I n,l états du produit j au cours de sa réalisation (y compris les
états des giiltmes alternatives). Pour chaque état du produit, nous énumérons toutes les dates
possibles pour lesquelles le produit peut êfte dans cet état. Nous recherchons I'ensemble des
dates de chaque état qui correspondent à une fin au plus tôt du produit et, par conséquent, nous
évaluons chaque date en fonction du makespan qu'elle permet d'atteindre.
Avant d'appliquer cette approche, nous calculons une borne supérieure du makespan optimal
pour ce problème. Pour cela, nous choisissons arbirairement les sous-gaûrmes alternatives. Iæ
Problème IV- 1 que I'on obtient sans gamme alternative st équivalent au Problème III- 1. Nous
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le résolvons en appliquant I'Algorithme m- 2. Nous désignons Pat di la date de fin que l'on
obtient pour le produitj. Cette date est évidemment une borne supérieure du makespan optimal
du Problème IV- l.
L-a daæ To,, conespond à I'instant de f,rn d'exécution des opérations (/,h)eI, et de début
d'exécution des opérations (lz,k)el, sur le produitj. Puisque le produit ne peut commencer
avant la date r, (voir définition des contraintes (IV-l)) et peut êûe terminé à la date d;, ilous
avons :
r i 3T  r , f  d i ,  pou r  l <h= rn  j + | . ( IV-11)
I-a durée de chaque opération i est conftôlable et peut êfre choisie dans I'intervalle ll,.tiu i, i)
(voir contrainte (IV-2)). Ainsi, les dates de début de I'opération(f ,h ) qui autorisent une fin à la
dateTo,j sontcomprises enteTo,i-u<r,h), j  etTo,i-Irr,ot,r.  D même, les dates de f in de
I'opération (h,k) qui autorisent un début d'exécution à Ia date Th,j sont comprises entre
T  o , i t l <o .o t ,  j  e tT  0 . ,+u (h . k ) , i .
Si nous décidons de commencer l'opération (f ,h )e/, à I'instant T ,,, et de la terminer à I'instant
T o,r, deux cas peuvent se présenter :
a) I'intervalle lTr,i i Tn,il est inclus dans une période de disponibilité des ressources,
lar.<r,h), i)b r,(1,h), j ]  où 1<z 3! ç,0,,r.  Dans ce cas, nous en déduisons que le makespandt
produit est supérieur àT n,i date à laquelle I'opération (f ,h) se termine.
b) I'intervalle [2r,, ; T n,i] n'est pas inclus dans une periode de disponibilté des ressources ;
dans ce cas, nous en déduisons que I'opération (f ,h) ne peut se terminer à I'instant T 0,, et
nous lui associons un makespan de valeur infinie.
Parmi toutes les dates possibles Zr,r, nous retenons la meilleure date (i.e. celle qui permet
d'atteindrelemeilleur makespan)permettantdeterminer I'opération (f ,h) à la daûe Io,r. Nous
notons S ç,njT n,;) I'ensemble des dates permettant de terminer I'opération (f ,h)elt à la daûe
T n, i . Formellement, nous avons :
S ç,{T n,)={t I r,.t.âi, T o,j-lç,n1,ftsT 1,j-uç.h),j, et=19,3! ç,0>,itq.lt;T o,,Jçfa,,ç,0t1;b,,c,ot)l
pou r r j s fà , i 3d i ,  ( h , k )e l . , ,  l =h<mj+ I .  ( rV -12 )
Nous désignons pæ Cç,0/Tn,;) le meilleur makespan déduit de I'opération (f ,h)e.I, se
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c'o' a(r u'') = 
t n''#ft n'' I { 
** { t( r r''); r ̂ ''}}
pour r r< Io , i sd  i ,  (h ,k )e l , ,  l sh<m,+1.
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Demême, sinous décidons decommencerl'opération(h,k ) à I'instant T n,i d de la terminer à
I'instant To,r, deux cas peuvent se présenter:
a) I'intervalle lTn.i ; Tr.il est inclus dans une periode de disponibilité des ressources,
lor , ro ,ot , i ibr , ro ,or , i l  où l<23!<nt  1 , ; .  Dans ce cas,  nous en déduisons que le  makespan
du produit est supérieur àT n,i etàT r,,.
b) dans l'autre cas, nous associons à(h,k)wmalcespaninfrni.
Nous notons S ç,.1,/T n,, ) I'ensemble des dates permettant de cofilmencer I'opération (h,k)eI,
à la date T n,i .Formellement, nous avons :
S ,o,e;(T 4;)= {t lr ,<t <7 i , T o,i+ I ,u,or,St sT 0,,* u <n,o.i, et 3 1<z 3! o,*>,i tq. IT 0,,;t Jçlo ,,<u,,iib ,,<n,,il]
pourr rs lo  , i=7 i ,  (h ,k)e l , ,  lsh<m,+L ( ry-14)
Nous désignons par C 6.01(T n,) Ie makespan rndvrt par I'opération (ft ,k)el, commençant à la
daæT 0, ,  :
ri sro,ol (T0,,)= a
sinon
(ry-r5)
Considérons, maintenant, un couple (f ,h)eS,.L'étatf du produit est un prédécesseur de l'état
h :/ est donc une des extrémités communes de sous-garnmes altematives et h est l'état qui
corncide avec f si la sous-gzmme altemative conespondante st retenue. Même si la sous-
gamme altemative associée à ce couple n'est pas retenue, nous voulons que I'état f corncide
avec l'état h .EnconEaignantl'étatf à corncider avec l'état h , nous ne modifions que les dates
des états du produit utilisant cett€ sous-gÉunme alternative. Nous désignons par C no.,(T nr) le
makespan induit par l'état/ :
C  ç , , , {T  n , )=C(T î )powr ,sT o ,Éd i ,  ( f  ,h )e9 , ,  I shsm j+ t . (rv-16)
Considérons, enfin, un couple (h,k)e9,. L'état k du produit est un successeur possible de
l'étath. Cela signifie que si la sous-gamme alternative correspondant à ce couple est retenue, les
états h et k coihcideront. Nous désignons par C ,o.o(T n,) le makespan indrit par l'état k :
C  ç , ,e {T  n ,1 )=C(T r )pour r ,sT  o ,Éd i ,  (h ,k  )e9 . , ,  l shsm,+1. (rv-17)
Parmi tous les successeurs possibles de /r, nous retenons celui qui nous permet de garantir le
meilleur makespan et tel que l'état h du produit soit obtenu à la date T o . , . Nous en déduisons
que le meilleur makespan pour lequel ' état h est obtenu à la date T o , , est :
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(rv-18)
Ia Figure IV- 5 reprend I'exemple précédent. Les dates Zo,, possibles de chaque état h du
produit sont énumérées à chaque étape. Les états sont considérés dans I'ordre de la
numérotation introduite à la suite de l'Hypothèse IV- 15. Les calculs relatifs à l'état ft du produit
tiennent compte des états/ du produit proches (i.e. les successeurs etles prédécesseurs de l'état
fr ) pour lesquels les calculs ont déjà été opérés. Les calculs relatifs à l'état /z permettent de
définir les dates Zo,, pour lesquelles le produit peut être dans l'état h etde connaître Le makespan
minimal correspondant àcette date.
Tt,i Thj
l l
Figure N- 5 : Les étapes de Ia programmation dytamique
Si la date T o ,, ne correspond pas à une solution réalisable, il lui est associé wr makespan infrni.
minimal pour lequel le produit est dans l'état
st la solution optimale au Problème IV- 1 , on a
rIV- 1 découle des relations (IV-10) à (IV-18) et
permet de résoudre le Problème IV- 1.
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Algortthme IV- I : Choix des fenêtres pour une fin du produit au plus tôt
Procédure Définiton des fenêtres induisant un mal<cspan minimal pour le produitj .
Entrée : j est I'indice du produit considéré.
1 est la date à partir de laquelle on peut coûrmencer à réaliser le 
produit j .
d 1 estune borne supérieure du makespan minimal, i.e. date avant laquelle le produit j est terminé.
m j estle nombre d'opérations à réaliser sur le produit i .
.F1, est I'ensemble des instants marquant le début et la fin des opérations effectuées sur le produit j .
1, est I'ensemble des opérations à réaliser sur le produit j .
E, est I'ensemble des extrémités communes des sous-gammes alternatives du produitj .
9, est I'ensemble des couples d'états qui coincident suivant les sous-gammes alternatives retenues.
N",; (X ) est I'ensemble des couples d'états qui coihcident si la sous-gamme alternative X est
retenue parmi l'ensemble d'indice e, pour eeE, .
e h, j estl'ensemble de sous-gammes alternatives dont à est une extrémité commune, pow heH, .
do, ,, j est I'indice de la sous-gamme alternative à laquelle appartient l'étath, pour ft eH t, e eE t.
/,,, est la durée minimale d'exécution de I'opération i sur le produitj , pour i elr.
u i . j est la durée maximale d'exécution de l'opération i sur le produit j , pour i e /r .
) i ,; est le nombre de fenêtres dans laquelle on peut réaliser I'opération i sur le produitj ,
pour i e/, .
az. i . j estla date de début de la z -ième fenêre de I'opération i effectuée sur le produit j ,
p o u r l < z s y , , t , i e l t .
b ,, , ,, est la date de fin de la z -ième fenêne de I'opération i effectuée sur le produitj,
p o u r  l s z  s y  , , t ,  i e l t .
S ortie z T n, j est la date correspondant à h, où h e H, .
Z , ,, est la fenêtre dans laquelle on doit réaliser I'opération i sur le produitj , où i e I, .
Xr,, estf indicedelasous-gammealternativeretenueconespondantàl'ensemble , oùeeEt.
1.  In i t ia l isat ion.
l.l. Pour (f ,h)el t : Oc Mæ c/44ae aféullsa (f ,h) 
qrrc fatt .r*&'
1.1.1. S i ( f <h ): y'æ d*tt 12 e'êhfzf ud aatarct aæ4 qzr 4z l1eafz h.
1.1.1.1. Trier les fenêtres la,co.i ; b,,6nt,i pour l<e 3! ff,nt.j,
dans I'ordre croissant des e 2.,,h\,jet, en cas d'égalité, dans I'ordre croissant des b ,.6.tt.i
Dan b aetz, hz -ûne (sâtæ eal bz'rlne A,é.taf d4.& d qù&, I33]u z.(.r.h).r
1 . 1 . 2 .  S i n o n  :
1.I.2.1. Trier les fenêtres la,11.nt.i i b z.ç.b.jl pour 1< sy o,.D.i
dans I'ordre croissant des b z,u,D,j et, en cas d'égalité, dans I'ordre croissant des a z.th),i
2. Pour ft allantde I à | A, | : 0" *h 
l'ëdlza le h*4f. qattàû/éz,
2.1. Pour Tr,, allantder, à d1 : 0a é&.ttàne cl4#z d4* f44.4hTr.i & l 'Adh,
2. 1. 1. Pour C (T n, i):=T t . i . Oa tatttaltu h c/tât & ta lafe T h, i à T h. j .
2.t.2. Pow f e{f <h | ff ,hÈI j } : 0a ef t'tadkp lt l'ët4/e ptécél&ttz.
2.1.2.1. Poser C ç.6(T t,; ):=+-. 0p ttuTralûa h 
qtâr dâft| à l'ophattot (f ,h) à +*'
2.I.2.2. Poser z :=min{z I lszsy v.nt,i, b ,,r.r.nt,PT o, i}. 0a atez la I* le'êtrt
2.1.2.3.  Pour Tr , ,  a l lantdemax{r . ,  i  dz,u.h) , j  ;  T n,  j -uu.r , , i }  à  min ld i  :  T n. iJ  ç ,6, )  :
Oa euoaæ cl4q4e dateT r. j /Wa* dz touttt'tot e'af,ôufù.. à b l4leT h, j.
2 . t .2 .4.  S i  (  c  v ,o(T o,  i )>C (T I .  j )  )  a lors :
y'a& Tr, j Êott€t 1z daowt (z aâr'
2 .1 .2 .4 .1 .  Pose r  C  ç ,6 (T  n  . 1 ) :=C  (T  t .  i ) .
2 .1 .2 .4 .2 .  Pose r  S  op t  ç .q (T  n ,1 ) :=T r . , .  0c  1@æ paoS  op t  ç ,6 (7 , , , 1 )  l a
fu fm*t dp bwaw l'af.âattirc ff , h) à b d4teT n, i e atâl h (ar 6aô.
2. I .2 .5.  Poser C(T n, i ) :=ma,r{C(T1 ,1) ;C ç.4(T n, i ) } .  O" futd,  e*  @"t f re t1&a/mo
deC 6,6(T n, i )  haa dh /4 b daleT h,  j ,
2 .1.3.  Pour ke{k<h t (h,k)e l , l :0c rotek t ' .h /&z dz tér4 lp 44/ tnt te '
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2.l.3.L Poser C e^(T n,; ):=+-. 0a *uZaala,e b ntâr',e/4û4 à e'opéaatloaa (h,k) à +*,
2.1.3.2. Poser 7:=nax{z | 19.<y <n.B,j, az,(h,rù,ÉT , , i  l . Oc cate z b I* lnbæ
/z',nda'rf le 'éa&&s, ê'o/éutti'4 (h,k) ît4è @'rs4teo à h 44leT h, j '
2 . l . 3 .3 .Pou r  T^ , ,  a l l an tdemax{ r ,  ;Tn , i+ l ç ,n1 , )  àm in {  d i  ;  bz . v .n t . j  i Tn . i +uç . r ; , i l  :
àrc emtt*e c/a#e lÂleT k. j fma*d dr qnatwec ê'q,haauc à h dateT h, j .
2 .1 .3 .4 .5 i  (  C ( i , ô ( f  n ,1 )>C(To , i )  )  a l o r s  :
y'd dateT k , j fst'tû de /*a*z't h coât:'
2 .1 .3 .4 .1 .  Pose r  C  u , .D (T  n ,1 ) :=C  (T  r , 1 ) .
2.1.3.4.2. Poser S o p t s.s(T n. 1 ):=T t, j . âot 1,é4q4to patY S o p t *,p,{T o, t ) h
dæ fwtt & cortu*eetst é'aféufbrt (h,k)à b dafeT n. j e coât b f/44 444.
2 . l , 3 .5 .Pose r  C (Tn , i ) : =max {C(T0 , , ) ;Co ,o t (To , i ) l .O "pwd ,a r@uf reê 'é ' aha l t a *
de C ft,D(T r, j) 1a,4 dlp dê b dale T h, j '
2.1.4. Poru,r f ef<h | (f ,h)eS , | : 0c natef C'&ààe fu ê'&4fz couudaw'
2.1.4.1. Poser C ç.6(T n, i ):=C (T r, i ). O r t lz,@ &ë dz& 
qtâ14'
2.1.4.2. Poser C (T r . i ):=max{ C (T r, 1 );C ç,6(T h, j )}. 0a É,oerd e*t æ**f-te ê' éfu
la C ç,n1(T t, i) da'a ælk /É b lâle T h, i '
2.1.5 Poser C :=C (T n, i). 0c aaanlttB C 
(z ciâ, adani à C (T o. i).
2 .1.6.  Pour kelk<h l (h,k)eS, l :0a aotek l '&&ze de C'étâfo aca&éaéa
2.1.6.1. Poser C s.1,y(T t .1):=C (T t, i). O* l lzrd& l4 1a4 qrâtb'
2 .1 .6 .4 .  S i  (  C>C( , , , e (Tn ,1 )  )  a l o r s  :
y'a lateT k, j /ptad 1z d.auauen h c/tâl!'
2 . I . 6 .4 .1 .  Pose r  C :=C  ç , s (T  t  , 1 ) .
2.1.6.4.2. Poser X ,rr lT r , i ) : -4r, ,n, t i .  0 d'éor4*e @X ,0.r ,(T , . i )  t 'kdko 1ê
t'alteuarae datæ aë b Pra&lil eôt 1&.ê ('&4r h à b daleT h, j .
2.1.7. Poser C (T n , i ):=max{C (T o , );C l. 0e pæ*d, ert coltQle 
(''éulrcam
3 .Pose r  Cop t :=+* .0a ra teCop t  h .nù lh / l r t qxbû4e téF i44a 'eA* tT tH . t , 1  dehdz rudèw,e4 f4 '
4. Pour T,*.,,, j allantde r, à d1 : Oc éauràe €/agto lnte fo444(4T,r,,, j'
4. l. S i (C opt>C(T rr,t. i  )) ators : y'o dateT,r,,. i à un o'*flal, @U'
4 . 1 . 1 .  P o s e r  C o p t : = C ( 7 , *  , . t ) .
4.1.2. Poser T o p t :-J,* t. 1. 0e'c4te /.eT o p t h de a&tuaf k coâl k P&t4 t"ë,
5. Reconstitution de la solution
5.1.  Si  (Copt  est inchangé) a lors:  y 'e  aâtCopt  eal t i t t /ouu Qalà +* '
5.1.1. Quitter. 1ê a'esi& itnr,u.te êdztii,. aéalzaa&lz'
5 .2 .  S inon  :
5 . 2 . 1 .  P o s e r  T  r r , r . i  : = T  o  p  t  .
5.2.2.Poar h allantael n,l eZt 0e æteh {i4//Ée lp fétufz æattloée.
5.2.2.1. Pour/e[fch l(1,h)e/, ]: 0et eatef l 'ûdltu de l1A444 aacdhéz'
5.2.2. l .L  Poser T r . , ,  :=S o p t  ç .n1(T n,  1 ) .
5.2.2.1.2. Poser Z ç.6,ffrnlz I Isr..y ç,n.i b "u,nt,PT 
n. i l .
5.2.2.2. Pour k e{k<h | (h,k)el,l: Oo talek l ' ' tz&ze de e'Aafp codâze'
5 . 2 . 2 . 2 . 1 .  P o s e r  T ^ . , r : = S  o p t  6 . s ( T  n , 1 ) .
5.2.2.2.2.  Poser Zç, ,11.1=rnx{z I  I<,sy çt , *1. i ,  az.1h.b. fT o, i } .
5.2.2.3. Pour /e{/<h / (1,h )e N,r,rr(X ,o.r)} : 0o aoef !'iadrke dz e',ir4fc qun't/,é,rs'
5 . 2 . 2 . 3 . 1 .  P o s e r  T  y .  1  : = T  0 . , .
5.2.2.4. Pour k e{kch l(h,k)eS,l :0w natek ( , 'ùd/Ze dc | '&afe caattdrêæe.
5 . 2 . 2 . 4 . 1 .  P o s e r  T  1 , , : = T  1 , , t .
5 .2 .2 .4 .2 .  Poser  X" , , , , l r r , i ) .
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Si I'Algorithme fV- I s'achève au pas 5.1.1, il n'existe aucune solution réalisable. Cela signifie
qu'il est impossible de fabriquer le produit avec les contraintes imposées au système de
production.
Exemple
Nous proposons un exemple d'application de I'Algorithme IV- 1. Les données relatives au
produiti àréalisersont fournies dans le Tableau IV- I et la Figure W- 6. [æ produit peut êfre
réa]isé à partir de la date rj=O et avant la date d1=11, calculée en choisissant arbitrairement
deux sous-garnmes alternatives.











(h ,  k )
Périodes durant lesquelles on peut
réaliser I'opération i
{1o , , , ,  i i b , ,  i ,  j l  I  l <s l  i ,  i }
I 2 4 4 (2,4) [0;1], [2;6], [8;+""1
2 3 I (3,5) [0;2],14;71, [ 1;+".1
3 1 4 7 (6,7) [1;5], [6;+""[
4 2 ) 6 (8 ,10) [0;6], [9;+""1
m  j = 5 3 ) 2 (9 ,11) [0;l], [2;5], [8;+".1
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[3  ;5 ]
Figure IV- 6 : Représentation du produit àfabriquer
Figure N- 7 : Résultatsfournis par I'Algorithme N- l
Les résultats de I'exécution sont donnés dans la Figure IV- 7. Les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones dans lesquelles les hachures ont une
densité importante, tandis que les opérations correspondant à des sous-gammes non retenues

























T, , , T,  , T, , , T  0 , , T,  , T  u , i T,  , T , , , T  n , , T ro, , T r r , , 7, , , ,
rj=o 0 0 0 +oo +oo +oo +oo +oo foo +oo +oo {æ
I 1 I I fæ +oo +oo foo +oo foo +oo +æ +oo
2 2 2 2 +oo +oo +oo +oo foo +oo +oo +oo +oo T ,  i
T"  ,
3 3 -J 3 +oo +oo +oo +oo {oo {oo +oo +oo +oo
4 4 4 4 4 +oo 4 +oo foo +oo +oo +oo +oo
) 5 ) 5 5 foo f 5 ) 5 +oo +oo +oo
6 6 6 6 6 foo 6 +oo +oo +æ +oo +æ +oo T  r , i
T  u , ,
7 7 7 7 +oo 7 7 7 7 7 foo +oo +oo
8 8 8 8 +oo {oo +oo 8 8 8 +oo foo +oo
9 9 9 9 foo +oo +æ 9 9 9 +oo +æ foo T,  . ,
T  r . ,
10 10 10 10 10 +oo 10 10 10 10 +co +æ foo
â i = l l 11 l l 11 11 foo 1 l 11 l1 11 11 l1 11 T ro. ,
T , , , ,
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Théorème lV- 2
Si le Problème fV- I a une solution réalisable, I'Algorithme IV- I détermine les fenêtres et les
dates d'exécution des opérations qui permettent de réaliser le produit avec un cott minimal, i.e.
la solution fournie par I'Algorithme tV- 1 est optimale pour le Problème tV- l.
Démonstration
La formulation du Problème IV- I est équivalente aux équations de progmmmation dynamique
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Complexité
Iæ principe de I'Algorithme IV- I étant similaire à I'Algorithme II- 6, sa complexité est
semb lab le  e t  éga le  à  O( t i l og ry ,+y ,  lH j l  (d , - r ,+ l )+ lH , l  (d i - r ,+ l )2 ) .
Rappelons qu" la, I est te nombre de sommets du graphe (i.e. d'états du produit). Il est égat à
la somme de m,, le nombre d'opérations de la gamme et du nombre de gammes alternatives
correspondant à I'ensemble de sous-gammes alternatives. Les remarques proposées pour
réduire le temps de calcul de I'Algorithme tr- 6 sont applicables àl'Algorithme IV- l.
Place mémoire
Comme I'Algorithme m- 5, nous devons conserver les évaluations des dates de toutes les
étapes précédentes. Par conséquent, I'Algorithme IV- 1 requiert ( 2 lH jl) ( tl ,- r,+ | )
mots.
IV.3.4. Conclusion
Dans cette section, la méthode de gestion en temps réel décrite ordonnance chaque produit de
manière à minimiser le makespan. Cette méthode de gestion basée sur la programmation
dynamique permet de choisir la meilleure sous-grûlme alternative.
-170-
Chaoitre fV - Problèmes à gammes alternatives
IV.4. MINIMISATION DUTEMPS TOTAL D'UTILISATION DES RESSOURCES
IV.4.l. Introduction
Dès qu'une coflrmande arrive, nous pouvons fournir un délai minimum de fabrication (voir
section précédente). A partir de ce délai minimum de fabrication pour I'ensemble des produits,
et ainsi de négocier avec le client la date de livraison des produits. Dans cette section, notre
objectif est de décrire une méthode de gestion en temps réel qui conduit au lancement en
fabrication au plus tard de chaque produit, tout en respectant la date de livraison fixée au plus tôt
par l'Algorithme IV- I (voir section précédente). En retardant le plus possible le début de
fabrication du produit, nous espérons laisser plus de liberte pour ordonnancer les produits
futurs. Nous formalisons ce problème avant de le résoudre par une méthode similaire à celle
développée dans la section précédente.
IV.4.2. F ormalisation
Les contraintes du problème à résoudre incluent outes celles du Problème IV- 1. De plus, nous
voulons respecter la date de livraison d, dtt produit j fixée au plus tôt (voir contrainte (IV-19)).
Notre objectif est de maximiser la date de lancement du produit. Nous notons H,W' ,
I'ensemble des sommets du graphe qui n'appartiennent pas à une sous-garnme alternative. Nous
considérons que le début et la fin d'exécution du produit n'appartiennent pas à une gamme
alternative.
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Théorème IV- 3
Trouver une solution réalisable au Problème'IY- 2 est un problème NP-complet et le Problème
IV- 2 est un problème NP-difficile.
Démonstration
D'après le Théorème fV- 1, trouver une solution vérifiant les contraintes (IV-l) à (IV-10) est un
problème NP-complet. Nous en déduisons que trouver une solution réalisable au Problème IV-
2 est un problème NP-complet et le Problème fV- 2 est un problème NP-difficile.
CQFD
IV.4.3. Sélection des fenêtres
Nous proposons une approche directe de résolution du Problème IV- 2 en un temps pseudo
polynomial. Cette approche est similaire à celle employée pour résoudre le Problème IV- 1.
Aussi, nous ne mentionnons que ce qui diffère dans I'approche que nous proposons. Nous
considérons également que les durées des opérations ainsi que les dates de début et de fin des
fenêtres sont des valeurs rationnelles.
De la même manière, nous définissons I U,l étapes correspondant aux I n,l états du
produit j au cours de sa réalisation. Pour chaque état du produit, nous énumérons toutes les
dates possibles pour lesquelles le produit peut êne dans cet état. Nous recherchons I'ensemble
des dates de chaque état qui correspondent à un commencement au plus tard du produit et, par
conséquent, nous évaluons chaque daæ en fonction de la date de lancement qu'elle permet
d'atteindre.
Dans les défînitions (IV-11), (IV-12), (IV-16) et (IV-17), nous remplaçons di Pæ d , la date de
fin au plus tôt calculée dans la section précédente.
Nous désignons pæ Cç,^.,(Tn,) h date de lancement au plus tard induite de I'opération




Lzi., .str,rr(4.,)L L 
\ r 'r / '
poa r  r , <T  o , i 3d  i ,  ( h , k )e l , ,  l <hsm,+1 .
De même, nous désignons par C p,oy(T,,,) la
I'opération (h,k ) eI, commençant àIa date T 0,,
(rv-20)
de lancement au plus tard induite par
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n,.Tiiin, rtmin{c(4'i )' 
q'' }}
,  ( h , k )e ( , ,  l <h<m,+1 .





potx r,sT o , isd i
Parmi tous les successeurs possibles k de h où (h ,k)e9,,, nous retenons celui qui nous
permet de commencer le plus tard possible t que l'étath du produit soit obtenu à la date T 0,,.
Nous en déduisons que la date de lancement au plus tard pour lequel l'étath est obtenu à la date
(rv-21)
w-22)pour  rsTo ,  i3d  i ,  I  shsm,+1 .
Si la date T o ., ne correspond pas à une solution réalisable, il lui est associé une date de
lancement négative (et infinie). L'évaluationC(7,r.,,,) donne la date de lancement maximale
pour lequel le produit est dans yetx lHil  à h date 7,r,, , i .  Si {To.i |rshsnt,+, est la
solution optimale au Problème Iv- z,on u -*{ To.,I= ;ru; - [A\,, ,)]. t'atgorithme IV-
heH, L " ' t  t  , ts \ r ,1.1sdiL ln i l t  )
2 décou1e des relations (IV-l1) à (IV-12), (IV-14), (W-16) à (IV-17), et (IV-20) à (IV-22) et
permet de résoudre le Problème IV- 2.
Algorithme IV- 2: Choix des fenêtres pour un lancement au plus tard
Il est identique à I'Algorithme fV- 1, mises à part les modifications uivantes :
a) La borne 7.1 estremplacée pæ d i.
b)  Aux pas2.1.2. I ,2.1.3. I  et3,nousini t ia l isonslescoûts Cç,n1(Tn,,) ,Cru,rr lTn, i \etCopt à
-o" (au lieu de +"").
c) Aux pas 2.1.2.4,2.1.3.4,2.1.6.4 et . l, les signes ">" sont remplacés par "<".
d) Atx pas 2.1.2.5,2.I.3.5,2.1.4.2 et 2.I.7, les opérateurs "max" sont remplacés par des
opérateurs "min".
Exemple
Nous proposons un exemple d'application de I'Algorithme IV- 2. Les données relatives au
produitj àréalisersont fournies dans le Tableau IV- 1 et la Figure tV- 6. Iæ produit peut ête
réalisé à partir de la date ri =0 et avant la date d ,-ll.
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T, , , T ,  , T^ , T  0 , , 7, , T  u , , T ,  . , T  r , , 7 , , , T ro., T , , , , 7 , , , ,
r  j=o 0 0 0 -oo -æ -oo -oo -oo -oo -oo
-oo -oo
1 1 I I -æ -oo -oo -oo -oo -oo -oo -oo -oo
2 2 2 2 -æ -oo -oo -€ -oo -æ - @ -oo -oo
3 3 3 3 -oo -æ -oo -æ -oo -oo -oo -oo -oo
4 4 4 4 2 -oo 2 -oo -oo -oo -oo -co -oo T, , ,
T ,  ,
) ) ) ) 3 -oo 3 2 2 2 -oo -oo -00
6 6 6 6 4 -oo 4 -oo -OO -oo -oo -€ -oo T  n , ,
T  u , ,
7 7 7 7 -æ 4 4 4 4 4 -oo -oo -oo
8 8 8 8 -oo -oo -æ 4 4 4 -æ -oo -oo
9 9 9 9 -oo -oo -oo 4 4 4 -oo -oo -oo T,  , ,
T  r . ,
10 10 10 10 8 -oo 8 4 4 4 -oo -oo -oo
d i= l l 11 11 1 l 9 -oo 9 4 4 4 4 4 4 T ro, ,
T r r , ,
Chaoitre IV - Problèmes à sammes alternatives
Les résultats de I'exécution sont donnés dans la Figure IV- 8 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
Complexité
La complexité de I'Algorithme 
'Il/- 
2 est égale à celle de I'Algorithme IV- 1, c'est-à-dire en
O(  y  i  logry ,+y  ,  H , l  (  d i -  r i+  L  )+ lH, l  (  d i - r  j+  |  )2  ) .
Place mémoire
La place mémoire nécessaire à I'Algorithme IV- 2 est égale à celle de I'Algorithme fV- 1, c'est-
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Figure IV- I : Résultats fournis par I'Algorithme IV- 2
Théorème IV- 4
Si le Problème fV- 2 a une solution réalisable, I'Algorithme IV- 2 détermine les fenêtres et les
dates d'exécution des opérations qui permettent de réaliser le produit avec un coût minimal, i.e.
la solution fournie par I'Algorithme IV- 2 est optimale pour le Problème IV- 2.
Démonstration
La formulation du Problème IV- 2 est équivalente aux équations de programmation dynamique
(IV-11) à (IV-12), (IV-14), (N-16) à (IV-17), et (IV-20) à (lV-22). Il en découle que
I'Algorithme IV- 2 fournit la solution optimale au Problème IY- 2.
cQFD
lV .4.4.Conclusion
Dans cette section, la méthode de gestion en temps réel décrite ordonnance chaque produit de
manière à commencer le produit au plus tard. Cette méthode de gestion basée sur la
programmation dynamique permet de choisir la meilleure sous-grunme alternative.
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IV.s. MINIMISATION DUCOUT D'UTILISATION DES RESSOURCES
IV.5. l . Int roduct ion
Dès qu'une cofilmande arrive, nous pouvons fournir un délai minimum de fabrication (voir
section IV.3), et ainsi négocier avec le client la date de livraison des produits. Dans cette
section, notre objectif est de décrire une méthode de gestion en temps réel qui fabrique chaque
produit au coût le plus bas, tout en respectant la date de livraison fixée au plus tôt par
I'Algorithme IV- 1.
Nous formalisons ce problème avant de le résoudre par une méthode similaire à celle développée
dans les sections précédentes.
IV.5.2. F ormalisation
Les contraintes du problème à résoudre sont identiques à celles du Problème IV- 2. Nous
voulons déterminer les dates de début To,, et de fin To,, de chaque opération (h,k)elt
exécutée sur leproduitj. Notre objectif est de minimiser Ie coût d'utilisation des ressources
sachant que le coût induit en fabrication par I'opération i est si,;. Nous notons I j{X ",jl
I'ensembledes opérations de la gamme exécutées si les sous-garnmes alternatives lX ".i1,.r,
sont retenues.
Problème IV- 3 :Minimisation du coût d'utilisation des ressources
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Théorème IV- 5
Trouver une solution réalisable au Problème [V- 3 est un problème NP-complet, et le Problème
lV- 3 est un problème NP-difficile.
Démonstration
D'après le Théorème fV- 3, trouver une solution réalisable au Problème IV- 3 est un problème
NP-complet, et le Problème IV- 3 est un problème NP-difficile.
CQFD
IV.5.3. SéIection des fenêtres
Nous proposons une approche directe de résolution du Problème IV- 3 en un temps pseudo
polynomial. Cette approche est similaire à celle employée pour résoudre les Problèmes IV- 1 et
lV- 2. Aussi, nous ne mentonnons que ce qui diffère par rapport à ces problèmes. Nous
considérons également que les durées des opérations ainsi que les dates de debut et de fin des
fenêtres sont des valeurs rationnelles.
De la même manière, nous définissons I n,l étapes correspondant aux I U,l états du
produit j au cours de sa réalisation. Pour chaque état du produit, nous énumérons toutes les
dates possibles pour lesquelles le produit peut êre dans cet état. Nous recherchons I'ensemble
des dates de chaque état qui correspondent à un coût minimal de fabrication du produit et, par
conséquent, nous évaluons chaque date en fonction du coût d'utilisation des ressources qu'elle
induit.
Dans les définitions (IV-l1), (IV-12), (ry-16) et (IV-17), nous remplaçons âi Ptr d ,, date de
fin au plus tôt calculée dans la section précédente.
Nous désignons pæ Cç,ot(To,r) le coût d'utilisation des ressources induit par I'opération
(f ,h)el,se terminant àla date 70,, :
(
,  \  l+æctt'a\r^'') = 
tn "#f' " 
'1{'('''') * 't''o''' (ti '' 
- '''')}
pour  r rs lo , i sd  i ,  (h ,k )e l , ,  I  shsm j+ I .
De même, nous désignons par C ro,rr(T o,) le coût
I'opération (h ,k)el , commençant à la date To,, :
si sr i ,rr(?î, i )=a
sinon
(rv-23)
d'utilisation des ressources induit par
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(
,  \  l t -c*'nlro'') = 
in'#-T '^ '1{'('o'') 
* "'o'o''' (4''
pou r  r . <T  0 , ,=d , ,  ( h , k )e ( , ,  I  sh<  m ,+1 .
s is ,o .*1(4, ; )=a
sinon
(IV-24)
Parmi tous les successeurs possibles k de h où (ft,k)e9,,, nous retenons celui qui nous
permet de commencer le plus tard possible et tel que l'état /z du produit soit obtenu à la date
Zr,r. Nous en déduisons que la date de commencement au plus tard pour lequel l'état h est
( f  .h)et ,vS,
I<h
- f^,,)\
obtenu à la date 70,, est :
c(r.,,) = \c,^o,(r..)* }c,,,r(r,,,) * t#r$,tc"'-'(q''))
k<h(h.k)et t
k<h
poa r  r . <T  o ,  i =d  i ,  I  sh<  m ,+ I .
(rv-25)
Si la daæ 7r,, ne correspond pas à une solution réalisable, il lui est associée un coût
d'utilisation infini. L'évaluation C(T,r.r,;) donne le coût d'utilisation minimal pour lequel le
produit est dans l'&at lH jl à h daie 7,r,,,r. L'Algorithme W- 3 découle des relations
(ry-l1) à (IV-12), (ry-14), (IV-16) à (IV-17), et (IV-23) à (IV-25) et permet de résoudre le
Problème IV- 3.
Algorithme IV- 3: Choix des fenêtres pour un coût d'utilisation minimal
Il est identique à I'Algorithme fV- 1, mises à part les modifications uivantes :
a) Labome d 1 estremplacée PN d i.
b) Aux pas 2.1. 1, nous initialisons le coût C (T 0,, ) à O.
c )  Aux  pas  2 . I .2 .4 ,2 .1 .3 .4 ,2 .1 .2 .4 .1  e t2 . I .3 .4 .1 , Ies  s ignes"C(Tr , ; ) "  e t "C(T  r , , i ) "  son t
remplacésparrespectivement"C(Tr,i)+(T0,,-Tr,,) tç,orr"et"C(T0,,)+(To,i-To,i) r1r,È),1
(comme pour les pas 2.1.2.4 et2.1.3.4 de I'Algorithme Itr- 5).
d) Aux pas 2.I.2.5,2.1.3.5,2.I.4.2 et 2.1.7, les opérateurs "max" sont remplacés par des
opérateurs "somme".
Exemple
Nous proposons un exemple d'application de I'Algorithme W- 3. Les données relatives au
produitj àréalisersont fournies dans le Tableau IV- 1 et la Figure IV- 6. Iæ produit peut être
réalisé à partir de la date r; =0 et avant la date d ,=7 .
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7, , , T  r , , T^  , T  o , i T,  , T  u , i T,  , , T  t , i T, . , T ro , j Tr r . , T rr,,
r  j=o 0 0 0 +oo foo +æ foo +æ +oo +æ +oo +oo
I 0 0 0 +oo +æ +æ *oo +oo +oo +oo +oo +æ
2 0 0 0 foo +æ +oo +oo +oo +oo +oo +oo +æ
3 0 0 0 +co +oo +oo +oo +oo +oo +oo +oo +oo
4 0 0 0 8 +oo 8 foo +oo +oo +æ {oo +oo 7, , ,
T , . ,
) 0 0 0 8 +oo 8 15 15 15 {oo +oo +oo
6 0 0 0 8 +oo 8 +oo +oo +æ +oo +oo +æ
7 0 0 0 +æ 3 3 15 15 l5 +oo +oo +oo T, , ,
T  u , i
8 0 0 0 +oo +oo +oo 10 10 10 +oo +oo +oo T ,  , i
T  s , i
9 0 0 0 +oo +oo +oo I7 L7 I7 +oo foo +oo
10 0 0 0 8 +oo 8 24 24 24 +oo +æ +oo
d i= l r 0 0 0 8 +oo 8 10 10 l0 19 t6 l 6 Tr r , ,
T rr, j
Les résultats de I'exécution sont donnés dans la Figure IV- 9 où les opérations effectuées ur le
produit à ordonnancer sont représentées par des zones hachurées.
Complexité
La complexité de I'Algorithme IV- 3 est égale à celle de I'Algorithme IV- 1, c'est-à-dire en
O(y  i  logry ,+y ,  lH , l  (  d , - r ,+ l  )+ lH, l  (d i - r ,+ l )2  ) .
Place mémoire
La place mémoire nécessaire à I'Algorithme [V- 3 est égale à celle de I'Algorithme fV- l, c'est-
à-dire que I'Algorithme [V- 3 requiert ( 2 III jl) ( d,- r,+ 1 ) mots.
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Figure N- 9 : Résultatsfournis par I'Algorithme N- 3
Théorème IV- 6
Si le Problème fV- 3 a une solution réalisable, l'Algorithme IV- 3 détermine les fenêtres et les
dates d'exécution des opérations qui permettent de réaliser le produit avec un coût minimal, i.e.
la solution fournie par I'Algorithme [V- 3 est optimale pour le Problème tV- 3.
Démonstration
La formulation du Problème fV- 3 est équivalente aux équations de programmation dynamique
(N-ll) à (IV-12), (IV-14), (IV-16) à (IV-17), et (IV-23) à (IV-25). Il en découle que
I'Algorithme IV- 3 fournit la solution optimale au Problème IV- 3.
CQFD
IV.5.4. Conclusion
Dans cette section, la méthode de gestion en temps réel décrite ordonnance chaque produit de
manière à commencer au plus tard le produit. Cette méthode de gestion basée sur la
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tv.6. coNcLUsloN
Dans ce chapitre, nous avons étendu les méthodes de gestion de production en temps Éel
proposées dans les chapitres précédents. Ces méthodes ont été adaptées aux situations où
plusieurs sous-gzunmes altematives permettent de passer d'un état du produit à un autre. Elles
restent applicables pour les problèmes à durées opératoires mixtes.
La première méthode de gestion consiste à terminer chaque produit le plus tôt possible
(voir Algorithme IV- 1). La deuxième méthode proposée revient à fabriquer le produit au
plus tard, tout en respectant la dæe de liwaison fixée au plus tôt (voir Algorithme fV- 2).
L'intérêt est de réduire le plus possible le temps pendant lequel des ressources ont utilisées
pour fabriquer le produit. Nous proposons une troisième méthode pour laquelle chaque produit
est fabriqué de manière à minimiser le coût d'utilisation des ressources de chaque
produit, sans dépasser la date de livraison fixée au plus tôt (voir Algorithme IV- 3).
Les algorithmes présentés ici sont nouveaux et leur complexité très réduite permet leur utilisation
en temps réel.
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CONCLUSION
Cette thèse s'intéresse à I'ordonnancement en temps réel. Dans ce contexte, les produits
sont ordonnancés dès que leur commande est connue, sans attendre I'arrivée des futures
demandes et sans remettre en question les produits déjà ordonnancés. Ce type de gestion est très
répandu dans les entreprises parce qu'il permet, en particulier, de prendre les décisions
rapidement face aux aléas de l'environnement.
Les méthodes de gestion présentées dans cette thèse concement les systèmes de production pour
lesquels les opérations réalisées ur les produits se suivent sans attente, et les durées opératoires
sont contrôlables. Dans le premier chapitre, nous avons montré que ces deux caractéristiques
sont présentes dans la plupart des systèmes de fabrication : ateliers de traitements de surface,
entreprises manufacturières, usines automatisées... De plus, leur prise en compte offre de
nouvelles possibilités de gestion: le contrôle de la quantité et de la durée de séjour des
produits en cours de fabrication.
Dans les Chapitres tr à IV, nous avons proposé des méthodes de gestion applicables aux
systèmes de fabrication pour lesquels les produits ont des gammes linéaires (voir Chapitre II),
des gammes d'assemblage t désassemblage (voir Chapitre III), des gammes alternatives (voir
Chapitre IV). Les objectifs visés par ces méthodes ont les suivants :
fabriquer chaque produit en minimisant son makespan,
fabriquer chaque produit en minimisant le temps d'utilisation des ressources et en respectant la
date de livraison,
fabriquer chaque produit au cott le plus bas tout en respectant la date de liwaison.
I-a société SODETEG T.A.I. a déjà utilisé avec succès certains algorithmes pour le cas de
produits linéaires. L'efficacité des méthodes proposées et la richesse de situations où elles sont
utilisables, devraient conffibuer à leur diffusion rapide dans le monde industriel.
Sur le plan théorique, I'analyse de la complexité des algorithmes proposés montre leur
adéquation avec leur utilisation en temps réel. Ils sont polynomiaux en ce qui concerne les
objectifs a) et b) pour les produits dont les gimlmes sont linéaires ou comportent des opérations
d'assemblage t désassemblage. Dans les autres cas, ils sont pseudo polynomiaux. Nous avons
également montré que les trois objectifs conduisent à des problèmes NP-difficiles pour des
produits à gammes alternatives. Une question reste ouverte : minimiser le coût de
fabrication d'un produit (dont la gamme est linéaire ou comporte des opérations
d'assemblage t désassemblage) st-il un problème NP-difficile ?
-183-
Des amétorations des algorithmes pseudo polynomiaux proposées dans cette thèse sont à
l'étude. Elles permetffont de les rendre encore plus efficaces. Une des méthodes développées
pour cela consiste en des raffinements successifs de la solution courante (voir l'étude de la
complexité de I'Algorithme tr- 6).
Nous avons également comparé la performance dans le pire des cas des méthodes en
temps réel proposées avec la situation off-Iine où toutes les commandes futures sont connues.
Nous avons montré en particulier que ces méthodes ont m -compétttles pour les problèmes de
Wpe flow shop et job shop à m machines. Ces résultats obtenus pour les produits à gammes
linéaires peuvent être facilement étendus aux auftes produits. Aucune étude ne permet encore de
dire si des algorithmes plus compétitifs existent. Nous voulons améliorer les algorithmes
proposés pour les situations où les durées des opérations réalisées àI'aide d'une même machine
diffèrent d'un produit à I'autre. En particulier, nous espérons développer des algorithmes
aléatoires (i.e. qui font intervenir le hasard dans la décision) à partir de I'Algorithme tr- 6.
Nous avons aussi étudié les situations où des conllits de ressources existent pour un même
produit, où les commandes futures sont connues, et où il est possible de modifier les
ordonnancements antérieurs. Dans ces situations, nous avons montré qu'atteindre un des
objectifs a), b) ou c) est un problème NP-difficile au sens fort. On ne connaît aucun algorithme
polynomial (ou même pseudo polynomial) capable de résoudre ce type de problèmes. Aussi,
dans le contexte en temps réel, nous sommes contraints d'appliquer des méthodes approchées
rapides. Les méthodes présentées dans cette thèse peuvent évidemment ête utilisées comme
telles. Nous pensons développer des méthodes pécifiques àcertaines ituations.
Enfin, de nombreuses méthodes d'ordonnancement off-Iine (i.e. contexte où il est possible de
remettre en question les produits déjà ordonnancés) utilisent les méthodes de recherche de plus
long chemin sur le graphe PERT développe n gestion de projet. Ainsi, on dit parfois que la
gestion de projet est le problème central de I'ordonnancement Bsquirol et Lopez, 19991. D
même, nous pensons que les approches proposées dans cette thèse seront utilisées pour
résoudre des problèmes "centraux" de I'ordonnancement off-Iine pour lesquels les opérations
réalisées ur les produits se suivent sans attente, et les durées opératoires ont contrôlables.
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GESTION DES PERIODES DE DISPONIBILITE
Sommaire
Cette annexe décrit les méthodes de gestion des périodes de disponibilité. Ces méthodes sont
définies de deux manières uivant que les ressources sont interchangeables n cours d'opération
ou non. Cette distinction est originale, tout particulièrement dans le contexte temps réel. Celui+i
impose, en effet, une attention toute particulière à la complexité des algorithmes proposés.
Plan
I.1. INTRODUCTION
I.2. STRUCTURES DE DONNEES
I.3. DEFIN]TION DES FENETRES D'EXECUTION
I.4. MISE A JOUR DES DISPONIBILITES DES RESSOURCES
I.5. CONCLUSION
-20r-
. Annexe I - Gestion des périodes de disponibilité
t .1. INTRODUCTION
Les ressources ont utilisées soit pour des tâches extérieures à la fabrication proprement dite,
soit pour des tâches de fabrication de produits préalablement ordonnancés. Après
ordonnancement des (7-1) premiers produits et affectation des ressources nécessaires aux
opérations correspondantes, nous devons déduire les fenêtres de temps durant lesquelles chaque
opération du produit j peut ête exécutée. Au cours de la période consacrée à I'exécution de
I'o1Ération i du produit j ,il faut que le nombre de ressources de type r soit supérieur ou égal à
e r, i , j qui est le nombre de ressources requises pour cette opération. Une fois le produit j
ordonnancé, il faut également remettre à jour les disponibilités des ressources en fonction des
utilisations par le produit j.
Ces procédures de gestion des fenêtres de disponibilité des ressources ont relatives à chaque
opération : elles sont indépendantes des types de gammes de produits (linéaire, assemblage...).
En effet, les gammes définissent I'ordre dans lequel les opérations doivent êne exécutées et cet
ordre n'a aucune influence sur les procédures de gestion des fenêtres.
L'objectif de cette annexe est de présenter les structures upportant les données relatives aux
disponibilités des ressources,les algorithmes permettant de définir les périodes durant lesquelles
chaque opération peut êûe exécutée, et les méthodes de mise à jour des disponibilités des
ressources.
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STRUCTURES DEDONNEES
l ,2.L lntroduction
Dans cette section, nous définissons les structures upportant les périodes de disponibilité des
ressources. Nous proposons de déf,rnir ces périodes de façons différentes suivant que les
exemplaires de la ressource sont interchangeables ncours d'opération ou non. Cette distinction
est possible puisque nous faisons I'hypothèse que nous savons quelles ressources sont
interchangeables n cours d' opération.
I.2.2.Cas des ressources interchangeables
Les exemplaires d'une ressource interchangeable en cours d'opération peuvent êre remplacés
par d'autres en cours d'opération. C'est le cas des opérateurs qui peuvent se relayer sans que
I'opération ne s'arrête. L'ensemble des ressources interchangeables n cours d'opération est
noté R,o. Nous supposons que les exemplaires d'un même type de ressource sont identiques et
que le temps de changement d'un exemplaire àI'autre en cours d'opération est nul.
Les intervalles de temps durant lesquels ces ressources ont disponibles sont décrits par les
quantités disponibles de chaque ressource. Formellement, on sait que la ressource de type r,
reR,n: ost disponible n quantité positive du., durant out I'intervalle fdu,, ; 8",,], où
ve { 1 ,2, ..., o,}. al, désigne le nombre d'intervalles relatifs à la ressource de type r. Ces
interval les sont non vides. On a:  d, . ,egt* \ {0},  d, , ,1F,, , ,  dv, ,€fr*  et  P, , ,eS*ut{+"o},
pouryc {  1,  2,  . . . ,  @,1etreRio. f r*désignel 'ensembledesnombresréelsposi t i fs .
Figure A.I- I : Disponibilité d'une ressource interchangeable
Par exemple, nous considérons un groupe de 3 opérateurs ayant les mêmes compétences qui
peuvent se succéder au cours de certaines opérations. Nous supposons que I'instant initial est la
date0. Nouspourrions avoirles al,=lI intervalles suivants: [0; lh] avec dt,,=3, [th ; 2h]


















[6h;7h]  avec du. ,=Z,  [7h;  8h]  avec dr , ,= I ,  [8h;  th ]  avec dr . ,=2,  lgh;  10hl  avec
dr , ,=7,  [10h;  l lh ]  avec dto, ,=2,  [1 lh ;  +oo[  avec drr , ,=3.La F igure A.1-  1  représente
cette situation avec des périodes d'indisponibitité grisées. Puisque les 3 opérateurs sont
interchangeables à tout instant, il est possible de distribuer le travail entre les opérateurs à tout
moment. Il est alors aisé d'équilibrer leur charge de travail.
Nous définissons les intervalles [a,, , i F u., ] relatifs à une ressource de type r de telle façon :
o qu'ils ne se chevauchent pas ou aient leur extÉmité commune, et
o qu'ils soient ordonnées chronologiquement à savoir Fu.,3d,*r,,, pour
ve {1 ,2 , . . . , a , - I l .
l.2.3.Cas des ressources non-interchangeables
Les exemplaires d'une ressource non-interchangeable (en cours d'opération) ne peuvent êfte
remplacés par d'autres en cours d'opération. Par exemple, une machine choisie au début d'une
opération ne peut être remplacée par une autre. L'ensemble des ressources non-interchangeables
encoursd'opérationestnotéR"o. Ona: R"o=R/R,n. Nous supposons quelesexemplaires
d'un même type de ressource sont identiques.
Les intervalles de temps durant lesquels ces ressources sont disponibles sont décrits pour
chaque exemplaire. K, désigne le nombre total d'exemplaires de la ressoruce de type r,
reR"o. On a: K.,eN oùN estl'ensemble des entiers naturels. Plus précisément, pour chaque
exemplaire ke { 1,2, . . . ,  K,} de la ressource de type r, reR.n, nous connaissons les
périodes lÇ,, r,, i € u, o, ,'l durant lesquelles I'exemplùe k est disponible,
ue {1,2, . . . ,  d)0,,1. Nous notons Oo,, le nombre de périodes relatives au ft- ième
exemplaire de la ressource de type r. Ces périodes sont non vides. On a: Çu,0,,1Éu,n,,,
Çu , * , , a f i *  e t  Ëu ,0 , , e f r *u {+oo i ,  pou r  ue { I , 2 , . . . , d )1 , , , I ,  ke  {1 ,2 , . . . ,K , ' }  e t
r€ R 
" o 
, où fr* désigne I'ensemble des nombres réels positifs.
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Par exemple, dans un atelier, les machines identiques sont capables d'exécuter les mêmes
opérations. Dans ces ateliers, on s'interdit le plus souvent de changer de machines en-cours
d'opération. Nous supposons que I'instant initial est la date 0. Les périodes de disponibilité
pouruntelateliercomposé deK,=3 machines pourraient être: [0;6h] et [8h ; +""[ pour la
machine I ; [0 ; 2h), lah ; th] et [1 th ; +""[ pour la machine 2 ; l0 ; lh], [3h ; 7h] et
[10h; a-[ pour la machine 3. La Figure A.I- 2 présente cet exemple avec des périodes
d'indisponibilité grisées. La dernière période de chaque exemplaire est illimitée puisque les
ressources ont toutes disponibles au-delà de 1lh.
Nous définissons les périodes lÇ , . r. , i É ,, o. , ] relatives à un exemplaire fr d'une ressource de
type r de telle façon qu'ils ne se chevauchent pas, n'aient pas d'extrémité commune
et soient données dans l 'ordre chronologique à savoir Eu,o,,1(,+t,k,r, pour
ue  {1 ,  2 ,  . . . ,  Qr , , - l l .
l .2 .4.Conclusion
Nous avons défini dans ceffe section les structures upportant les périodes de disponibilité des
ressources, suivant que les exemplaires de la ressource sont interchangeables en cours
d'opération ou non. Il est possible de maintenir ces périodes en mémoire autement que de la
façon indiquée ci-dessous. Néanmoins, elle offre un bon compromis ente souplesse
d'utilisation et temps de gestion, comme nous le verrons dans les sections uivantes.
Nous indiquons à I'intention du programmeur que les périodes de disponibilité des ressources
peuvent être maintenues en mémoire dans des structures de données simples de type liste
chaînée [Beauquier et al., 1992]. Ce type de structure permet des suppressions ou des ajouts
immédiats. L'accès à tout élément d'une liste de lt | éléments coûte O( lf ll . Puisque les
périodes sont ordonnées chronologiquement, il est également possible d'utliser des structures
du type arbres binaires de recherche permettant de conserver cet ordre : arbres AVL, arbres a-b,
arbres bicolores [Beauquier et al., 1992]. Ces structures permettent d'améliorer les accès à
chaque élément qui coûtent alors seulement O(log, l.L l) uo détriment des suppressions et
des ajouts qui requièrent dans ce cas O(lo g, lt I I .
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I .3. l . Introduction
L'ordonnancement des (l-1) premiers produits ne peut être remis en cause quand la j-ième
demande apparaît. Les disponibilités des ressources ont alors connues de façon précise. A
partir de ces disponibilités, nous définissons les fenêtres de temps durant lesquelles peut êûe
exécutée chaque opération. Pour cela, nous définissons, tout d'abord, les périodes durant
lesquelles les disponibilités des ressources interchangeables sont suffisantes. Ensuite, nous
dérivons de ces périodes, I'ensemble W,,, des y,,, fenêtres durant lesquelles toutes les
ressources nécessaires (interchangeables t non-interchangeables) à I'opération i du produit j
sontprésentes enquant i té suf f isante :W,, i={ lar , , , i  i  b, , i ,  j l l  IÉzSy,, i I .
1.3.2.Définition des périodes de disponibilité des
ressources interchangeables
Introduction
Nous connaissons pour chaque ressource interchangeable d  type r, re R , o , les intervalles de
temps ld u, , i F u,,1 durant lesquels elle est disponible, et la quantité disponible :
d,.,€S*\{0}, ve { 1 ,2, ..., @,I. ot, désigne le nombre d'intervalles relatifs à la ressource
de type r. Nous recherchons les périodes [6, ,t,r i É,,r.,] durant lesquelles laressource de
type r est disponible en quantité suffisante (i.e. supérieure ou égale à q,,,,i) pour que
I'opérationconsidéréepuisse être exécutée, ue {1,2, ..., d)r,,}. Nous désignons PN Qt,,
le nombre de èes périodes. Pour chaque periode lÇ".r., i e ,.r.,1, nous définissons un
pointeur V u,,,i,;.Cepointeurpermet de savoir quels intervalles [4,, , ; P,,,J conespondent
à la période u. Le but est d'obtenir des périodes de disponibilité pour la ressource
interchangeable de type r qui puissent êfre traitées comme celles d'une ressource non
interchangeable ayant un unique exemplaire : K ,=1.
Algorithme
Pourdéf in i r lespér iodes [( , , , , ,  i  €, . t , , ] ,  i lsuf f i tderechercher lesunionsd' interval les de
disponibilitéLa"., ; P,,,1 durantlesquels le nombre d'exemplaires de ressources atteint ou
dépasse e,,i,i. C'est le principe de I'Algorithme A.l- 1. Rappelons que les intervalles
ldu.,  :  8, . , ]  sont donnés dans I 'ordre chronologique: on a P,. ,3du+t. , ,  pour
ve  {  1 ,2 ,  . . . ,  a , - I I .
t.3.
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Algorithme A.I- I : Définition des périodes pour chaque ressource interchangeable
Procédure Définition des périodes durant lesquelles la ressource de type r est disponible pour I'opération i
du produitj .
Entrée : r est la ressource interchangeable considérée.
i et j sont respectivement les indices de I'opération et du produit considérés.
e r, i .1 est le nombre de ressources de type r nécessaires pour exécuter I'opération.
t) | est le nombre de fenêtres relatives à la ressource de type r.
l d  u . ,  i  B u , , l  e s t l a v - i è m e f e n ê t r e , p o u r v  €  { 1 ,  2 ,  . . . ,  o ) , 1 .
du., estle nombre d'unités de ressource de type r disponibles au cours de la v -ième fenêtre,
p o u r v e l I , 2 , . . , , ( ù , 1 .
Sortie : K ,=l est le nombre d'exemplaires de la ressource considérée comme non interchangeable.
O , , , est le nombre de périodes durant lesquelles la ressource st en nombre suffisant.
l ( u ,  r , ,  )  € , .  r , . l  e s t l a  n - i è m e p é r i o d e ,  o ù r , l e  {  l ,  2 , ' . . ,  Q  r , , l '
V u, ,, i, j est le pointeur qui permet de savoir quels intervalles [a , , , i p,, "] 
conespondent
à la  n - ièmepér iode,  où  ze  {  l ,  2 ,  . . . ,  Q t . , l .
l .  In i t ia l isat ion.
1.1. Poser K,:=1. y'a,rwocz at etuaite Mt#a @4t1*c ett ,at elstQle a&f#e,
1.1. Poser a:=0. Oa aato u ê'ûd,iæ 1z h dewlew fâûrdz déW.
1.2. Poser s aff :=0.0o ate s uf f l'a&zaraat ,4r .'4t/t :
0 u h ao"t /4ê dz,æowtæo eu c@l aa I 'aÉe'ual&ld"-r , ,  i  F,- t , ,1,
I oaoc.
2, Si (4., i,; :=0) alors : .4'o/éntl4rt .t4 6fue41t /aa dz aatto.atæ î4ë e4t alou toaioa'w d'iâ/ô"14b'
2 . 1 .  P o s e r  d )  r , , : = . 1
2.2. Poser (, , r, ,:=0 ; 6 r, r, r:=+æ . '4d /,h.ldp * llapaatôtUA 44'E4ii14rt4 e,al l0 ; +*1.
2 . 3 .  P o s e r  V  , , , ,  , , , : = A  .
3 .  S i n o n  :
3.1. Pour v al lantde I  àal  , :  0c eutaùæ fu *retulhotd,. ,  i  8", , f  aafana*'
3.1.1. Si (e,,,,i3du., etsuff-D) alors: y'e,on&æ d'ad&éo 1z æowu* eal u/Poaal
a u  l a  " , ,  i  B " , , f ,
3.1.1.1. Poser u:=u+1.?/14.,4ur412 /éElodz eôt cléee,
3.1.1.2. Poser Ç u, r, ,i=d u, ,.y'a & 42 di64l dp b lâladê eâ, /âW,
3.1.1.3. Poser w i=v . .4,'td,k4 1z t'arrevalh eol aaaræt&é /a'a h canhlîk w .
3.1' l '4.  Poser suff  :=1.
3.1.2. Sinon, si  (4, ,  i , i )du,,  etsuff=l)  alors:y 'e Mæ d'Qltét lp ' twve e4,
3.1.2.1. Poser E u, r,, i=F, . t .,. y'o dâle dt lùt d" t" léabdo e4 dâW.
3.1.2.2. Poser V u,,, i, j i=(w ; v -1). y'eo tttlttzo lzo tdeunlho lt /â4 d d" lt t
covnaprala't à h ltéûodp êo$, /âlûût.
3. I .2.3. Poser s uf f  :=0.
3.2. Si (e,, i .15d,.,) alors : y'e 'ant&c d,'qrdli4 la æwac* u, @ aan h leuupc a'dëunlll,
3.2.1. Poser Ê u. r.,i=F u,,. y'o 14te /ê #rt du l" lst dz,u fâlâ& e4 1i4ùdo.
3.2.2. Poser V ,,,.i.i:/w ; v). y'æ td&eo deo adsuulkt lz /â4l rr d" lùt edâa$è à k
detdàæ fédide aott 4i4r.ûo.
3.3. Poser d) ,,,:=u. .4,e ,e"t&æ lt péEltdtr erl d/i|hl.
Exemple
Considérant les disponibilités de la ressource interchangeable d  type r données par la Figure
A.1- l, I'Algorithme A.l- 1 fournit les périodes durant lesquelles cette ressource st disponible
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en quantité e,,i./-2. Ces O,,,=4 péiodes sont les suivantes: [0h i2h), [3h;7h],
[8h ; th], [10h ; a."[. Elles sont représentés en blanc dans la Figure A.l- 3.
Figure A.I- 3 : Disponibilité d'une ressource interchangeable
Remarques
L'Algorithme A.1- 1 requiert O(a,) opérations et le nombre de périodes qu'il génère est
Q,. i, i<(@,+I)12, où û), est le nombre de fenêtres initiales relatives à la ressource de type r.
Les intervalles [a,,, ; P",,] étant non-vides et donnés dans I'ordre chronologique, les
périodes lÇ,.r., ; Éu,,,,] sont non vides, ne se chevauchent pas, n'ont pas d'intersection
cofllmune et sont répertoriées dans I'ordre chronologique.
Supposons que deux opérations i eti ' du produiti, iel, et i'e|,, nécessitent le même
nombre e,,i,i=e,,i,,j de ressources de type r, reR,n. Dans ce cas, I'Algorithme 4.1- I est
appliqué une seule fois et les 2 opérations font référence au même ensemble de périodes.
I.3.3.Définition des fenêtres durant lesquelles toutes les
ressources sont disponibles
Introduction
Pourchaque exemplaire fr e {L, 2, ..., K, } de laressource d type r, reR =R,nuRsn, rlous
connaissons les périodes l(u,*,, ; €,,*,,] durant lesquelles cet exemplatre k est disponible,
ue {1,2, ..., d)0,,}. Qo,, est le nombre de périodes relatives au k-ième exemplaire de la
ressourcedetype r. Nousrecherchonslesfenêtresde temps fa,,,,i i b,,i, j] durant lesquelles
l 'opéra t ion iduprodu i t j  peu tê t reexécutée ,2e11,2 , . . . , ! i ,11 . ! , ,1dés igne lenombrede
ces fenêtres. Pour chaque fenêtre La,,,, i i  b,, i, j ], nous définissons un pointeur U r,i,1.Ce
pointeur permet de savoir quelles périodes lÇ,,0,, ; É,, r. ,I correspondent à la fenêtre  .
Nous supposons que I'ordonnancement des produits précédents n'est pas remis en question par
I'ordonnancement du produit j. En particulier, si un exemplaire d'une ressource interchangeable
est affecté à une opération, il n'est pas possible de modifier cette affectation au profit d'un aute
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Algorithme générant toutes les fenêtres
Algorithme A.I- 2 : Définition des fenêtres pour chaque opération
Procédure Définition des fenêtres durant lesquelles I'opéraûon i du produitj peut être exécutée.
Entrée z i et j sont respectivement les indices de I'opération et du produit considéré.
R est I'ensemble des types de ressources.
R , n est I'ensemble des ressources interchangeables.
/,,, est la durée minimale de l'opération, et donc des périodes durant lesquelles I'opération peut
ête exécutée.
4,, i,; est le nombre d'exemplaires de ressources de type r nécessaires pour I'opération, pour reR .
K , est le nombre d'exemplaires de la ressource de type r, pour re R .
Ou. "  es t lenombredepér iodesre la t i vesà la ressourcedetyperpour  te  {1 ,  2 ,  . . . ,K , } , reR.
l Ç , , r , ,  i  Ë , , r , , 1  e s t l a  u - i è m e p e r i o d e d e l ' e x e m p l ù e È ,  p o u r  u e  { 1 , 2 ,  . . . ,  { 2  p . , 1 ,
k e { 1 , 2 , . . . , K , } e t  r e R .
Sortie: yi,j estlenombredefenêtresdurantlesquellesl'opérationpeutêtreexécutée.
la , .  i , j  i  b  z ,  i . j l  es t  laz - ièmefenêt re ,oùze {  I ,  2 ,  - - . ,  I  i ,  i l .
U,, i , j  est lepointeurdéf inissant lesindicesdespériodeslÇ,.0,,  i  €, .* , , lcorrespondant
à l a z - i è m e f e n ê û e l a , , i .  j  i  b z , i ,  j l ,  o ù z  e { 1 , 2 ,  . ' . , !  i . 1 1 .
l .  Ini t ia l isat ion.
1.1. Poser z:=0. Oro aate z /'*r/itæ dz b lstdàæ lznêtu /âlh&'
1.2. Poser R *:=A. 0a & R * l'eaaz'dle lzo lq/"/ dz 'tzuætæo ir44rô'
2. Pour reR : Oto emaaiæ lzt tt14zt dz'wtuunæo, w farc 4.t.
2.1. Si (e,.i.1*O) alors: ^('op'a,nâuc.ra,t"eultê f44 ee 'æatet'rae'
2.1.1. Poser Q,:=0.0c ata Q, h a4'r./'t4 d'esa*laaet dz ,rww 1z A/42 r ',q4b'
2.2. Sinon : .('o/éutta'o aânoaclc & wtouz,
2.2.1. Si (reR , o ) alors : y'a ,æ.w'ua al t*eao/atçcaib'
2 .2 .1 .1 '  Poser  Q, :=1 .
2.2.2. Sinon: y'a qcwtp at eçAtfuqzéla
2.2.2.I. Poser Q.,i=e,, i. i . y'e ,6nt/4e d'ern/laaco 'teî4iê. e4l ql4l dz !'o/éuttoto,
2.2.3. Si (9,>K ,) alors : .('afât4tlirc './frauèlê pU a'ewflAæo ry h 'caaû'æ eiloltt.
2.2.3.1. Poser yi,;i=0. /ctatap kgAhe a'e& aetetutc,
2.2.3.2. Quitter. .4'abo'uZlna eôt awûté f4ltg44 la 'ænnætæ ttc fzzt êlæ trart'ttqe.
2.2.4. Sinon : y'a qcwtrz d. W r cat,u#'
2 .2 .4 .1 .  Poser  R * :=R *u{ r } .
3. Si (R *=O) alors : zâaqnte attt4tltw a'enl @p,
3 .1 .  Poser  z :=1 .
3.2. Poser ar. , , , :=0i  bz, i . j :=+*.y ' 'a/â,utbtP4âhe wéqt 'b44..4b14têtæ [0;+-[ ,
3 . 3 .  P o s e r  U r . i , i : = Q .
4. Sinon ,  y 'a *wrà 4. R* oo4éeMætàt 'olrhatta 'c,0arateln*l  Ucpdl ' ,4/dz{eucrul lzR*,
4 . 1 .  P o u r  ( & r ,  r  I  k z . r  i . . . ; k o , ,  r ) t e l s q u e  l S k  r . r 1 k z . r < . . . < k c , . , < K r ,
( k  r , z  i  k  z , z  i  . . . i  k  e . ,  r )  t e l s q u e  l S k  r , z 1 k z , z < . . . < k  s , , z 3 K  z ,
( &  r .  I n  . 1 i k z , I n . l ;  " . ;  k n l  ̂ , 1  , l r -  l ) t e l s  q u e  1 *  r , I n . l < . . . < k 0 l n  -  l ,  1 a . 1 S K ; a *  1 :
y'et Q, au4tano cl4ab /t4t, b ædwzq /â t4'/ê r oe@r,, i kz,r i ...; kg,,,),
4 . 1 . 1 .  P o u r  r e R * , p o u r  q a l l a n t d e l à Q ,  :
4.1.1.1. Poser u q, ,i=1. 0a & u q. , ('ùt ll ie lt b /,fuhlt lr l 'e@æ q cloute.
4 . I . 2 . T a n t  q u e  ( r o ,  , 3 Q o n , , , r , P o u r  q e { 1  , 2 ,  . . . , Q , , }  e t r e R  * )  :
4 . 1 . 2 . 1 .  P o s e r  a : = m a x | t ç , q , , , 0 r , , , ,  I  q e  { 1 ,  . . . ,  Q , } , r e R * 1 .
4 . 1 . 2 . 2 .  P o s e r  à : = n a x { f  ,  0 . , . 0 q , , , ,  
I  Q e  { 1 ,  . . . ,  p . } , r e R  * } .
y''taterw4to'c /êê fârla&r a/zdaotu,éao al la' /crâ|roe la;bl.
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4.1.2.3. Si (b-a>-Ii.)et(b-a>O) alors: .4,'opirzaAu pzat A0æ evJ?ldh dauo la;bl.
4 .1 .2 .3 .1 .  Poser  z  :=z lL .
4.1.2.3.2. Poser a.,  i  .  j :=a ;  b , . ,  , , :=b . .4a laâlæ la;bl  enl  aeteaza.
4 . I . 2 . 3 . 3 .  P o s e r  U . ,  i . 1 : = { ( u o , , , k o . , , r )  I  q e U , 2 ,  . . . , Q , } , r e R  * } .
4.L.2.4. Pour reR x, pour q al lant de L à Q, :
4.1.2.4.1. Si  (É,q, , . r0. , . ,3b+l , , ; )  alors:  
y 'o pâlalz oélaawh ae Fetneûn
/4n d'oAtuû, ue (caAæ.
4.1.2.4.1.I .  Poser ar,  , i=u0,,+1.0ç o&zet io '*e h péubfz asùM.
5. Poser ! i .1:--1 . y'e ,'arrr$'æ 1ê k4fih4 e4l 4/âW.
Pourdéfinir les fenêtres la,,,,i i b z,i, j], il faut rechercher toutes les intersections de période
de disponibilité l(,,0,, ; Ê,,r,,,1 durant lesquelles les besoins en ressource sont satisfaits.
C'est le principe de I'Algorithme A.1- 2. La seule difficulté est de générer toutes les
combinaisons pour chaque ressource de type r pour laquelle e,,;,i exemplaires parmi les K,
sont disponibles. Rappelons que les périodes l,Ç,.0., i É,.0.,1 relatives à un exemplùe k
n'ont pas d'intersection commune et sont répertoriées dans l'ordre chronologique. On a :
É , .  o ,  , ( Ç ,  + t  ,  k ,  r ,  p o u r  u e  { 1 ,  2 ,  . . .  ,  Q o , , - l } .
Exemple
Atite d'exemple, nous exécutons I'Algorithme A.l- 2 à partir des disponibilités des K,.=3
exemplaires de la ressource non-interchangeable d  rype r' e R " n 
données par la Figure A.l- 2.
L'Algorithme A.l- 2 utilise les disponibilités en quantité e , , i, i22 de I'exemplaire K , =1 de la
ressource interchangeable de type re R , o foumi par l'Algorithme A.1- 1. L'Algorithme A.L- 2
peut alors donnerles fenêtres durantlesquelles les ressources de type r et r ' sont disponibles
en quantité e,,,. i22 et e,,, i,127. Ces y i,f l l  fenêtres ont les suivantes: [0h; th],
[3h ;  7h] ,  uOh ;  +"." [ ,  [0h ;  2h] ,  [4h :7h],  [8h ;  th] ,  [1 lh ;  +""1,  [0h ;  2h] ,
[3h;6h], [8h;9h], [10h;ao"[. Elles sont représentées en blanc sur la Figure A.l- 4.
Figure A.1- 4 : Fenêtres d'exécution d'une opération
Complexité quand on génère toutes les fenêtres
Lespas 1à4del'AlgorithmeA.l-2requièrent O(ln l) opérations,où In | 
"rt 
le cardinal de
I'ensemble R . Au pas 4.1, on énumère toutes les combinaisons possibles de q , ,i,, exemplùes
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)f = fT .,-{''l -. Seules les ressources non-interchangeables
,=rr.r.0r.r.....fr.,-.r=rr r'!*l^ qr,,,,i!(fr,- qr,,,i)!
l<kr.r.k .r....<i)1"'i ,.r<x, 4,"i'1>0
l<!.1a.1 <4.1 r.1 <.'..frq r1,,,;..<K1r1
requises pour I'opération interviennent dans ce calcul, puisque pour chaque ressource
interchangeable d  type rê.R.n, on d K ,=1. Pour chaque combinaison, lepas 4.1.1 est exécuté
of ln * lt fois. Quant au pas 4.I.2, il est exécuté au Plus, \
t*à (4,,,*4.,,,+...+ q,,,,,,,,,,-er,i. j) roit, puisque au moins un des indices uq., est
incrémenté au pas 4.1.2.4.1.L R * et Oo,, désignent respectivement le nombre de ressources
requises pour I'opération et le nombre de périodes initiales relatives à I'exemplate k de la
ressource de type r. Les pas 4.1 .2.1 à 4.1..2.4.1.1 nécessitent à chaque passage Ot ln*ll
opérations. Finalement, la complexité de I'Algorithme A.l- 2 est en
On appelle qo la plus grande des
quantités nécessaires pour un lype dc resqoqrce: De même, Ko est le plus grand nombre
d'exemplaires d'une ressource non-interchangeable t Oo est le plus grand nombre de fenêtres
pour un exemplaire d'un type de ressource. Une borne supérieure de la complexité de
^( ,- ,  (  xo(xo*r). . .(r .  -en*1)) l^ '"1,-. ,  ̂ )  ,I'Algorithme A.t- 2 est alors ol lRl+l 
au -t 
I lR lqo4 l. 
ceae borne
( . \Qo ! )1
est atteinte si les besoins sont identiques pour chaque type de ressource t si tous les types de
ressources ont le même nombre d'exemplaires et, pour chacun d'eux, le même nombre de
fenêtres. Ce temps peut paraître important. En fait, le nombre d'exemplaires de ressources
interchangeables requis pour une opération est très limité. Dans la plupart des cas pratiques qui
nous intéressent, on a besoin d'une seule machine pour réaliser une opération et on a
2q,,,,,=1. Dans ce cas, la complexité de I'Algorithme A.l- 2est en o(lnl+ &ln fu.r{).
re8*
Nombre de fenêtres générées
res générées par I'Algorithme A.t- 2 est donné
évaluation par excès correspond au cas où à chaque itération une nouvelle fenêtre est construite.
Il est possible de créer des exemples pour lesquels cette borne est atteinte conrme le cas de la
Figure A.1- 5. Sur la Figure A.1- 5b, la ressource désignée par "A1" est I'exemplaite "1" de la
ressource "A" de la Figure A.1- 5a. Les ressources "B1", "C1", "D1", "C2" et "D2" sont
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définies de manière analogue. n pd)r de 6 exemplaires de 4 ressources différentes disponibles
chacun pendant 3 périodes, ,,,r=l 2 [r- I(3. ryl l=+*l=16 
fenênes sont générées.
Uifllll\ 
re{t' 2' 3' 4t ) 
)
Finalement, dans le cas le plus courant où 2q,,,,,=1, I'Algorithme A.l- 2 peut générer
reg*
!,, j=rr(t+ln lqr(Q- 1)) fenêres différentes fa,. i. i  i  b,, i, i l ,où lse 3y ;, i.
Figure A.1- 5 : Cas extrême de création defenêtres d'exécution
Remarque
En recherchant les périodes durant lesquelles le nombre d'exemplaires est suffisant,
I'Algorithme A.I- 2 peut générer des fenêtres incluses les unes dans les autres cofirme le montre
laFigureA.l- 5. Si on cherche les plages de temps les plus longues possibles dans lesquelles
exécuter chaque opération (c'est le cas pour tous les algorithmes présentés dans cette thèse),
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nous supprimerons les fenêtres contenues dans d'autres. Pour cela, une méthode simple et
rapide consiste à ordonner les fenêtres suivant les ar,;,i croissants et, en cas d'égalité, suivant
les b r.i,j décroissants. Dans cet ordre o, nous pouvons supprimer les fenêtres
faotz),i,j I bo,rt,,,i) pour lesquelles il existe une fenête faolr*1,,,i i bolr*;,;,17 telle que
b or,t,i,jSb o(z*),i.j etlsz*<z1y i,;.Un tel algorithme nécessite O(l i,i Log, y i,;) opérations.
Algorithme générant les fenêtres non-incluses
Plutôt que de générer des périodes qui seront ensuite supprimées, I'Algorithme A.1- 3 fournit
directement I'ensemble des fenêtres durant lesquelles le nombre d'exemplaires est suffisant et
qui ne sont pas incluses dans d'autres fenêtres. Les données entrées ont identiques à celles de
I'Algorithme A.1- 2 et les sorties donnent les fenêtres non-incluses dans I'ordre chronologique.
Algorithme A.1- 3 : Définition de fenêtres non-incluses pour chaque opération
Procédure Définition des fenêtres non-incluses durant lesquelles I'opération i du produitj peut être exécutée.
Entrée z i et j sont respectivement les indices de I'opération et du produit considéré.
R est I'ensemble des types de ressources.
R, n estl'ensemble des ressources interchangeables.
l,,, est la durée minimale de I'opération, et donc des périodes durant lesquelles I'opération peut
êne exécutée.
4,, i , ; est le nombre d'exemplaires de ressources de type r nécessaires pour I'opération, pour re R .
K, est le nombre d'exemplaires de la ressource de type r, pour reR .
O . . ,  es t l enombredepé r i odes re la t i vesà la ressou rcede type rpou r  ke  {1 ,  2 ,  . . . ,K , } , r eR .
l Ç , , n . ,  i  € , . * , , l e s t l a a - i è m e p e r i o d e d e l ' e x e m p l a i r e k , p o u r  u e { 1  , 2 ,  " ' , ( 2 0 , , 1 ,
k e  { 1 ,  2 ,  . . . ,  K , } e t  r e R .
S o r t i e : y , . j est le nombre de fenêtres durant lesquelles l'opération peut être exécutée.
l a , , , , i  i  b  
" , , . i l  
e s t  l a  z - i è m e f e n ê t r e ,  o ù z e  {  1 , 2 ,  . . . ,  } i , ;  } .
U, . i .  j  est lepointeurdéf in issant les indicesdespér iodeslÇ, , r , ,  |  € , , r , , lcorrespondant
à l a z - i è m e f e n ê t r e  f a r .  i , j  i  b  z ,  i . j l ,  o ù z e  { I ,  2 ,  . . . ,  I  i . i l .
1 .  In i t ia l isat ion.
1.1. Poser z:=0.0a æte z l'ùdtk dz h lfutz leilitc d'élr'de.
1.2. Poser R *:=A. Oe atte R * t'eta#lz 12ê ,gfa 1z rvwuet ,re4414..
2. Pour reR : 0c en*ùæ lêê tqf* la,twutt, q'c fatt u.
2. l. Si (e,, i.1+0) alors : .4'afâa$êrt .,e 'zâraëte fai de 'uttottae,
2.1.1. Poser Q,:=0.0ro& Q, h a4t44e d'aa$lauo lz,t",oaera dp qfp r ,æ#.
2.2. Sinon : .('ol,âaûaro .qéærule de ,nn'wac*,
2.2.1. Si (reR,n) alors : y'd ,æwtæ eal t*;æ@ai*.
2 .2 .1 .1 .  Pose r  Q , :=1 .
2.2.2. Sinon: y'a qzanævp a.t *tetthqaûtz
2.2.2.1. Poser Q,Fe,,,.., .& 'rorrû'æ al'e&t4d/124'tiq4ëô ett ælsl lt é'op.éuUc,
2.2.3. Si (9,>K 
") 
alors : r''afé"dfùn &ëat4llê /ru a'ewptaua yc & au&e Mû,
2.2.3.L. Poser yi.; l=0. Arurn laûæ n'al ,t&iu,
2.2.3.2. Quitter. /'a$o'ûfltte eil atuûté f4rt#. h qcwuz tæ fcttt Adz paaæae.
2.2.4. Sinon : y'a ,vwtæ dz tW r al ,æçaae,
2 .2 .4 .1 .  Pose r  R  x :=R  *u { r } .
3. Si (R *=O) alors : 4runç aate.trt u'al @.
3 . 1 .  P o s e r  z : = 1 .
3.2. Poser a,.,.,:=0 i br.i, j :=+æ..4'a/âull i 'c /"4f Ahe ek?u*e latto (4(4êû4 [0; +-[.
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3.3 .  Poser  U , ,  i , . ;  :=Q.
4. Sinon : y'eo qaaaatzæo dz R * uû dzaatuo à ê'ol.âuliaa.
y'a aaae * e'alqztt/urc lrl{èao & é'Algoithme A.l- 2.
4 .1 .  Pour  reR *  :
4.1.1. Poser L ,:=ll, 2, ..., K ,]. Oa ilite L , ê'eruauAlp lzt era4lal,æa dz ta ,uaaaaaæ r.
4 .2 .  Pour  reR *  r  pour  keL,  :
4.2.1. Poser u p. ,i=1. Oa ,a& u o. , l'&/the le b f,Arhle c/41/tb lz t'erz*p'1a'a,æ k .
4.3. Tant Sue ( | L,l>Q,, pour reR *): y'e a4&'& lf ,l * æaai.rrtæ lp W r al azlltoaal.
4.3.1. Pour reR * : 0a ,ate u *., ë',bdlce L h f.éahle c/4iiæ de (,'eracfla.azz k .
4 .3 .1J .  Tr ie r  les  pér iodes  lç ,0 , , ,  t , , ,  i  Ç  u  0 , . ,  o , .1pour  k  eL , ,
dans I'ordre croissant des Ç " k.,. k ., 
et, en cas d'égalité, décroissant des { u *,,, k,,.
.4'@drz dùar d4lrdi eat o d o(k) eal bk -iàar.a,f&in"rd dtuto d otdnz, keL,'
4 . 3 . t . 2 .  P o s e r  U , : = l ( u  o r  r t , , ,  o ( k  ) ,  r )  |  k e  l l ,  2 ,  . . . ,  Q , l l .
y'et Q, fizztràea fé,ubdzt aoçl adearea. d ato ,æM (ut adezncrftao.
4 . 3 . 2 .  P o s e r  a : = m a x { Ç u . r , , , ,  |  ( u , k ' , r ) e U , ,  r e R x } .
4 . 3 . 3 .  P o s e r  b : = r f i n { Ë , , * , , , 1  ( u , k ' , r ) e ( J , ,  r e R * } . . 4 a ( z r â o z z l a ; b l e a l d e & t u w * t u .
4.3.4. Si (b -a2I t. ) et (b -a>0) alors : .4'o/âaltuo fzltt êfræ eK2/.1€B darto b lez&æ fa:bl,
4 .3 .4 .1 .  Poser  z :=z+1.
4 .3 .4 .2 .  Poser  4 , ,  i . i?a  ;  b , . , , i ' . - -b . .4akeæb;b l  earadauz
4.3 .4 .3 .  Poser  { / . .  i .1 i= lU,  I  reR * } .
4 .3 .5 .  Pour  reR * ,  pour  keL,  :
4.3.5J. Tant que (É 
" 0.  , ,  r . ,1b 
et u o,,3d2 u, )  :  y 'a fédolz u * , ,  e4 @'t ta4ao
lat la;bl ,
4 . 3 . 5 . 1 .  P o s e r  u k . r : = u r . , * 1 .
4.3.5.L2. Si (u n ,,)Q *,,) alors : ?u* fâdide dz ê'eree@ k a été 0,û4ea
4.3 .5 . l .2 .L  Poser  Z , :=2 , \ {k  } .
5. Poser ! i.i:=7. y'e aan&æ /É lprtâha at drâW.
Annexe T - Gestiôn des oériodes de disoonibilité
Exemple
Figure A.I- 6 : Fenêtes non-incluses d'exécution d'une opération
L'Algorithme 4.1- 3 se base sur les disponibilités des exemplaires K , ,=3 de la ressource non-
interchangeable de type r'€ R . n présentées par la Figure A.I- 2. Il utilise également les
disponibilités en quantité q,,i,122 de I'exemplùe K,=l foumi par l'Algorithme A.l- 1.
L'Algorithme A.l- 3 peut alors donner les fenêtres non-incluses dans d'autres et durant
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Cesy, , r=4 fenêt ressont lessu ivantes :  [0h  ;2h ] ,  [3h ;7h ] ,  [8h ;9h ]  e t  [10h;  + - [ .E l les
sont représentées en blanc sur la Figure A.1- 6.
Complexité quand on génère les fenêtres non'incluses
Les pas 1 à 4 de l'Algorithme A.1- 3 requièrent Ot ln l) opérations, où In I est le cardinal de
I'ensemble R . Les pas 4.1 à 4.2.I requièrent O( >K,) opérations, où R 
* est l'ensemble de
reR*
types de ressources requis. Quant au pas 4.3, il est exécuté au plus
f + )(Q,, +!22,,+...+ Q*,,,-4,,,,;) fois,puisqueaumoinsundesindices uo,, estincrémenté
reR*
au pas 4.3.5.1.1. Le ti au pas 4.3.1.1 nécessite O(K, log, K,) opérations [Beauquier et
al., 19921et la sélecton au pas suivant nécessite O( q ,, i,1) opérations, pour tout re R 
* . En
fait, puisqu'on recherche les er,i,j premiers éléments, ces 2 pas peuvent êfte exécutés en
O( q,,,,i K,) opérations, pour tout reR *. Les pas 4.3.2 à 4.3.4.3 requièrent O( }q,,,,i )
reR*
opérations. Les pas 4.3.5 à 4.3.5.1.2.1 nécessitent O( >K,) opérations et sont exécutés au
reR*
plus 1* >(q,, +{2r,,+...+d)K,,,-er,i,j) foi.. Finalement, la complexité de I'Algorithme A.1-
reR*
3 est en ,['4.[à (*,n,,,,,f][àtta, +e,,,+...+ e*,,,-n,,,)]) on appeue 4o re prus
grand de ressources nécessaires pour I'ensemble des opérations. De même, Ko est le plus
grand nombre d'exemplaires de ressource non-interchangeable et Oo est le plus grand nombre
de périodes pour un exemplaire d'une ressource. Une borne supérieure de la complexité de
I'Algorithme A.1- 3 est alors O(lnl'xo'aoQ -lRl' Koqo').Cette borne est atteinte si les besoins
sont identiques pour chaque ressource t si tous les types de ressources comportent le même
nombre d'exemplaires et, pour chacun d'eux,le même nombre de fenêtres.
Nombre de fenêtres non-incluses
Une borne supérieure du nombre )i,i de fenêtres générées par l'Algorithme A.1- 3 est
directement donné par le nombre d'itérations du pas 4.3.4 :
f +)(4,, +q.,+...+ Qr,,,-n,.,.,).Cette évaluation par excès correspond au cas où, à
reR*
chaque itération, une nouvelle fenêtre serait construite. Il est possible de créer des exemples
pour lesquels cette bome est atteinte, c'est le cas de I'exemple de la Figure A.1- 7, où sont
)i,;=1+(3-1)+(3-1)+(3+3-1)=10 fenêtres ont générées. Sur la Figure A.1- 7b, la ressource
"A1" correspond à I'exemplùe "1" de la ressource "A" de la Figure A.l- 7a. Les ressources
"B1". "C1" et "C2" sont définies de manière similaire.
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Figure A.I- 7 : Cas extrême de création de fenêtres d'exécution on-incluses
Remarques
Les périodes l,(,, r,., i É, , o,,l ne se chevauchant pas et n'ayant pas d'extrémité commune, les
fenêtres lar,,,i i bz,i,j] sont non vides et se chevauchent éventuellement. Dans le cas où
I'Algorithme A.1- 3 est appliqué, ces fenêtes sont non-incluses les unes dans les autres et
repertoriées dans I'ordre chronologique. Supposons que deux opérations i et i ' du produit j,
ie l ,et i 'eI , ,nécessi tent lemêmenombred'exemplairese,, i , j=er, i , , j  dechaqueressource
de type r, re R , o . Dans ce cas, I'Algorithme A.l- 2 et I'Algorithme A.1- 3 sont appliqués une
seule fois et les 2 opérations font référence au même ensemble de fenêtres.
I .3.4.  Conclusion
L'ordonnancement des (7-1) premiers produits ne peut ête remis en cause quand la j-ième
demande apparaît. Les disponibilités des ressources ont connues précisément. Nous avons
montré danscette sectioncommenten déduire l'ensemble des fenêtres W,,r={far,,,i ; b r,,,il
I I<z<y,,; ) durant lesquelles l'opération i du produit j peut être exécutée.
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MISE AJOUR DES DISPONIBILITES DES RESSOURCES
I .4.L lntroduction
Les méthodes présentées dans chaque chapitre permettent de déterminer dans quelle fenêtre Z ,,,
detypelazi , i , i , i  ;  bzi , i , ; , ;Jchaqueopérat ioni  duprodui t j  doi têtreexécutée,ainsiqueles
dates de début B ,,, etde fin C,,, d'exécution, ieI,. Une fois déterminé,I'ordonnancement du
produit j ne peut être remis en cause. Ainsi,les disponibilités des ressources peuvent être mises
à jour dès que I'ordonnancement du produit j est défini. Ce sont ces mises à jour qui sont
décrites dans cette section. Les algorithmes étant de conception simple, ils ne sont pas décrits de
manière formelle. En plus de ces mises à jour, il est possible de supprimer toutes les périodes de
disponibilité passées (i.e. les périodes qui se terminent avant la date de commande du produit j,
' i )  '
I .4.2.Cas des ressources non'interchangeables
Pour mettre à jour les disponibilités de chaque ressotuce de type r non-interchangeable,
rGR"o , i l su f f i t de remp lacer lapér iode lÇ , , r , ,  i  Ë , ,o , , l pa r lespér iodes lÇ , , * , , ;  B , , r l e t
lC , , i  i  Ë , , r , ,1  pour  tou t  (u ,k , r )€Uz i , i , i , i ,  où  r€R.o .  Uz , , i , , , i  a  é té  dé f in i  pa r
I'Algorithme A.L- 2 et I'Algorithme A.1- 3. Seules les périodes non vides sont insérées. I-e
nombre de périodes Oo., est incrémenté si nécessaire. Si ces périodes sont gérées sous forme
de liste chaînée, les mises à jour sont immédiates et permettent de conserver les propriétés de la
structure : les périodes sont non vides, ne se chevauchent pas, n'ont pas d'intersection
commune et sont répertoriées dans I'ordre chronologique. Le coût de la mise à jour est alors en
O( }q,.,,i) et le nombre de périodes créées est au plus 2n,,,.,, où R 
*"n est I'ensemble des
i€R*"o reR*
ressources non-interchangeables nécessaires à I' opération.
Supposons que seules les fenêtres non-incluses aient été retenues (i.e. les fenêtres fournies par
I'Algorithme A.1- 3) avant I'ordonnancement du produit. Il est encore possible de réaffecter à
chaqueopérat ioni  du produi t ,  un exemplùe k 'e{1,  . . . ,  k- l ,k+1, . . . ,  K,}  d isponible
pendant la période [B ,,, ; C ,,i] aute que I'exemplaire k prévu initialement. Rechercher tous
ces exemplaires et les périodes disponibles cott,
pas ici de la manière d'effectuer le choix entre les différents exemplùes disponibles. Un tel
choix permet de contrôler la répartition des charges de travail entre les exemplaires.
t.4.
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I.4.3.Cas des ressources interchangeables
Pour metfte à jourles disponibilités de chaque ressource de type r interchangeable, r€R"o,
trois manipulations sont nécessaires.
Premièrement, i l fautremplacerl ' intervalleluu,,, ;  F"t,, ] ,parlesintervallesla,,, ,  i  B,, i f
de disponibi l i té dut,, et îB,, i i  0",,, f  d" disponibi l i té d,t, ,-Q,, i , i  pour tout
(u , l ,  r 1eU z i , i , i ,  j ,  ( v  I  , v2 )eV , , , , , , i ,  a t  reR ,  o .  U  
" , ,  j , i , 1  
a  é té  dé f i n i  pa r  I 'A lgo r i t hme
A.l- 2 et I'Algorithme A.1- 3, tandis que V,... i. j ost fourni par l'Algorithme A.1- 1.
Deuxièmement, l ' intervallefu,r,,  i  Fur,,]estremplacéparlesintervalles ldur,, i  C,,,f  de
disponibi l i té duz,,-4r, i , j  et lB,, i  i  F"r,, l  de disponibi l i té d,2,, pour tout
(u , I ,  r 1eU  z i , i , i , j ,  ( v  I , v2 )eV  u , , , i , j , e t  r €R ,o .
Troisièmement,la disponibilité des intervalles [au, , i F u,,] est réduiteàd", r-e r,i, j pour tout
(u , l ,  r ) eU  z t , i , i , 1 ,  v  1<v<v2 ,  ( v  I  , v  2 )eV  u , , , i . i  e t  r €R ,o .
Seuls les intervalles non vides et de disponibilité non nulle sont conservés. [æ nombre
d'intervalles û), est incrémenté si nécessaire. Si ces intervalles sont gérés sous forme de liste
chaînée, les mises à jour nécessitent au plus O( a,) opérations et permettent de conserver les
propriétés de la structure : les périodes sont non vides, ne se chevauchent pas, ont au plus leur
exnémité commune et sont répertoriées dans I'ordre chronologique. Le coût de la mise à jour est
alors en O( }trr.,) et le nombre de périodes créées est au plus 2lR 
*," l, où R *,o est
reR*;o
I' ensemble des ressources interchangeables nécessaires à I' opération.
l .4 .4.Conclusion
Ainsi, les disponibilités des ressources ont mises à jour à partir de I'ordonnancement du
produit j. Quand la (7+l)-ième demande apparaîtra, on utilisera I'Algorithme A.1- l,
I'Algorithme A.l-2 etl'AlgorithmeA.l- 3 pour déterminer à nouveau les fenênes de temps
durant lesquelles les opérations de ce produit peuvent être exécutées.
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CONCLUSION
Cette annexe présente les structures supportant les données relatives aux disponibilités des
ressources,les algorithmes permettant de définir les périodes durant lesquelles chaque opération
peut être exécutée t les méthodes de mise à jour des disponibilités des ressources.
En effet, à partir des disponibitités de chaque ressource restant après les (7 -1) premiers produits
ordonnancés, nous pouvons déduire les fenêtres de temps durant lesquelles chaque opération i
du produit j peut ête exécutée. Il s'agit des périodes durant lesquelles les disponibilités de la
ressource de type r sont supérieures ou égales auxq,,;,; unités requises pour I'exécution de
I'opération I du produit j. Une fois le produit j ordonnancé, il faut également remettre à jour
les disponibilités des ressources elon les utilisations définies pour le produitj.
Répétons que ces procédures de gestion des fenêtres de disponibilité des ressources sont
relatives à chaque opération. Par conséquent, elles sont indépendantes des types de gammes des
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