Abstract: Statistical analysis of radar clutter has always been one of the topics, where more effort has been put in the last few decades. These studies were usually focused on finding the statistical models that better fitted the clutter distribution; however, the goal of this work is not the modeling of the clutter, but the study of the suitability of the statistical parameters to carry out a sea state classification. In order to achieve this objective and provide some relevance to this study, an important set of maritime and coastal Synthetic Aperture Radar data is considered. Due to the nature of the acquisition of data by SAR sensors, speckle noise is inherent to these data, and a specific study of how this noise affects the clutter distribution is also performed in this work. In pursuit of a sense of wholeness, a thorough study of the most suitable statistical parameters, as well as the most adequate classifier is carried out, achieving excellent results in terms of classification success rates. These concluding results confirm that a sea state classification is not only viable, but also successful using statistical parameters different from those of the best modeling distribution and applying a speckle filter, which allows a better characterization of the parameters used to distinguish between different sea states.
Introduction
Synthetic Aperture Radars (SARs) produce high-resolution remote sensing imagery using antennas installed aboard mobile platforms, such as aircraft or spacecraft. Platform movement is used to obtain a larger synthetic antenna and improve azimuth resolution. One of the main SAR applications is related to the mapping of terrain and sea surfaces and the detection and classification of point and extended targets. The utilization of SAR systems has experienced an important increase during the past two decades thanks to their usability regardless of meteorological conditions, their ability to penetrate clouds and forest canopy and to operate at night due to their illumination properties [1, 2] . Because of that, SAR systems are powerful observation tools in those cases where the utilization of optical data is restricted. Some applications deal with the monitoring of natural disasters, morphodynamic studies and with a number of aspects involved in coastal resource management and decision making by the National Port and Coastal Authorities. However, automatic interpretation of information contained in the reflected intensity of SAR data is very difficult. These difficulties are mainly due to speckle noise, the consequence of the way the transmitted signal is reflected by the imaged surface, which hinders data interpretation with standard image analysis tools [3] .
Speckle noise is always present in SAR images. This noise is due to the coherent sum of many elementary scatterers in each resolution cell and gives a grainy appearance to images, which makes detection and classification tasks more complex. The presence of speckle noise not only degrades SAR images, leading to the loss of information, but also makes difficult the statistical modeling of the data, which is one of the basic problems of SAR interpretation. Statistical modeling of SAR images has become a crucial task to address for applications, such as pattern recognition, coastline estimation or ship detection. These applications need to be part of automatic processing tools, hence the necessity of developing adaptive techniques that take into account the variability of SAR data. This variability demonstrates the importance of the good modeling of the different areas in a SAR image.
The application of the known statistical models may allow one to perform a pattern recognition and classification over both terrain and marine surfaces, distinguishing many different classes, like urban areas, forest areas, water, etc. However, the application of this knowledge to sea clutter estimation is not as easy as it might appear. Ship detection, which is an important problem in sea traffic control, fishery management and ship search and rescue, is usually based on adaptive threshold algorithms using constant false alarm rate (CFAR) techniques. Therefore, statistical modeling of the sea clutter plays a key role in ship detection, since the construction of the CFAR detector usually requires knowledge of the clutter distribution.
In the last few decades, there has been an intense study of the most appropriate statistical distributions to model SAR data. The goal of these studies was the modeling of either land or sea areas [4] [5] [6] [7] [8] [9] . However, the goal of this paper is not the modeling of sea areas, but the classification of sea states using the information given by the statistical distributions and the impact the speckle has on sea clutter distribution. Most of the studies related to SAR classification are focused on land areas, distinguishing, for instance, between urban areas, arid land, forest, water, etc. [10] [11] [12] [13] [14] . In [15] , an ocean feature detection, extraction and classification scheme is presented. The classification performed is based on texture analysis, considering case studies of linear ocean features, such as fronts, ice edges and a polar low. Although it is not exactly sea classification, recently, a lot of effort has been put in sea-ice classification in regions like the Baltic Sea. Some of this research has been presented in [16] [17] [18] . However, a thorough study of classification focused only on the sea surface has yet to be done. That void is what this paper plans to fill. The objective is to define how the parameters of the statistical distributions are affected by the state of the sea, meaning how a heavy wave field or a calm sea may affect those parameters, for instance. This connection between the sea state and the statistical parameters is what should allow the desired classification and automatically select the most suitable technique and the associated parameters. Such techniques mainly involve applications related to ship detection, land mask estimation in those situations where geographic maps cannot be used (natural disasters, marshlands and wetlands) and oil-spill detection, among others. Furthermore, maritime applications have become one of the SAR major fields of study in recent years [19] [20] [21] [22] [23] [24] . All in all, the absence of studies of this particular issue along with the difference it can make in automatic processing, make this topic an interesting one to cover. The results presented in this paper may be approached by the reader as a first attempt to find solutions to this sea state classification.
Summarizing, the goal of this paper is the classification of different sea states in SAR images. For this purpose, an important set of images acquired by TerraSAR-X is built, from which a large amount of sea patches can be extracted, so that the final results acquire a global dimension and can be extended to other SAR images. This classification will be helpful in automatic and adaptive applications, where sea areas need to be characterized in order to achieve a good final result. These applications deal with ship and ship wake detection, land mask estimation or coastline detection in wetlands or natural flooding. The main parameters of some statistical distributions along with other statistics will be used to perform the classification, taking into consideration the effect speckle noise has on the statistical distribution of SAR sea clutter. Studies of the most suitable speckle filter and the most ideal patch size will be also carried out. The final results will reflect a comparison of four aspects: the classifier, the patch size, the statistics and the necessity of speckle filters. This paper is organized as follows: in Section 2, some brief information about SAR images and TerraSAR-X products is presented; in Section 3, the data set selected to carry out the experiments is described; an introduction to speckle filters and an analysis of the speckle filtering quality parameters are presented in Section 4; an introduction to the statistical distributions theory is presented in Section 5, and a preliminary statistical analysis is performed in Section 6; the final results are discussed in Section 7; and finally, Section 8 contains the conclusions.
SAR Images and TerraSAR-X
SAR is defined as "a coherent radar system that generates a narrow cross-range impulse response by signal processing (integrating) the amplitude and phase of the received signal over an angular rotation of the radar line of sight with respect to the object (target) illuminated. Due to the change in line-of-sight direction, a synthetic aperture is produced by the signal processing that has the effect of an antenna with a much larger aperture (and hence a much greater angular resolution)" [25] . The two orthogonal coordinates of the acquired 2D signal are the azimuth direction, parallel to the direction of the travel of the sensor, which is supposed to be linear, and the slant-range direction, parallel to the radar beam.
Due to the way SAR sensors acquire data from the Earth's surface, SAR images always present a multiplicative noise called speckle. It is a phenomenon that degrades the SAR image quality and arises because the relative phase of individual scatterers within a resolution cell is strongly dependent upon the radar viewing angle [1, 2] . The resulting fluctuations generate SAR images with a grainy appearance, which makes detection and classification tasks difficult.
TerraSAR-X
In this work, images acquired by TerraSAR-X are considered. TerraSAR-X is a side-looking X-band synthetic aperture radar based on active phased array antenna technology, with a carrier frequency of 9.65 GHz and a typical maximum range bandwidth of 150 MHz (although an experimental bandwidth of 300 MHz has been recently used). Thanks to this, different imaging modes are available. TerraSAR-X basic products are the operational products offered by the TerraSAR-X PGS (Payload Ground Segment) to commercial and scientific customers. These products can be classified according to these three categories [26] : imaging mode, geometric resolution and geometric projection and data representation.
Imaging Modes
The following imaging modes are defined for the generation of basic products: stripmap (SM), high resolution spotlight (HS) and spotlight (SL), in single or dual polarization, and staring spotlight (ST) and ScanSAR (SC), only in single polarization.
The SM mode is the basic SAR imaging mode, as known from other satellites, like ERS-1. The ground is illuminated, while the antenna beam is pointed to a fixed angle in elevation and azimuth, resulting in a strip with constant quality in azimuth.
Spotlight modes use phased array beam steering in the azimuth direction to increase the illumination time and, therefore, the size of the synthetic aperture. The larger the aperture, the higher the azimuth resolution at the cost of azimuth scene size. In the SL mode, the beam steering velocity is lower than in the HS mode, resulting in reduced azimuth resolution. The ST mode appeared thanks to the experience gained with the instruments and experimental acquisitions. The azimuth beam steering angle range is widened to 2.2 degrees, making possible the acquisition of scenes with a 6 to 10-s aperture length in a staring spotlight configuration.
Finally, the SC mode uses the electronic antenna elevation steering to switch after bursts of pulses between swathes with different incidence angles.
The main parameters of each imaging mode are presented in Table 1 . These parameters correspond to single polarization and a nominal range bandwidth of 150 MHz, except for the ST mode, which uses a 300 MHz range bandwidth. Depending on the geometric resolution, there are two different products: spatially enhanced (SE) and radiometrically enhanced (RE).
SE products are designed for the highest possible square ground resolution. Depending on many parameters, the larger resolution value determines the square pixel size; therefore, the smaller resolution value is adjusted to this size. This equalization of the resolution results in a reduction of the bandwidth, used for speckle reduction.
RE products are optimized with respect to radiometry, decreasing both range and azimuth resolutions to reduce speckle and obtain a radiometric resolution of about 1.5 dB. The result is a product with an equivalent number of looks in the order of five to seven. Figure 1 includes an example of each of these two products generated from the same SAR image of Toronto (image downloaded from the Infoterra free data website). TerraSAR-X offers four basic products depending on the geometric projection and data representation: single look slant range complex (SSC), multi-look ground range detected (MGD), geocoded ellipsoid corrected (GEC) and enhanced ellipsoid corrected (EEC).
The SSC is the basic single look product of the focused radar signal, where data are represented as complex numbers. The geometric projection is done in the time domain.
The MGD is a detected multi-look product with reduced speckle and square resolution cells on the ground. The image is oriented along the flight direction, and it is not rotated to a map coordinate system, avoiding interpolation artifacts. The consequence of this lack of rotation is that the pixel localization accuracy is lower than in geocoded products.
The GEC is also a multi-look detected product, like the MGD; however, the image is rotated in this case. It is projected and resampled to the WGS84 reference ellipsoid, but no terrain correction is performed. Instead of considering a digital elevation model (DEM), it is assumed for the whole image an average terrain height, resulting in a pixel location accuracy dependent on the terrain.
Once more, the EEC is a multi-look detected product, and like the GEC, it is projected and resampled to the WGS84 reference ellipsoid. The difference with the latter is that terrain-induced distortions are corrected using a DEM in this case. Thus, the pixel localization is highly accurate.
Data Set Description
Ten SAR images acquired by TerraSAR-X are used in this paper in order to perform a sea state classification. The quick looks of these images are presented in Figure 2 . All of these images are selected for having large sea areas with different characteristics, which may give an idea of the variability of the ocean in SAR images. All of them have in common the acquisition mode and the geometric resolution configuration, so that ground and azimuth resolutions are the same in all images, allowing us to use patches of the same size extracted from any image. Some other acquisition parameters of each image are presented in Table 2 . All of the MGD images were provided by the German Aerospace Center under Project COA0158, while the GEC image was downloaded from the Infoterra free data site. The SM mode is selected so that a compromise between the resolution and the scene extent is achieved. As for the geometric resolution, all of the images are SE in order to have the best resolution an SM product can provide, as well as having a square resolution. Furthermore, it must be noted that all of the images share the same polarization (HH), as most of them were acquired under Project COA0158, conceived as a study of the ocean surface, where fusion of data acquired by TerraSAR-X and a marine radar was intended. Since ordinary X-Band marine radars scan the water surface with HH polarization, which is useful to analyze different aspects of the sea surface as ocean waves, wind fields or ocean currents, all of them aspects that determine the sea state [27] , SAR images with the same polarization were acquired for this project. In [28] , the ocean wave imaging by SAR is studied and compared with data acquired by the marine radar, WaMoS (Wave and Surface Current Monitoring System). Moreover, considering a potential target detection application, where the signal-to-clutter ratio (SCR) is crucial, HH polarization is recommended, as the SCR is improved with respect to VV polarization, and the backscatter signal presents a stronger modulation [29] . However, a study of the effect that the polarization has on the statistical distribution of SAR sea clutter is not overlooked and will be considered in future works. From all of these images, an important number of patches needs to be extracted in order to perform a proper classification. The patch extraction methodology consists of tiling the sea areas of the images into non-overlapping patches. In [10] , a study of the ideal patch size was carried out focusing on land areas. For images with a resolution comparable to that of the images selected in this work, the authors proposed a patch size of 160 × 160 pixels. The main difference between land and sea areas is the presence of human structures and the variability of the terrain. Due to these characteristics, the size of the patches needs to be smaller when considering land areas than when working with sea areas. Furthermore, the correlation length of sea clutter has to be accounted for. Since this length depends strongly on the sea state, horizontal and vertical correlations have been measured for different areas of the aforementioned SAR images. Provided that most of the selected areas have vertical or close to vertical wave fields, the horizontal correlation represents in this case the limiting parameter, with values around 100-120 pixels. Therefore, the patch size should be greater than that value. Three patch sizes are considered at first: 150 × 150 pixels, 300 × 300 pixels and 500 × 500 pixels. Considering the resolution of the selected images, these sizes in pixels correspond to approximately 187.5 × 187.5 square meters, 375 × 375 square meters and 625 × 625 square meters, respectively. Different examples are shown in Figure 3 . After tiling the sea areas of the 10 images into the three patch sizes, the three data sets are formed by 8100 patches. Now, the data sets are constructed, and the next step is the definition of the classes by visual inspection of the patches. Five classes are defined with the following characteristics:
• First class: wave fields with low to medium height waves and different wavelengths.
The difference in gray level between the crest and the trough is not very high, meaning both are at medium levels ( Figure 4 , first row).
• Second class: wave fields with high waves and different wavelengths. In this case, the difference in gray level between the crest and the trough is higher than in the first class. Crests tend to be closer to white and troughs closer to black ( Figure 4 , second row).
• Third class: a linear and very narrow structure is visible. This structure does not respond to wave fields ( Figure 4 , third row).
• Fourth class: wave fields where crests and troughs are only partially defined. In classes one and two, crests and troughs describe a linear pattern, but in this class, they hardly appear to be linear ( Figure 4 , fourth row).
• Fifth class: no wave fields or other structure visible. The distribution of the gray level of pixels does not follow any pattern ( Figure 4 , fifth row). In Section 7, a study of the best patch size depending on several parameters, such as the classifier, the statistical parameters set and the presence of a speckle filter, will be presented. In Figure 3 , where patches from different classes are shown, wave fields come to be more noticeable as the patch size increases, so better success rates are expected for the largest size.
Speckle Filtering
Conventional image filtering techniques, such as mean and median filtering, other adaptive filtering techniques, like the Lee [30] , Kuan [31] , Frost [32] or Lee-Sigma [33] techniques, and new versions of these filters [34] have been proposed to reduce speckle noise. Most of them use a defined filter window to estimate the local noise variance (NV) of a speckled image and perform an individual filtering process. The result is generally a high reduction of speckle noise in areas that are homogeneous, but the image is oversmoothed due to losses in details and edges in heterogeneous areas. Other successful despeckling techniques are based on the Wiener filter and the discrete cosine transform (DCT) [35] [36] [37] . The Wiener filter is specially suitable for speckle suppression, due to the consideration that the autocorrelation of speckle in SAR images is not negligible for non-zero lags.
Wavelet-based denoising algorithms have been studied and successfully applied for speckle reduction in SAR images [35, 38, 39] . These methods perform shrinkage on wavelet coefficients of the SAR image, and some of them apply a preprocessing stage consisting of a logarithmic transformation [40] . A dyadic wavelet decomposition, where speckle is considered as a signal-dependent additive noise and the wavelet coefficients are modeled using the generalized Gaussian and the generalized Gaussian Markov distributions, is presented in [41] , outperforming classical filters especially in homogeneous areas. In [42] , the application of Donoho wavelet shrinkage denoising techniques [43] in combination with an edge detector was studied to reduce speckle noise, preserving edges and small details in SAR images.
The mean shift (MS) algorithm is a simple nonparametric technique for density gradient estimation proposed by Fukunaga and Hostetler [44] that has been widely used in pattern recognition tasks. In [45] , the MS algorithm was introduced in SAR imagery for shadow extraction and building reconstruction, and it was applied along with other parametric filters to single and multi-look synthetic images to detect dark regions. The estimated receiver operating characteristic curves showed that the performance of MS, which requires no assumptions on the statistics, was similar to the performance of the best parametric filter in the considered ideal case. Although the use of MS filtering is not innovative in image processing, its application to SAR images is quite recent, and remarkable results have been achieved. In [46] , MS was applied to speckle reduction and edge and texture preservation and also for land mask estimation. The influence of MS parameters was studied and compared to the Lee filter, improving the results of the latter in both speckle noise reduction and edge and texture preservation.
Another filter that has appeared in the last decade is the improved sigma filter [47] , which was developed as an improvement to the previous Lee sigma filter implemented by the same author in 1983 [33] . The Lee sigma filter, based on the concept of two-sigma probability, had deficiencies dealing with biased estimation and blurring and depressing strong reflected targets [47] , which were more exposed with the advances that SAR technology has experienced in the last two decades. These problems are solved in the improved sigma filter: the sigma range is redefined based on the speckle probability density functions, and a target signature preservation technique is developed in order to mitigate the blurring and depressing.
In this paper, mean shift and the improved sigma filters are considered to study the effect speckle noise has on the statistical distribution of SAR sea clutter. This study is not focused on finding the best speckle filter, and therefore, the decision of using two well-known techniques, such as mean shift and the improved sigma fitter, is based on the fact that both techniques started being applied to SAR imagery in the last decade, achieving remarkable results. Although these two filters are a guarantee to obtain good filtering results, as some of the aforementioned works showed, it cannot be assumed that the results presented in this paper are the best ones, and therefore, a further study focused on the selection of the best speckle filter is highly recommended.
Quality Parameters Estimation
In order to choose the most suitable filter to carry out the speckle filtering, a thorough study of the possible filtering parameters is performed. To evaluate the filters capabilities, three quality parameters are proposed: noise variance (NV), smoothness or equivalent number of looks (ENL) and sharpness. While the first two parameters need to be estimated over a homogeneous area, the third one is measured over the whole image. However, in our case, the patches can be considered homogeneous; therefore, the estimation of the three parameters is done over the whole patches.
• The noise variance represents the level of speckle in the image; the more filtered the image, the lower the noise variance value.
• The smoothness gives an idea of the equivalent number of looks of the resulting filtered image:
where µ and σ are the mean and the standard deviation values of the considered image, respectively.
• The sharpness represents how well the details and structure of an image are preserved after the application of the filter. While the other two parameters were estimated solely over the filtered image, this parameter requires a comparison of the original and the filtered images. It is given by:
where x is the original image andŷ is the filtered image. The closer the value of this parameter to the original number of looks, the better the preservation of details and structure in the filtered image.
In Table 3 , the results of the quality parameters estimation for some filtering parameter sets applied to three randomly selected patches are presented. The study included more values, and it was performed over a larger number of patches, but only the most relevant ones are shown. Two free parameters are considered in mean shift: h s and h r , the spatial and range bandwidths, respectively. The spatial bandwidth defines the size of the sliding window, while the range one sets the threshold that defines where the Gaussian kernel is applied. For the h s values presented in Table 3 (2, 4 and 6), the corresponding window sizes are 11 × 11, 15 × 15 and 19 × 19, respectively. As for the sigma filter, two free parameters are considered, too: ξ, which is the sigma value, and T k , a threshold that defines in a first windowing process whether the pixels within the window are considered part of a point target or not. In this case, the filtering window size is kept constant at 9 × 9, as is recommended in [47] .
• In the case of mean shift filtering, the quality parameters alone can lead to wrong conclusions, as the best results in terms of noise variance and smoothness are generally obtained when both the space and range bandwidths are higher. However, when these two parameters get higher, the resulting image becomes blurry, and most of the details are lost. Therefore, a trade-off between the estimated parameters and the visual inspection has to be considered. According to Table 3 , in two of the three presented patches, the second to best quality parameters values are obtained with a combination of h s = 4 and h r = 0.5. In Figure 5 , three parameter sets are applied to Patch 3, showing that by visual inspection the better result between the patch filtered with h s = 4 and h r = 0.5 and the one filtered with h s = 6 and h r = 0.5 is the former. With h s = 2 and h r = 0.5, the image is less filtered and the quality parameters are worse, adding to the decision in favor of the h s = 4 and h r = 0.5 combination.
• From the sigma side of Table 3 , the main conclusion that can be extracted is that the higher the sigma parameter and the threshold, the better the quality parameters values are. For all of the tested patches, the result is the same; therefore, the sigma filter selected to carry out the preliminary experiments in Section 6 is the one with a sigma value of 0.9 and a threshold value of 0.95. 
When comparing the selected results of each filter, in most cases, the better results in the quality parameters estimation are attained with mean shift. Moreover, in terms of visual inspection, the mean shift-filtered patches are less blurry than the sigma-filtered ones, as shown in Figure 6 , where the original patch is also included for comparison purposes. 
Statistical Distributions
Plenty of statistical distributions have been studied to model the sea clutter in SAR images with different results. Traditionally, according to the central limit theorem, it has been assumed that the real and imaginary parts of the received data can be modeled by the Gaussian distribution. Although the Gaussian model fits accurately to the low-resolution sea-clutter, it does not perform correctly when the range resolution increases [5] . When dealing with high-resolution SAR systems, such as TerraSAR-X, the application of other distributions is needed. The properties of high-resolution sea-clutter are defined by the surface roughness, which can be characterized by two main types of waves: gravity and capillary waves. Gravity waves describe the macrostructure of the sea surface, with wavelengths from less than a meter to hundreds of meters, while capillary waves have wavelengths of centimeters or less, being caused by surface tension [48] . In order to work with this new high-resolution scenario, other distribution models are typically considered, starting with the Rayleigh model. The Gaussianity of the real and imaginary parts of the received echoes leads to the suitability of this model for the amplitude distribution of the signal. While this model may work fine for some terrain scenes, it may not be the best option for modeling the sea surface, where underlying heavy-tailed distributions might need to be considered instead [4] . Another common distribution used to characterize sea clutter is the K distribution [49] , which results from the Rayleigh distribution, used to model the speckle of the received data, and the Gamma distribution, the one that describes the modulation component [4] . Along with the same line of heavy-tailed distributions, the Weibull distribution presents itself as a good option to model both urban scenes and sea clutter [50] and, as does the K distribution, includes the Rayleigh distribution as a special case.
More recently, some other clutter models have emerged to give an answer to the difficulties sea-clutter characterization has. One of the most adopted models for sea-clutter modeling is the generalized gamma distribution, which was first introduced in [51] . Its highly flexible form and good fitting capability have caused this distribution to be applied in different areas, but one of the first to use it for SAR sea-clutter analysis was Anastassopoulos [4] . In the past few years, Li has published many papers dealing with this distribution [52, 53] . Although the results visually and quantitatively attained proved that, in most cases, the generalized gamma distribution outperformed the majority of parametric models (Weibull, Nakagami, K and others) in terms of fitting SAR image data histograms, the experiments showed in both papers were applied to different land scenes, but no sea scene was used. In [54] , this same distribution is applied to sea images considering different polarizations and sea states, obtaining better results than those obtained by many classic models, including the Gaussian, Log-Normal, Weibull and K.
Another model that has been recently applied is the α-stable distribution, which was first developed for financial time series analysis. It has been used for background clutter modeling in a ship detection scheme proposed by Liao and Wang [55, 56] , where the images dealt with issues of inhomogeneity and spiky properties. The ability this distribution has to fit heavy-tailed models, due in part to the spiky appearance of inhomogeneous sea-clutter, results in a better modeling performance than the ones obtained by the classical models to which it was compared.
In [9] , a special case of this distribution, namely the zero-mean symmetric α-stable (SαS), is used. Along with the generalized central limit theorem, it is assumed that the real and imaginary parts of the received signal are jointly SαS, giving rise to a new model called the generalized heavy-tailed Rayleigh distribution. This new distribution can describe impulsive data and has thicker tails than the classical Rayleigh distribution, allowing a better fit to very-high-resolution (VHR) SAR marine images.
Finally, in [57] , the authors address the problem of simultaneous modeling of the joint information by taking a semiparametric approach based on a nonparametric kernel density estimator (KDE) for estimating the marginal distribution and a Gaussian copula to estimate the underlying spatial correlation structure. Results showed that, for the final purpose of the paper, which was ship detection, a significant improvement was achieved in terms of the receiver-operating-characteristic curve and detected target pixels.
Among all of the possible distributions used to model the sea clutter in SAR images, six are considered and compared in this paper: Rayleigh, K, Weibull, gamma, lognormal and generalized gamma. These distributions are selected due to their suitability to model SAR clutter, taking into consideration the geometry of data acquisition by SAR sensors, where incidence angles greater than typical marine radar grazing angles are used. Based on the coherent imaging mechanism of the sensor, it is assumed that each resolution cell contains enough scatterers, whose echoes are independent and identically distributed. Both the amplitude and phase of the echo of one scatterer are statistically random variables. It is also assumed that inside a resolution cell, there are no dominant scatterers, the size of the cell being large enough compared to the size of a scatterer [8] . With these hypotheses acknowledged, many statistical models assume a constant radar cross-section (RCS) background, which leads to a Rayleigh-distributed single-look amplitude and a gamma-distributed multi-look intensity [58] . However, for in-homogeneous regions with underlying gamma-distributed RCS fluctuations, the corresponding intensity data have to be K-distributed. Furthermore, when the resolution becomes high enough, theoretically, the resolution cell will be too small to consider the central limit theorem applicable. In [4] , this last assumption is considered leading to the generalized gamma distribution for speckle and intensity RCS fluctuation components. As for the lognormal and Weibull distributions, there is no sound deduction in theory for the suitability of their application to SAR images, as they have come from the experience of having been successfully applied to them [8] .
Preliminary Statistical Analysis
As has been said before, the main goal of this paper is not the modeling of sea clutter, but the classification of sea states. In the previous section, the probability distributions, whose parameters are considered to carry out the classification, were presented. At this point, what is important is how good the parameters classify the sea states and not how good the clutter is modeled. In order to select those parameters, a reduced set of 250,500 × 500-pixel patches is built. Fifty representatives of each class, which are described in Section 3, are taken to build such a set. A first consideration that needs to be addressed is how the application of speckle filtering affects the statistical distribution of the patches, which appears to be reasonable, due to the statistical distribution of speckle itself. In Figures 7-9 , the lowest values attained for the distances measured with the Cramér-von Mises test [59, 60] are shown for the six probability distributions and the 250 patches considered, without speckle filtering, after the mean shift filter and after the sigma filter, respectively. While in all of the figures, the distribution of the patches tends to fit a generalized gamma, the difference between the original patches and the filtered ones is that the distances in the former have several crosses, and in the latter, they are more separated, except for the generalized gamma and the lognormal distributions. If this is translated to how the parameters would be affected by the speckle filters, it is only logical to expect more separation when speckle filtering is applied. There is not much difference between the distances measured for the sigma-filtered and the mean-shift-filtered patches.
All of the parameters of the six distributions, estimated with the maximum likelihood criterion, are considered at first as candidates to be part of the feature sets used to carry out the classification. However, the values of the shape parameter of the generalized gamma distribution, k, present a huge intra-class variability and inter-classes overlapping, which give rise to confusion when applied to the classifier. Furthermore, it must be noted that the shape parameter of the K distribution has a very low intra-class and inter-classes variability, with no information to discriminate among classes. Therefore, these two parameters are directly excluded from any further consideration, and the other ten are presented in Figures 10-12 . In this case, the scale of all the parameters is similar, and more conclusions can be extracted. Selection of statistical parameters estimated from a reduced set of mean-shift-filtered patches.
Fifty patches of each considered class are used for the estimation. Comparing the three figures, it is clear that speckle filtering is helping to separate some parameters among the others and also separates between the five classes of patches. In fact, in Figure 13 , the parameters that better distinguish between patch classes when speckle filtering is applied are represented for both original and mean-shift-filtered patches, so that a more obvious decision in favor of the application of speckle filtering can be made. These results speak for themselves and show how decisive speckle filtering can be in order to address the classification of the different sea states. Three parameters stand out among the others as the best choices for sea state classification. Those candidates are the shape parameter of the Weibull distribution (b W eibull ), the shape parameter of the gamma distribution (a Gamma ) and the power parameter of the generalized gamma distribution (ν Generalized Gamma ). Even though none of them display a perfect separation between classes, the combination of these statistical parameters with others may lead to a nice classification, especially in the case of a Gamma , where the thresholds between classes may be more easily selected than with the other parameters. The parameters discarded for classification purposes are mainly the scale ones, which are usually more dependent on the mean level of the patch than the wave field structure. Such dependance would give rise to classes too heterogeneous in terms of wavelength, which is what basically allows the classification. Since the distances and the statistical parameter values for both mean shift and sigma filters are very similar, but the quality parameters presented in Section 4 were slightly better in the case of mean shift, from now on, the studies will only be using this filter with the aforementioned filtering parameters of h s = 4 and h r = 0.5. To continue a bit further down this line of thought of exploiting the information provided by the probability distributions, the cumulative distribution functions (cdf) of the patches will be considered. Taking into consideration the way the classes are defined and the role the differences in gray level the wave crests and troughs play, the cdf can provide valuable insight into the percentage of dark and bright pixels. What these values actually represent in a way is the height and depth of crests and troughs, as well as the width of both of them. Given that the shape parameter of the gamma distribution is the one that separates best the five classes, the gamma cdf will be in consideration to estimate the new value. In Figure 14 , some cdfs corresponding to patches selected from different classes are presented. Although, at first glance, it looks like all of the curves merge into one, when applying a zoom to the lower values, an interesting separation between the five classes tends to appear. After some study, the third percentile value is selected. Figure 14 . Gamma cumulative distribution functions of representative patches of each class.
Taking everything into consideration, we define four parameter sets:
• Set I: the shape parameter of the gamma distribution and the third percentile of the gamma cdf.
• Set II: the shape parameter of the Weibull distribution and the third percentile of the gamma cdf.
• Set III: the power parameter of the generalized gamma distribution and the third percentile of the gamma cdf.
• Set IV: the shape parameters of the gamma and the Weibull distributions and the third percentile of the gamma cdf.
Many other sets have been considered, starting with the three statistical parameters alone and different combinations of them, but due to space limitations and the poor results achieved with those sets, only the results for the four aforementioned sets will be presented in Section 7.
Final Results
The previous sections have been used to describe all of the elements needed for this experimentation section. The SAR images chosen to test the classifiers were introduced in Section 3, and three sets of differently-sized patches were built. The speckle filters that were initially considered in this paper were presented in Section 4, choosing mean shift as the better option. In Sections 5 and 6, six of the most used probability distributions for sea clutter modeling were briefly introduced, and the suitability of their parameters to perform the sea state classification was studied. As a result, four parameter sets were defined. There is one final element needed to complete all of the experiments: the classifier. Four well-known techniques will be compared:
• K-means;
• Radial basis function neural network (RBFNN); • Nearest neighbor (NN);
• Support vector machine (SVM).
These techniques have been widely used in all sorts of applications, not only SAR. Some recent studies with the NN technique were presented in [11] , where second-kind statistics were used as classifying features; SVMs have been used in [10, 12] , comparing them with a supervised Wishart classifier in the latter; in [61] , RBFNNs were used for an automatic target recognition application. The K-means classifier is an unsupervised clustering approach. To find the five centroids, the same training set used for the supervised approaches is used. After that, the clusters are formed by measuring the K-means distance between the centroids and the elements in the test set. Furthermore, the first results of K-means clustering were used as a valuable support to first determine which parameters could better separate between the five considered sea state classes.
The experiments that will be carried out will ultimately serve as a comparison in four different levels:
• The parameters extracted from the patches;
• The patch size;
• The classifiers and the number of elements they are composed of in the case of RBFNN and NN;
• The absence or presence of a speckle filtering stage.
Experiments Description
Three sets of patches with different sizes are used to test all of the algorithms. The choice of the size of these patches was explained before in Section 3. Using the largest size to determine the number of elements contained in each set, the number of patches in each class is presented in Table 4 . Two hundred fifty patches, 50 of each class, form the set used for training the classifiers, leaving a total of 7850 patches for the test set. All of the success rates presented in the following figures and tables will refer to that test set. In the case of K-means and SVMs, one result is presented for each parameters set (SVMs parameters have been optimized to present the best values), to serve as comparison elements, while a more thorough study is presented for NNs and RBFNNs. For the former, values for 2, 4, 6 and 10 neighbors are presented in Figures 15 and 16 , and for the latter, values for 8-11 hidden neurons are presented. The choice of neighbors and hidden neurons presented include the best results and also show the trends of the success rates. The notation used in the figures and tables is k-NN, where k is the number of neighbors, and n-RBFNN, where n is the number of hidden neurons. The success rates as a percentage for the original patches are shown in Figure 15 and for the mean-shift-filtered patches in Figure 16 . These results not only are subject to the classifier, but also to the patch size and the parameters set considered. The combination of these two elements represent the different colors of the bars in the figures. Thus, each bar will be denoted by the patch size and the number of the parameter set selected, as seen in Section 6 (e.g., 300-IV represents the combination of a 300 × 300-pixel patch size and parameter set number IV, which includes the shape parameters of the gamma and the Weibull distributions and the third percentile of the gamma cdf). Figure 15 . Overall success rates for the original patches depending on the classifier (horizontal axis), the patch size (150, 300 or 500) and the parameters set (I, II, III or IV; defined in Section 6). Figure 16 . Overall success rates for the mean shift-filtered patches depending on the classifier (horizontal axis), the patch size (150, 300 or 500) and the parameters set (I, II, III or IV; defined in Section 6).
Impact of the Speckle Filtering
One of the main purposes of this paper was to give an answer to whether the application of a speckle filter to the SAR images was necessary or not in order to be able to extract more information from the sea clutter and, thus, attain a better classification performance. Preliminary studies, shown in Section 6, suggested the need of a filter, as the statistical parameters began to show potential thresholds between classes when a filter was applied ( Figure 13 ). The results in Figures 15 and 16 confirm what was previously hinted. Globally, the success rates are higher when the speckle filter has been applied, especially for Sets I and II, which included the shape parameter of the gamma distribution and the shape parameter of the Weibull distribution, respectively. Although the best results are attained after applying the speckle filter and a clear improvement of the success rates can be observed, it must be noted that for Set III, the trend is the other way around for most of the classifiers. Let the reader be reminded that this set included the power parameter of the generalized gamma distribution, and while, at first glance, this parameter did not look as promising as others for the classification, the fact that the generalized gamma distribution was the one that best modeled the sea clutter when no speckle filter was applied, as shown in Figure 7 , clearly helps to attain these results.
Patch Size Study
Results presented in Figures 15 and 16 show that in nearly all of the cases studied, the overall success rates reach higher values for a patch size of 500 × 500 pixels, independently of the choice of the parameters set, the classifier and the application of mean shift. Nevertheless, differences are higher when the speckle filter is applied.
The most probable explanation for this behavior is that the 150 × 150-pixel patch is too small to extract enough information on wave fields, which is what mainly allows us to perform the sea state classification. Significantly better results are achieved with a patch size of 300 × 300 pixels, thanks to a better characterization of wave fields. However, the best results are attained with a patch size of 500 × 500 pixels. Even though for some of the experiments, there is not much difference in terms of success rate between 300 × 300 and 500 × 500 patches, global results suggest the selection of the latter.
Classifier and Parameters Set Selection
When comparing the classifiers, what stands out the most is the inability of the K-means technique to perform the classification. The other three classifiers obtain success rates in the same range, but the RBFNNs are the ones with the best overall performance, except for Set III. As for the number of hidden neurons, there is not a linear evolution of the success rate with the increase in the number of neurons; however, the best results are in most cases attained with 10 or 11 neurons.
Finally, the comparison between parameter sets shows what the first studies in Section 6 already suggested. The shape parameter of the gamma distribution along with the third percentile of gamma cdf outperform the shape parameter of the Weibull distribution and the power parameter of the generalized gamma distribution. However, it is the combination of both shape parameters with the third percentile, that is Set IV, that achieves the best overall results. In concrete terms, the best success rate, with a value of 87.46%, is attained with an RBFNN with 11 hidden neurons ( Figure 16 ). Compared to the result attained under the same conditions, but for the original patches, the improvement is 4%.
Accuracies, Uncertainties and Errors
The best overall accuracies for each classifier are presented in Table 5 to support with numbers the information shown in Figures 15 and 16 . All of them are attained with mean shift-filtered patches, a patch size of 500 × 500 pixels and parameter Set IV, except for K-means, which is parameter Set III. For the RBFNN, 11 hidden neurons have been considered, and for the NN, 10 neighbors. These values show that although K-means can correctly classify three out of four patches, which is far from the results attained by the supervised techniques. The accuracies of these three techniques are close, but it is the RBFNN method that obtains the best results. In order to add more information, confusion matrices for the experiments with the best overall accuracies are also presented in Tables 6-9 . These matrices show that the third class is the one with the highest true positives rate for all of the classifiers, with no false negatives in the case of NN and SVM and very low rates of false positives. The fourth class is globally well classified, although over 10% of patches in the second class were classified as the fourth class when RBFNN and NN are used. This issue could be expected, as these two classes correspond to wave fields with high waves. On the other hand, the worst accuracy rate, excluding the results obtained with K-means, which are really low for Classes 1 and 5, is attained with the first class and SVM. In this specific case, almost 16% of the patches are misclassified as the fifth class.
With the information provided by the confusion matrices presented, the unweighted kappa coefficient for each one is calculated (Table 10 ). This coefficient is a useful statistical measure for assessing the reliability of agreement between a fixed number of classes, which is five in our study. These kappa values confirm the values previously presented for the overall accuracies, as it is the RBFNN with 11 hidden neurons that is the one that attains the value closest to one, and once more, it is K-means that is the technique with the worst result. The value attained for the RBFNN technique, equal to 0.8257, is given for a standard error of kappa of 0.005, with a 95% confidence interval that goes from 0.816 to 0.836. Table 7 . Confusion matrix for RBFNN with 11 hidden neurons, mean shift-filtered patches, 500 × 500-pixel patches and parameter Set IV (values in %). Table 10 . Kappa values for the experiments with the best overall accuracies. Taking into consideration the variability of the sea surface and the difficulty a visual classification implies, the results are really good and very encouraging to follow up on these studies to try to find parameters that may improve the final classification success rates even more.
Computational Complexity
Computational complexity is expressed by two different parameters: the number of CPU cycles and CPU time expressed in seconds. CPU time is calculated by using the number of CPU cycles and an average CPU speed of 2.1605 × 10 9 cycles/s. The algorithms were executed on a MacBook Pro with OS-X 10.9.4, a 2.2 GHz Intel Core i7 processor, four cores and 8 GB of RAM memory. These algorithms are not parallelized; therefore, the presented values could be reduced if parallel processing was used. Both CPU times and the number of CPU cycles for speckle filtering, statistical parameters estimation and classification considering one single patch are presented depending on the patch size (Table 11) . For the speckle filtering stage, times and cycles for mean shift and sigma, applied to a single patch with the filtering parameters that were selected as the best in Section 4, are presented. The times and cycles for the parameter estimation stage correspond to modeling a single patch with the six statistical distributions described in Section 5, estimating all of the associated parameters. As for the classification algorithms' times and cycles, since they do not depend on the size of the patch, as the number of parameters extracted from each patch size is the same, one value is presented for each classifier, measured for the cases where the best overall accuracies were attained. These results show that mean shift is faster than sigma, especially when the patch size increases, and the fastest classifier, except for K-means, is the RBFNN. Given that both mean shift and RBFNN attained the best overall results, these times add more value to that achievement. 
Conclusions
A statistical analysis of Synthetic Aperture Radar sea clutter for sea state classification purposes has been presented in this paper. The lack of studies covering this particular area, as they focus just on the modeling of clutter (either land or sea clutter), served as the motivation to address this topic. The present work successfully used statistical distributions and their parameters to distinguish between different sea states and represents an important contribution to the field, as most SAR classification studies are focused on land areas. Furthermore, a study of the effect speckle noise has on the statistical distribution of sea clutter was carried out, showcasing the necessity of a speckle filtering stage to improve the final classification accuracies.
The importance of the presented work resides not only in the use of statistical distributions for sea state classification and the study of the effect of speckle filtering on the classification accuracy, but also in the extensive resources used to achieve those goals. Ten coastal and maritime SAR images acquired by TerraSAR-X have been selected for this proposal, allowing the construction of a data set with more than 8000 patches and the definition by visual inspection of five sea state classes. For the speckle filtering stage, two filters with well-proven performance results have been used: the improved sigma-Lee filter and the mean shift technique. Six statistical distributions have been studied in this paper: gamma, Weibull, K, Rayleigh, lognormal and generalized gamma. As for the classification stage, four well-known and widely-used classifiers have been considered: K-means, nearest neighbor (NN), radial basis function neural network (RBFNN) and support vector machine (SVM).
The experimental results presented were subjected to a four-level comparison: the effect of speckle filtering, the dependence on the patch size, the statistical parameters sets and the classifiers. Overall classification accuracies for non-filtered and mean-shift-filtered patches, with sizes of 150 × 150, 300 × 300 and 500 × 500 pixels, for four different parameters sets and the aforementioned classifiers were obtained.
Globally, accuracy values experienced an increase when the speckle filter was applied, independently of the parameters set, the patch size and the classifier. The study of the patch size showed that in nearly all cases, the overall accuracies reached higher values for a patch size of 500 × 500 pixels, as more information of the wave fields can be extracted from patches with this size. The parameters set that attained the best classification accuracy values was the one formed by the shape parameters of the gamma and Weibull distributions and the third percentile of the former one; even though the gamma and Weibull distributions were not the best modeling ones, their parameters were indeed the best for sea state classification. As for the classifiers, the three supervised techniques had a similar performance, the RBFNN being the one that slightly stood out as the best. The best result of 87.5% of overall accuracy and the highest kappa coefficient equal to 0.83 were achieved for 500 × 500-pixel patches, filtered with mean shift, the combination of the shape parameter and the third percentile of the gamma distribution, the shape parameter of the Weibull one and a RBFNN with 11 hidden neurons. As an added value, the CPU times of mean shift and the classification based on RBFNN were the best ones among the supervised techniques.
All of the experiments and studies carried out have to be put under the perspective of the resources that have been used. Although a large data set was considered, the extension of the study to a larger number of images could lead to the definition of new sea state classes. Furthermore, the application of the algorithms presented in this paper to data with different resolution and polarization is highly recommended, as a dependence between these parameters and the classification accuracy might be possible. Furthermore, the statistical distribution and the parameters selected to perform the classification can have a big impact on the final results. Many distributions have been considered in this work, but the study of recently applied to SAR distributions, such as the α-stable, is suggested. Results showed that the application of a speckle filter improved the final classification accuracy; therefore, a deeper study of this stage is advised, as well.
The work presented in this paper was first conceived of as a tool for improving ship detection applications in SAR imagery. A lot of effort has been put into this research area in the past few years, as not only researchers, but also governments are interested in the development of maritime surveillance tools. The algorithms and the statistical parameters selected in this work, together with the suggested studies, should be very helpful to perform an automatic ship detector, as most of them are based on the comparison between sea clutter and the target, and the better the clutter modeling, the better the ship detection.
