Abstract. Predictive maintenance allows the drawbacks of corrective and preventive maintenance to be overcome by estimating the Remaining Useful Life (RUL) of components. This value helps undertake required tasks at the right time: when the component is deteriorated but right before a failure occurs. We propose an imprecise RUL estimation method with the use of Hidden Markov Models (HMM). HMMs have been used for prognosis in several studies. Here, we fit the training data by a polynomial and then we frame it with 2 other polynomials of the same degree. This results in 3 distinct trained HMMs: the first is used for the RUL estimation and the other 2 provide the lower and higher bounds. Finally, we propose a strategy that can be adopted when dealing with incomplete or imprecise data. This work has been applied to the IEEE 2008 PHM challenge which was a competition aiming at evaluating prognosis methods.
Introduction
Maintenance is an essential step in the life cycle of every complex system. The European standard BS EN 13306 (BSI, 2010) 
defines maintenance as the combination of all technical, administrative and managerial actions during the life cycle of an item intended to retain it in, or restore it to, a state in which it can perform the required function.
In other words, maintenance allow ensuring the nominal operating state of the system in conditions that guarantee the safety of the user and the environment, along with its availability. However, it is usually pretty expensive and the system is not available during maintenance tasks. Moreover, current habits are hardly ever optimal:
-Corrective maintenance involves waiting for a failure before repairing or replacing the affected components -Preventive maintenance involves replacing the components at regular intervals, according to a fixed planning The former strategy usually induces additional costs (Lee, Ni, Djurdjanovic, Qiu, & Liao, 2006) and an important unavailability of the system (Palem, 2013) . Besides, a failure can raise safety issues as the systems can no longer perform all or part of the functions it was designed for. Preventive maintenance reduces significantly the risk of unexpected failures as well as the downtimes but can cause high maintenance costs because each operation is performed without knowing the actual state of the system. Therefore, some components are replaced whereas they are still in a nominal operating state or slightly degraded (Lee, Ni, Djurdjanovic, Qiu, & Liao, 2006) (Le, 2016) . In order to overcome these drawbacks, a new form of maintenance has emerged: predictive maintenance (Palem, 2013) . It consists of a regular surveillance of the organs of the system (Bartelds, et al., 2004) , which allow evaluating their health state and their proper functioning. It is then possible to forecast the appearance of a system failure before it occurs (Lee, Ni, Djurdjanovic, Qiu, & Liao, 2006) (Le, 2016) (Jardine, Lin, & Banjevic, 2006) . Consequently, the adequate maintenance tasks can be planned at just the right time (Mercier & Pham, 2012) . The interest in prognosis has been growing for a few decades and many solutions have been developed, tested and improved over the years. These methods can be classified into 3 main categories (Le, 2016) (Vachtsevanos, Lewis, Roemer, Hess, & Wu, 2006) (Soualhi, Razik, Clerc, & Doan, 2014) (Roemer, Byington, Kacprzynski, & Vachtsevanos, 2006) : -Physical model-based prognosis that rely on mathematical or physical models of the degradation phenomenon.
-Evolutionary or trending models that are based on temporal data sets and indicators that can describe the evolution of the health state. -Experience-based prognosis which is based on the experience and the expert knowledge learned, for example, on the history of failures or degradation of the system Data driven models allow performing prognosis from data sets produced by means of surveillance. In particular, stochastic models are of interest for RUL estimation because their implementation is quite simple and understandable. Among them, Markov process are dynamic and multi-state models that can model a degradation pretty faithfully. Moreover, hidden Markov models (HMM) take into account the fact that it is not possible to measure directly the degradation of a component. Besides, these models have proven to be effective in various domains and have been used for predictive maintenance purposes in several studies (Sikorska, Hodkiewicz, & Ma, 2011 ) (Tobon-Mejia, Medjaher, Zerhouni, & Tripot, 2011 (Geramifard, Xu, Zhou, & Li, 2012) (Tang, Makis, Jafari, & Yu, 2015) . They are based on Markov chains that represent the health state of the studied component. However, these studies consider simplified cases, in particular, perfect data sets, whereas in real applications the data can be altered. For example, a sensor failure might result in some imprecise or even missing measurements, or several sensors can give conflicting information (Krüger, Measures of Conflicting Evidence in Bayesian Networks for Classification, 2013) (Krüger, Detection of Failing Sensors by Conflicting Evidence in Bayesian Classification, 2014). This paper proposes a general RUL prediction method with the use of HMM. This RUL is provided with an interval thanks to a new methodology. Finally, we propose a strategy that can be adopted when dealing with incomplete or imprecise data. The paper is organized as follow: a second section presents HMM and their use for RUL estimation. In the third section, the method is applied to the 2008 IEEE PHM challenge which was a competition aiming at evaluating the performance of prognosis models. The fourth section presents our method for determining the interval. Finally, the last section proposes our strategy in case of uncertain data.
HMM for RUL estimation
An HMM can model the degradation of a component, each state of the model representing a health state of the component. Such a model is composed of a Markov process with states that are not directly observable but can be revealed thanks to collected data called observations. Knowing the model and the probabilities of transitions, it is possible to calculate the mean time of sojourn in each state of the model. Therefore, once the health state of the component has been estimated, we can deduce its RUL (Sikorska, Hodkiewicz, & Ma, 2011 ). An HMM is described by the following parameters (Rabiner, 1989) (Degirmenci, 2014) : -The state transition probability distribution = { }, where is the transition probability from state number to state number . In other words, it is the probability that the system be in the state at the time + 1 knowing that it is in the state at the time .
-The observation probability distribution of each state = { ( )}, where ( ) is the probability of producing the observation knowing that the system is in the state . -The initial distribution = { }, where is the probability that the system is in the state at the initial time. A HMM is usually defined by the 3 matrices and is written = ( , , ). The estimation of a RUL requires the estimation of the current health state of the component: we have an observation sequence and a trained HMM that represents the component and we would like to know the current state the model is in. Among the existing methods, the Viterbi algorithm gives the most optimal sequence of states according to the maximum likelihood criterion. The last state of this sequence corresponds to the current health state. Once the current health state known, we can estimate the RUL of the component. In most cases, the final state of the HMM is terminal, meaning that once in this state, the model as a 100% chance of staying in this state.
This means that the transition probability matrix has the following form: = ( 0 1 ), where is a square matrix of size − 1, R is a matrix of size ( − 1) * 1 and 0 is a zero matrix of size 1 * ( − 1). 
Application to the IEEE 2008 PHM challenge
This method has been applied to the IEEE 2008 PHM challenge which is a competition sponsored by IEEE in order to evaluate prognostic models (Le, 2016) . It consists of 3 data sets: one for model training, one for assessing and improving the model, and the last one for evaluating and comparing the models. The data was built by simulation with NASA's C-MAPSS model (Commercial Modular Aero-Propulsion System Simulation). This model simulates an airplane engine. It takes 3 parameters as inputs and gives 21 sensor measurements as outputs (Saxena, Goebel, Simon, & Eklund, 2008) . Figure 1 presents the engine as simulated by the model.
In order to create a HMM describing the degradation of the engine, we need an indicator of this degradation. In this study, we use the same indicator as (Le, 2016) which was originally proposed by (Le Son, Fouladirad, Barros, Levrat, & Iung, 2013) . It is constructed from a selection of 7 of the 21 sensors. Figure 2 show this indicator for one of the 218 units that make the training data set. Once the indicator defined, the next step is to build the HMM that will model the engines. To do so, we need to determine the health state and the observation emitted at each time step. Let ( ) and ( ) be respectively the state of unit number and the observation emitted by unit at time . To determine ( ) we proceed as follow: -We fit the curve of the health indicator by a 3 rd degree polynomial -We define ( ) = These steps result in the creation of a data set we can actually use for model training. Therefore, the next step is to train our HMM with this data thanks to the Baum-Welch algorithm. We now have a trained model of the engines and can begin estimating the RULs with the 2 nd data set. As before, we construct the health indicator from the 7 chosen sensors and we follow the same procedure to define the observation symbols. Then, we use the Viterbi algorithm to find the most likely state sequence and we take the latest sate of this sequence: it is the current health state of the studied engine. Finally, we calculate the RUL thanks to the method described earlier.
Defining an interval for the RUL estimation
Like every estimation, the RUL obtained as described in the previous section is a value subject to uncertainties. Therefore, it is important to evaluate the scale of this uncertainty. Consequently, in this section we propose a method to determine an interval for the RUL values. The idea is to create 2 other HMMs that will give an upper and a lower bound for the RUL. The procedure is as follow:
-We calculate the error between the indicator and the fitted polynomial at each time step: -These new polynomials result in 2 new sets of state sequence for each unit in the training data set. We then train the model as earlier and obtain 2 new HMMs. One of them will give an upper bound and the other will give a lower bound for our estimated RUL. Figure 4 (left) shows the fitted curve along with the upper and lower bounds and for one particular units in the training data set. Knowing the RUL along with its interval, we can plot the survival function of the studied engine with the upper and lower bounds. Figure 4 (right) shows this survival function and the 2 bounds for one particular unit from the test data set. We chose to present the results as survival functions because it is easier to interpret and it provides enough information for maintenance policy implementation.
Dealing with uncertain data
Our RUL estimation method is based on a data set that can describe the health state of the component. Therefore, it relies highly on the quality of the collected data and on the confidence we can grant it. However, part of this data can be altered for various reasons and this may have an impact on our results. A HMM being memoryless by definition, if the uncertain data is in the beginning of the observation sequence it will not influence the RUL estimation. But if this data is quite recent, it can impact the result. Consequently, we propose several strategies to overcome this issue:
-Safe attitude: we consider that every piece of uncertain data is an observation of the maximum value (6 in the example presented above). In other words, we consider the worst-case scenario and maximize the safety -Unsafe attitude: we consider that every piece of uncertain data is an observation of value 1. In other words, we consider the most optimistic scenario -Medium attitude: we consider that every piece of uncertain data is an observation of mean value (3 or 4 in our example). -Blind attitude: we make no assumption about the uncertain data. We know each piece of data belongs to the set {1,2, … , } (in our example = 6) so we consider every case and search the maximal and minimal values of the RUL of the component. These strategies were applied to the 2008 PHM challenge. We artificially altered the data of some units from the test data set. Let be the time of the latest piece of data available for unit . We consider that all the data collected between − 10 and − 5 included is damaged and we apply our strategies. Figure 5 shows the survival function obtained by the different attitudes described earlier. The blind attitude considers every possible case, in particular the worst and the most optimistic ones. Therefore, the maximal and minimal values given by this attitude are the same as the unsafe and safe attitudes respectively.
This figure highlights the benefits of such strategies for decision making. Indeed, it helps chose the right time for the maintenance tasks. As an example, we consider that the maintenance should be done when the component has a 0.5 chance to fail. Then, the safe attitude will result in the planification of the maintenance in a very close future while the unsafe attitude will recommend to do the maintenance within the next 70 time steps. In practice, whether one strategy or the other is adopted will depend on several parameters such as the price of the component or whether it is safety related or not.
On the other hand, this figure also shows the limits of the method: as the number of uncertain pieces of date increases, the result of the safe strategy tends toward 0. It can be seen in Figure 5 that the survival function for the safe attitude decreases very quickly towards 0 It shows that the result of the RUL estimation is nearly useless because it gives very little time to plan the required maintenance tasks.
Conclusion
In this paper, we have shown how to calculate components RUL from their degradation state thanks to HMMs. Then, we proposed a solution to give an interval for this estimated RUL. Finally, we proposed a strategy that can be adopted when dealing with uncertain data. These methods have been tested on the IEEE 2008 PHM challenge. The results show they can be significant decision-making support tools thanks to the additional knowledge they provide. However, this application has also underlined some limits. Future works will try to apply these methods to a real-life case. We will also try to improve them and overcome the drawbacks we discussed in this paper.
