We develop an axiomatic approach to the theory of Sobolev spaces on metric measure spaces and we show that this axiomatic construction covers the main known examples (Hajtasz Sobolev spaces, weighted Sobolev spaces, Upper-gradients, etc). We then introduce the notion of variational p-capacity and discuss its relation with the geometric properties of the metric space. The notions of p-parabolic and p-hyperbolic spaces are then discussed.
Introduction
We now briefly describe the content of the paper:
In section 1, we give the axiomatic construction of Sobolev spaces on metric measure spaces and the basic properties of these spaces. The setting is the following: we fix a metric measure space (X, d, #) and we choose a Boolean ring ](: of bounded subsets of X which plays the role of relatively compact subsets in the classical situation (the precise conditions that ~ must satisfy are specified in the next section). The space L~oc(X ) is defined to be the space of all measurable functions u such that UlA E LP(A) for all sets A C ]C. We then define the notion of D-structure by a set of axioms and we list some basic properties of the axiomatic Sobolev spaces.
In section 2, we show that familiar examples of Sobolev spaces on metric spaces such as the classical Sobolev spaces on Riemannian manifolds, weighted Sobolev spaces, Sobolev spaces on graphs, Hajtasz Sobolev spaces and Sobolev spaces based on upper gradients are examples of axiomatic Sobolev spaces.
In section 3, we develop the basics of non linear potential theory on metric spaces.
We denote by £~'P(X) the closure of the set of continuous functions u E £1'P(X) with support in a ]C-set and we define the variational p-capacity of a set F C ~ by
Capp(F) := inf{$p(u)tu C Ap(F)},
where Ap(F) := {u E £~'P(X)I u >_ 0 and u > 1 on a neighbourhood of F}. A metric space X is said to be p-hyperbolic if it contains a set Q c E of positive p-capacity and p-parabolic otherwise. One of our results (Theorem 3.1) says that the space X is p-parabolic if and only if 1 E £~'P(X).
In the last section, we quote without proof a few recent results from the theory of Sobolev spaces on metric spaces.
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Let us conclude this introduction by mentioning a few important, very active and related topics which are not discussed in this paper. First there is the theory of Sobolev mappings between two metric spaces which is a natural extension of the present work. Some papers on this subject are [32] , [38] and [44] . Then there are papers dealing with a generalized notion of (co)tangent bundle on metric spaces such as [4] , [37] , [45] and [46] . Finally, there is the theory of Dirichlet forms and analysis in Wiener spaces such as exposed in [2] and [35] .
Finally, it is our pleasure to thank Piotr Hajtasz and Khaled Gafa'iti for their friendly and useful comments. The basic setting
An MM-spaee is a metric space (X, d) equipped with a Borel regular outer measure # such that 0 < #(B) < c~ for any ball B C X of positive radius (recall, that an outer measure # is Borel regular if every Borel set is p-measurable and for every set E C X, there is a Borel subset A C E such that #(A) = #(E), see [9, page 6] ).
Our first aim is to introduce a notion of local Lebesgue space L~oc(X). For this purpose we need the following concept : Basic examples of such rings are the ring of all bounded Borel subsets of X and the ring of all relatively compact subsets if X is locally compact and connected.
In the rest of this subsection, we discuss some of the properties of such a structure (X, d, K, #). The reader may prefer to go directly to the next subsection and come back to this one only when it is needed.
Lemma 1.1 The properties (K1)-(K3) have the following consequences: i) X can be covered by open K-sets. ii) X has the following "connectivity" property: For any pair of points x, y E X, there exists a finite collection {B1, t32, ...B,~} C K of balls such that x E B1
, y E Bn and #(BzMBi+l)>0foralli.
iii) K contains all compact subsets of X.
1A collection of subsets K: of X is a Boolean ring, if A1, A2 E K: ~ (A1 U A2) and (At \ A2) C K:.
Boolean rings are also closed under finite intersections and symmetric differences.
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V. Gol'dshtein and M. Troyanov Proof (i) Follows directly from conditions (K1) and (K3) and (ii) follows from (K3) since A := {z, y} E ;E . To prove (iii), let C C X be a compact subset; by (i) it can be covered by open ;E-sets (in finite number, by compactness): m C C U --Ui=lUi, where U~ E ;E; since ;E is a ring we have U E ;E, hence C E ;E by (K2)
[] This lemma has the following consequences :
1) A local Borel ring ;E is always contained between the ring of relatively compact Borel sets and the ring of all bounded Borel sets.
In particular if X is a proper metric space (i.e. every closed bounded set is compact), then both of these rings coincide and ;E is always the ring of relatively compact Borel sets.
2) If X C R ~ is an open subset and ;E is the ring of relatively compact Borel sets, then X must be connected.
In the sequel, X will always be an MM-space with metric d, measure # and a local Borel ring ;E.
Definition 1.2 We say that the space X is a a;E, or that it is a ;E-countable space,
if X is a countable union of/(:-sets.
Examples (a) If ;E is the ring of all bounded Borel subsets of X, then X is always ;E-countable.
(b) If X is locally compact and separable, and ;E is the ring of all relatively compact Borel subsets, then X is/(:-countable. Definition 1.3 (a) For 1 _< p < oc, the space L~o~(X ) = L~o~(X ,;E,#) is the space of measurable functions on X which are p-integrable on every ;E-set.
(b) Llo~(X ) is the space of measurable functions on X which are essentially bounded on every/(;-set. The notation A CC £t (or A ~ f~) means that there exists a closed E-set K such that A C K c f~ (in particular A ~ X if and only if A is contained in a closed/C-set).
If ~ C X is open, we denote by/CI~ the set of all Borel sets A such that A ~ Ft. It is a Boolean ring which we call the trace of/C on ft. This ring satisfies conditions (K1) and (K2) above. If condition (K3) also holds, then we say that f~ is ~C-connected.
We denote by C(X) the space of all continuous functions u : X -+ R and by Co(X) C C(X) the subspaee of continuous functions whose support is contained in a/C-set. If ~t C X is an open subset, then C~(~) is the set of continuous functions u : [t --+ IR such that supp(u) © fL It is clear that for any function u E C0(f~), there exists an extension ~ e Co(X) which vanishes on X \ ft and such that fi = u on ~.
The space of bounded continuous functions on an open set ~ C X is denoted by Cb(Yt) = C(f~) n L°°(f~). It is a Banach space for the sup norm.
We conclude this section with a few more technical definitions: Observe that if F C U~ for some i, then it is a strongly bounded set.
It is clear that every strongly/C-coverable metric space is also/c-countable. It is in general not difficult to check that a space is strongly/c-coverable. The next two lemmas give examples of such. Proof Let Q c X be a dense countable subset. For each z E X, we choose a
We then define a function s : Q -+ R+ by and for each point 1) ¢(z)= q and
2) ½s(q) _< < s(q).
s(q): sup min{1, r~} ¢(~)=q qEQ, wechoose z=¢(q) EX such that
Observe that the map ¢ : Q --+ X is a left inverse of ¢ : X --+ Q (i.e. ¢o¢ = idIQ);
we denote by athemap cT:=¢o¢:X-+X.
Observe also that for any point x E X we have q = ¢(x) =:
_ [ mm{1, re(q)} _< ~s(q).
Since s(q) <_ 2rv(¢ and ¢(q) : ~b(¢(x)) : a(x), we obtain the estimate 2 4
d(x, a(x) ) <_ d(x, q) + d(q, ¢(q) ) < -~s(q) ~ -~r~(~) .
We have thus shown that for any point x E X we have x E B(a(x),r~(~)), i.e. {B(z, rz)}zeo(x) is a covering of X. This is clearly a countable covering since a(X) = a(Q) is countable; thus the families of open K-sets {Uz :: B(z, rz)}zE~(x) and {V~ :: B(z, 2rz)}~e~(x) satisfy all the conditions of Definition 1.5.
The following are by now classic notions (see [22] b) The D-structure is non degenerate if it also satisfies axiom A6. c) A measure metric space equipped with a D-structure is called an MMD-space.
We now define the notion of Dirichlet and Sobolev spaces associated to a D-structure. Definition 1.9 i) The p-Dirichlet space is the space £1,P(X) of functions u E Lfoc(X ) with finite p-energy.
ii) The Sobolev space is then defined as We conclude this section by stating some elementary properties of the spaces £1'P(X) and WI'p(X). 3) WI'v(X) contains all Lipschitz functions with support in a E-set.
4) If u C WI'v(X) and ~ is a Lipschitz function with support in a It-set, then ~u e WI'P(X).

5) Truncation does not increase energy, i.e. Ep(max(u, c)) < Ep(u).
Proof (1) is not difficult to prove from Proposition 1.7. It is also an obvious consequence of Proposition 1.11 below. (2) follows from axiom A4 and (3) follows from A1. Finally, (4) follows immediately from the axioms A1 and A3 and (5) is a direct consequence of axioms A1 and A4.
[]
Poincar6 inequalities
The next result gives us a practical way of checking axiom A6.
Proposition 1.10 Suppose that for each metric ball B ~ 1~ there exists a constant C = CB such that the following inequality ~ lu -UBI p <_ CB gp(U)
1 holds for any function u e Lfoc(X) where uB := ~ fB u d,. Then axiom A6 holds.
An inequality such as (1) is classically called a Poincard type inequality or a pseudo Poincard inequality
The proof of this proposition is obvious. What is interesting is that the converse also holds; in fact we have the following stronger result. This contradiction implies the desired result.
We will sometimes use the following corollary.
Corollary 1.12 Assume that axiom A6 holds and let Q,A E ~ be two K.-sets such that #(Q) > O. Then there exists a constant CA,Q = C(A,Q,p) such that the inequality
holds ior any u e Z~'~(X) such that u -0 on q and all 9 e Db].
(Observe that we do not assume here that Q c A.)
Proof Apply Proposition 1.11 to the set A1 :
The next result is a variant of the Corollary 1.12 where the constant in the inequality depends on A and p only: Proposition 1. 13 
Assume that axiom A6 holds and let A C X be a measurable E-sets such that p(A) > 0 and p(X \ A) > O. Then there exists a constant CA depending on p and A only for which the inequality
IlUlIL,<AI IIgllL <X)
Proof We argue as in the proof of Proposition 1.11. If no such constant exists, then we can find two sequences {ui} C £1'P(X), gi E D [ui] 
[] The various Poincarfi inequalities we have discussed above are rather weak in the sense that no control of the constant involved is specified. However the case where the constant depends linearly on the radius of the ball deserves special attention; following J. Heinonen and P. Koskela, we adopt the following The explicit dependence on the radius of the ball expresses a scaling property of the Poincar~ inequality; therefore this inequality is sometimes also called a scaled Poincard inequality (in~galitfi de Poincar6 "~ l'~ehelle des boules" in the terminology
The inequality (2) is sometimes called a weak Poinear~ inequality when a > 1 and a strong one if cT = 1.
Remark If the MMD-space X supports a (q,p)-Poincar~ inequality, then it also supports a (q, p~)-Poincar~ inequality for all p' >_ p (this follows directly from Jensen's -or Hhlder's-inequality). Likewise, if X supports a (q,p)-Poincar~ inequality, then it also supports a (q',p)-Poincar~ inequality for all q~ _< q.
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If the measure has the doubling property (Definition 1.6), then the Poincar~ inequality has the following non trivial self-improving property (see Theorem 5.1 in [19] 
)-Poincard inequality, then it also supports a (q,p)-Poincard inequality for any 1 <_ q ~ p < ¢c.
Proof This is clear from the previous remark and Theorem 1.14.
[] A quite complete investigation of the meaning of (q, p)-Poincar~ inequalities can be found in [19] .
Locality
The gradient of a smooth function in ]R ~ depends only on the local behaviour of this function. This is still the case for a (classical) Sobolev function; for instance if a function v • WI'P(](n) is constant on some set A C R ~, then its weak gradient vanishes on that set.
This property is not always true in the context of axiomatic Sobolev spaces and there seems to be several natural ways to define a notion of locality for Sobolev spaces. We propose below three notions of local D-structures. The difference between the two notions of locality can be illustrated by the next two lemmas.
Lemma 1.18 A D-3tructure on the MM-space X is local if and only if for any subset A E ~ and any pair of functions u,v E L~oc(X ) such that u = v on A we have 21-%(viA) << E,(ulA) <_ 2~-%(vJA).
Proof ~ is clear because constant functions have zero energy. ~-[
It is enough to prove the second inequality. Since the function w := (u -v) vanishes on A, we have Sp(wlA ) = 0. We can thus find for any c > 0 a pseudo- 
The space £1,p(x) is also equipped with a locally convex topology defined as follow: one says that a sequence {ui} converges to some function u E Elm(X) [] It is also convenient to introduce a norm on £1'P(X): to define this norm, we fix a set Q E K: such that #(Q) > 0 and we set Proof The proof of the first assertion is the same as the proof of Theorem 1.5. We prove the second assertion. Let Q' be another ]C-set of positive measure and
\~(Q) ]
By the floating Poincar~ inequality (Proposition [7] , [25] or [26] ). Lemma 1.24 can be found in [26, Satz 16.4 ]. We repeat the proof for the convenience of the reader :
IIUlIL~(Q,) = [lu -~Q + ~QIIL~<Q,> ~ I[~ -UQ[IL~<A> + [[~QIIL~<Q,)
{ ~(Q')'~ ~/' II~[IL,<Q) <_ (cE,(u))'/" + \ ,(Q) ]
----const. IlullL~,,(x,Q) •
Proof
If 0 E A, then there is nothing to prove, we thus assume that a := infxeA Ilxll > 0.
Existence: Set A1 = ±A and choose a minimizing sequence {xn} C A1 such that IIx~H -+ 1 for n -+ ~c. Because A1 is a convex set, we have l(x~ + x,~) E A1, hence In particular, ~ is a module over the algebra of bounded Lipschitz functions. As an example, .T may be the class of all locally Lipschitz functions.
We then assume that a family D[u] of pseudo-gradients has been defined for all functions u E $" in such a way that axioms A1-A4 hold for the correspondence Until the end of this section, we assume that the Sobolev space WI,P(X) is defined by the completion procedure described in definition t.14 starting from some class of functions 9 r.
Lemma 1.29 Assume that X is )~-countable and let 1 < p < oo. Then for any u e wl,p(x), the~ ~xi~t sequences {u~} c J= n W~of(x) ana {9~} c L~(X) such that gk E D[Uk] and 1) ~ -~ ~ in Lfoc(X) ~n~
2) gk ~ D_~ in L~(X).
In particular lim £p(ui) = £p(u). k --~ cx~
Recall that Du is the minimal pseudo-gradient of u.
Proof By definition, for any k • N , there exists sequences {Wk,i} C ~ and {gk,i} C /2(X) such that gk,i • D[wk,i], wk,~ --+ u in Lfo~(X) and (hk--gk,i) -~ 0
in L2(X) where hk •/9[U] is a generalized pseudo-gradient for n and f. hPkd# < ~Jk 1 E~(u) + ~.
Because X is assumed to be/C-countable, the space Lfoc(X ) is a Frechet space; in particular it is metrizable. An example of metric on Lfo~(X) is given by 
For each k E N, we can find i(k) such that p(wk,i(k), u) <_ 1/k. Let us set vk := Wk,i(k) and g~ := g~,i(k), then gk E D[vk] and vk -+ u in L~o~(X ). Furthermore lira sup [ g~d# < 3p(u). k -+ co J X
In particular {gk} is a bounded sequence in the reflexive Banach space/2(X).
Passing to a subsequence if necessary, we may assume that {gk} converges weakly in LP(X). By Masur's lemma there exists a sequence of finite convex combinations 
~-~m(k)
__
LP(X).
This topology is metrizable; a compatible distance can be defined by
v) := -vllL,(x) + II_Du -DvllL,(x)
Observe that the m-topology is finer than the relaxed topology. The terminology comes from the fact that this topology is based on the notion of minimal pseudogradient.
It is clear that a sequence {uj} C WI'p(X) converges to u in the m-topology if and only if ui -+ u in LP(X) and, for each i, there exists gi e D[u~] N LP(X), such that
gi --+ Du.
Let us denote by $'0 = Y N Co(X) the set of those functions in $" having their support in a/(:-set. w~,~'(x) n .,%. 
Theorem 1.30 Assume that 1C is the ring of all Borel bounded subsets of X and that the D-structure is absolutely local. If 1 < p < c% then ~o A WI'P(X) is dense in WI'P(X) for the m-topology (in particular, it is dense for the relaxed topology).
Proof Let u E WI'P(X)
be
Since lim I]ui -Ul]LP(B(xo,2k)) = 0 for all k, we can find ik E N such that i-+oo
Ilvk,i~ -UilLp(B(~o,2k))
Corollary 1.31 Assume that ~ is the ring of all Borel bounded subsets of X and that the Sobolev space is local. If WI'P(X) is uniformly convex, then JZo A WI'P(X) is dense in WI'p(X) for the usual topology.
Proof Follows directly from the previous Theorem and Lemma 1. 28 .
In the special case that jr is the class of all locally Lipschitz functions, we have, still assuming that the Sobolev space WI'P(X) is defined by the completion procedure described in definition 1.14:
Corollary 1.32 Let X be a proper metric space and assume that the Sobolev space is local. If WI'p(X) is uniformly convex, then the space of Lipschitz functions with compact support is dense in WI'P(X) (for the usual topology).
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Proof Since X is proper, )~ is the ring of all Borel bounded subsets of X. As jr0 is the set of Lipschitz functions with compact support, we have jr0 C WI'p(X) and the result follows from the previous corollary.
Remark
The notion of relaxed energy has its origin in the theory of non-convex integrands in the calculus of variation (see e.g. section 5.2 in [8] ).
Linear D-structures
Let X be a MM space, and let us choose a class jr of functions X --+ ~ satisfying the conditions (F1)-(F3) of section 1.7.
Definition. A linear D-structure X is given by the following data : a) A Banach space E~ associated to each point x C X is given and b) for any function u E jr and any point x C X, an element du(x) E E~ is given.
It is furthermore assumed that x -~ [du(x)l is a measurable function on X for all u, E jr and that
ii) d is linear.
iii) d(uv) = udv + vdu.
iv) If u=min{ul,u2},then du=dul a.e. on the set {ul <u2} anddu=du2 a e on {ul > u2}.
Lemma 1.33 If two functions u, v E jr coincide on a set A, then du = dv a.e. on A.
Proof It is a direct consequence of condition (iv). 
Lemma 2.1 If u has a distributional gradient Vu E L~o~(M), then g e D[u] if and only if g(x) >_ Iw(x)l a.e.
Proof The lemma is obvious for smooth functions because of the inequality
For general functions, it then follows from the density of smooth functions in the 1,1
space Wto ~ (M) .
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Proposition 2.2 This definition of pseudo-gradient satisfies all Axioms A1-A6.
Proof Axioms A1-A4 are basic properties of weak gradients (see e.g. [23] , [36] or [48] ). Axiom A5 follows from the fact that inequality (4) 
Weighted Sobolev space
Let M be a Riemannian manifold and w E L~oc(M ) be a weight (i.e. a non negative function). We then define the measure to be d# = w dvol. The ring/C and the pseudo-gradients are defined as in the previous example.
Theorem 2.4 Suppose that the weight w belongs to the Miickenhaupt class Ap, 1 < p < oc. Then all Axioms A1-A6 hold. Furthermore smooth functions are dense in the corresponding Sobolev space WI'P(M, w).
Recall that w belongs to Miickenhaupt class Ap if there exists a constant Cw,p such that for all balls B C M we have
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The proof of this Theorem can be found in the paper of T. Kilpelginen, [29] , see also [30] .
[] The theory of Weighted Sobolev space has been also extended to the case of domains in Carnot groups (see [5] and [19, section 13 .1]).
Hajtasz-Sobolev space
The following concept was introduced by P. Hajtasz in [18] , see also [31] . In this example X is an arbitrary measure metric space and/C is the ring of all bounded Borel subsets of X. A measurable function g : X -+ St+ is said to be a Haflasz pseudo-gradient of the function u : X -+ St, if
for all x, y E X \ F where F C X is some set (called the exceptional set) with ~(F) = 0.
We denote by HD [u] the set of all Haflasz pseudo-gradients of u. 
Lemma 2.5 Assume that 1 <_ p < oo. Let u E L~oc(X) and g C HD[u], then the floating Poincard inequality
Ilu-uqll.(A) < 2diam(A)
(
(#(A) ~ p 1 _ u(y)lP d#(y)d#(x) ) _ diam(A)p \~--~]("(A) ~P (p__~l /A/A (9(x)+ g(y))P d#(y)d#(x))
The proof is complete.
Remark
The proof of this Poincar6 inequality is only a simple generalization of the argument given in [18] and [31] .
Proposition 2.6 The correspondence u --> HD[u] satisfies Axioms A1-A6.
Proof For Axiom A1 we consider an arbitrary non negative K-Lipschitz function u. We have to check that for all x, y E X, we have
]u(x) -u(y)l <_ d(x, y)(Ksgn(u(x)) + Ksgn(u(y))).
If u(x) = u(y) = 0 this inequality is trivial, otherwise either sgn(u(x)) = 1, or sgn(u(y)) = 1 and thus, from the definition of K. we have
lu(x) -u(y)l < I( d(x,y) < d(x,y)(Ksgn(u(x)) + Ksgn(u(y))).
We leave the verification of Axiom A2 to the reader.
To prove Axiom A3, we let F c X be the exceptional subset for (u, g) and set 91(x) = (sup J~lg(x) + Lip(~)l~(x)l) We then have for all ~,y ¢ F
Axiom A4 is proved in [31, Lemma 2.4].
We now prove Axiom AS: Consider two sequences {ui} and {gi} converging a.e. to some functions u and g and such that gi E HD [ui] for all i. We may assume (passing to a subsequence if necessary) that u~ -+ u and (gi-g) ---> 0 pointwise on X \ G where G c X is some set of measure zero.
Let Fi C X be the exceptional set for gi and set F := G U (U~IFi), then it is clear that F has measure zero and lu(
x) -u(y)] <_ (9(x)+ g(y))d(x,y)
for all x, y E X \ F. We thus conclude that g E HD [u] , and Axiom 5 (and in fact a more general statement since only a.e. convergence is needed) is thus proven.
Finally Axiom A6 is a consequence of Lemma 2.5 and Proposition 1. 
The proof is given in [14] .
Graphs (combinatorial Sobolev spaces)
Let F = (V, E) be a locally finite connected graph. We define the combinatorial distance between two vertices to be the length of the shortest combinatorial path joining them. The ring ~ is the class of all finite subsets of V and the measure # is the counting measure given by #(A) = IA[ = cardinal of A. See e.g. [41] for more information on the geometry of graphs. 
where y ~ x means that y is a neighbour of x (i.e. there is an edge joining x to y).
Axioms A1-A5 for the correspondence u --+ CD [u] are not difficult to prove using standard arguments, Axiom A6 is a direct consequence of the lemma below.
This construction gives us a combinatorial Sobolev spaces CWI,P(F). This is a local theory (in the sense of definition 1.11). Observe that all functions are trivially locally Lipschitz functions.
Observe also that it follows clearly from the definition that for any function u on V, we have HD[u] C CD [u] , hence HWI,P(F) C CWI'P(F). Proof Let us denote by A1 the set of all vertices in X whose combinatorial distance to Q is < diam(A).
For any x E A1 and z E Q, we can find a combinatorial path x = x0, xl, ..., xn = z where xj ,,, xj+l, the xj c A1 are pairwise distinct points and n < diam(A). We thus have n-1 n-1
In(x) --U(Z)I ~-~ E ]~t(Xj+l) --U(XJ)I ~ E (g(xj) -[-g(xj+I)) ~ 2 E B(Y)" j=0
j.~.O ycA1
Hence the following inequality holds for any x E A1
and therefore
[u(x) -UQI ~ 2 ]At ~ g(Y). xEA yEA1
Combining the previous inequalities with Hhlder's inequality, we obtain lu(z)-UQl' <_ lu(z)-UQI < 21AI ~g(y) [] Remark. The condition (6) used in the definition of the combinatorial pseudogradients is often replaced by the following, simpler one:
This would lead to an equivalent topology on the Sobolev space, however the axiom A1 would fail to be true.
Infinitesimal Stretch
The Hajtasz Sobolev space is in some sense a universal non local Sobolev space; it is universal because it is defined on any measure metric spaces (no additional structure on the space is beeing needed). We now give an example of universal local Sobolev space. In this example, X is a priori an arbitrary metric space and/(: is any ring of bounded sets satisfying the conditions (K1)-(K3) given in section 1.1. It is not difficult to check that Axioms A1-A5 hold for all locally Lipschitz functions. By the discussion in section 1.7 we know that Axioms A1-A5 hold for all functions u e L~o~(X).
The associated Sobolev space is denoted by SWI'P(X). It is a local Sobolev space.
Remark 1 Axiom A6 is a special property of the space (X, d, #) which sometimes fail and must therefore be assumed or proved (usually it is in fact a Poincar~ type inequality which is assumed or proved).
Example for almost all x C X, where Lip(ulA ) is the Lipschitz function of u on the set A.
Upper Gradients
This Sobolev space is studied in [4], [24] and [39] . In this section, we assume X to be a rectifiably connected metric space, i.e. any pair of points can be joined by a rectifiable curve. We fix is a ring ]C of subsets of X satisfying the conditions (K1)-(K3). Remark In general Axiom A6 is not satisfied. Here is an example taken from [17] By Proposition 1.10, this problem is avoided if the space X supports a Poincar~ inequality.
Definition
There are many spaces on which upper gradients are known to support a Poincar~ inequality (see the discussion in §10.2 in [19] ). Let us mention in particular the following recent result of Laakso [34] showing that there are examples in any (fractal) dimension : Let us finally mention that in [39] , Nageswari Shanmugalingam develop another construction of a Sobolev space based on upper-gradients. Her approach is to consider the class of p-integrable functions u : X --+ N which admits a function g E D°(X) which is an upper-gradient of u for p-modulus almost all curves; two such functions are then identified if the norm of their difference vanishes. The resulting space is a Banach space denoted by NI,P(X) and is called the Newtonian space. For 1 < p < oc, NI'P(X) coincides with/_TWI,p(X) (see [39, Theorem 4.10] 
Capacities and Hyperbolicity
In this part we introduce a concept of variational p-capacity, and we study its relation with the geometry of X. The corresponding theory for Riemannian manifolds can be found in [16] , [42] and [49] . Remarks 1. The space £~'P(~t) may depend on the ambient space X 9 ~t, however we will avoid any heavier notation such as £~'P(f~, X).
3.1
Definition of the variational capacity
2. By definition capacity is decreasing with respect to the domain f~ : if f~l C f~2, then Capp(F, ~tl) > Capp(F, f~2). A similar result in the case of Riemannian manifolds was obtained in [43] . See also [47] for the case of graphs.
Proof Observe that (1) ==~ (2) and (2) [] Definition 3.2 The MMD space X is said to be p-hyperbolic if one of the above conditions holds and p-parabolic otherwise.
For instance if X E/C, then X is p-parabolic for all p.
Remark. By Theorem 1.21, the space £1o'P(X ) does not depend on the choice of the /C-set Q c X. It thus follows : a) That condition (3) (or (4)) does not depend on the choice of Q. In particular the notion of p-hyperbolicity of a MMD space is well defined. b) X is p-parabolic .: '.. Capp(A) = 0 for any A C/C -' > there exists at least one K-set Q E/C of positive measure such that Capp(Q) = 0.
For more information on the parabolic/hyperbolic dichotomy in the case of Riemannian manifolds, see [16] , [49] and [42] . Proof If X is p-parabolic, then the p-capacity is trivial, we thus assume X to be p-hyperbolic. 
< II g, II~,(x)-e + ~ Capp(F/)
i----1 i=l
We have proved that the variational p-capacity is an outer measure.
ii) This assertion is clear from the definition of p-capacity.
iii) First we observe that the monotonicity of p-capacity implies . 
A survey of some recent results
In this section we describe without proof some other recent results from the theory of MMD spaces.
A global Sobolev inequality
The following Sobolev inequality has been proved by K. Gafgiti in his thesis [12] using techniques of the paper [1]. 
Some results on p-capacity
We first mention that p-capacity satisfies the Choquet property :
Proposition 4.2 Suppose that F C X is a strongly bounded Borel set which is contained in a countable union of compact sets, then
Capp(F) = sup{Capp(K)l K C F a compact subset}.
The proof is given in [15] .
Recall that a set F C X is strongly bounded if there exists a pair of open sets f~l C t22 C X such that ft2 e K:, #(X\f~2) > 0, dist(ftl,X\~2) > 0 and F C ~1.
We now state a result about the existence and uniqueness of extremat functions for p-capacities. We first need a definition :
Definition A subset F is said to be p-fat if it is a Borel subset and there exists a probability measures ~-on X which is absolutely continuous with respect to pcapacities (i.e. such that ~-(S) = 0 for all subsets S c X of local p-capacity zero) and whose support is contained in F. The proof is also given in [15] .
