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Du graphisme interactif a` la
compilation graphique
De´velopper des applications graphiques interactives est une taˆche difficile [Myers 94,
Myers 08]. Cette taˆche est particulie`rement de´licate pour les syste`mes interactifs riches.
Nous donnons la de´finition suivante d’un syste`me interactif riche :
Un syste`me interactif est riche lorsqu’il est graphiquement complexe, qu’il se rafraˆıchit
souvent, et qu’il peut afficher un grand nombre d’entite´s graphiques. Le rendu graphique
d’un tel syste`me complexe puisqu’il pre´sente des proprie´te´s graphiques e´volue´es comme
des gradients, des ombres porte´es, des dessins manuscrits, des effets de transparence, de
flou, etc. Ils doivent aussi se rafraˆıchir souvent puisqu’ils pre´sentent de l’animation et de
l’interaction avec l’utilisateur final.
Ces syste`mes riches regroupent donc les applications dont le design graphique ap-
porte des effets lors de l’interaction qui permettent d’ame´liorer l’expe´rience utilisateur.
Des projets comme Digistrips [Mertz 00] ou Aster [Merlin 08] (Figure 1) jouent sur les om-
brages, les de´grade´s, les transparences, l’e´criture manuscrite, l’inertie ou encore la physique
pour aider l’utilisateur final a` re´aliser sa taˆche. De meˆme, les menus des plateformes
iPhone et Android pre´sentent des effets d’inertie, de notification de fin de liste (par un
effet de “bump”, ou un e´clairage ade´quat). Ces syste`mes interactifs riches ne´cessitent des
graphismes interactifs parame´tre´s de manie`re tre`s pre´cise [Hartmann 08]. La construction
de ces graphismes peut amener le designer a` travailler au pixel pre`s [Tabart 07].
Figure 1 – E´le´ments graphiques d’Aster : e´criture manuscrite, inte´gration de gestes et
de menus avec transparence, objets graphiques riches.
Re´aliser de telles applications graphiques interactives ne´cessite de travailler avec des
langages, des boˆıtes a` outils et des mode`les graphiques spe´cifiques. En plus de cette e´tape
de production et de spe´cification fine des graphismes, il faut ensuite trouver un compromis
entre les designs produits par le designer graphique (a` savoir les graphismes, les interac-
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tions et les animations) et les pe´nalite´s de performances induites par ces designs. Lorsque
l’e´quilibre entre ces parties est trouve´, les performances d’utilisation ainsi que la satisfac-
tion de l’utilisateur final en sont ame´liore´s [Mertz 00]. L’iPhone le de´montre : les effets
graphiques du dispositif sont une part importante de son succe`s. Ces effets graphiques
sont e´paule´s par des widgets et des applications re´actives.
1 Proble´matique
Dans cette section, nous effectuons des constats sur la fac¸on dont les applications
graphiques interactives sont produites afin d’e´laborer notre proble´matique.
1.1 L’activite´ de design des syste`mes graphiques interactifs
Concevoir de tels syste`mes est une activite´ re´cente qui a e´te´ rarement explicitement
de´crite et assiste´e dans le passe´. Les qualite´s de cette activite´ de production sont essen-
tielles pour l’utilisabilite´ du produit. Malheureusement, concevoir des syste`mes interactifs
riches et performants ne´cessite des spe´cialistes forme´s a` l’optimisation du graphisme in-
teractif.
Comme le montre Artistic Resizing [Dragicevic 05], nous pensons que les outils tech-
niques mis a` la disposition du designer ne lui permettent pas aujourd’hui de participer
pleinement a` l’activite´ de production de l’application, et donc de produire exactement
ce qu’il a conc¸u. De plus, ces techniques ne lui permettent pas de re´aliser du design ex-
ploratoire, ou` le designer affine son design par essais-erreurs. Un article re´cent analyse
l’activite´ de design et de programmation des syste`mes interactifs [Myers 08]. Parmi les
diffe´rentes interviews, les designers expriment que “le comportement conc¸u e´tait complexe
[...] et reque´rait des capacite´s de programmation e´leve´es”; que “le design des comporte-
ments interactifs e´merge au travers du processus d’exploration [...] et aujourd’hui, les
outils tole`rent difficilement un processus ite´ratif”; “les de´tails sont importants, et vous ne
pouvez jamais vous en faire une image comple`te jusqu’a` ce que l’application soit com-
ple`tement acheve´e”; “Je peux me repre´senter de manie`re tre`s pre´cise l’apparence de´sire´e.
Cependant, Je ne peux qu’approximer le comportement du moteur d’exe´cution”. Ce doc-
ument souligne aussi le fait que les designers graphique veulent faire des “transitions et
des animations complexes”.
Ainsi, les processus de conception des applications graphiques interactives sont au-
jourd’hui inadapte´s pour produire des applications riches. Au cours de ces travaux, nous
nous sommes inte´resse´ a` cette dimension en la nommant puissance d’expression de la
description. Cette puissance d’expression passe par la manipulation de concepts appro-
prie´s par le designer graphique : afin de re´aliser une taˆche de production de graphisme,
le concepteur doit manipuler un outil de production de dessins. Ainsi, en manipulant des
objets et des outils proches des concepts employe´s, le concepteur d’application interactive
peut plus facilement exprimer exactement son ide´e sans avoir a` contraindre son design a`
cause des outils a` sa disposition.
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1.2 Des technologies toujours en e´volution
Un deuxie`me proble`me qui e´merge, est le fait que de nouvelles technologies pour la
cre´ation d’application interactives sont sans cesse cre´e´es. De nouveaux moyens de penser,
concevoir et de´velopper des interfaces e´mergent tous les ans. Par exemple, nous avons vu
apparaitre Java2D, Adobe Flash, Adobe Flex, Microsoft Dot Net, XAML, SVG, WMF,
les interfaces Web 2.0 programme´es en javascript directement dans le navigateur web
(graˆce au Canvas d’HTML5), OpenGL, Cairo, Qt, Prefuse, Protovis, le SDK de l’iPhone,
Android de l’Open Handset Alliance, WebOS, Qt-Quick avec QML, etc. Pour concevoir
des applications interactives sur toutes ces plateformes (embarque´es, web, machines de
bureau, machines ARM), le designer d’interface a a` sa disposition une ple´thore de boˆıtes
a` outils, ge´ne´ralement incompatibles les unes avec les autres.
Ceci ame`ne a` un e´chec de la re´utilisabilite´, un concept conside´re´ comme l’un des plus
importants du ge´nie logiciel : les designers doivent re-de´velopper les logiciels de´ja` exis-
tants afin de les porter sur une nouvelle plateforme, avec le proble`me de ne pas pouvoir
re´utiliser le code de´ja` conc¸u et bien teste´ de l’application pre´ce´dente. Par exemple, le
sous-syste`me des menus qui est aujourd’hui bien inte´gre´ dans les machines traditionnelles
de bureau (comme Windows ou MacOSX), ne sont que paˆlement imite´es dans les inter-
faces Web 2.0, ou` l’utilisateur doit suivre un tunnel strict lorsqu’il doit naviguer dans un
menu hie´rarchique. Nous extrayons de cette situation un besoin re´el de re´utilisation des
logiciels existants, tout particulie`rement si nous conside´rons que de nouvelles plateformes
continuerons a` apparaitre dans le futur (WebGL en est un example).
1.3 Des performances absolument ne´cessaires
Les applications interactives riches ne´cessitent un taux de rafraˆıchissement e´leve´ car
elles pre´sentent des animations et de l’interaction. Dans ces travaux, nous nous sommes
inte´resse´ a` cette dimension en la nommant performance du moteur de rendu. Afin
de mesurer cette performance, nous nous sommes base´ sur le temps mis pour produire
une image. Ainsi, plus ce temps est faible, plus le processeur central est de´charge´ du
traitement du graphisme. Le rendu final est donc plus fluide car il peut eˆtre mis a` jour
plus souvent. Un rendu de 100 millisecondes (10 images par secondes) est la limite haute
a` ne pas de´passer puisque sinon cela perturbe la boucle perception-action de l’utilisateur.
Dans ce manuscrit, nous nous exprimons souvent ces performances sous la forme d’un
nombre d’images par seconde. Ce nombre, quand il est supe´rieur au taux de rafraˆıchisse-
ment de l’e´cran (50 ou 60 images par secondes pour un e´cran LCD classique), n’a pas
de sens en tant que tel. Nous avons effectue´ nos tests en forc¸ant le re´affichage a` la fin
de la ge´ne´ration de chaque image afin d’obtenir ces chiffres. Ainsi, quand nous donnons
une valeur de 500 images par seconde, cela veut dire que le temps mis pour ge´ne´rer une
image est 10 fois plus rapide que le taux de rafraˆıchissement de l’e´cran. Le processeur
central peut donc ge´rer des taˆches annexes pendant les 9/10e du temps qui est alloue´ a`
l’application interactive.
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2 The`se
Les outils de production d’applications graphiques interactives sont inadapte´s a` un
processus de design exploratoire. Ils ne conviennent pas non plus dans la de´marche d’in-
clusion du designer graphique dans le de´veloppement. De plus, la notion de re´utilisabilite´
des designs est inexistante avec les processus de de´veloppement habituels. Aussi, la the`se
que nous de´fendons est la suivante :
Pour ame´liorer le processus de de´veloppement des applications graphiques
interactives et leur re´utilisabilite´, il faut se´parer la description de la partie
interactive de son imple´mentation et de ses optimisations. Cette se´paration
passe par l’utilisation de l’ensemble des techniques et outils disponibles (me´th-
odes de compilation ou utilisation de la carte graphique afin de simplifier la
description par exemple).
Se´parer description, imple´mentation et optimisation permet de re´organiser les taˆches
entre les diffe´rents acteurs du processus tout en maximisant la simplicite´ de description,
ce qui favorise les ite´rations dans le de´veloppement. Il est aussi possible d’instrumenter
ce processus de conception graˆce a` de nouveaux outils comme un compilateur graphique.
3 Me´thodologie employe´e
Dans cette the`se, nous avons tout d’abord cherche´ a` comprendre les outils et les tech-
niques mis a` disposition des designers graphiques afin d’ame´liorer le processus. Ce travail
passe par un e´tat de l’art ainsi que diffe´rentes approches de re´alisation et d’optimisation
d’applications graphiques interactives.
A` partir des besoins extraits ci-dessus (soucis de capacite´ a` re´gler finement les gra-
phismes, ame´liorer les performances ge´ne´rales des graphismes, et tenter de re´soudre le
proble`me de la re´utilisabilite´), et de notre e´tat de l’art, nous avons fait le constat que
l’activite´ de production des sce`nes interactives pouvait se rapprocher d’un me´canisme de
compilation. Nous avons introduit Hayaku, une boˆıte a` outils qui vise a` s’attaquer a` ce que
Brad Myers appelle les insides d’une application [Myers 92]. Les insides d’une application
graphique sont les e´le´ments que souhaite faire apparaˆıtre le designer graphique mais dont
les outils qu’il a a` sa disposition ne lui permettent pas de le re´aliser. Il doit donc faire
appel a` un programmeur pour coder manuellement son interaction.
Ces travaux s’inte´ressent aussi a` la partie technique des optimisations re´alise´es sur
les applications graphiques interactives. Ces recherches nous ont amene´ a` co-e´crire un
logiciel d’exploration de donne´es multi-dimensionnelles, FromDaDy. Ce logiciel pre´sente
a` l’utilisateur plusieurs centaines de milliers de donne´es et il est donc crucial qu’il soit
optimise´ afin de maximiser l’expe´rience utilisateur. Nous avons aussi ame´liore´ tant du
point de vue des performances d’exe´cution que de la maintenabilite´ une algorithme en
utilisant la me´moire graphique (en deux dimensions) comme moyen d’acce´le´ration.
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4 Organisation du me´moire
La premie`re partie du me´moire pre´sente un e´tat de l’art contenant les bases the´oriques
sur lesquelles nous nous sommes appuye´es.
• Pour cela, nous pre´sentons tout d’abord, les outils et les techniques que le concepteur
d’applications graphique interactive peut utiliser. Ces techniques nous permettent
d’enclencher une re´flexion sur l’implication du designer graphique dans le processus
de de´veloppement.
• Ensuite, nous pre´sentons le syste`me de flot de donne´es en ge´ne´ral, puis applique´
aux graphismes. Ce chapitre nous permet de pre´ciser les fondements the´oriques
ne´cessaires a` la compre´hension d’une partie des me´canismes internes du compilateur
graphique que nous pre´sentons, a` savoir la gestion des de´pendances.
• Enfin, nous pre´sentons une bre`ve introduction des concepts de compilation que nous
avons utilise´. Cette introduction nous permet de montrer que le processus complet
de de´veloppement des syste`mes interactifs peut eˆtre apparente´ a` une chaˆıne de
compilation. Ainsi, les optimisations et les techniques disponibles dans la the´orie de
la compilation peuvent eˆtre transpose´es dans le domaine du graphisme.
La deuxie`me partie pre´sente nos travaux sur la de´marche de conception des applica-
tions graphiques interactives.
• Tout d’abord, nous pre´sentons la boˆıte a` outils Hayaku [Tissoires 11]. Nous pre´sen-
tons son utilisation par un designer d’interaction au travers de quatre sce´narios.
• Ensuite, nous pre´sentons le fonctionnement interne de la boˆıte a` outils. Cette dernie`re
repose sur un compilateur graphique de´veloppe´ au cours de cette the`se.
• Enfin, nous discutons des re´sultats et des perspectives concernant notre de´marche
instrumente´e de conception.
La dernie`re partie de notre the`se pre´sente nos travaux d’optimisation non instrumente´e
d’applications graphiques interactives.
• Nous pre´sentons les techniques que nous avons utilise´ pour cre´er une application de
visualisation de donne´es multi-dimensionnelles.
• Nous montrons ensuite que modifier un algorithme existant en utilisation un cache
de texture comme moyen de re´aliser certains calculs couˆteux permet un gain pour
la maintenabilite´ du syste`me et pour ses perspectives d’e´volutions.
Enfin, nous concluons ce me´moire en re´sumant nos contributions et en pre´sentant les
perspectives de travaux de recherche permettant d’ame´liorer le processus de de´veloppe-
ment que nous pre´sentons.
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Chapitre 1. Me´thodes et instruments de conception des syste`mes graphiques interactifs
1.1 Introduction
L’objectif de ce chapitre est d’introduire le proble`me de la conception des syste`mes
graphiques interactifs. On observe une grande diversite´ de tels syste`mes, et les besoins
en terme de de´veloppement sont diffe´rents. Nous allons d’abord aborder les diffe´rentes
classes de ces syste`mes, puis nous e´tudierons les moyens a` disposition pour concevoir de
tels syste`mes interactifs.
1.2 Diffe´rents types d’applications
1.2.1 Les syste`mes interactifs standard
Les syste`mes interactifs standard regroupent l’ensemble des applications gra-
phiques cre´e´es pour les machines grand public qui s’articulent autour du paradigme
clavier/souris.
On peut recenser les types d’applications suivant [Preece 94, Dragicevic 04a] :
• Les langages de commande regroupent les interfaces textuelles du type console
UNIX ou` toute l’interaction est re´alise´e au clavier.
• Les syste`mes de menus permettent la pre´sentation d’une liste de choix dont
l’utilisateur final se´lectionne son choix par pointage de la souris.
• Les formulaires e´tendent les syste`mes de menus en offrant des champs de texte
qu’il est possible de renseigner. Les tableurs en sont une version plus sophistique´e.
Ce type d’interface est aussi couramment utilise´ sur internet pour permettre une
interaction avec l’utilisateur.
• La manipulation directe [Shneiderman 83, Hutchins 85] permet a` l’utilisateur
final la possibilite´ de travailler directement avec des objets de la taˆche plutoˆt que
de transmettre des commandes a` une machine.
• Les dispositifs WIMP 1 reprennent le concept de la manipulation directe en se
basant sur une combinaison des trois paradigmes d’interaction suivant :
· Le drag-and-drop : les icoˆnes repre´sentant les fichiers sont de´place´s et de´pose´s
sur un objet sensible pour exe´cuter une commande.
· Le feneˆtrage : les feneˆtres sont des zones rectangulaires de l’e´cran qui sont ajusta-
bles et superposables. Dans ces rectangles se retrouvent les diffe´rents syste`mes
interactifs, ou programmes, qu’utilise l’utilisateur.
· Les widgets 2 : ces items graphiques sont issus d’une bibliothe`que ge´ne´rique en
ge´ne´ral propre au syste`me. Ils regroupent les boutons poussoirs ou a` bascule, les
barres de de´filement, les listes de´roulantes, etc...
1.2.2 Les syste`mes interactifs post-WIMP
L’interaction directe permet aux designers d’applications graphiques interactives de
produire des applications plus naturelles pour les utilisateurs. Le succe`s de l’Iphone d’Ap-
1. WIMP : Windows, Icons, Mouse, Pull-down menus.
2. contraction de Windows Objects
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ple montre combien les utilisateurs finaux sont sensibles a` ces interfaces naturelles, ou intu-
itives. Ces applications graphiques interactives sont appele´es applications post-WIMP.
Les contextes d’utilisation de ces nouveaux syste`mes sont tre`s diffe´rents et ciblent des
besoins spe´cifiques. Par exemple, certains ciblent une utilisation au doigt (applications
sur te´le´phones tactiles), tandis que d’autres disposent d’un stylet (outils de dessin des
designers graphiques). Dans le laboratoire ou` ont e´te´ re´alise´ ces travaux, de nombreuses
applications de ce style ont e´te´ produites. Nous pouvons citer Digistrip [Mertz 00], une
application a` destination des controˆleurs ae´riens.
Pour de´velopper de telles applications, nous avons vu arriver diffe´rentes technologies :
Java2D, Adobe Flash, Adobe Flex, Microsoft Dot Net, XAML, SVG, WMF. Les appli-
cations Web 2.0, Cairo, Prefuse, Protovis, iPhone SDK, Android, Palm WebOS, en sont
quelques autres exemples. Tous ces syste`mes permettent au de´veloppeur d’applications
interactives de ne plus se contenter du paradigme WIMP.
1.3 Les mode`les et architectures utilise´s par les sys-
te`mes graphiques interactifs
Concevoir et programmer une application graphique interactive est une activite´ com-
plexe. Pour re´aliser la taˆche de programmation, diffe´rents mode`les et architectures d’ap-
plications graphiques interactives ont e´te´ cre´e´s. Nous allons pre´senter ici quelques uns de
ces mode`les.
1.3.1 Arch / Slinky
Un des mode`les qui segmente le plus l’architecture des syste`mes graphiques interactifs
est le mode`le Arch (et son me´ta-mode`le Slinky) [Uims 92]. Ce mode`le est pre´sente´ Figure
1.1.
Ce mode`le introduit 5 composants :
• le composant d’interaction est responsable de l’imple´mentation physique avec l’u-
tilisateur final. Ce sont ge´ne´ralement les objets graphiques pre´sente´s a` l’utilisateur.
• le composant de pre´sentation est charge´ de faire le lien entre le composant de
dialogue, et le composant d’interaction. C’est lui qui va faire le choix de la repre´sen-
tation utilise´ pour l’objet abstrait. Par exemple, un item a` choix multiples peut eˆtre
soit repre´sente´ par un menu ou par un syste`me de radio-boxes.
• le composant de dialogue ge`re le se´quencement de l’interaction en entre´e et en
sortie. Il maintient aussi la consistance entre les vues multiples d’une application
interactive.
• le composant d’adaptation du domaine permet de faire le lien entre le composant
de dialogue et le noyau fonctionnel.
• le noyau fonctionnel est la partie de l’application qui n’est pas relie´e a` l’interaction.
Au cours de ces travaux, nous nous sommes focalise´ uniquement sur les composants
pre´sentation et interaction de ce mode`le. Cette partie pre´sente l’inconve´nient d’eˆtre en
ge´ne´ral le goulot d’e´tranglement de l’application interactive [Barboni 07, Blanch 05] en
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Figure 1.1 – Le mode`le Arch.
terme de performances de rendu. Lorsque ces couches sont peu optimise´es, l’application
peut devenir inutilisable puisque non re´active.
1.3.2 MVC
Le mode`le MVC [Schmucker 87, Krasner 88] de´compose les syste`mes interactifs en un
mode`le, une ou plusieurs vues et un ou plusieurs controˆleurs. Le mode`le est son noyau
fonctionnel. Les vues sont les repre´sentations de ce qui est affiche´ a` l’e´cran. Enfin, les
controˆleurs permettent a` l’agent d’interpre´ter et recevoir les e´ve`nements de l’utilisateur
final pour mettre a` jour le mode`le.
L’inconve´nient majeur de ce mode`le est qu’il est relativement difficile a` imple´menter de
manie`re propre. En effet, la se´paration est de´licate a` trouver entre la vue et le controˆleur.
Dans la plupart des cas, ces deux composants sont associe´s car ils sont trop intimement
lie´s 3.
1.3.3 MDPC
MDPC est un mode`le propose´ par [Conversy 08] afin de re´pondre au proble`me pose´
par MVC concernant la vue et le controˆleur. Ce mode`le de´compose la vue en deux parties :
la vue d’affichage et la vue de picking, d’ou` le nom de Model-Display view-Picking view-
Controller.
Cette de´composition permet d’abstraire le controˆleur de la vue en se basant sur les
transformations inverses du dispositif d’entre´e. La vue de picking rec¸oit les e´ve`nements
utilisateur et les transforme dans la repre´sentation du controˆleur (par exemple, une valeur
entre 0.0 et 1.0 pour un bouton rotatif). Le controˆleur agit ensuite sur le mode`le en
3. La conception du langage Java ainsi que sa partie pre´sentation (Swing) s’est base´e sur une con-
ception MVC. Cependant, la vue et le controˆleur ne sont pas se´pare´s dans les composants swing.
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connectant les modifications correctes a` re´aliser. Le graphe d’affichage est ensuite mis a`
jour afin de re´percuter ces modifications.
MDPC conside`re que l’ensemble de l’application graphique peut eˆtre assimile´ a` une ou
plusieurs transformations. La notion de se´lection des items graphiques peut eˆtre exprime´e
comme la transforme´e inverse de la repre´sentation de la souris dans la vue de picking
pour remonter au mode`le. Le proble`me d’un tel syste`me est que toutes ces transformations
couˆtent cher en temps d’exe´cution. En effet, une imple´mentation na¨ıve du syste`me consiste
a` re´aliser a` chaque rafraˆıchissement toutes les transformations qui permettent de cre´er
toutes les vues et d’obtenir les informations ne´cessaires. Seulement, il doit eˆtre possible
d’ame´liorer ce syste`me en conservant une interface de programmation du point de vue
du de´veloppeur a` base de transformations mais qui en interne re´alise les optimisations
ne´cessaires a` chacun des niveaux de transformation.
1.4 Me´thodes de de´veloppement pour la conception
et la programmation
Si les applications graphiques interactives ont e´volue´, les me´thodes de production de
ces dernie`res aussi. La conception participative (CP) [Muller 07] permet d’impliquer au
maximum l’utilisateur final dans la production de l’application interactive. Cette me´thode
repose sur l’utilisation de prototypes papiers en de´but de cycle [Snyder 03], puis e´volue vers
des maquettes de plus en plus re´alistes. Cette me´thode de de´veloppement est ite´rative et
ne´cessite un certain nombre d’ite´rations. Il faut donc fournir aux concepteurs la possibilite´
de produire facilement et rapidement des prototypes afin de pouvoir les tester et les valider
au plus toˆt avec les utilisateurs. La facilite´ de prototypage peut s’exprimer en terme de
temps d’apprentissage des outils par exemple. La rapidite´ peut se compter en lignes de
codes ne´cessaire ainsi qu’en temps de de´veloppement. Enfin, ces prototypes ame`nent a`
re´diger un certain nombre de spe´cifications, et souvent l’application finale est recode´e
comple`tement pour re´soudre les proble`mes des performances et de robustesses induits par
les boˆıtes a` outils de prototypage. Cette dernie`re phase implique donc au minimum deux
personnes : un designer graphique et un codeur d’interactions.
1.4.1 Les outils industriels
Dans le monde industriel, nous pouvons relever deux technologies permettant de
re´aliser des applications graphiques interactives ou` l’implication du designer graphique est
forte. Tout d’abord, Microsoft pre´sente un tel syste`me avec Microsoft Expression Blend
Suite. Cette suite utilise le langage XAML (un de´rive´ d’XML) pour de´crire les parties
graphiques de l’application. Comme dans l’approche d’Intuikit [Chatty 04], le but est ici
de se´parer la description graphique du noyau fonctionnel de l’application. Le designer
graphique peut produire un visuel par classe C# qui a besoin d’eˆtre dessine´. Cet outil
introduit le concept de “binding” entre les objets C# et les objets graphiques. Ceci est
tre`s utile pour les programmeurs puisque cela leur permet d’abstraire les liens entre les
formes graphiques et les objets sources. Ils doivent cependant manipuler du code de bas
niveau pour imple´menter les interactions et les animations.
15
Chapitre 1. Me´thodes et instruments de conception des syste`mes graphiques interactifs
Adobe propose lui aussi une suite de logiciels pour de´velopper des syste`mes interactifs.
L’utilisation combine´e des outils Flex et Flash permet aux concepteurs d’applications
de se´parer la partie description graphique du noyau fonctionnel. Toutefois, meˆme si le
designer peut utiliser Flash pour construire ses composants graphiques, il est contraint
dans le choix du langage d’imple´mentation du noyau fonctionnel de son application :
il doit utiliser ActionScript. Ce point pose proble`me lors de la cre´ation d’applications
critiques devant eˆtre embarque´es par exemple. De plus, il n’y a pas de moyen d’extraire
les graphismes du code afin de se´parer la partie rendue de la partie interaction. Il n’y a
pas non plus de possibilite´ d’exprimer les proprie´te´s graphiques a` l’aide d’un syste`me de
flot de donne´es. Enfin, meˆme si Flex est capable de s’exe´cuter sur diverses plateformes, il
n’est pas possible d’embarquer les graphismes produits dans les sce`nes graphiques d’autres
applications.
1.4.2 USIXML et les architectures dirige´es par les mode`les
USer Interface eXtensible Markup Language (USIXML) [Limbourg 05] est un langage
base´ sur XML qui permet aux designers graphique de tester diffe´rentes approches a` partir
du meˆme mode`le. Ce langage se base sur l’inge´nierie dirige´e par les mode`les ou` il faut en
premier lieu mode´liser la taˆche utilisateur. USIXML comprends un langage de descrip-
tion de l’interface, User Interface Description Language (UIDL), et une spe´cification de
transformations de graphes (Figure 1.2).
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Figure 1.2 – Les transformations d’USIXML [Limbourg 05]
Plusieurs aspects d’USIXML sont proches de nos travaux. USIXML abstrait le graphisme
pour ge´ne´rer plusieurs interfaces selon la plateforme cible. USIXML permet donc a` moin-
dre couˆt de porter une interface d’une technologie vers une autre. USIXML repose sur
plusieurs mode`les de´crivant l’interface, et ge´ne`re l’interface finale a` partir de transforma-
tions sur ces mode`les. Ceci permet d’abstraire l’interface pour le designer graphique et de
ne travailler qu’avec des objets du mode`le.
Cependant, nous ne nous situons pas exactement au meˆme niveau : USIXML est un
langage et une boˆıte a` outils oriente´e application (mode´lisation de la taˆche ge´ne´ration a`
l’aide d’un ensemble de widgets pre´-de´finis), tandis que nos travaux sont situe´s plus bas
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dans la couche pre´sentation 4, ce qui nous permet de nous inte´resser aussi aux interfaces
post-WIMP.
1.4.3 IntuiKit
Figure 1.3 – L’arbre IntuiKit pour Henry le crapaud [Chatty 04].
[Chatty 04] pre´sentent une me´thode et des outils associe´s afin d’impliquer le designer
graphique dans le de´veloppement et la conception graphique des syste`mes interactifs. Les
programmeurs et les designers se mettent tout d’abord d’accord sur une repre´sentation
simple et conceptuelle de la sce`ne interactive. Ils produisent au cours de cette phase un
fichier SVG (Scalable Vector Graphics) appele´ repre´sentation basse fide´lite´ (les dessins des
crapauds dans la Figure 1.3). Tandis que les programmeurs codent les interactions avec
une repre´sentation de bas niveau, les designers peuvent travailler de leur coˆte´ sur leur
conception graphique. Puisque les designers et les programmeurs respectent le contrat
pre´ce´demment conc¸u, la production du syste`me final consiste simplement a` remplacer la
description basse fide´lite´ par celle du designer.
Ne´anmoins, l’outil pre´sente´ oblige le designer graphique a` utiliser une bibliothe`que qui
transforme la description de haut-niveau qu’il a fourni (le fichier SVG) en une description
bas niveau (utilisable par un canvas proche de celui de Tk) avec un pouvoir d’expression
moindre. De plus, le designer graphique doit manipuler des portions de code de bas niveau
afin d’imple´menter le comportement graphique. Ceci re´fre`ne les explorations des designs
alternatifs puisque changer ces graphismes implique beaucoup de manipulations pour
voir l’impact dans le re´sultat final. De plus, lors de la phase d’optimisation du code,
cette approche tombe a` nouveau dans un processus se´quentiel : les programmeurs doivent
attendre les solutions du designer graphique avant de pouvoir optimiser le code de rendu.
Les designers doivent de leur coˆte´ attendre les optimisations des programmeurs pour
valider l’utilisabilite´ de leur conception.
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Figure 1.4 – Illustration d’Artistic Resizing [Dragicevic 05].
1.4.4 Artistic Resizing
Artistic Resizing [Dragicevic 05] est une technique de de´veloppement d’applications
graphiques interactives qui a pour objectif d’ame´liorer le pouvoir d’expression du designer
graphique en lui donnant la possibilite´ d’exprimer le comportement des items graphiques
lors du redimensionnement de l’application. Le designer fournit pour cela plusieurs ver-
sion de l’objet graphique selon diffe´rentes tailles cle´s (Figure 1.4, celles pointe´es par le
crayon). Le syste`me re´alise ensuite une interpolation entre les caracte´ristiques des objets
graphiques pour de´terminer le comportement lors du redimensionnement. On passe ainsi
d’un redimensionnement inade´quat sur la partie gauche de la Figure 1.4 (les polices de
caracte`res sont tasse´es) a` celui qui offre un meilleur rendu sur la partie droite (les largeurs
des onglets sont conserve´es).
Artistic Resizing donne la possibilite´ au designer graphique de ge´rer lui-meˆme et de
manie`re fine le redimensionnement. Ce syste`me montre la ne´cessite´ de donner le moyen au
designer de l’application de controˆler toutes les parties de l’application, meˆme des parties
comme le redimensionnement qui sont habituellement code´es en dur dans la boˆıte a` outils.
Il montre enfin que le designer graphique peut configurer de manie`re fine l’interface si les
outils qui lui sont propose´s sont adapte´s. Cependant ce syste`me me´riterait d’eˆtre employe´
en dehors du redimensionnement seul.
1.5 Les boˆıtes a` outils disponibles
Pour de´velopper des applications graphiques interactives, les de´veloppeurs utilisent
des boˆıtes a` outils. Parmi les nombreuses boˆıtes a` outils disponibles, certaines tentent
de re´pondre au proble`me des faibles performances de rendu : Prefuse [Heer 05], Jazz
[Bederson 00], Piccolo [Bederson 04], et Infoviz Toolkit (IVTK) [Fekete 04] par exemple.
1.5.1 Les moteurs de rendu graphique
Les boˆıtes a` outils que nous allons de´crire reposent sur d’autres bibliothe`ques logicielles
pour fonctionner. Il existe dans les syste`mes interactifs de´veloppe´s aujourd’hui deux cate´-
4. La couche pre´sentation est de´finie dans le mode`le Arch dans la partie 1.3.1
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gories de telles bibliothe`ques, ou moteurs de rendu :
• les moteurs de rendu purement logiciel qui reposent sur un traitement entie`rement
re´alise´ par le processeur central,
• les moteurs de rendu acce´le´re´s mate´riellement par la carte graphique.
Lorsque les performances de rendu final sont critiques, les de´veloppeurs peuvent e´crire
directement leurs applications dans de telles bibliothe`ques.
Les moteurs de rendu acce´le´re´s mate´riellement utilisent aujourd’hui OpenGL ou Di-
rect3D. Si ces moteurs sont tre`s efficaces, ils pre´sentent l’inconve´nient d’eˆtre “e´loigne´s” du
graphisme riche puisque la primitive de base de dessin est le triangle. Le programmeur
doit en effet transformer ses graphismes en un maillage de triangles afin de pouvoir les
afficher.
1.5.2 Les boˆıtes a` outils maximisant la performance de rendu
Les performances sont maximise´es par l’utilisation de structures ad-hoc explicites (des
tables pour Prefuse et IVTK), ou cache´es (des structures de donne´es spatiales pour Pic-
colo). La premie`re limitation vient de la forme de la description graphismes qui est a` la
fois inapproprie´, car verbeuse, et trop pauvre, car de´crite sous forme textuelle. De plus,
les graphismes riches cre´e´s avec des outils classique de dessin comme Inkscape ou Adobe
Illustrator ne peuvent ge´ne´ralement pas eˆtre utilise´s directement par ces boˆıtes a` outils.
Les canvas des boˆıtes a` outils standard utilisent de plus en plus des moteurs de rendus
acce´le´re´s mate´riellement pour leur affichage. Cairo ou le canvas de Qt sont imple´mente´s
en interne en utilisant la carte graphique. Du point de vue de l’utilisateur, il conserve son
interface de programmation. Cependant, quand ces boˆıtes a` outils sont acce´le´re´es, elles ne
le font que d’une seule fac¸on. Ces acce´le´rations sont soit ad-hoc, soit trop ge´ne´rales, et ne
sont pas force´ment approprie´es pour toutes les applications.
1.5.3 Les boˆıtes a` outils maximisant la richesse du rendu
Les boˆıtes a` outils graphiques ge´rant des graphismes riches existent. SVG permet en
effet l’utilisation de filtres comme le flou gaussien ou encore l’illumination d’e´le´ments par
une source lumineuses. Peu de boˆıtes a` outils interpre`tent ces e´le´ments. Une bibliothe`que
d’interpre´tation et de rendu de fichiers SVG comme Batik 5 les interpre`te. Cependant, de
telles imple´mentations sont incompatibles avec la boucle d’interaction car le moteur de
rendu utilise´ est trop lent.
1.6 Conclusion
Au cours de ce chapitre, nous avons pre´sente´ les diffe´rents syste`mes interactifs ex-
istants. Nous avons vu les diffe´rences entre les applications WIMP et post-WIMP. Les
architectures et les boˆıtes a` outils graphiques utilise´es pour produire ces applications sem-
blent toujours devoir effectuer un compromis entre deux notions : la richesse du rendu et
les performances d’exe´cutions.
5. http://xmlgraphics.apache.org/batik/
19
Chapitre 1. Me´thodes et instruments de conception des syste`mes graphiques interactifs
Les boˆıtes a` outils WIMP sont tre`s performantes, car tre`s simples. Il est tre`s de´licat
pour le designer graphique de sortir des widgets de base. Imple´menter un pie-menu, ou
un range-slider sont deux challenges en Swing par exemple.
Les boˆıtes a` outils post-WIMP essaient plutoˆt de maximiser la richesse et la qualite´ du
rendu final (Intuikit, Artistic resizing et Batik par exemple). Ne´anmoins, ces outils ne peu-
vent eˆtre utilise´es que pour des besoins de prototypage en raison des pie`tres performances
d’exe´cutions du moteur de rendu.
D’autres boˆıtes a` outils post-WIMP (Prefuse, IVTK ou Piccolo) obtiennent des per-
formances de rendu acceptables mais ne permettent pas au designer graphique d’avoir un
pouvoir d’expression maximal.
Enfin, ces boˆıtes a` outils soule`vent le proble`me de la non portabilite´ du code. Quand
bien meˆme elles seraient efficaces en termes de performances, elles forcent toujours le
concepteur de l’application a` travailler avec un langage et un moteur d’exe´cution spe´cifique
(celui de la boˆıte a` outils), et ne ge`rent qu’un seul moteur de rendu. Par exemple, il n’est
pas possible d’utiliser Prefuse dans une application e´crite en C ou en C++.
Toutes ces conside´rations nous ame`nent a` penser qu’il manque dans l’e´cosyste`me du
rendu graphique un ensemble d’outils qui permette de favoriser la richesse de rendu sans
trop re´duire les performances de l’application finale. Nous allons voir au cours des chapitres
suivants les techniques qui nous permettent de construire de tels outils.
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2.1 Introduction
Le nom syste`me a` flot de donne´es provient de la notion conceptuelle qu’un pro-
gramme dans un syste`me a` flot de donne´es est un graphe dirige´ et que les donne´es tran-
sitent entre les instructions, le long des arcs [Arvind 86, Davis 82, Dennis 74, Dennis 75,
Johnston 04].
Les travaux que nous avons effectue´s utilisent le syste`me de flot de donne´es de deux
manie`res :
• de manie`re interne, pour pouvoir controˆler les de´pendances entre le code produit
et les entre´es de la partie rendu du compilateur graphique
• de manie`re externe, pour aider le designer d’interaction a` spe´cifier sa conception.
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Nous allons ici pre´senter ce syste`me de flot de donne´es au travers des travaux pre´ce´dents,
et nous verrons ensuite quelles sont les utilisations qui en sont faites dans les syste`mes
graphiques interactifs.
2.2 Le flot de donne´es
Ces syste`mes ont e´te´ cre´e´ vers 1975 alors que certains chercheurs trouvaient que les ma-
chines de Von Neumann (les processeurs classiques) e´taient “de manie`re inhe´rente inadap-
te´es a` l’exploitation du paralle´lisme” [Dennis 75]. Le mode`le de flot de donne´es pre´sente en
effet par nature une affinite´ avec le paralle´lisme. En effet, les instructions disponibles sont
celles d’un langage fonctionnel sans effets de bord. Un autre avantage du syste`me a` flot
de donne´es est son de´terminisme. A` chacune des configurations en entre´e correspondra
une et une seule valeur de sortie [Arvind 86, Davis 82, Kahn 74]. Il est donc possible de
re´aliser des preuves et des optimisations sur ces programmes.
2.3 Mode`le d’exe´cution
Comme nous l’avons dit plus toˆt, un programme exprime´ sous forme de flot de don-
ne´es est conceptuellement un graphe dirige´. Les nœuds de ce graphe sont les instructions
primitives du langage, et les arcs entre ces nœuds repre´sentent les de´pendances entre ces
instructions [Kosinski 73, Johnston 04]. Un arc qui est dirige´ vers un nœud est appele´
entre´e de ce nœud, et un arc qui en ressort est appele´ sortie de ce nœud.
2.3.1 Exe´cution dirige´e par les donne´es
Lorsque le programme de´marre, les feuilles du graphes sont active´es. On place pour cela
dans ces feuilles un jeton d’activation. Lorsqu’un nœud posse`de une ou plusieurs entre´es
active´es, il est alors activable. Quand un nœud est activable, il re´alise son instruction, et
enle`ve un jeton dans chacune de ses entre´es. Il place ensuite un jeton d’activation dans sa
(ou ses) sortie(s). Il arreˆte ensuite son traitement et attend d’eˆtre de nouveau activable.
A := X + Y
B := Y / 10
C := A * B
X Y 10
+ /
*
C
Figure 2.1 – Un programme simple et sont e´quivalent en syste`me de flot de donne´es (tire´
de [Johnston 04])
La Figure 2.1 pre´sente un exemple de tel programme. Sur un processeur classique, le
code de gauche est exe´cute´ en trois instructions se´quentielles. Sur un syste`me de flots de
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donne´es, les deux premie`res instructions peuvent eˆtre exe´cute´es en paralle`le, et le temps
total du syste`me ne prendra plus que deux pas de temps.
2.3.2 Exe´cution dirige´e par la demande
Une autre approche de l’exe´cution d’un syste`me a` flot de donne´es est celle dirige´e par
la demande [Davis 82, Kahn 74]. Dans l’approche pre´ce´dente, chaque fois qu’une donne´e
est mise a` jour, tout le graphe de de´pendance de cette dernie`re est a` son tour mis a` jour,
et cela meˆme si certaines des variables de sorties ne sont jamais utilise´es.
L’approche dirige´e par la demande consiste a` n’effectuer les mises a` jour des don-
ne´es qu’une fois que le programme effectue une requeˆte sur une variable. Le graphe de
de´pendance est alors ve´rifie´, et les donne´es sont mises a` jour le cas e´che´ant.
Si le syste`me dirige´ par la demande pre´sente l’avantage de ne calculer que les nœuds
qui ont e´te´ effectivement mis a` jour, il pre´sente toutefois l’inconve´nient d’eˆtre plus couˆteux
pour l’acce`s aux e´le´ments puisqu’il est ne´cessaire de parcourir le graphe de de´pendance a`
chaque acce`s a` une variable (tandis que dans l’autre approche, on est suˆr que le contenu des
variables est a` jour puisqu’a` chaque modification d’une variable, le graphe de de´pendance
est parcouru).
2.3.3 Les syste`mes a` flot de donne´es synchrones
Les syste`mes a` flot de donne´es synchrones [Lee 87] sont un sous-ensemble du syste`me
de flot de donne´es pre´sente´ ci-dessus ou` les jetons d’activation qui sont consomme´s a`
chaque activation sont connus a` la compilation [Bhattacharyya 96]. Ainsi, la taˆche du
compilateur est de convertir le syste`me a` flot de donne´es en un ensemble d’instructions
se´quentielles qui ne requie`rent pas d’ordonnancement dynamique.
2.3.4 Utilisation dans le cadre de ces travaux
Dans nos travaux, nous utilisons les syste`mes a` flot de donne´es pour traduire la notion
de de´pendances entre les spe´cifications fournies par le designer d’interaction et l’applica-
tion interactive finale. Nous utiliserons un syste`me de flot de donne´es synchrone dirige´
par les donne´es. Ce syste`me a` flot de donne´es nous permet de re´aliser des optimisations
internes. Il nous permet aussi de traiter de manie`re efficace les entre´es de l’utilisateur final.
Cette facilite´ de description des de´pendances est aussi exporte´e au designer d’interaction.
Dans ce cas, le flot de donne´es est utilise´ comme un langage de spe´cification.
2.4 Le syste`me de flot de donne´es pour les applica-
tions graphiques interactives
Les applications graphiques interactives peuvent utiliser pour leur spe´cifications une
description proche d’un syste`me de flot de donne´es [Appert 09, Dragicevic 04b, Huot 04,
Esteban 95]. Dans certains cas, ce syste`me est a` base de contraintes [Vander Zanden 94,
Sutherland 63]. Une contrainte pre´sente l’avantage d’eˆtre bidirectionnelle : le designer peut
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contraindre deux lignes entre elles en exprimant leur paralle´lisme par exemple. Ne´anmoins,
un tel syste`me peut eˆtre juge´ comme confus par l’utilisateur [Esteban 95].
2.4.1 SketchPad
Figure 2.2 – Sketchpad [Sutherland 63].
SketchPad [Sutherland 63] fut le premier logiciel de dessin a` utiliser un syste`me de
contraintes. SketchPad autorise la cre´ation de lignes contraintes les unes par rapport aux
autres (Figure 2.2). Les contraintes de SketchPad sont bidirectionnelles. Elles permettent
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au designer d’indiquer que telle ligne est paralle`le ou perpendiculaire avec telle autre sans
notion de priorite´ de l’une par rapport a` l’autre.
2.4.2 Garnet / Amulet
Figure 2.3 – Amulet (http://www.cs.cmu.edu/afs/cs/project/amulet/www/
amulet-all-pictures.html).
Garnet [Myers 90, Vander Zanden 94, Vander Zanden 01a] pre´sente un mode`le de con-
traintes mono-directionnelles (Figure 2.3). Ce syste`me est plus proche du flot de donne´es,
sans toutefois exiger que le graphe re´sultant soit acyclique. Les contraintes permettent
de de´crire de manie`re simple les de´pendances entre les composants de l’interface. Elles
permettent de spe´cifier l’application interactive avec un langage descriptif (exemple tire´
de [Vander Zanden 94]) :
circle.left = self.object_over.right + 10
circle.object_over = rect34
Cet exemple traduit le fait que le cercle conside´re´ doit eˆtre a` 10 unite´s a` gauche de la droite
de l’objet qui se trouve au dessus de lui. La position du cercle est alors automatiquement
recalcule´e quand cet objet change de forme ou de position. Garnet introduit la notion de
pointeur, au sens des pointeurs dans le langage C, dans les variables. Cela leur permet,
comme dans l’exemple pre´ce´dent, de ne pas reconfigurer a` chaque fois la contrainte si celle-
ci est relative a` un autre objet qui est susceptible d’eˆtre modifie´ au cours de l’exe´cution.
Dans notre exemple, il faudrait reconfigurer la contrainte chaque fois que l’objet situe´ au
dessus du cercle change.
2.4.3 Icon
Icon [Dragicevic 04b] ge`re les dispositifs en entre´e d’une machine afin de pouvoir con-
figurer de manie`re dynamique et visuelle le comportement de ceux ci. Le langage utilise´
est un langage visuel pour la programmation du flot de donne´es.
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Figure 2.4 – Une configuration d’Icon [Dragicevic 04b].
2.4.4 Functional Reactive Programming
La Programmation Fonctionnelle Re´active (FRP) [Nilsson 02] est une adaptation du
syste`me de flot de donne´es pour la programmation des syste`mes interactifs. La FRP
introduit la notion de signaux et de fonctions de ces signaux vers d’autres signaux. Les
signaux peuvent eˆtre discrets ou continus permettant de ge´rer diffe´rents types de flux en
entre´e : pe´riphe´riques d’entre´e, capteurs de robots, etc. La FRP permet d’envisager de
manie`re simple et compre´hensible par les programmeurs des proble`mes complexes ayant
diffe´rentes sources d’entre´es tre`s dynamiques.
2.5 Le mode`le a` flot de donne´es pour la cre´ation de
visualisations
[Card 99] propose un mode`le pour de´crire les visualisations comme une se´quence
de flot de donne´es depuis des donne´es brutes vers les vues (Figure 2.5). Ce mode`le de
flot de donne´es est toujours utilise´ dans beaucoup de logiciels de visualisation (SpotFire
[Ahlberg 96], VQE [Derthick 97], InfoVis Toolkit [Fekete 04], ILOG Discovery [Baudel 04],
nVizN [Wilkinson 99]...).
Données
brutes Tables
Structures
visuelles Vues
Données Images
structurées
Transformation
des données
Association à des
caractères visuels
Transformation
des vues
Utilisateur
Figure 2.5 – Le mode`le de flot de donne´ pour l’exploration de donne´es [Card 99].
Le mode`le de flot de donne´es permet de faire la correspondance entre les donne´es a`
afficher et leur repre´sentation [Hurter 10]. Dans ce mode`le, les donne´es sont transforme´es
vers une repre´sentation au travers de trois e´tapes parame´trables par l’utilisateur. Les
donne´es sont tout d’abord formate´es dans des tables. Ceci permet d’enrichir les donne´es
en injectant de nouvelles donne´es calcule´es en fonction des donne´es brutes. Ensuite, ces
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tables sont utilise´es pour faire la correspondance avec des e´le´ments visuels, par exemple
les variables visuelles de [Bertin 83]. Enfin, les entite´s visuelles sont transforme´es pour
eˆtre pre´sente´es a` l’e´cran. L’utilisateur peut ensuite interagir avec n’importe laquelle de
ces e´tapes pour modifier le visuel, changer de repre´sentation, zoomer, etc....
2.6 Conclusion
Au cours de ce chapitre, nous avons pre´sente´ les syste`mes a` flots de donne´es. Ces
syste`mes posse`dent de bonnes proprie´te´s (pas d’effets de bord, exe´cution controˆle´e) et
peuvent eˆtre paralle´lise´s. Ceci a permis leur utilisation dans des outils de production
d’applications graphiques interactives. Nous avons aussi aborde´ le concept de contrainte
qui est un proche voisin du syste`me a` flot de donne´es.
Dans le cadre de ces travaux, nous utilisons le flot de donne´es pour ge´rer les de´pen-
dances entre les diffe´rents graphes. Ces graphes subissent en effet diverses transformations.
Nous allons voir dans la partie suivante les analogies que l’on peut faire entre ces trans-
formations et la the´orie de la compilation.
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3.1 Introduction
Nous avons vu au cours du Chapitre 1 quelques me´thodes de production des syste`mes
graphiques interactifs. Nous avons pu constater que le sche´ma d’imple´mentation de tels
syste`mes e´tait relativement constant quelque soit la me´thode employe´e. Il est en effet
ne´cessaire d’exprimer les e´le´ments graphiques dans une certaine repre´sentation (que se
soit du code ou du dessin). Puis des transformations sont applique´es, avant de pouvoir
dessiner les items graphiques dans l’application finale.
Au cours de ces travaux, nous faisons le rapprochement entre ces me´thodes de pro-
duction et la notion de compilateur :
Un compilateur est un programme, ou un ensemble de programmes qui
traduit un texte e´crit dans un langage de programmation - le langage source -
en un autre langage de programmation - le langage cible.[Aho 86]
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Nous allons voir dans ce chapitre les principes ge´ne´raux de la compilation ainsi que
diffe´rentes techniques d’optimisation a` notre disposition. Enfin, nous verrons les techniques
“manuelles”employe´es aujourd’hui pour optimiser les applications graphiques interactives.
3.2 Principes ge´ne´raux
L’objectif de cette section n’est pas de fournir une analyse exhaustive de la the´orie de
la compilation, mais de pre´senter les de´finitions et les principes ge´ne´raux ne´cessaires a` la
compre´hension de ces travaux.
3.2.1 Un ensemble processeur de langage
Tout d’abord, un compilateur prend en entre´e un langage source et sort un code
produit dans un langage cible. Le programme source est ge´ne´ralement e´crit par un hu-
main, et le langage cible est ge´ne´ralement de l’assembleur. Ne´anmoins, le terme ge´ne´rique
de “compilateur” regroupe en fait plusieurs passes (Figure 3.1).
programme source
Préprocesseur
Compilateur
Assembleur
Relieur - chargeur
programme source modifié
programme en assembleur cible
code machine relogeable
code pour la machine cible
fichiers de bibliothèque
fichiers objets relogeables
Figure 3.1 – Sche´ma ge´ne´ral d’un compilateur (tire´ de [Aho 86])
Tout d’abord, certains langages comme le C admettent une phase de pre´-processing
qui permet d’assembler un ensemble de fichiers et de faire des remplacements d’abbre´vi-
ations (les macros). Ensuite, vient la phase de ge´ne´ration de code assembleur puis la
phase de ge´ne´ration du code machine relogeable. Enfin, ce code machine relogeable
est lie´ aux autres fichiers de bibliothe`que relogeable pour former l’exe´cutable cible.
3.2.2 Description des e´tapes de compilation
Le traitement interne du compilateur est lui aussi scinde´ en plusieurs passes (Fig-
ure 3.2).
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code pour la machine cible
LDF  R2, id3
MULD R2, R2, #60.0
LDF  R1, id2
ADDF R1, R1, R2
STF  id1, R1
Optimiseur de code
Analyseur lexical
flot de caractères position = initiale + vitesse * 60
flot d'unités lexicales <id,1> <=> <id,2> <+> <id,3> <*> <60>
Analyseur syntaxique
arbre abstrait <id,2> *
60<id,3>
+<id,1>
=
Analyseur sémantique
arbre abstrait <id,2> *
inttofloat<id,3>
+<id,1>
=
60
Générateur de code
intermédiaire
Générateur de code
représentation intermédiaire
t1 = inttofloat(60)
t2 = id3 * t1
t3 = id2 + t2
id1 = t3
représentation intermédiaire t1 = id3 * 60.0id1 = id2 + t1
1  position  ...
3  vitesse   ...
2  initiale  ...
Table des symboles
Figure 3.2 – Phases d’un compilateur (tire´ de [Aho 86])
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Le compilateur effectue d’abord l’analyse lexicale du programme source. Cette e´tape
consiste a` scinder les diffe´rents groupes de caracte`res en un ensemble de lexe`mes. A`
chacun des lexe`mes est associe´ un identificateur (la suite de caracte`res qui le compose)
et une position dans la table des symboles si le lexe`me n’est pas un mot-cle´ du langage.
Une fois cette e´tape de se´paration des unite´s lexicales re´alise´e, l’e´tape d’analyse syn-
taxique produit le graphe qui va de´peindre la structure grammaticale du programme
source. Cette e´tape permet de ve´rifier que le programme est conforme a` sa grammaire et
permet de produire le premier arbre de la chaine.
Cet arbre est ensuite valide´ par l’e´tape de l’analyse se´mantique. Cette analyse ve´rifie
que chacune des ope´rations contenues dans l’arbre est valide, et permet aussi de controˆler
les types.
Ensuite, l’arbre abstrait est traduit en un code interme´diaire. Dans l’exemple que
nous de´ployons ici, le compilateur n’utilise qu’une seule repre´sentation interme´diaire, mais
il est fre´quent qu’il y en ait plusieurs. Ceci permet d’effectuer diffe´rentes optimisations
lie´es soit a` l’architecture cible, soit au langage source par exemple.
Ce code interme´diaire est ensuite optimise´. Nous reviendrons plus en de´tail sur ces
optimisations dans la section 3.3.
Enfin, le code optimise´ est converti en code assembleur, code proche du binaire du
processeur, mais sous forme textuelle. Le code binaire, appele´ code machine, est produit
par le couple assembleur - relieur.
3.3 Les principales optimisations re´alisables
Nous nous baserons sur [Aho 86] et [Burke 93] pour la partie concernant la compila-
tion statique, et sur [Krall 98], [Ishizaki 03] et [Lattner 04] pour celle sur la compilation
dynamique.
3.3.1 Transformations conservant la fonctionnalite´
E´limination de code mort
Lors de l’analyse du code, il arrive fre´quemment que ce dernier comporte des instruc-
tions qui ne seront jamais e´value´es ou qui ne devraient pas eˆtre re´-e´value´es ou dont le
re´sultat n’est jamais utilise´. Ces instructions peuvent donc eˆtre e´limine´es. Le travail du
compilateur va donc eˆtre de de´tecter ces calculs inutiles (mais aussi les ope´rations qui ne
seront jamais appele´es) et de les remplacer par des instructions moins couˆteuses (stock-
age dans des variables interme´diaires ou suppression par exemple). Ce travail s’appelle de
l’e´limination de code mort (ou dead-code elimination).
L’objectif est ici double : d’une part cela re´duit la taille de l’exe´cutable final, et d’autre
part, le code est plus efficace car les instructions exe´cute´es sont plus proches les unes des
autres, ce qui a pour effet de diminuer les de´fauts de cache du processeur.
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E´limination des sous-expressions communes
Il arrive fre´quemment que le code ge´ne´re´ comprenne des sous-expressions communes,
c’est a` dire des productions de code identique (figure 3.3 a` gauche, termes en “d+ e”). Ces
sous-expressions ralentissent les temps de calcul puisque qu’en me´morisant le re´sultat on
peut e´viter de tout recalculer (figure 3.3 a` droite).
a := d+e b := d+e
c := d+e
t := d+e
a := t
t := d+e
b := t
c := t
Figure 3.3 – Re´sultat de l’e´limination de sous-expressions communes (exemple tire´ de
[Aho 86])
Propagation des copies
x := t3
a[t2] := t5
a[t4] := x
=⇒
x := t3
a[t2] := t5
a[t4] := t3
Figure 3.4 – Re´sultat de la propagation des copies
Le deuxie`me point aborde´ par [Aho 86] concerne la propagation des copies. Le principe
de cette optimisation consiste a` e´liminer les re´fe´rences vers certaines variables dans le but
de pouvoir les supprimer plus tard. La figure 3.4 illustre ce principe. Dans la partie gauche,
la variable “x” est affecte´e puis re´utilise´e a` la troisie`me ligne. En remplac¸ant ce “x” comme
dans la partie droite de la figure par “t3”, la ligne 1 correspondant a` l’affectation de “x”
est alors inutile et pourra eˆtre supprime´e si elle n’est pas utilise´e plus loin dans le code.
Propagation des constantes
La propagation des constantes consiste a` analyser le code et a` extraire les valeurs
constantes de leur registre.
x := 2
a[t1] := 2 + x
=⇒ x := 2
a[t1] := 2 + 2
Figure 3.5 – Re´sultat de la propagation des constantes
La figure 3.5 illustre cette optimisation et l’inte´reˆt que l’on peut en retirer : on peut a`
la fois simplifier l’affectation de la case me´moire “a[t1]” et supprimer l’affectation de “x”.
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Optimisation des boucles
Dans la the´orie des langages, la boucle tient une place tre`s importante. De par sa nature
re´pe´titive, les compilateurs cherchent a` optimiser au maximum ces portions de code afin
de re´duire le temps de calculs. On trouve dans ce type d’optimisation du de´placement de
code (pour factoriser des calculs) ou de l’optimisation des variables d’induction 6.
3.3.2 Optimisation des blocs de base
Un bloc de base est une se´quence d’instructions conse´cutives dans laquelle le flot de
controˆle est active´ au de´but de celle-ci, et inhibe´ a` la fin, sans possibilite´ d’arreˆt ou de
branchement autre qu’a` la fin de la se´quence.
Un bloc est donc une suite d’instructions continue et sans possibilite´ de branchements.
Les optimisations faites sur les blocs peuvent eˆtre, par exemple, de l’ordre des optimisa-
tions sur le flot de controˆle, de l’e´limination de code inutile ou de l’e´change d’instructions
pour rendre l’ensemble du bloc plus performant (dans un syste`me ou` l’addition est plus
performante que la multiplication par exemple, l’instruction “2 * a” sera potentiellement
remplace´e par “a + a” ou “a < < 1”).
3.3.3 Optimisations durant l’e´dition des liens
Effectuer des optimisations inter-proce´durales consiste a` regarder l’enchaˆınement des
diffe´rents appels fonctionnels afin de trouver de nouvelles re´ductions de code. Un exemple
de ce type d’optimisation consiste en l’e´limination de fonctions non appele´es : le compila-
teur construit un graphe d’appels des fonctions a` partir de celles appele´es dans le “main”;
toutes les fonctions non appele´es sont alors e´limine´es.
3.3.4 Optimisation a` la vole´e
Les compilateurs a` la vole´e (Just In Time compilers, ou JIT) sont re´ellement ne´s avec
LISP en 1960 [Aycock 03]. Un JIT permet de re´aliser lors de l’exe´cution des optimisations
et des nouvelles compilations afin d’ame´liorer la vitesse d’exe´cution du programme. Ceci
est re´alisable puisqu’a` l’exe´cution, le compilateur dispose de nouvelles informations (le
contexte d’exe´cution notamment) qui lui permettent de re´duire la taille du code produit.
Smalltalk [Deutsch 84], Self [Ho¨lzle 94], ou encore Java incluent aussi un JIT. Si les
JIT font des optimisations a` l’exe´cution [Krall 98], d’autres, comme LLVM [Lattner 04],
peuvent meˆme effectuer ces optimisation de manie`re offline apre`s avoir re´cupe´re´ des infor-
mations. LLVM est aussi capable de re´aliser des optimisations interproce´durales comme
pre´sente´es par [Burke 93].
3.3.5 Optimisations de´pendant de l’architecture cible
Le dernier type d’optimisations aborde´ ici concerne celles de´pendant de l’architec-
ture cible. Les processeurs modernes pre´sentent en effet des jeux d’instructions spe´ciaux
6. Une variable d’induction est une variable qui ne de´pend que du compteur d’incre´ment de la boucle.
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(SSE, MMX et autres) conc¸u pour ame´liorer l’efficacite´ du code dans certains cas pre´-
cis. Par exemple, SSE permet de traiter en paralle`le plusieurs instructions, et est donc
particulie`rement bien adapte´ a` des ope´rations vectorielles.
3.4 Compilation et graphisme
3.4.1 Transformations et graphisme interactif : Indigo
L’utilisation de transformations qui s’appliquent sur une description de haut niveau a
e´te´ e´tudie´e dans le projet Indigo [Blanch 05].
SCOG POGconcrétisation
S
E
R
V
O
rendu
foo
bar
écran
mapping interaction périph.
Figure 3.6 – Le fonctionnement ge´ne´ral d’Indigo [Blanch 05].
Le fonctionnement ge´ne´ral d’Indigo est pre´sente´ Figure 3.6. Le Servo contient le graphe
unique repre´sentant le mode`le conceptuel de la sce`ne (le COG). Ensuite le Servir com-
munique avec le Servo au moyen d’un protocole pour ge´rer les entre´es et les sorties. C’est
dans le Servir qu’est contenu le graphe des objets perceptuels (le POG) et ou` est re´alise´
l’interaction. Une fois l’interaction traite´e, le POG (et le COG) sont mis a` jour puis les
modifications sur l’affichage sont re´percute´es. Re´aliser une telle architecture permet de
placer le COG sur une machine distante et d’avoir plusieurs POG sur plusieurs clients
distantes. A` la diffe´rence du serveur graphique X11, le rendu et l’interaction sont a` la fois
ge´re´s par le Servir, le serveur de l’architecture Indigo (Figure 3.7).
Cette ide´e de transformations a ensuite e´te´ e´tendu par l’imple´mentation d’un ensemble
de widgets de la norme ARINC 661 [Barboni 07], et plus tard par le mode`le MDPC
[Conversy 08] que nous avons de´ja` pre´sente´.
3.4.2 Compilations de bas niveau et graphisme.
La notion de compilation dans les graphismes a e´te´ introduite par Nitrous, un ge´ne´ra-
teur pour des graphismes interactifs [Draves 96]. Cependant, comme dans [Peercy 00], le
compilateur pre´sente´ n’est qu’oriente´ pixel, et ne ge`re pas les dispositifs d’entre´e ou les
entre´es provenant de l’application elle-meˆme.
LLVM [Lattner 04], avec la pile OpenGL de´veloppe´e par Apple, peut efficacement
abstraire la description de l’interface avec le mate´riel cible. Le compilateur JIT inclus
avec LLVM peut optimiser les diffe´rents shaders disponibles afin d’avoir l’imple´mentation
la plus efficace possible.
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Figure 3.7 – L’architecture d’Indigo [Blanch 05].
D’autres travaux utilisent des optimisations semblables a` celles re´alise´es par les compi-
lateur pour produire un code efficace (Java3D, LLVM associe´ a` Gallium3D 7 dans Mesa).
Cependant, ces outils ne sont accessibles seulement qu’aux programmeurs de bas niveau
(ceux capable de programmer les cartes graphiques directement). Ils ne sont pas suppose´s
eˆtre utilise´s par l’ensemble des programmeurs d’applications graphiques interactives.
Enfin, Protovis [Heer 10] a aussi re´cemment pre´sente´ des re´sultats sur l’inte´gration
d’une chaine de compilation dans leur boˆıte a` outils pour produire des applications sur
diffe´rentes plateformes.
3.5 Conclusion
Dans ce chapitre, nous nous sommes inte´resse´ a` la the´orie de la compilation. Cette
the´orie a pour base des transforme´es de langages, et donc de graphes. Ceci est proche des
concepts pre´sente´s plus toˆt pour la partie rendu des applications graphiques interactives.
Nous pensons qu’il est possible d’adapter ces concepts au domaine des rendus graphiques
afin de re´soudre l’antinomie souleve´e au cours du chapitre 1 : les applications ont du mal
a eˆtre a` la fois performantes et graphiquement riches.
Envisager le concept de rendu graphique sous l’aspect de la the´orie de la compilation
nous permet d’espe´rer des gains sur les optimisations automatiques a` re´aliser. La the´orie
de la compilation est riche d’une bibliothe`que d’optimisations qui sont applicables pour
partie au domaine du rendu graphique : sous-expressions communes, propagation des
copies, propagation des constantes, optimisation des boucles, des blocs de base, ou encore
optimisations inter-proce´durales.
7. http://wiki.freedesktop.org/wiki/Software/gallium
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Au cours de l’e´tat de l’art pre´sente´ pre´ce´demment, nous avons vu que les boˆıtes a`
outils graphique interactives sont confronte´es au proble`me de la maximisation de deux
dimensions a priori antagonistes : les performances de rendu et le pouvoir d’expression
du designer. Les performances de rendu concernent la vitesse d’exe´cution de l’application
finale (pre´sente´e a` l’utilisateur final). Il faut que cette vitesse soit compatible avec la boucle
perception/action de l’utilisateur. Le pouvoir d’expression du designer est la possibilite´
offerte au designer de pouvoir re´aliser sans contraintes le design graphique qu’il souhaite.
Cette possibilite´ passe par un langage graphique lui permettant de repre´senter son ide´e,
mais aussi par une me´thode de production lui permettant d’obtenir “rapidement” un
re´sultat afin de l’affiner.
Dans ce chapitre, nous pre´sentons une me´thode instrumente´e de conception des in-
terfaces homme-machine qui implique un designer d’interactions. Cette me´thode s’appuie
sur un ensemble de fonctionnalite´s spe´cifiques d’Hayaku, la boˆıte a` outils graphique re´al-
ise´e lors de cette the`se [Tissoires 11]. Ce chapitre ne porte que sur l’utilisation de l’outil
par le designer d’interactions. La partie technique de la boˆıte a` outils sera donne´e dans le
chapitre suivant.
1.1 Exigences
Tout d’abords, nous exprimons les exigences issues des analyses que nous avons pre´sen-
te´es dans notre e´tat de l’art.
1.1.1 Donner du controˆle au designer
Interaction 
Designer
Functional 
Core Coder
Interaction 
Coder
Graphic 
Designer
Functional 
Core Coder
Compiler
behavior optimization
optimization
behavior
relies on
graphical editor
graphical editor
(a)
(b)
Figure 1.1 – La re´partition des roˆles avec Intuikit et XAML (a) et la re´partition avec
Hayaku (b).
De´velopper une interface homme-machine de qualite´ requiert d’introduire dans la
boucle de de´veloppement un acteur charge´ de la conception du graphisme, le designer
graphique[Chatty 04]. Aujourd’hui, le designer intervient lors du cycle de de´veloppement
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en amont de la phase de prototypage. En effet, ne pouvant exprimer directement dans
l’application exe´cutable ses interactions et ses graphismes, il ne peut que fournir des
spe´cifications. Il existe donc un autre acteur entre le designer et le reste de l’e´quipe, le
programmeur d’interaction (Figure 1.1 a). Cependant, permettre au designer graphique
de s’impliquer plus dans le de´veloppement du code final permet un gain en terme d’util-
isabilite´ et donc de satisfaction de l’utilisateur final[Chatty 04, Dragicevic 05].
La premie`re exigence de la me´thode propose´e est donc de fournir au designer des outils
lui permettant d’intervenir directement dans le processus de cre´ation de l’application.
1.1.2 Minimiser l’apprentissage
Afin d’augmenter l’implication du designer graphique dans l’activite´ de de´veloppe-
ment de l’application interactive finale, il est ne´cessaire de lui fournir de nouveaux outils.
Cependant, ces outils ne doivent pas transformer son me´tier actuel en un me´tier de codeur.
En effet, le designer graphique doit voir son pouvoir d’expression maximise´. On ne peut
lui demander de re´aliser ses graphismes et ses interactions sous forme de lignes de code.
Cela poserait le proble`me qu’on lui changerait son me´tier, et qu’il risque de se limiter
lui-meˆme compte tenu de ses propres capacite´s de codage. La deuxie`me exigence que nous
pouvons e´noncer est donc que le designer continue de travailler avec des outils de cre´ation
graphique pour la partie graphique de l’application.
1.1.3 Abstraire les e´le´ments graphiques
Si l’on souhaite inclure le designer graphique dans le de´veloppement et si l’on ne
souhaite pas qu’il code la partie graphique, il est ne´cessaire d’abstraire les e´le´ments
graphiques pour pouvoir de´finir un langage commun entre les diffe´rents modules en charge
du projet. Cette abstraction permet en plus de ne plus se soucier du rendu graphique lors
du codage du reste de l’application. Il devient alors possible de tester diffe´rents graphismes
sans avoir besoin de les coder re´ellement (comme dans [Hartmann 08]).
1.1.4 De´velopper rapidement diffe´rentes alternatives
Afin de re´aliser une interface de qualite´, les designers graphique ont besoin d’explorer
diffe´rents designs lors du processus de cre´ation [Green 89]. Une bonne abstraction ainsi que
l’utilisation d’outils de dessin permettent de tester rapidement le rendu de l’application
finale. Ceci permet au designer graphique de se rendre compte tre`s toˆt de ses choix et
donc de les modifier de manie`re incre´mentale tre`s rapidement.
1.1.5 Garder un controˆle fin sur la richesse du rendu final
Un des me´tiers du designer graphique, est de valider que le rendu final est conforme
aux spe´cifications [Tabart 07]. Il est donc ne´cessaire de fournir au designer graphique la
possibilite´ de travailler de manie`re tre`s fine sur le rendu final. Il sera peut eˆtre amene´ a`
faire certaines concessions (en terme de performances du rendu final par exemple), mais
ce sera son choix, et non un choix impose´ par l’imple´mentation.
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1.1.6 Modularite´
De´velopper une application interactive est couˆteux. Le design de cette application
prend une part importante de ce couˆt. Il est donc ne´cessaire de permettre de re´utiliser
plus tard ces investissements dans de nouvelles applications. Cette approche passe par un
de´veloppement modulaire. Graˆce a` un tel de´veloppement, les diffe´rents modules de´crivant
l’application graphique peuvent eˆtre re´utilise´s.
1.1.7 Conserver de bonnes performances de rendu
Enfin, le proble`me majeur des boˆıtes a` outils graphiques post-WIMP a` l’heure actuelle
est que le re´sultat final est peu optimise´ et souffre donc d’une vitesse de rendu faible. Il
existe des boˆıtes a` outils spe´cialise´es comme Prefuse [Heer 05] ou Piccolo [Bederson 00]
qui sont performantes, mais pas ge´ne´ralistes. En effet, elles vont maximiser la performance
au de´triment du pouvoir d’expression du designer graphique.
1.2 Hayaku : design et concepts
Cette partie pre´sente les services offerts par la boˆıte a` outils graphique de´velop-
pe´e afin de re´pondre aux diffe´rents proble`mes pose´s pre´ce´demment. Nous pre´sentons ici
Hayaku[Tissoires 09], une boˆıte a` outils qui instrumente l’activite´ de design des applica-
tions graphiques interactives. De nombreux environnements de de´veloppements tentent
de maximiser l’expe´rience utilisateur, donc le pouvoir d’expression du designer. Cepen-
dant, ils ne maximisent pas toutes les exigences ci-dessus, et notamment celle relative aux
contraintes de performance. Hayaku re´pond a` ces exigences, notamment en se reposant
sur un compilateur graphique [Tissoires 08].
1.2.1 Ide´e ge´ne´rale
L’ide´e ge´ne´rale de notre approche diffe`re de l’approche propose´e par [Chatty 04] : au
lieu d’accepter le fait que le designer graphique et le programmeur d’interactions sont deux
acteurs distincts, et donc de maximiser la communication entre ces deux personnes, nous
avons donne´ au designer les poigne´es ne´cessaires pour controˆler le design graphique. Ceci
nous permet de transformer le designer graphique en designer d’interactions. Comme
le montre la Figure 1.1, Hayaku donne le pouvoir d’expression ne´cessaire au designer,
tandis qu’il transfe`re le proble`me des optimisations vers le compilateur graphique. Ainsi,
le designer d’interaction controˆle mieux le rendu final. Ceci lui permet de tester et valider
les interactions plus toˆt dans le processus de de´veloppement. Il peut donc les controˆler
de manie`re plus fine. Cette approche est similaire a` Artistic Resizing[Dragicevic 06] : au
lieu de de´crire par du code le comportement graphique des e´le´ments dont la taille change,
Artistic Resizing permet au designer graphique d’exprimer le comportement au travers
d’exemples des diffe´rents e´tats. Cette me´thode est plus proche de son me´tier puisqu’il
peut exprimer dans son langage le comportement qu’il souhaite sans biais introduit par
un langage de programmation.
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1.2.2 Abstraire pour controˆler les e´le´ments graphiques
Nous fournissons au designer d’interaction une chaˆıne d’outils qui utilisent en premier
lieu un format de dessin vectoriel standard : SVG, Scalable Vector Graphics. Ce format
est utilisable par des outils standards de production de graphismes comme Inkscape ou
Adobe Illustrator. Le designer peut ainsi se reposer sur son expe´rience avec ces outils.
Le designer de´finit par l’interme´diaire des dessins SVG une repre´sentation d’un type
d’objet (un bouton, un item de l’application interactive). Ces dessins SVG sont l’e´quivalent
de “classes” graphiques. Durant l’exe´cution du programme, des “instances” de ces “classes”
vont eˆtre cre´es, chacune de ces “instances” ayant ses propres e´tats.
Graphisme
SVG
Modèle
Conceptuel
JSON
Connexions
(flot de 
données)
JSON Instanciation(scène)
JSON
Code
Interaction
assembleur assembleur
Rendu
Graphique
Compilateur
Graphique
Produit
Dialogue
Figure 1.2 – Sche´ma de principe d’Hayaku.
Pour pouvoir utiliser ces objets SVG, le designer d’interaction doit fournir a` Hayaku
trois descriptions, toutes e´crites dans le langage JSON 8 (Figure 1.2). La premie`re, appele´e
mode`le conceptuel, sert a` de´finir un langage commun entre le designer d’interactions et les
programmeurs du noyau fonctionnel. Ce langage est utilise´ comme une passerelle entre le
noyau fonctionnel et les graphismes interactifs. Dans le cas de la description d’un bouton
poussoir, le fichier SVG contient le graphisme du bouton, et son fichier de mode`le contient
une repre´sentation abstraite de sa structure : position (x,y), e´tat (enfonce´, relaˆche´, survol),
largeur, etc... De meˆme que dans [Chatty 04], les designer d’interactions et le reste de
l’e´quipe doivent alors se mettre d’accord pour produire ces mode`les. Ils de´finissent un
contrat (ou une sorte d’interface au sens Java) entre la partie graphique et le noyau
fonctionnel. Au cours de la phase de compilation, ces mode`les sont traduits en classes.
Avec Hayaku, ce mode`le est fortement lie´ au graphisme. Ceci pose proble`me puisque
nous pensions se´parer les objets du mode`le abstrait des objets graphiques. Il est ne´cessaire
de de´crire beaucoup de proprie´te´s graphiques dans ce mode`le. Par exemple, dans le cas du
bouton poussoir, le mode`le ide´al ne contiendrait que la proprie´te´ “enfonce´”. Cependant,
8. Javascript Object Notation
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Hayaku oblige a` inclure dans ce mode`le des proprie´te´s graphiques (x, y, taille, taille de
l’ombre porte´e, couleur, couleur de l’ombre, etc...) afin de pouvoir effectuer le rendu de
l’application.
Pour faciliter l’e´criture souvent redondante des proprie´te´s des objets du mode`le, nous
offrons au designer d’interaction un mini-langage mathe´matique qui s’apparente a` du flot
de donne´es. Ainsi, il lui est possible de de´crire des attributs du mode`le comme relatifs les
uns aux autres. Dans notre exemple, la taille de la police du texte employe´ peut eˆtre lie´e
a` la largeur de l’item.
La deuxie`me description fournie par le designer d’interaction, la description des con-
nexions, de´crit comment le mode`le de´finit pre´ce´demment va eˆtre relie´ aux graphismes
SVG. Cette description fournit des connexions entre les diffe´rents champs du mode`le con-
ceptuel vers les diffe´rents nœuds ou attributs de ces nœuds de l’arbre SVG. Le designer
nomme les groupes graphiques SVG et se sert de ces identifiants pour re´aliser la liaison
dans le fichier de connexions. Avec l’exemple du bouton, le fichier de connexions stipulera
que le champ X du mode`le, sera lie´ a` l’attribut translation du groupe de plus haut niveau
de l’objet SVG. Ainsi, X et Y seront attache´s a` la position re´elle de l’objet dans le graphe
de sce`ne produit. En un sens, cette description est similaire aux feuilles de styles que l’on
peut trouver dans HTML par exemple.
Enfin, la troisie`me description qui doit eˆtre fournie par le designer d’interaction est
celle de la sce`ne. Ceci lui permet d’instancier les diffe´rentes instances des classes pre´ce´dem-
ment de´crites, afin de composer l’application graphique finale. Ainsi, dans ce fichier, il
stipulera les positions des diffe´rents boutons de l’application finale, ainsi que leur label si
ces parame`tres font partie du mode`le.
Meˆme si cette mode´lisation conceptuelle des applications graphiques peut paraˆıtre
complique´e, elle ne l’est en re´alite´ pas plus que les moyens existants pour produire le code
de ces applications : la premie`re description fournie en JSON peut eˆtre conside´re´e comme
la de´finition de classes, la seconde comme une feuille de style graphique, tandis que la
dernie`re peut correspondre a` la phase d’instanciation des diffe´rentes classes lors du de´but
de l’exe´cution du programme. Le seul ajout est la description SVG, qui correspond a` une
de´finition des “classes graphiques”.
1.2.3 Production de l’application graphique interactive
La structure pre´sente´e ci-dessus permet de garantir une se´paration entre la description
des formes graphique et son imple´mentation. Une imple´mentation na¨ıve de la boˆıte a` outils
consisterait a` conserver ces diffe´rents graphes en me´moire lors de l’exe´cution. Lors de la
modification d’une proprie´te´ d’e´le´ment, il suffit alors de re´-interpre´ter ces graphes pour
redessiner la sce`ne.
Cependant, la vitesse d’exe´cution d’une telle imple´mentation est lente. Il est donc
ne´cessaire de re´aliser des transformations pour convertir ces quatre langages en un langage
admissible par le moteur de rendu. De telles transformations sont tre`s couˆteuses. En se
reposant sur un compilateur graphique, Hayaku permet au concepteur de contourner le
proble`me de la description et de l’optimisation de ces transformations. Ce compilateur
prend en entre´e une description SVG et les trois fichiers e´crits en JSON, et ge´ne`re une
application.
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1.3 Sce´narios d’utilisation
Nous allons pre´senter quatre sce´narios d’usage afin d’illustrer les concepts que nous
avons pre´sente´s plus haut.
Le premier sce´nario introduit la chaine d’outils. Les sce´narios suivants sont plus com-
plexes et montrer la diversite´ d’usage d’Hayaku.
1.3.1 Scenario n◦1 : Une application multi-touch
Afin de pre´senter notre approche, nous allons tout d’abord pre´senter une application
simple. Cette application permet a` un utilisateur de´placer, orienter et retailler des objets
graphiques a` l’aide d’un e´cran multi-touch 9. Cette premie`re application peut sembler pau-
vre en termes de graphismes et d’interactions, mais sa simplicite´ permet une introduction
a` Hayaku, et permet de montrer des extraits de codes courts.
Figure 1.3 – Une application multi-touch simple.
Ce scenario d’utilisation concerne le de´veloppement d’une application qui supporte
les interactions de type “multi-touch” (Figure 1.3) pour l’utilisateur final. L’interaction
consiste a` controˆler de manie`re inde´pendante (graˆce au paradigme de la manipulation
directe) chacun des composants visuels pre´sents sur la figure 1.3. Les proprie´te´s manip-
ulables par l’utilisateur final sont donc la position de l’objet, sa rotation et sa mise a`
l’e´chelle. L’ensemble du code ne´cessaire a` l’exe´cution de ce programme est fourni dans
l’annexe A p. 113.
La premie`re e´tape du processus consiste a` de´finir les quatre classes graphiques (les
diffe´rents “visages” de la figure 1.3) a` l’aide du logiciel Inkscape, et de les enregistrer au
format SVG (le code est fourni dans l’annexe A. Les formes sont centre´es autour du point
(0,0) afin de conserver des parame`tres de rotation et de mise a` l’e´chelle cohe´rents entre les
9. Nous avons choisi ici et dans le reste de ce document de conserver le terme anglais multi-touch
puisque c’est le terme le plus commune´ment utilise´, “multi-touches” ou “multi-touche´s” pouvant eˆtre les
versions franc¸aises.
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diffe´rentes parties qui composent les objets. Ce centrage permet aussi de simplifier le code
des transformations a` appliquer lors du traitement des donne´es d’entre´e de l’utilisateur.
La deuxie`me e´tape consiste a` de´finir le mode`le conceptuel du composant graphique a`
l’aide d’un fichier JSON. Puisque cette application ne ne´cessite que la rotation et la mise a`
l’e´chelle des diffe´rentes formes graphiques pre´ce´demment de´crites, le mode`le conceptuel est
relativement simple : chacun des objets graphiques a besoin d’un parame`tre de position,
de rotation et de mise a` l’e´chelle. Le listing 1.1 re´sume cette description en utilisant la
syntaxe JSON. Toutes les formes graphiques partagent la meˆme structure, et les meˆmes
transformations graphiques. La boˆıte a` outils ne permet qu’une correspondance de type
“un vers un” entre les objets du mode`le et les objets graphiques (a` chaque classe du
mode`le ne correspond qu’un seul visuel). Il faut donc sous-classer la description principale
des objets en quatre sous-classes, une pour chaque repre´sentation graphique (une seule de
ces sous-classes est montre´e dans le listing 1.1 : Object 0).
Listing 1.1 – Exemple d’imple´mentation des items multi-touch a` l’aide de la syntaxe JSON.
Les ”v” devant les types (vint ou vfloat) spe´cifient que les symboles sont des variables dont
le contenu peut changer lors de l’exe´cution.
{
”model ”: ”SMILEYS” ,
”classes ”: [ {
”name”: ” PastilleCommune ” ,
”extends ”: null ,
”attributes ”: {
”X0 ”: ” v in t ” ,
”Y0 ”: ” v in t ” ,
”SCALE”: ” v f l o a t ” ,
”ROTATION”: ” v f l o a t ” ,
”Z−ORDER”: ” v f l o a t ” ,
”Picking Key ”: ” v in t ”
}
} ,
{
”name”: ” Object 0 ” ,
”extends ”: ” PastilleCommune ” ,
”attributes ”: {}
} ]
}
La troisie`me e´tape de conception consiste a` de´finir les connexions entre le mode`le
conceptuel et les e´le´ments graphiques (Listing 1.2), toujours dans un fichier utilisant
la syntaxe JSON. Ces connexions consistent en une suite de paires cle´s-valeurs dans la
partie “connexion” de la description JSON. Les autres e´le´ments de ce fichier permettent
de faire le lien entre le mode`le utilise´ (mot cle´ model), quels sont les objets de ce mode`le a`
repre´senter graphiquement (mot cle´ conceptualClass), dans quel fichier SVG se trouvent
les items graphiques (mot cle´ graphicFile) et quel est le groupe graphique dans ce fichier
se rattachant a` l’objet conceptuel (mot cle´ graphicClass). Enfin, L’utilisateur de Hayaku a
la possibilite´ de spe´cifier si une ou plusieurs des variables du mode`le conceptuel recevront
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les e´ve`nements de notification lorsque l’un des doigts sera sur la forme graphique.
Listing 1.2 – Exemple de fichier de´crivant la connexion entre les e´le´ments du mode`le
conceptuel et leurs duaux graphiques (le groupe nomme´ smiley svg) a` l’aide de la syntaxe
JSON.
{
”model ”: ”SMILEYS” ,
”objects ”: [
{
”conceptua lC la s s ”: ” Object 0 ” ,
”g r a p h i c F i l e ”: ”demo . svg ” ,
”graphicalItems ”: [
{
”graph i cC la s s ”: ” smi l ey svg ” ,
”connections ”:
{
”X0 ”: ” smi l ey svg . trans form . tx ” ,
”Y0 ”: ” smi l ey svg . trans form . ty ” ,
”SCALE”: ” smi l ey svg . trans form . s c a l e ” ,
”ROTATION”: ” smi l ey svg . trans form . r o t a t i o n ” ,
”PRIORITY ”: ” smi l ey svg . trans form . p r i o r i t y ”
} ,
”p i ck ing ”:
{
”Picked Key ”: ” smi l ey svg ”
} } ]
} ]
}
Enfin, la quatrie`me et dernie`re description de l’application utilisant la syntaxe JSON
consiste a` fournir au syste`me les instanciations des diffe´rents composants graphiques de
la sce`ne finale (Listing 1.3).
Listing 1.3 – Exemple de l’instanciation des e´le´ments multi-touch a` l’aide de la syntaxe
JSON.
{ ”name”: ” Smileys ” ,
”model ”: ”SMILEYS” ,
”content ”: [
{ ”type ”: ” Object 0 ” ,
”attributes ”: {
”ID ”: 0 ,
”ParentID ”: 0 ,
”X0”: 1 0 0 ,
”Y0”: 1 0 0 ,
”SCALE”: 0 . 5 ,
”ROTATION”: 0 . 0 ,
”Picked Key ”:−1
} } ]
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}
Le designer graphique doit aussi fournir au syste`me la partie interaction, c’est a` dire la
connexion entre les diffe´rents e´ve`nements d’entre´e et la re´action associe´e aux composants
graphiques. Hayaku ne fournit pas de support explicite aux dispositifs d’entre´e. C’est
donc au concepteur de de´crire a` l’aide d’une plateforme cible (Python + OpenGL ou
Java + Swing), dans le langage cible et a` l’aide de la gestion des entre´es a` sa disposition
comment ces e´ve`nements vont affecter le mode`le conceptuel. Ces modifications seront
ensuite transmises vers le rendu graphique de manie`re automatique. Cependant, lors de
la ge´ne´ration du code correspondant au mode`le conceptuel, Hayaku offre la possibilite´
d’ajouter du code arbitraire de´fini par l’utilisateur, ce qui permet au concepteur d’abstraire
le comportement (voir le listing 1.4). De plus, Hayaku fourni un me´canisme de de´signation
d’items graphiques (le terme anglais e´tant le picking), qui peut eˆtre appele´ depuis le code
utilisateur.
Listing 1.4 – Le code python des trois commandes qui permettent de controˆler les objets
graphiques.
class Smiley ( ob j e c t ) :
# . . . .
def mouseMotionCallback ( s e l f , idMouse , x , y ) :
i f s e l f . s t a t e == ’move ’ :
dx = x − s e l f . o ld x
dy = y − s e l f . o ld y
s e l f . o ld x , s e l f . o ld y = x , y
s e l f . t r a n s l a t e (dx , dy )
e l i f s e l f . s t a t e == ’ r o t a t e ’ :
dy = y − s e l f . o ld y
s e l f . o ld y = y
s e l f . r o t a t e ( dy )
def t r a n s l a t e ( s e l f , dx , dy ) :
s e l f . x0 . s e t ( s e l f . x0 . eva l ( ) + dx )
s e l f . y0 . s e t ( s e l f . y0 . eva l ( ) + dy )
def r o t a t e ( s e l f , dr ) :
s e l f . r o t a t i o n . s e t ( s e l f . r o t a t i o n . eva l ( ) + dr )
def zoom( s e l f , z ) :
i f s e l f . s c a l e . eva l ( ) + z >= 0 . 1 :
s e l f . s c a l e . s e t ( s e l f . s c a l e . eva l ( ) + z )
Afin de tester et lancer l’application, l’utilisateur e´dite un script python qui contient un
appel vers la fonction load (Listing 1.5, partie main). Cette fonction prend en parame`tre
les trois fichiers JSON pre´ce´demment de´crits (le mode`le conceptuel, les connexions du
mode`le vers le SVG, et la sce`ne finale). L’utilisateur peut ensuite lancer la commande
hayaku avec ce script en parame`tre. Si la phase de compilation re´ussit, Hayaku lance
l’application ge´ne´re´e.
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Listing 1.5 – Le code python du script de lancement de l’application interactive.
def addObject ( keyc la s s , o , connect i ons ) :
# on a jou t e l ’ o b j e t o a l a l i s t e in t e rne des o b j e t s connus
global o b j e c t s
s = k e y c l a s s ( o . ID)
o b j e c t s . append ( s )
# et on a jou t e des c a l l b a c k s e v e n t u e l l e s ( p i c k i n g i c i )
connec t i ons . append ( ( s . GraphicObject . Picked Key ,
s . p i c k i n g c a l l b a c k ) )
def parseScene ( parent , scene , connect i ons ) :
# Construct ion de l a ”scene ”
# a jou t des c a l l b a c k s sur l a s ou r i s
for b in mouse ( ) . buttons :
connec t i ons . append ( ( b , Demo Object mouseButton ) )
connec t i ons . append ( ( mouse ( ) . x , Demo Object mouseMotion ) )
connec t i ons . append ( ( mouse ( ) . y , Demo Object mouseMotion ) )
# tra i t emen t de l a scene
for o in scene :
i f o . ge tC la s s ( ) in [ ’ Object 0 ’ , ’ Object 1 ’ , ’ Object 2 ’ ,
’ Object 3 ’ ] :
addObject ( Demo Object , o , connect i ons )
return connec t i ons
def onScene ( scene ) :
# ca l l b a c k appe l ee une f o i s l e l a scene generee
Connects = [ ]
Connects = parseScene (None , scene , Connects )
gc . connect ( Connects ) # binds the c a l l b a c k s to the da ta f l ow
## main
i f name == ” main ” :
import g r a p h i c a l c o m p i l e r . gc as gc
gc . load ( conceptualModel = ”smi leys model . j s on ” ,
graph icLass = ”smileys modelToSVG . j son ” ,
scene = ”smi l ey s . j son ” ,
c a l l b a c k = onScene , width = 640 , he ight = 480 ,
backColor = (100/255 .0 , 100/255 .0 , 100/255 .0 ) )
glvm . wait ( )
Sur un core 2 duo cadence´ a` 2,4 GHz, le temps de compilation pour cet exemple est de
2,2 secondes lors du premier lancement. Les recompilations suivantes ne´cessitent moins de
temps (1,9 secondes) puisque le compilateur graphique n’a plus besoin de recompiler des
parties de l’application qui ne changent pas entre deux lancements. En effet, le compilateur
graphique compile se´pare´ment les diffe´rents fichiers sources et les composants graphiques
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(mais aussi les shaders 10, les polices de caracte`re ou certaines fonctions utilitaires). Ces
fichiers sont ge´ne´re´s dans un sous-dossier “BUILD”, et le compilateur se base sur l’heure
de cre´ation entre les sources et les binaires pour savoir si les re´sultats de la compilation
sont encore valides.
L’application prend ensuite moins d’une seconde pour se lancer, et tourne a` 515 images
par secondes en moyenne (voir le tableau 3.2 p. 81). La machine de test est e´quipe´e d’une
carte NVIDIA GeForce 8800M. Encore une fois, cette application graphique est simple et
peu couˆteuse en termes de puissance de calcul. Meˆme si la partie graphique est simple, cet
exemple montre que la boˆıte a` outils est suffisamment re´active pour traiter une fre´quence
de donne´es d’entre´e importante avec une faible latence.
1.3.2 Scenario n◦2 : une image radar
Figure 1.4 – Exemple d’une application fournissant une image radar rendue avec Hayaku.
L’objectif du deuxie`me sce´nario que nous pre´sentons ici est de ve´rifier la performance
du rendu graphique de Hayaku dans le cadre d’une sce`ne complexe qui est connecte´e a` un
serveur de donne´es externes.
Cette deuxie`me application est une image radar affichant les avions au controˆleur
ae´rien (Figure 1.4). Elle est plus gourmande en termes de puissance de calculs. Cette
application doit eˆtre capable d’afficher jusqu’a` 500 avions, chacun e´tant compose´ de 10
e´le´ments graphiques. Chacun de ces avions repre´sente donc 20 triangles. Les textes des
e´tiquettes des avions ne sont pas affiche´s afin de ne pas influencer sur le nombre de
triangles dessine´s (le rendu des fontes est entie`rement vectoriel avec Hayaku, et peut
10. Un shader est un programme exe´cute´ sur le processeur graphique et ne´cessaire pour le rendu d’une
sce`ne. Depuis les dernie`res versions d’OpenGL et DirectX, le processeur graphique est entie`rement pro-
grammable et il est obligatoire de de´finir de tels shaders.
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potentiellement eˆtre tre`s couˆteux). Ici, Hayaku affiche plus de 10000 triangles (500 *
20 triangles) a` chaque image sans impacter sur les performances de rendu : le taux de
rafraichissement est supe´rieur a` 500 images par secondes sur notre machine de test.
1.3.3 Scenario n◦3 : un clavier virtuel
Le troisie`me scenario pre´sente´ ici est une de´monstration du pouvoir d’expression offert
par la boˆıte a` outils. Nous avons expe´rimente´ avec un designer graphique la re´alisation
d’une application, sans imposer de contraintes autres que celles introduites par le sup-
port partiel de la norme SVG par Hayaku. En effet, pour des choix d’imple´mentation
les cubiques de Be´zier, et les filtres notamment ne sont pas ge´re´s par la boˆıte a` outils.
Les exigences relatives a` ce sce´nario sont les suivantes : tout d’abord, ce sce´nario est un
test grandeur nature de l’application. Il faut donc que le designer d’interactions puisse
de´velopper de manie`re autonome (une fois la phase d’apprentissage de la boˆıte a` outils
re´alise´e) la partie graphique de son application. Il faut ensuite que la qualite´ du rendu
soit suffisamment correcte pour que le designer puisse s’en satisfaire. Hayaku doit aussi
favoriser la conception incre´mentale de l’application interactive. Enfin, il faut que l’appli-
cation finale soit re´active (< 100 ms), pour ne pas perturber la boucle perception-action.
L’ensemble du code est fourni dans l’annexe B.
Func_key Enter_key
Char_key
Visualiseur
Figure 1.5 – L’application test clavier en mode “expanding keyboard”.
Description de l’application test
L’application choisie consiste a` re´aliser un clavier logiciel de 40 touches redimen-
sionnables (cf Figure 1.5). Pour offrir un jeu de caracte`res e´tendu, 2 touches de fonction
permettent de permuter les touches en modes capitale et minuscule (avec accentuations),
ou en mode nume´rique. Un afficheur permet de visualiser le texte saisi. Le clavier be´ne´-
ficie aussi d’un redimensionnement adapte´ a` la taille de la feneˆtre qui le contient. En-
fin, le clavier inte`gre une fonction “expanding keyboard”[Raynal 07], d’agrandissement des
touches (de type fish-eye) lie´ a` la position de la souris. Ceci permet de supporter des
affichages de faible re´solution.
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Le design graphique du clavier (type 2D avec des couches, avec des effets 3D simule´s :
ombrage, gradients, etc...) utilise une description uniquement vectorielle des composants,
pour garantir une meilleure qualite´ au redimensionnement, et met en œuvre des capacite´s
graphiques“riches” : de´grade´s, transparence, antialiasing, ombres porte´es... Concernant les
interactions, des feedbacks visuels accompagnent les e´ve´nements du curseur associe´s aux
objets de repre´sentation des touches, et sont graphiquement re´alise´s par la modification
des proprie´te´s SVG des composants.
Ce travail de conception avait e´te´ re´alise´ auparavant par le designer graphique pour la
re´alisation d’une autre application.
Les E´tapes de la Re´alisation
Figure 1.6 – Le fichier SVG de description des e´le´ments graphiques du clavier, re´alise´
avec Inkscape.
Le travail d’e´laboration graphique a e´te´ re´alise´ avec Inkscape (cf Figure 1.6).
Dans un premier fichier SVG, le designer a cre´e´ tout d’abord une touche du clavier.
Elle est compose´e de 8 couches graphiques superpose´es, dont un calque lumie`re active´ lors
de l’appui de touche, et un groupe de calques pour re´aliser l’ombre porte´e (Figure 1.7).
Ces calques sont nomme´s et groupe´s en un unique composant SVG. Le design de
chaque touche “construit” l’apparence globale du clavier lorsque les touches sont assem-
ble´es. Durant le processus de conception, le designer peut eˆtre amene´ a` corriger/modifier
le design d’une touche afin de corriger l’apparence globale. Aussi, il passe par une phase
de construction de maquette de principe : il les duplique, les organise et les assemble dans
un nouveau fichier. La cre´ation visuelle de la zone supe´rieure, incluant l’afficheur texte,
une touche “backspace” et un fond de´grade´, comple`te cette maquette.
Pour passer a` l’imple´mentation logicielle, 3 exemples diffe´rencie´s des touches char key,
func key et enter key, ainsi que les blocs de´crivant l’afficheur et l’arrie`re plan sont sauve-
garde´s dans un nouveau fichier SVG. Pour faciliter l’utilisation des composants touches
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Figure 1.7 – Les 8 couches d’une seule touche du clavier.
et leurs transformations ge´ome´triques lors de l’e´criture des fonctions de comportement
graphique, les groupes ont e´te´ positionne´s aux coordonne´es (0,0). Ces composants gra-
phiques SVG nomme´s correspondent aux mode`les et aux classes objet (Python) ge´rant la
partie comportementale de l’application (Figure 1.8). Une super classe Key a e´te´ de´finie
pour prendre en charge les proprie´te´s et me´thodes communes aux touches.
Figure 1.8 – Correspondance entre les classes graphiques SVG (a` gauche) et le mode`le
(a` droite).
L’un des aspects les plus inte´ressants du travail re´alise´ ici par le designer, et rendu
accessible par la toolkit, a e´te´ de penser les objets SVG formant chaque composant en in-
te´grant le comportement graphique a` mettre en oeuvre durant l’interaction. Ce comporte-
ment a e´te´ de´fini en ciblant les proprie´te´s graphiques a` connecter au travers des fichiers
mode`les, en spe´cifiant leur type et leur adressage dans la sce`ne SVG, et en de´crivant
l’e´volution de leurs valeurs : pre´-de´finie ou relative a` d’autres parame`tres (semblable aux
contraintes de Garnet [Vander Zanden 01b]) ou calcule´e par me´thodes. Par exemple, la
gestion de la taille des diffe´rentes couches graphiques (largeur des ombres ou centrage
du texte) est relative au parame`tre width de la touche en elle-meˆme. La description rela-
tive est particulie`rement efficace pour adapter automatiquement l’ensemble des e´le´ments
graphiques a` un changement de taille de la touche lors de l’effet fish-eye. De meˆme, L’a-
jout des “connexions” permet de construire facilement des comportements complexes de
l’application comme le couplage entre redimensionnement de la feneˆtre et transformation
ge´ome´trique du clavier.
La description JSON de la sce`ne (ensemble des composants graphiques de l’interface)
a e´te´ juge´ “fastidieuse” par le designer et a rendu ne´cessaire l’e´criture d’un script Python
ge´ne´rant cette description.
L’e´criture du fichier principal python, regroupant l’ensemble des classes et me´thodes
et la fonction principale de cre´ation de l’application, a e´te´ re´alise´e en s’inspirant de la
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structure d’un autre fichier exemple.
1.3.4 Scenario n◦4 : inte´grer des composants dans des applica-
tions existantes
Le compilateur graphique peut ge´ne´rer soit une application autonome, soit du code em-
barquable dans le code d’une application existante. Ge´ne´rer du code embarquable permet
au designer graphique d’utiliser le compilateur graphique comme un outil de traduction
entre le langage SVG et l’application exe´cute´e. Plus ge´ne´ralement, cet outil nous permet
de dire que notre boˆıte a` outils permet de construire des composants graphiques. On peut
alors parler d’une boˆıte a` outils pour boˆıtes a` outils (l’utilisation du terme anglais toolkit
sied mieux ici : Hayaku est une toolkit de toolkit).
Les exigences du dernier sce´nario sont de maximiser la modularite´ pour pouvoir utiliser
le design produit dans une autre application. Reposer sur un compilateur graphique prend
ici une importance toute particulie`re, puisque cela permet de produire du code pour
diffe´rents moteurs de rendu graphique, comme OpenGL ou Cairo.
Afin de montrer que Hayaku peut eˆtre utilise´ dans des applications existantes, nous
avons imple´mente´ un menu circulaire (ou pie-menu en anglais) ge´ne´rique (Figure. 1.9).
L’objectif de ce sce´nario e´tait de fournir une description du pie-menu qui soit inde´pendante
de l’imple´mentation finale, et qui puisse eˆtre donc re´utilise´e, notamment dans d’autres
applications de´ja` e´crites et complexes (Figure 1.10).
Une "part"
Figure 1.9 – Le menu circulaire en action. Il comporte 7 “parts”
La version du pie-menu que nous avons conc¸u inclut un retour visuel lors du survol
d’un entre´e du menu : l’entre´e survole´e a ses rayons internes et externes e´largis tels que
pre´sente´ a` la figure 1.9. De ce fait, la description graphique du menu ne peut pas se re´duire
a` un simple cercle. Il faut se´parer le visuel en un ensemble de portions de cercles, chacune
se rapportant a` une entre´e. Une autre fonctionnalite´ du menu requise est de parame´trer
le nombre exact de sections (d’e´le´ments de menu).
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Re´alisation
Le design des e´le´ments du pie-menu en lui meˆme ressemble a` celui du clavier logiciel :
nous avons spe´cifie´ le pie-menu comme e´tant un ensemble de “parts” de cercle. Ainsi
chaque section de menu comporte 7 parame`tres graphiques principaux : une position, un
texte, un angle, un rayon interne, un rayon externe, un angle de rotation, et un gradient
colore´. Afin de de´crire la sce`ne, nous avons duˆ recourir a` un script similaire a` celui utilise´
par le clavier logiciel pour ge´ne´rer les diffe´rentes touches. Ce script ge´ne`re les diffe´rentes
sections de menu et leurs parame`tres en fonction du nombre de sections souhaite´.
La description du comportement se construit en attachant aux variables de picking une
fonction d’activation qui modifie le rayon interne, le rayon externe, et la couleur lorsque
ne´cessaire. Des e´ve`nements de plus haut niveau, comme “le secteur 7 a e´te´ se´lectionne´”,
doivent eˆtre ge´ne´re´s par la partie comportementale de l’application, puisque Hayaku ne
ge`re que la partie graphique.
Embarquer le code dans une application existante
Figure 1.10 – Le pie-menu dans une application existante.
Nous avons incorpore´ le pie-menu pre´ce´demment de´crit dans une application existante.
Cette application hoˆte est une visualisation d’image radar a` destination des controˆleurs
ae´riens (voir la Figure 1.10). L’application du sce´nario n◦2 en est une imitation. Elle est
e´crite en C++ et utilise OpenGL pour sa partie rendue graphique. Elle a e´te´ conc¸ue
comme extensible et pre´voit un me´canisme pour charger des objets dynamiques externes.
Nous avons utilise´ et adapte´ ce me´canisme pour y inse´rer notre pie-menu. En l’absence
d’un tel me´canisme, il aurait e´te´ ne´cessaire (et suffisant) d’ajouter un appel a` la fonction
de dessin Hayaku a` la fonction de re-dessin de l’application hoˆte. La gestion du picking et
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re´alise´e a` chaque passe de dessin (voir la section 2.10 de la partie suivante). Nous n’avons
donc pas me´lange´ les me´canismes de picking d’Hayaku et de l’application hoˆte.
Nous avons proce´de´ comme suit : tout d’abord, il a fallu e´crire une classe C++ qui
permet d’interagir avec les objets charge´s dynamiquement et ge´ne´re´s par Hayaku. Cette
classe est en quelque sorte la “glue” qui permet de faire le lien entre l’application hoˆte et
les composants graphiques ge´ne´re´s. De meˆme, cette classe permet de factoriser l’ensemble
du code ne´cessaire au chargement et a` l’initialisation de tous les composants graphiques
produits par Hayaku.
Listing 1.6 – Le code spe´cifique au pie menu dans RadarGL.
PieMenu : : PieMenu ( const char∗ f i l ename ) :
DynLibItem ( f i l ename )
{
d i s p l a y = fa l se ;
int (∗ get Nb ) ( ) = ( int ( ∗ ) ( ) ) GET ELEM IN LIB( l i b , ”get Menu 0 Nb ” ) ;
i f ( ! get Nb )
return ;
nb = get Nb ( ) ;
p i e s f u n c t i o n s = new pieFunct ions [ nb ] ;
set X0 = ( void (∗ ) ( double ) )GET ELEM IN LIB( l i b , ”set Menu 0 X0 ” ) ;
set Y0 = ( void (∗ ) ( double ) )GET ELEM IN LIB( l i b , ”set Menu 0 Y0 ” ) ;
for ( int i = 0 ; i < nb ; i++) {
// mise en p lace des c a l l b a c k s a t t a ch e e s au f l o t de donnees
{
os t r ing s t r eam ss ;
s s << ”se t ca l lback Menu 0 Pie ” << i << ” Picked Key ” ;
p i e s f u n c t i o n s [ i ] . set cal lback pie PICKED =
( void (∗ ) ( void (∗ ) ( void ∗ ) , void ∗ ) ) GET ELEM IN LIB(
l i b , s s . s t r ( ) . c s t r ( ) ) ;
}{
os t r ing s t r eam ss ;
s s << ”get Menu 0 Pie ” << i << ” Picked Key ” ;
p i e s f u n c t i o n s [ i ] . get values PICKED =
( int ( ∗ ) ( ) ) GET ELEM IN LIB( l i b , s s . s t r ( ) . c s t r ( ) ) ;
}{
os t r ing s t r eam ss ;
s s << ”set Menu 0 Pie ” << i << ” R int ” ;
p i e s f u n c t i o n s [ i ] . s e t R Int =
( void (∗ ) ( double ) ) GET ELEM IN LIB( l i b ,
s s . s t r ( ) . c s t r ( ) ) ;
}{
os t r ing s t r eam ss ;
s s << ”set Menu 0 Pie ” << i << ” R ext ” ;
p i e s f u n c t i o n s [ i ] . set R Ext =
( void (∗ ) ( double ) ) GET ELEM IN LIB( l i b ,
s s . s t r ( ) . c s t r ( ) ) ;
}
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p i e s f u n c t i o n s [ i ] . data . p i e = this ;
p i e s f u n c t i o n s [ i ] . data . which = i ;
}
}
void PieMenu : : setUpCal lbacks ( )
{
for ( int i=0 ; i < nb ; i++)
{
p i e s f u n c t i o n s [ i ] . set cal lback pie PICKED (
&PieMenu : : ca l lbackP ick ing ,
&( p i e s f u n c t i o n s [ i ] . data ) ) ;
}
}
void PieMenu : : c a l l ba ckP i ck ing ( void∗ args ) {
struct dataCB∗ data = ( struct dataCB∗) args ;
PieMenu∗ o = ( PieMenu∗) data−>p i e ;
p i eFunct ions ∗ p i e = &(o−>p i e s f u n c t i o n s [ data−>which ] ) ;
bool s e l e c t e d = pie−>get values PICKED ( ) >= 0 ;
i f ( s e l e c t e d ) {
pie−>s e t R Int ( 2 0 . 0 ) ;
pie−>set R Ext ( 1 1 0 . 0 ) ;
} else {
pie−>s e t R Int ( 3 0 . 0 ) ;
pie−>set R Ext ( 1 0 0 . 0 ) ;
}
}
void PieMenu : : onMouseMotion ( int x , int y )
{
set X0 ( x ) ;
set Y0 ( y ) ;
}
void PieMenu : : onMouseButton (
int button , bool s ta te , int x , int y )
{
i f ( button == 0) {
d i s p l a y = ! s t a t e ;
}
}
Ensuite, nous avons e´crit une sous-classe plus spe´cifique (Listing 1.6) au pie-menu
afin de ge´rer correctement le comportement de ce pie-menu conforme´ment aux actions
utilisateur. Cette sous-classe comporte 112 lignes de codes et est une transcription en
C++ du code pre´ce´demment en python au cours du sce´nario n◦4. Le constructeur et la
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fonction setUpCallbacks permettent de se lier a` la bibliothe`que dynamique ge´ne´re´e par
Hayaku. Ce code n’est pas destine´ a` eˆtre e´crit par le designer d’interaction mais par un
programmeur qui connaˆıt le code de l’application hoˆte.
Les trois fonctions callbackPicking, onMouseMotion et onMouseButton montrent l’in-
te´gration simple du code produit par Hayaku. Le code C++ ne contient pas de re´fe´rences
au graphisme et ne fait re´fe´rence qu’a` l’objet du mode`le conceptuel pour mettre a` jour
le graphisme. Dans l’autre sens (du graphisme vers le code C++), ce lien est re´alise´ par
l’appel de la fonction callbackPicking lorsque le curseur de la souris passe au dessus d’une
forme graphique notifiant son picking au noyau fonctionnel.
Comme le montre la figure 1.10, le pie menu s’inse`re sans modifier le rendu de l’ap-
plication hoˆte. De plus, cette insertion ne fait pas chuter le taux de rafraˆıchissement de
cette dernie`re. En effet, l’insertion du pie menu dans le graphe de sce`ne pre´existant de
l’application hoˆte ne rajoute que le temps de dessin de ce dernier, soit environ 2,5 ms.
Ce cas d’utilisation nous a permis de montrer qu’il e´tait possible d’externaliser la cre´a-
tion des composants graphiques et de les re´utiliser dans d’autres applications. Toutefois,
il est rare que des syste`mes ge`rent l’exe´cution d’extensions arbitraires avec un chargement
dynamique. Dans ce cas, le code ge´ne´re´ par Hayaku doit eˆtre incorpore´ de manie`re plus
fine au niveau du source de l’application hoˆte. La glue entre le code original et le com-
posant cre´e´ est alors plus simple puisqu’on supprime le chargement dynamique et qu’on
le remplace par un “#include” au de´but. Les fonctions de dessins consistent alors juste
a` appeler la fonction draw du composant exporte´ (qui elle-meˆme appelle la fonction de
picking).
1.4 Conclusion
Au cours de ce chapitre, nous avons pre´sente´ comment la boˆıte a` outils que nous
proposons s’inte`gre dans le cycle de cre´ation de l’application. Hayaku nous permet d’in-
troduire le concept de designer d’interaction. Le designer d’interaction est un designer
graphique qui peut aussi controˆler et spe´cifier les interactions de l’application finale.
Au cours du sce´nario nume´ro 1, nous avons vu un exemple simple d’utilisation de
Hayaku. Ceci nous a permis d’illustrer le fait que Hayaku repose sur un compilateur
graphique qui est en charge d’optimiser le code produit. L’application finale ne souffre pas
de proble`mes de performances meˆme si elle doit faire face a` un grand nombre d’e´ve`nements.
Le sce´nario nume´ro 2 nous a permis de valider le fait que reposer sur un compilateur
graphique nous permet de re´aliser des applications graphiques interactives avec un grand
nombre de formes graphiques. D’autre part, l’application est connecte´e a` un serveur de
donne´es externes et ne souffre pas de ralentissements non plus lie´ a` cette connexion.
Le sce´nario nume´ro 3 nous a permis de valider que nous ne restreignons pas le pouvoir
d’expression du designer graphique. Nous lui avons donne´ la boˆıte a` outils, et il nous a
produit une application graphique riche. Ce sce´nario nous a permis aussi de valider la
performance de Hayaku puisque le nombre d’objets graphique est grand.
Enfin, le dernier sce´nario nous a permis de voir l’inte´gration de la production de
Hayaku avec une application tierce. Fac¸ades [Stuerzlinger 06] pre´sente une technique de
composition des e´le´ments de applications graphiques au moyen du gestionnaire de feneˆtres.
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Notre re´sultat est plus inte´gre´ puisque la technique utilise´e n’est pas de la composition,
mais de l’inclusion de code. Un chargeur de bibliothe`que produit par Hayaku nous permet
de faire dessiner par l’application hoˆte C++ un e´le´ment graphique interactif entie`rement
de´crit dans des langages de haut niveau. Ceci nous ame`ne a` dire qu’Hayaku est une boˆıte
a` outils qui permet de construire des composants pour une autre boˆıte a` outils.
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2.1 Introduction
Apre`s avoir pre´sente´ la me´thode d’utilisation de notre boˆıte a` outils Hayaku, nous
expliquons plus en de´tails les aspects techniques du compilateur graphique sur lequel
s’appuie Hayaku.
2.2 Survol rapide du fonctionnement de la boˆıte a`
outils
La commande hayaku appelle automatiquement le compilateur graphique (CG). Ce
comportement est similaire a` l’exe´cutable Python : l’utilisateur pense lancer un interpre´-
teur, mais les fichiers sont en re´alite´ compile´s. Le compilateur graphique cre´e un dossier
BUILD dans lequel il placera toutes ses productions. Les fichiers JSON fournis sont trans-
forme´s en fichiers python, et un ensemble de fichiers sources e´crits en C et leurs fichiers
d’enteˆte sont ensuite produits. Enfin, le CG appelle le compilateur C gcc afin de compiler
ces fichiers C et de produire les diffe´rents fichiers objets. Ces objets peuvent ensuite eˆtre
embarque´s dans des applications ayant des modules avec une interface (ABI) C. Le com-
pilateur ge´ne`re aussi une bibliothe`que dynamique qui peut soit eˆtre lie´e a` l’exe´cutable de
Hayaku, soit eˆtre embarque´e directement dans une application existante (par un appel a`
dlopen). Afin de re´duire les temps de compilation, le compilateur graphique est capable de
de´tecter s’il y a eu des modifications entre deux compilations successives, et est capable de
ne recompiler que les parties modifie´es. Ce comportement est encore similaire a` Python.
2.3 Interpre´tation contre compilation
Dans cette section, nous expliquons pourquoi le me´canisme de rendu graphique peut
eˆtre conside´re´ comme une chaˆıne de compilation. Nous de´finissons ensuite la notion du
compilateur graphique (CG) et des langages graphiques interme´diaires.
Figure 2.1 – Le me´canisme dit “classique” du rendu graphique.
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E´crire une sce`ne interactive requiert un certain nombre d’e´tapes pour produire l’ap-
plication finale. La Figure 2.1 illustre la production informatique de graphismes : avant
de pouvoir commencer a` construire et afficher des formes graphiques, il est ne´cessaire de
recueillir un certain ensemble de donne´es (graphiques, de mode´lisation, etc...). Ensuite,
ces donne´es sont transforme´es en une description de haut niveau (code source utilisable
par une boˆıte a` outils de rendu graphique par exemple). Ce langage de haut niveau peut
directement eˆtre utilise´ pour l’affichage dans une boucle de rendu qui analyse ce langage
entre deux rafraˆıchissements au cas ou` un changement a eu lieu. Il y a ainsi une interpre´-
tation du langage de haut niveau vers les appels controˆlant la carte graphique (premie`re
boucle en pointille´s).
Lorsque des performances de rendu graphique sont plus critiques, le programmeur va
coder des transformations de ce langage de haut niveau en une description de plus bas
niveau (par exemple en utilisant la bibliothe`que de rendu OpenGL), qui a` son tour est
utilise´ pour l’affichage. Ceci requiert que le programmeur imple´mente un me´canisme de
synchronisation car il est ne´cessaire de conserver une synchronisation entre la description
de plus haut niveau et celle de plus bas niveau. Cette situation est repre´sente´e sur la Fig-
ure 2.1 par la deuxie`me boucle en pointille´s. La boucle en ligne pleine symbolise la boucle
de rendu utilise´e syste´matiquement par le controˆleur vide´o qui doit parcourir la me´moire
vide´o a` chaque rafraˆıchissement de l’e´cran. Les deux boucles en pointille´s symbolisent le
fait que la boucle de rendu logicielle peut eˆtre soit place´e sur la description de haut niveau,
soit sur la description de bas niveau.
E´crire une application a` l’aide d’une boˆıte a` outils de haut niveau (un canvas) s’ap-
parente donc a` interpre´ter le graphe de sce`ne fourni en entre´e. En effet, la boucle de
lecture de la description se place autour de la description de haut niveau, et la boˆıte a`
outils l’interpre`te en commandes compre´hensibles par la carte graphique (que se soient
du remplissage de texture ou des appels OpenGL ou Direct3D).
Par contre, e´crire une application interactive performante consiste a` effectuer une
chaˆıne de transformations, ce qui est l’objectif d’un compilateur :
Un compilateur est un programme, ou un ensemble de programmes qui
traduit un texte e´crit dans un langage de programmation - le langage source -
en un autre langage de programmation - le langage cible.[Aho 86]
Une fois cette ope´ration re´alise´e manuellement, le graphe de sce`ne est proche de
l’assembleur compre´hensible par la carte graphique, et on supprime l’e´tape d’interpre´-
tation pre´ce´dente.
Le rendu graphique est assimilable a` la compilation de langages : les donne´es de´crites
pre´ce´demment peuvent eˆtre conside´re´es comme le langage source, et les fonctions de dessin
comme le langage cible. Pour expliquer la structure du CG (Figure 2.3), nous pouvons la
comparer a` la structure d’un environnement de programmation en Java (Figure 2.2). La
chaˆıne de compilation graphique consiste en une suite de transformations entre diffe´rent
langages. La description de haut niveau de la sce`ne graphique - passe´e par l’interme´diaire
des fichiers produits en SVG et en python - est l’e´quivalent du code Java e´crit par le
programmeur. La description de bas niveau est quant a` elle fortement lie´e au mate´riel
et au type de rendu employe´ (nous avons imple´mente´ les transforme´es vers OpenGL et
Cairo), et est l’e´quivalent du code interme´diaire (le bytecode) ge´ne´re´ par le compilateur
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Model
Assembly language
UML
Model
High−level
Description
Low−level
Description
Instructions
to be executed
Java code
Code generator
Bytecode Java
javac
jvm
Figure 2.2 – La chaˆıne de compilation utilise´e par le langage Java lorsque l’on part depuis
un fichier e´crit en UML...
Figure 2.3 – ...et son e´quivalent lors du rendu d’applications.
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javac. A la fin de la chaˆıne, un dernier processus (la Java Virtual Machine) interpre`te ou
compile (dans le cas d’un compilateur natif java comme gcj) les instructions qui doivent
eˆtre exe´cute´es directement sur le mate´riel. En plus, cette machine virtuelle peut embarquer
un JIT et donc encore ame´liorer la vitesse d’exe´cution du programme.
Le CG ajoute un autre e´tage dans la chaˆıne de compilation, a` savoir la ge´ne´ration du
code python a` partir des descriptions JSON. On peut dire que cet e´tage est e´quivalent
aux environnements qui ge´ne`rent du code Java depuis des descriptions UML. Nous verrons
que cet e´tage supple´mentaire permet au CG de traiter les transformations d’une manie`re
uniforme, de telle sorte que les optimisations sont applique´es a` toutes les e´tapes de la
production du programme final.
Si la structure du CG est proche d’un compilateur de langage, le fait de travailler avec
des sce`nes graphiques interactives impose certaines distances avec le mode`le d’un langage
classique. Tout d’abord, si la vitesse d’exe´cution du code produit est une contrainte forte,
comme dans tout langage compile´, le temps de compilation du code source impacte aussi
sur le de´veloppement de l’application finale. Nous avons vu au cours du premier chapitre
que les designers d’interaction utilisent Hayaku pour tester et valider rapidement leurs
conceptions. Un temps de compilation trop long empeˆche un tel de´veloppement ite´ratif.
Un autre proble`me lie´ au graphisme est qu’il est susceptible d’eˆtre modifie´ au cours de
l’exe´cution de l’application. Un e´diteur de dessin en est un exemple : le graphe de sce`ne des
objets a` dessiner est potentiellement comple`tement modifie´ a` chaque action de l’utilisateur
final. Ide´alement, le CG doit donc eˆtre embarque´ dans l’application finale afin de pouvoir
palier a` de tels changements.
Conside´rer le processus de rendu de sce`nes graphiques comme une chaˆıne de compila-
tion nous permet d’escompter les be´ne´fices suivants : l’architecture ainsi de´crite permet
de se´parer la description du graphisme et des optimisations, et donc de rendre plus effi-
cace la modification de la description ; les concepts tels que les optimisations qui ont e´te´
de´ja` bien e´tudie´s dans la litte´rature relative au proble`me de la compilation peuvent eˆtre
transpose´s aux proble`me du rendu graphique ; la description de haut niveau est suffisam-
ment abstraite pour eˆtre inde´pendante du moteur de rendu finalement employe´ ; enfin,
la se´mantique des transformations utilise´es est suffisamment claire pour permettre des
ve´rifications sur le rendu, voire des preuves.
2.4 Exigences pour le compilateur graphique
Nous pouvons maintenant exprimer les exigences requises pour la cre´ation d’un com-
pilateur graphique.
2.4.1 Performances de l’exe´cutable final
Une des premie`res exigences est que le code produit doit eˆtre le plus optimise´ possible
afin d’eˆtre le plus rapide possible en vitesse de rendu. En effet, l’inte´reˆt d’utiliser un
compilateur graphique re´side dans le fait que le code produit sera plus performant qu’en
utilisant une boˆıte a` outils graphique riche, mais peu optimise´e.
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2.4.2 Performances du temps de compilation
Compte tenu du cycle de de´veloppement ite´ratif des applications graphiques, le temps
de compilation ne doit pas eˆtre trop long (de l’ordre de quelques secondes) afin de pou-
voir essayer rapidement plusieurs designs, voire de l’embarquer directement en tant que
compilateur juste-a`-temps (JI).
2.4.3 Portabilite´ du code produit
Un des be´ne´fices escompte´s du compilateur graphique est de pouvoir re´utiliser les
sources dans diffe´rents contextes. Ainsi, le code produit devra eˆtre portable, ou le com-
pilateur doit permettre de modifier facilement les dernie`res couches de production de
code afin de pouvoir produire du code pour diffe´rents moteurs de rendus, langages ou
plateformes.
2.4.4 Modularite´ permettant une e´volution
Enfin, l’exigence pre´ce´dente nous ame`ne a` souhaiter une modularite´ dans le compi-
lateur pour pouvoir cibler diffe´rents langages, plateformes, moteurs de rendu graphique.
Cette modularite´ permet aussi d’actualiser plus facilement le compilateur graphique aux
futures architectures afin de mettre a` jour les exe´cutables produits sans force´ment re-
concevoir l’application entie`rement.
2.5 Les diffe´rents langages interme´diaires utilise´s
2.5.1 Les langages sources
Nous avons de´ja` pre´sente´ les diffe´rents langages sources utilise´s dans le chapitre pre´ce´-
dent. Nous rappelons ici rapidement leur nom et leur fonctions.
Le premier langage en entre´e de la chaˆıne de compilation est une abstraction des
composants graphiques. Ce langage permet d’abstraire la couche de pre´sentation de l’ap-
plication (la partie graphique), du reste de l’application, i.e. le noyau fonctionnel. Cette de-
scription est fournie pour Hayaku en JSON et repre´sente les classes de la partie graphique.
Nous appelons cette description le mode`le conceptuel.
Le deuxie`me langage ne´cessaire au CG est la repre´sentation graphique de ces classes.
Cette description est fournie en SVG et peut eˆtre produite a` partir d’un logiciel habituelle-
ment utilise´ par les designers graphique, tel qu’Inkscape ou Adobe Illustrator. Ce fichier
forme la de´finition des classes graphiques.
Le troisie`me langage fourni par le designer graphique est une description des connex-
ions entre les classes de´finies plus haut et les classes graphiques du SVG. Ce langage
respecte la syntaxe JSON. Ce fichier est simplement appele´ le fichier de connexions.
Enfin, il ne reste plus qu’au designer graphique a` fournir une premie`re instanciation
de ses objets (toujours au format JSON) afin d’eˆtre capable d’initialiser l’e´tat de son
application graphique au de´marrage. Ici, le designer d’interaction fourni la description de
sa sce`ne.
66
2.5. Les diffe´rents langages interme´diaires utilise´s
2.5.2 Les premie`res transformations
Une fois les fichiers sources fournis, le CG commence a` convertir ces sources en langage
Python pour pouvoir effectuer des transformations. La transformation des fichiers de
classe e´crits en JSON est relativement simple : a` chacune des classes JSON fournies on
cre´e une classe Python. Chacun des champs de la classe JSON est traduit en un champ
Python (c’est ici que l’on initialise les variables du syste`me de flots de donne´es). Enfin,
quelques fonctions d’introspection sont ajoute´es pour faciliter les transformations futures
(principalement des fonctions permettant de remonter a` la chaˆıne de caracte`res brute
fournie par l’utilisateur).
Le chargement du fichier de description des graphiques est classique (lecture d’un
fichier XML), et la gestion des connexions (fournies en JSON) consiste essentiellement
a` rechercher des e´le´ments dans la description graphique pre´ce´demment charge´e. Cette
recherche se base sur les identifiants que peut donner le designer a` n’importe quel item
SVG.
Une fois ces fichiers charge´s et analyse´s, le compilateur graphique lance les compila-
tions de chacun des objets du mode`le conceptuel. Ceci permet de re´aliser un cache de
compilation.
Une fois l’ensemble de la chaˆıne de compilation re´alise´e, le compilateur graphique
charge le fichier de description de la sce`ne. Il assemble alors les diffe´rents caches de com-
pilation re´alise´s pour ge´ne´rer l’exe´cutable final.
2.5.3 Simplifications graphiques
L’utilisation de langages interme´diaires n’est pas nouvelle dans le domaine de la com-
pilation. Elle est utilise´e dans presque tous les compilateurs standards. Cependant, il est
rare de voir de tels langages interme´diaires employe´s dans les diffe´rentes boˆıtes a` outils
graphiques disponibles. Nous avons adapte´ ce principe a` notre compilateur graphique.
Le premier e´tage de transformation, apre`s la lecture et la mise en forme sous forme de
graphes des langages d’entre´e, effectue des simplifications graphiques. En effet, la se´man-
tique SVG est complexe : cela permet de faciliter l’e´criture et la lecture du fichier XML
par un ope´rateur humain, de diminuer la taille finale du document, et cela permet aussi
d’optimiser le rendu dans certains cas (spe´cifier un rectangle est inte´ressant tant pour l’u-
tilisateur puisque des proprie´te´s graphiques seront respecte´es - paralle´lisme, orthogonalite´
- mais aussi pour l’interpre´teur SVG qui peut acce´le´rer le traitement), et il est possible
d’exprimer n’importe quelle forme de haut niveau de´crite en SVG (comme un rectangle,
une ellipse, un rectangle a` coin arrondi et avec une bordure de 5 pixels) en un ensemble
de formes e´le´mentaires, les chemins (path). Pour cela, une figure contenant un stroke (une
bordure) et un e´le´ment de remplissage peut eˆtre e´clate´e en deux chemins, l’un contenant la
bordure, et l’autre le remplissage (Figure 2.4). Aussi, le compilateur transforme le langage
de description SVG en un langage que nous appelons mini SVG, qui contient l’ensemble
minimum des e´le´ments SVG ne´cessaires a` la description de n’importe quel dessin SVG.
Les avantages de ce langage sont multiples. Tout d’abord, cela permet de convertir le
graphe cyclique et dirige´ 11 du langage SVG en un arbre. Les transformations re´sultantes
11. SVG pre´voit l’utilisation du use : ceci permet de re´fe´rencer un autre e´le´ment graphique par son lien
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Figure 2.4 – Une forme avec un fond plein et un contour peut eˆtre sous-divise´e en deux
formes graphiques e´le´mentaires
sont plus simples, et plus suˆres puisque celles-ci sont re´duites. De plus, cela permet d’op-
timiser le code lors de la ge´ne´ration. Par rapport a` un compilateur de langage, cette e´tape
est similaire a` une e´tape transformant divers types de boucles (for, repeat, while) en un
code utilisant uniquement des JMP.
Cependant, nous remarquons que l’on perd de l’information de haut-niveau (typique-
ment un rectangle posse`de des proprie´te´s qui sont perdues ici - 4 angles droits, coˆte´s
paralle`les, etc...). Un autre proble`me est que l’on risque d’obtenir une explosion du nom-
bre d’items graphiques. Ne´anmoins, nous jugeons les avantages comme plus importants,
puisqu’une imple´mentation judicieuse permet de contourner en partie les inconve´nients
(reformulation des informations de haut niveau sous forme de contraintes, cache de com-
pilation, etc).
2.5.4 Ge´ne´ration de la description dans le langage du moteur
de rendu
Le CG convertit ensuite cet arbre en un arbre d’appels OpenGL, Cairo, ou tout autre
moteur de rendu. Cet arbre ne contient pas a` proprement parler les appels eux-meˆmes,
mais une abstraction de ceux-ci. Un arbre d’appel OpenGL contiendra des nœuds glBegin,
glPushMatrix par exemple. Ces nœuds ne contiennent pas l’appel en lui-meˆme (la chaˆıne
de caracte`res le repre´sentant), mais la se´mantique de l’appel. En C, le code pour un glPush-
Matrix est effectivement glPushMatrix(), mais en Java, on obtiendra un GL.PushMatrix.
Cela permet de ge´ne´rer diffe´rents langages cibles qui peuvent utiliser le moteur de rendu
(actuellement C et Java). Cet arbre est appele´ le graphe d’affichage.
La structure re´sultante reste toujours arborescente puisque cela permet de factoriser
des points d’imple´mentation. Dans notre exemple, a` chaque glPushMatrix est associe´ un
glPopMatrix qui sera effectue´ en remontant le nœud de l’arbre.
2.5.5 Ge´ne´ration du code final
L’e´tape suivante consiste a` ge´ne´rer le code final dans le langage cible. Le code est
produit sous forme de graphe (donc une repre´sentation interne), afin de re´aliser des opti-
misations relatives a` l’e´tat du syste`me. Les optimisations sont re´alise´es en exe´cutant un
(nom ou url) et d’en surcharger les proprie´te´s.
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automate sur le code ge´ne´re´ qui mode´lise le fonctionnement du moteur de rendu final.
Cet automate connait les e´tats dans lesquels se trouve le syste`me a` chaque instruction et
peut donc savoir si telle ou telle instruction est ne´cessaire, ou si elle peut eˆtre simplifie´e.
Par exemple, dans le cas du moteur de rendu OpenGL, des shaders sont employe´s pour
re´aliser certains traitements. Cet automate connaissant l’e´tat du syste`me (quel shader est
active´ et quels sont ses variables) peut transformer l’instruction ge´ne´re´e (ou l’ensemble
d’instruction) consistant a` activer tel shader et modifier ses variables en une nouvelle in-
struction (ou un ensemble d’instructions) qui va juste modifier les variables qui ne sont
plus a` jour.
2.5.6 E´criture du code final
La dernie`re e´tape de la chaˆıne de compilation consiste a` transformer la repre´sentation
interne du code final en un fichier texte. Ceci est re´alise´ par un parcours d’arbre.
2.6 Le syste`me de flot de donne´es
Nous avons vu que le compilateur graphique re´alisait un certain nombre de transfor-
mations pour ge´ne´rer le code final. Le designer d’interactions interagit avec les e´le´ments
du mode`le pour modifier la sce`ne produite. Ces modifications sur les sources sont ensuite
re´percute´es sur le code produit par l’interme´diaire d’un syste`me de flot de donne´es.
Figure 2.5 – Impact du changement d’une proprie´te´ d’un objet dans le code produit
Paralle`lement a` la production du code de rendu dans le langage cible, le CG produit
un syste`me de flot de donne´es pour garantir la mise a` jour des proprie´te´s graphiques. Ce
code est aussi e´crit dans le langage cible et be´ne´ficie donc des optimisations agressives
du compilateur natif de ce dernier. Ces optimisations sont tre`s performantes puisque les
fonctions produites ne sont que des fonctions mathe´matiques et des e´critures me´moire.
Graˆce a` ce me´canisme, le code produit n’a pas besoin d’eˆtre re´interpre´te´ chaque fois
qu’une proprie´te´ du mode`le conceptuel est modifie´e : le syste`me de flot de donne´es met
simplement a` jour le code (en fait une zone me´moire) produit (Figure 2.5).
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Le programmeur pre´cise lui-meˆme les champs des classes de son mode`le conceptuel
qui sont variables a` l’exe´cution. Ceci se traduit dans notre imple´mentation par un ”v”
devant le type (vint par exemple) lors de la de´claration du mode`le conceptuel en JSON. A`
l’oppose´, une variable type´e sans le ”v”sera conside´re´e comme constante par le compilateur
graphique. En re´sume´, cette e´tape est l’inverse du const des langages C et C++ ou` l’on
spe´cifie quels symboles seront constants. Ceci permet au compilateur graphique de sortir
du flot de donne´es toutes les donne´es statiques et de les mettre de manie`re litte´rale dans
le code final.
2.6.1 Imple´mentation du syste`me de flot de donne´es
Le langage utilise´ pour le syste`me de flot de donne´es est un langage arithme´tique
auquel est ajoute´ la fonction de tests. L’utilisateur dispose des fonctions suivantes :
if, not,+,−, ∗, /, <, cos, sin, acos, asin, sqrt,min,max. L’utilisateur du CG spe´cifie ses
variables et peut en de´clarer de nouvelles a` l’aide de formules. Pour cela, le CG surcharge
les ope´rateurs utilise´s par Python pour e´viter la taˆche d’analyse syntaxique. L’ide´e est
ici de remplacer cette analyse syntaxique par l’introspection de Python. Par exemple,
l’utilisateur peut e´crire :
x0 = var(‘x0’,5)
y0 = var(‘y0’,10)
x1 = var(‘x1’,x0+200)
y1 = var(‘y1’,y0+250)
Cet extrait de code produit deux variables d’entre´e x0 et y0 et deux variables de´pen-
dantes, x1 et y1. Le syste`me de nommage des variables permet de les re´fe´rencer plus tard
dans la description de la sce`ne. Par exemple, x0 et y0 pourraient eˆtre les points d’ancrage
d’une forme graphique, et x1 et y1 le point d’ancrage (calcule´ de manie`re automatique a`
la mise a` jour de x0 et y0) d’une autre forme qui est de´place´e de (200, 250) par rapport
a` la premie`re.
2.6.2 Optimisations du syste`me de flot de donne´es
Comme le syste`me de flot de donne´es est un langage mathe´matique et fonctionnel (donc
sans effets de bord), nous pouvons appliquer divers types d’optimisation. Ces optimisations
peuvent eˆtre par exemple relatives a` la se´mantique des fonctions elles meˆme. Ge´ne´rer
“x + x + x + x + x + x” peut alors eˆtre transforme´ en “6 ∗ x”, ce qui permet de re´duire
le nombre d’ope´rations de cinq a` une seule (a` condition de conside´rer qu’effectuer une
multiplication est moins couˆteuse que six additions). Comme nous l’avons dit plus haut,
d’autres optimisations sont laisse´es au compilateur natif puisque le code ge´ne´re´ est ensuite
recompile´ par gcc dans le cas d’un langage cible comme le C par exemple.
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2.7 Imple´mentations et optimisations du compilateur
graphique
Si le syste`me de flot de donne´es est reste´ relativement stable du point de vue de
l’imple´mentation au cours de la re´alisation de Hayaku, il n’en est pas de meˆme pour
la chaine de transformations des langages sources vers le code a` exe´cuter. Nous allons
de´tailler ici les diffe´rentes imple´mentations re´alise´es, leurs qualite´s, et les de´fauts qui nous
ont pousse´s a` expe´rimenter une autre re´alisation.
2.7.1 Premie`re imple´mentation
L’objectif premier de cette re´alisation e´tait de tester rapidement les concepts pre´sen-
te´s ci-dessus. Nous avons e´crit le compilateur graphique dans un langage a` prototypage
rapide : Python. La premie`re re´alisation utilise une boucle de rendue base´e sur des appels
de fonctions Python encapsulant les appels a` OpenGL (en C).
Les avantages ici sont les premie`res raisons qui nous ont pousse´ a` rester avec un
langage interpre´te´ comme Python : rapidite´ de de´veloppement, simplicite´ ge´ne´rale du
code. Cependant, utiliser Python pour faire du code OpenGL impacte grandement les
performances globales et la re´activite´ du syste`me. En effet, dans la version de base de
l’interpre´teur Python, les variables d’appel de fonction ne sont pas fortement contraintes
a` un type (on ne de´clare pas une fonction en typant ses parame`tres). Si le choix du
langage Python parait judicieux pour permettre un de´veloppement rapide des fonctions
de transformations, ce choix ne convient pas a` une boucle de rendu OpenGL. Il faut
que l’interpre´teur teste si un appel de fonctions s’applique aux parame`tres qui lui sont
fournis. L’interpre´teur ne met pas en cache ces tests re´alise´s a` chaque appel de fonction.
Pour une utilisation habituelle telle qu’un script, ceci ne ge`ne pas l’exe´cution. Cependant,
une boucle de rendu OpenGL ne´cessite de repasser plusieurs fois (autant de fois que l’on
affiche une image) par la fonction de rendu. Ainsi, nous surchargeons l’interpre´teur par un
grand nombre de tests inutiles (puisqu’ils ne changent pas d’une exe´cution sur une autre).
Cette surcharge de Python introduit par conse´quent un proble`me au niveau des per-
formances : l’interpre´teur perd beaucoup de temps a` traiter la boucle de rendu OpenGL.
Ainsi, le traitement des e´ve`nements du flot de donne´es sont ralentis puisque l’interpre´teur
est surcharge´. Les e´ve`nements utilisateurs sont donc traite´s trop tard (de´lai > 20 ms). Une
solution pourrait eˆtre d’utiliser des threads pour se´parer le flux des instructions OpenGL
du flot de donne´es. Cette solution ne marche pas pour ce langage pre´cis puisque Python
introduit dans ses versions actuelles (avant la version 3.0 tout du moins) un verrou global
sur les threads.
2.7.2 Deuxie`me imple´mentation : externaliser la boucle de rendu
Nous avons donc cherche´ a` re´soudre ce proble`me de performances en externalisant la
gestion de la boucle de rendu. Cette externalisation a consiste´ a` e´crire un module python
asynchrone (base´ sur des threads posix et une synchronisation ad-hoc). Ce module prenait
en entre´e une liste d’instructions OpenGL (une liste de pointeurs vers des fonctions) et
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exe´cutait ces instructions.
Cet interpre´teur OpenGL externe pre´sentait quelques avantages. Tout d’abord, les
performances du moteur de rendu ont conside´rablement augmente´. Ensuite, nous avons
pu nous en servir comme d’un JIT (un Just-In-Time) compiler pour pouvoir re´aliser des
optimisations dynamiques (voir section 2.7.4). Ne´anmoins, nous avons trouve´ deux prob-
le`mes majeurs a` cette re´alisation. Tout d’abord, l’imple´mentation d’un tel interpre´teur
OpenGL est couˆteux en de´veloppement. Les sources d’erreurs lors de l’e´criture du com-
pilateur graphique sont nombreuses puisque l’imple´mentation consiste essentiellement a`
manipuler des pointeurs de fonctions (donc a` e´crire des pointeurs de pointeurs de fonc-
tions).
Ensuite, il reste le proble`me que la chaˆıne de compilation reste fortement lie´e a` Python
et a` OpenGL. Modifier cette chaˆıne pour cibler un autre moteur de rendu est faisable
(Cairo pourrait eˆtre imple´mente´ de la meˆme manie`re par exemple), ne´anmoins, on ne
peut pas se passer de l’exe´cutable Python qui controˆle la boucle principale du programme.
Ainsi un des principaux avantages du compilateur qui est sa capacite´ a` ge´ne´rer du code
pour des environnements diffe´rents est perdu.
2.7.3 Imple´mentation finale
Nous avons conserve´ les phases de transformations de langage en Python afin de con-
server un de´veloppement le plus rapide possible. Ne´anmoins, l’exe´cutable final ne peut
eˆtre contraint a` ce langage pour des raisons de performances et de portabilite´.
Le compilateur graphique est capable de produire diffe´rents types de sorties, que ce soit
en termes de langage cible et d’exe´cutable (pour l’instant en C et en Java), qu’en termes
de moteur de rendu graphique (actuellement OpenGL et partiellement Cairo). Pour cela,
nous avons se´pare´ la partie compilation de la partie exe´cution. Le compilateur ge´ne`re du
code dans le langage cible avec le module de rendu choisi, et embarque ce code dans une
bibliothe`que dynamique.
Ainsi, lancer le compilateur graphique sur un fichier source compile bien le code et
produit l’exe´cutable final, mais il ouvre aussi une feneˆtre et affiche directement la sce`ne
graphique re´sultante. Ceci permet de tester au fur et a` mesure l’application produite, alors
que le code produit est entie`rement externalise´.
Afin de maximiser la re´utilisation du code des transformations utilise´es, nous avons duˆ
imple´menter notre propre me´canisme de classes partielles. Nous se´parons ainsi la descrip-
tion des langages interme´diaires et les transformations entre ces langages. Au de´but de la
chaˆıne de compilation, le CG choisit quels langages et transformations seront ne´cessaires
pour produire le code final. Ce choix permet donc d’accrocher aux e´le´ments de description
des langages interme´diaire les fonctions de transformation vers le langage suivant. L’arbre
ainsi ge´ne´re´ peut alors eˆtre transforme´ en visitant chacun de ses nœuds. Ce me´canisme
nous permet de modulariser au maximum le CG et donc de remplacer n’importe quel
e´tage pour en changer le comportement.
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2.7.4 Optimisations
Les optimisations re´alise´es par le compilateur graphique ont lieu sur presque tous
les langages interme´diaires. Ces optimisations ont donc lieu soit sur la se´mantique des
graphismes en eux-meˆme, soit sur la se´mantique et l’e´tat du langage utilise´. Ces optimi-
sations peuvent eˆtre statiques ou dynamiques.
Les optimisations statiques
Les diffe´rents langages interme´diaires employe´s ont e´te´ e´crits en utilisant des patrons
de conception. Le patron de´corateur permet au CG de construire l’arbre et les transforma-
tions suivantes en e´vitant les tests au fur et a` mesure du parcours de l’arbre. Par exemple,
si un e´le´ment ne contient aucune transformation de type mise a` l’e´chelle (un scale) a` l’in-
te´rieur meˆme de la description graphique de l’objet, le compilateur n’inclut simplement
pas le de´corateur scale sur l’e´le´ment. L’arbre re´sultant contient donc le minimum d’e´le´-
ments ne´cessaires pour se repre´senter la sce`ne dans chacun des langages interme´diaires.
La deuxie`me possibilite´ offerte par cette approche est que le compilateur peut factoriser
les diffe´rents e´le´ments en de´tectant les sous-expressions communes. Par exemple, si une
meˆme transformation a lieu deux fois entre deux groupes avec les meˆmes parame`tres,
le compilateur peut la factoriser en encapsulant ce groupe dans un groupe de niveau
supe´rieur qui contient la transformation commune. Lors de l’exe´cution, la transformation
n’est exe´cute´e qu’une fois.
Nous avons vu que le compilateur graphique compilait tout d’abord chacune des classes
du mode`le conceptuel afin de faire un cache de compilation. Une fois cette e´tape re´alise´e,
il charge le fichier de sce`ne, et peut alors re´aliser des optimisations inter-proce´durales
puisqu’il connait maintenant l’ensemble de la sce`ne graphique.
Les optimisations dynamiques
Les deux premie`res versions du compilateur graphique proposait un exe´cutable en
Python. Nous avons de´ja` vu que cela posait un proble`me de performances. Nous avions
duˆ alors recourir a` un compilateur dynamique (un JIT) afin d’ame´liorer de manie`re sig-
nificative les performances. Ce JIT re´alisait essentiellement une tache de mise en cache
du graphe d’affichage vers une liste d’appels OpenGL qui e´tait directement exe´cute´e en C
natif. De meˆme, ce JIT re´alisait de la suppression de code mort puisque certaines branches
de l’arbre d’affichage n’e´taient pas force´ment affiche´es a` l’exe´cution.
Les versions du CG qui ont suivi ont supprime´ cet exe´cutable et exportent maintenant
directement du code C (ou java selon la cible choisie) qui est a` son tour exe´cute´. Le
me´canisme de compilation dynamique est re´duit a` la seule gestions des diffe´rents caches
pour e´viter de surcharger l’application produite. Ces caches sont ne´cessaires, tant pour le
syste`me de flot de donne´es que pour la tessellation des diffe´rentes formes graphiques.
Autres optimisations
Nous avons vu que le compilateur graphique est capable de re´aliser des optimisa-
tions sur le graphe d’affichage. Ces optimisations peuvent soit eˆtre locales, soit eˆtre inter-
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proce´durales puisque le CG connaˆıt l’ensemble de la sce`ne interactive. Nous listons ici les
diffe´rents types d’optimisation que le CG est capable de re´aliser pour optimiser la vitesse
de rendu ou le temps de compilation :
• Recherche de sous-expressions communes : Le CG est capable de de´tecter si un
sche´ma d’affichage ou de code se re´pe`te, et peut le factoriser.
• Propagation des constantes : Lorsque l’utilisateur ne spe´cifie pas que tel parame`tre
de telle forme graphique sera variable, le compilateur propage la constante tout au
long de la chaˆıne de compilation.
• Aides de l’utilisateur : Nous avons souhaite´ proposer au designer d’interaction la
possibilite´ de spe´cifier manuellement des optimisations non triviales. Cependant,
par manque de temps dans le de´veloppement de la boˆıte a` outils, ces optimisations
n’ont pu eˆtre imple´mente´es.
2.8 Ge´ne´ration de code statique ou semi-statique
2.8.1 Ge´rer des applications dont le nombre d’objets graphiques
est variable
La plupart des sce´narios pre´sente´s au chapitre pre´ce´dent sont des application ou` le
nombre d’objets graphiques interactifs n’est pas variable (le clavier logiciel, ou le pie menu
par exemple). Toutefois, pour d’autre type d’application interactives, tel que l’image radar
pre´sente´e ou` le nombre d’avions n’est en the´orie pas limite´, l’architecture pre´sente´e (avec
un fichier de sce`ne) n’autorise a priori pas une cre´ation d’objets dynamique. Dans ce cas,
Hayaku, et donc le compilateur graphique, pre´sente deux strate´gies.
La premie`re strate´gie est de fixer une limite arbitraire au nombre maximum d’objets
graphiques a` afficher. Une fois cette limite fixe´e, la sce`ne consiste a` instancier ce nombre
maximal d’objets et de spe´cifier de ne pas les afficher au lancement. L’utilisateur cre´e´ donc
une re´serve d’objets graphiques, qu’il pourra activer a` souhait au cours de l’exe´cution. En
pratique cette strate´gie marche pour une classe d’applications : pour notre exemple, on
sait que le nombre maximal d’avions qui passeront dans un secteur donne´ est limite´ par
une autorite´ de re´gulation afin que les controˆleurs ae´riens puissent ge´rer le trafic.
Quand bien meˆme cette strate´gie est relativement simple a` mettre en œuvre, du point
de vue de la compilation et de l’exe´cution elle pose quelques proble`mes. Le principal
proble`me est le temps ne´cessaire pour la compilation et pour l’exe´cution, puisque la boucle
de rendu doit alors ge´rer un grand nombre d’objets interactifs qui ne seront peut-eˆtre pas
affiche´s. Cependant, on e´vite de ge´rer la me´moire a` l’exe´cution (puisque tout est de´ja` pre´-
instancie´). De plus, toute la sce`ne e´tant statique, on peut de´terminer le temps maximal de
rendu de la sce`ne. Cette approche est donc adapte´ a` des syste`mes tre`s contraints comme
des syste`mes embarque´s.
La deuxie`me strate´gie consiste a` ge´ne´rer des objets graphiques interactifs dynamiques.
Ces objets peuvent eˆtre instancie´s dynamiquement par l’application hoˆte, et la gestion de
ces objets incombe donc a` cette dernie`re. Dans le sce´nario de l’image radar, ceci revient
a` ge´ne´rer un objets graphique vol et ge´ne´rer le code spe´cifique a` son affichage. Nous
perdons ici des optimisations inter-proce´durales sur l’ensemble de la sce`ne graphique,
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mais le temps de compilation est the´oriquement re´duit (on passe de n compilations des
n objets a` une compilation par classe). Ensuite, ce code ge´ne´re´ est embarque´ dans une
autre application (e´crite a` la main cette fois ci puisque l’imple´mentation actuelle d’Hayaku
ne ge`re pas ces objets dynamiques). L’application doit ge´rer la cre´ation/destruction des
objets graphiques, de meˆme qu’elle doit ge´rer l’affichage de ces derniers en appelant leur
fonction draw. L’inte´reˆt de cette technique est que l’on supprime la limite au nombre
d’objets affichables. Cependant il est plus difficile d’estimer le temps maximal d’exe´cution
du code sur le mate´riel cible puisque cela requiert des allocations dynamiques.
2.8.2 Pre´-requis pour pouvoir ge´ne´rer du code embarquable
La production de code semi-statique (tel que de´crit dans la deuxie`me strate´gie ci-
dessus), ne´cessite de cre´er des objets dynamiques et embarquables. Nous explicitons ici
les principales proprie´te´s requises pour pouvoir ge´ne´rer de tels objets.
Tout d’abord, le code ge´ne´re´ ne doit pas interfe´rer avec l’e´tat courant de l’applica-
tion. Chaque fois qu’une modification de cet e´tat doit eˆtre re´alise´e, il faut au pre´alable
sauvegarder l’e´tat courant pour pouvoir le restaurer une fois la commande termine´e. Cette
recommandation est particulie`rement importante lorsque l’on travaille avec des moteurs de
rendu graphiques. Ceux-ci sont pour la plupart base´s sur un ensemble d’e´tats graphiques.
Toutefois, avec les dernie`res versions d’OpenGL, ces e´tats sont en train de disparaˆıtre du
fait de la tendance a` de´velopper des architectures paralle`les, et donc de travailler avec
plusieurs processus le´gers (des threads), fortement incompatibles avec ces e´tats.
La deuxie`me recommandation que nous ferons ici consiste a` produire du code qui
soit facilement lisible par l’humain. S’il est tentant de ge´ne´rer du code sans signification
lorsque l’on re´alise un compilateur quelconque, il ne faut pas oublier ici que l’on souhaite
que l’utilisateur puisse assembler le code produit avec d’autres applications. La notion
d’interface ainsi ge´ne´re´e se doit donc d’eˆtre la plus compre´hensible possible [Ko 04] :
par exemple, la fonction set component0 key25 backgroundColor red est beaucoup plus
compre´hensible que set0 25 2 1 pour l’utilisateur.
2.9 Ge´ne´ration automatique de code
Nous avons re´alise´ un syste`me de surveillance sur les fichiers sources fournis en en-
tre´e au compilateur graphique. Le syste`me de´clenche une recompilation automatiquement
lorsqu’un fichier est modifie´ et sauvegarde´. Le changement est automatiquement impacte´
dans l’application ge´ne´re´e alors qu’elle est en train de s’exe´cuter. Par exemple, changer
la couleur d’un composant d’une application graphique a` l’aide d’un e´diteur SVG tel
qu’Inkscape, et sauvegarder ce changement alors que l’exe´cutable de Hayaku s’exe´cute
met automatiquement a` jour l’affichage des composants graphiques de cette classe. Ce
comportement permet de de´velopper dans un syste`me “vivant”, a` l’instar de la boucle
REPL de LISP [Steele 93], ou de l’environnement Smalltalk Squeak [Ingalls 97]. Ceci il-
lustre les avantages de se´parer la description graphique de la description du comportement
et d’utiliser un syste`me de flot de donne´es : puisque le pe´rime`tre de la partie graphique
de l’application est clairement de´limite´, Hayaku est capable de remplacer le graphisme a`
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n’importe quel moment, et cela sans affecter le reste de l’application. Un tel outil permet
de re´duire le temps ne´cessaire entre la formulation d’une ide´e et son essai.
2.10 Le support du picking
L’e´criture d’un syste`me interactif exige que l’utilisateur puisse de´signer dans son rendu
final des items graphiques. Par exemple, le click sur un bouton repre´sente´ a` l’e´cran n’est
possible que si le curseur est sur le bouton. Une fois que le syste`me sait quel est l’e´le´ment
sous le curseur de la souris, il peut alors informer l’utilisateur final de cette information
en affichant un feedback visuel sur l’e´le´ment en question. Dans le cas du sce´nario relatif
au clavier logiciel, ce feedback correspond a` changer le de´grade´ de la touche en question
pour simuler une sorte de mise en surbrillance. Le syste`me doit donc de´terminer l’e´le´ment
de´signe´ par le curseur. Le terme employe´ pour la recherche d’e´le´ments graphiques dans
une sce`ne est le terme de picking.
Dans Hayaku, puisque nous disposons d’un syste`me de flot de donne´es, nous pou-
vons l’utiliser tant comme un dispositif d’entre´e, pour de´placer des formes graphiques ou
changer des proprie´te´s, que comme un dispositif de sortie en attachant des fonctions de
retour (des callbacks) lorsque une donne´e du flot est modifie´e. Nous avons attache´ a` ce
syste`me de callbacks le syste`me de picking. Lors de la de´finition de la sce`ne, le designer
d’interactions spe´cifie quelles seront ses variables de picking. Il peut ensuite y attacher
une callback. Ainsi, il stipule les modifications graphiques (l’e´clairage de la touche) dans
la callback rattache´e a` la variable de picking de la touche.
Toutefois, la gestion du picking dans une sce`ne complexe peut eˆtre tre`s couˆteuse. En
effet, le picking classique employe´ dans les applications de type WIMP (tester individu-
ellement chacun des e´le´ments de la sce`ne pour voir si leur boˆıte englobante intercepte la
coordonne´e souhaite´e) n’est pas assez performant de`s lors que l’on conc¸oit des interfaces
avec des formes graphiques quelconques. Ces formes quelconques ne´cessitent des calculs
complexes pour intercepter de manie`re analytique la position de la souris. Une autre solu-
tion consiste a` re´aliser une passe par objet graphique et a` utiliser la raste´risation pour voir
si le curseur intercepte l’objet, ce qui est aussi trop couˆteux. Il est ne´cessaire d’optimiser
ce me´canisme.
Par exemple, OpenGL fourni un me´canisme de picking par l’interme´diaire du mode de
rendu select. Ce me´canisme consiste a` nommer chacune des formes graphiques lors de la
passe de rendu, et ve´rifier si la forme intercepte la coordonne´e de picking. Cette technique
pre´sente l’inconve´nient de devoir effectuer un rendu par picking. Cependant, lorsque l’on
a besoin de ge´ne´rer un certain nombre de picking entre deux images, cette technique peut
devenir tre`s couˆteuse : dans le cas d’une application multi-touch ou` 10 doigts sont pose´s
sur l’e´cran, on devra donc effectuer 11 rendus de la sce`ne (un d’affichage et dix pour le
picking).
Nous avons donc choisi de ne pas utiliser cet algorithme et plutoˆt d’utiliser un algo-
rithme de picking par couleur unique[Hanrahan 90]. Nous cre´ons donc un buffer non affiche´
dans laquelle nous rendons les diffe´rentes formes de picking avec des pseudos-couleurs, cha-
cune repre´sentant un objet graphique. La requeˆte de picking est donc triviale puisqu’il
s’agit d’aller lire dans la texture et de de´terminer la couleur (et donc l’objet associe´ a`
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cette couleur) situe´ a` la coordonne´e du curseur. Cette me´thode de picking nous permet
donc de controˆler le couˆt du picking puisqu’il est inde´pendant du nombre de “curseurs”,
ou de requeˆtes. Un inconve´nient de cette me´thode (mais qui pour les cas d’utilisations
que nous avons rencontre´ ne nous a pas pose´ de proble`me) est que le syste`me ne peut pas
connaitre l’ensemble de la pile des formes graphiques sous le curseur de la souris. Notre
technique ne donne en effet que l’e´le´ment le plus proche du curseur, alors que le mode
de rendu select d’OpenGL transmets la liste des objets dans l’ordre. Dans ce cas, il est
ne´cessaire d’utiliser l’algorithme plus couˆteux cite´ plus haut (GL SELECT).
2.11 Conclusion
Nous avons aborde´ dans ce chapitre comment nous avons re´alise´ notre compilateur
graphique et la boˆıte a` outils graphique associe´e. Nous avons repris les concepts de la
the´orie de la compilation et les avons applique´s au domaine des applications graphiques
interactives.
Avec le recul, nous pensons que beaucoup des choix que nous avons fait se sont re´ve´le´s
inte´ressants : se´parer les diffe´rentes transformations afin d’eˆtre capable d’interchanger ces
transformations et donc les langages cibles, re´aliser des de´pendances a` l’aide de la the´orie
du flot de donne´es, utiliser des langages interme´diaires afin de re´aliser des optimisations
graphiques au niveau le plus approprie´ en sont de bons exemples.
Cependant, si nous devions refaire le compilateur graphique aujourd’hui, certains
points me´ritent d’eˆtre change´s. Tout d’abord, le choix d’un langage a` prototypage rapide
comme Python peut sembler juste au premier abord mais ne l’est pas en re´alite´. De`s
lors que l’on essaie de couvrir une norme comme SVG et que l’on essaie de maintenir
une certaine qualite´ de codage (au moins ve´rifier que l’ensemble du code ne comporte
pas d’erreurs), ce choix se retourne contre le programmeur puisque les erreurs ne sont
leve´es qu’a` l’exe´cution. Un autre e´cueil lie´ a` la manie`re dont nous avons conc¸u le compi-
lateur graphique est lie´ au fait que nous souhaitions re´aliser a` tout prix des optimisations
inter-proce´durales, donc sur toute la sce`ne. Ceci nous a entrave´ dans le de´veloppement
de certaines parties (comme la gestion dynamique de l’insertion d’objets graphiques dans
le graphe de sce`ne) pour au final ne pas pouvoir re´aliser pleinement ces optimisations
interproce´durales pour des questions de me´moire lors de l’application des transformations
sur la sce`ne globale.
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3.1 E´valuations pre´liminaires
Comme beaucoup de me´thodes qui visent a` aider la de´marche de design, e´valuer l’u-
tilisabilite´ d’une boˆıte a` outils demande de re´aliser des expe´rimentations controˆle´es, avec
diffe´rentes e´quipes de designers et sous diffe´rentes conditions. Re´aliser une telle expe´ri-
mentation est une taˆche lourde et n’a pu eˆtre re´alise´e au cours de ces travaux de the`se.
Nous proposons d’e´valuer Hayaku selon trois aspects : sa puissance d’expression et son
utilisabilite´ par l’utilisation des dimensions cognitives [Green 89], et ses performances lors
des trois sce´narios pre´sente´s au chapitre 1.
3.1.1 Puissance d’expression
Afin d’e´valuer la puissance d’expression de la boˆıte a` outils, nous proposons deux
dimensions d’analyse : l’e´tendue des applications que l’on peut re´aliser avec Hayaku, et la
simplicite´ de la description de telles applications. Une cible d’applications trop restreinte
indique en effet que la boˆıte a` outils est trop spe´cialise´e et que les be´ne´fices attendus ne
seront pas vraiment significatifs. A` l’oppose´, e´tendre cette cible a souvent pour couˆt de
diminuer la simplicite´ de description.
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L’ensemble des applications possibles
Le compilateur graphique (et donc Hayaku) est capable de ge´ne´rer des interactions
simples de type WIMP (tels que des ascenseurs) et des sce`nes graphiques plus complexes
avec un grand nombre d’objets graphiques, telle que l’image radar. Hayaku est aussi
capable de ge´ne´rer et ge´rer des interacteurs post-WIMP (pie-menus), des applications
graphiques riches en terme de design (le clavier logiciel avec effet loupe), et peut supporter
des applications multi-touch.
Cependant, comme nous l’avons explique´ dans le chapitre relatif a` l’imple´mentation
du compilateur graphique, nous n’avons pre´sente´ ici que des applications dont le nombre
d’objets est connu a` l’avance. Dans le cas ou` le nombre d’objets n’est pas connu au
lancement, Hayaku fourni deux strate´gies possibles : ge´rer un ensemble borne´ d’objets
graphiques invisibles, ou bien ge´ne´rer des composants dynamiques qui restent a` la charge
de l’application hoˆte.
Enfin, nous n’avons pas conc¸u Hayaku comme e´tant capable de produire des applica-
tions tre`s dynamiques, comme un e´diteur graphique, puisque nous pensons que Hayaku
n’est pas fait pour de telles applications. En effet, nous suspectons que le fait de vouloir
e´crire de telles applications avec Hayaku ne´cessiterait de “tordre” son mode`le conceptuel
et rendrait la re´alisation trop pe´nible par rapport aux be´ne´fices escompte´s.
Simplicite´
Malgre´ nos recherches dans la litte´rature, nous n’avons pu trouver une de´finition claire
du terme simplicite´[Letondal 10]. Nous avons donc fait le choix de l’exprimer en termes de
compacite´ du code ne´cessaire a` la description des graphismes interactifs. Nous fournissons
donc le nombre de lignes de code (LDC) des sce´narios d’usage de´crits plus toˆt (table 3.1).
Comme indique´ dans le chapitre 1, la fourniture de la description de la sce`ne de certains
des exemples est fastidieuse. Un palliatif a` consiste´ a` recourir a` un script pour la produire.
Ceci correspond a` la colonne “ge´ne´rateur”.
application
mode`le mode`le vers
sce`ne
ge´ne´rateur
conceptuel SVG de la sce`ne
multi-touch 43 LDC 90 LDC 54 LDC ∅
clavier 129 LDC 199 LDC 890 LDC 210 LDC
pie menu 40 LDC 42 LDC 102 LDC 46 LDC
Table 3.1 – Le nombre de lignes de codes (LDC) ne´cessaires a` l’e´criture des diffe´rents
sce´narios pre´sente´s.
Le nombre de lignes de code par fichier est raisonnable du point de vue d’un pro-
grammeur (de l’ordre de 200 au maximum). Cependant, Hayaku s’adresse a` des designers
d’interactions, et il est le´gitime de se demander si cela n’est pas trop long. Pour ce pub-
lic, un e´diteur graphique abstrayant le langage permettrait une meilleur appropriation
du langage. La description du mode`le consiste a` re´aliser une mode´lisation des classes du
mode`le, et une notation type UML serait approprie´. Pour le fichier de connexions, Un e´di-
teur soulagerait la redondance qu’il y a entre le fichier du mode`le et les classes graphiques
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(SVG). Enfin, placer directement les e´le´ments graphiques dans la sce`ne permettrait de
s’affranchir du fichier de sce`ne pour le designer.
3.1.2 Performances
La table 3.2 pre´sente les diffe´rentes performances obtenues dans ces trois cas d’utili-
sation. Les performances sont calcule´es en ge´ne´rant la sce`ne avec Hayaku et en utilisant
le moteur de rendu OpenGL. Nous avons diffe´rencie´ le “temps de premie`re compilation”
du “temps de recompilation” puisque Hayaku re´alise un cache entre deux compilations
successives (compilation des fontes par exemple). Le temps le plus significatif est donc le
temps de recompilation puisque c’est ce temps que le designer graphique obtiendra le plus
souvent : les designers graphiques passent plus de temps a` re´aliser des petits incre´ments
a` leur description, et relancent donc souvent la compilation.
application
temps de temps de premie`re temps de
rendu compilation recompilation
multi-touch ∼1.9 ms 2.2 sec 1.9 sec
keyboard ∼7.5 ms 29.1 sec 8.6 sec
pie menu ∼2.5 ms 10.2 sec 2.9 sec
Table 3.2 – Les performances obtenues avec les diffe´rents sce´narios.
Nous voyons ici que pour notre application graphique interactive la plus riche en
graphismes, le clavier logiciel, les temps de rendu donne´s sont bons. En effet, ce clavier
tourne a` plus de 130 images par secondes, ce qui est compatible avec la boucle de percep-
tion de l’humain ( 25 images par secondes).
Les temps de compilations sont eux plus geˆnants pour le designer d’interactions. Une
dizaines de secondes pour la mise a` jour du graphisme n’est pas acceptable du moment
que l’on fait du design exploratoire. Cependant, Hayaku n’est qu’un prototype et le temps
de compilation peut eˆtre re´duit avec une imple´mentation plus optimise´e.
3.1.3 Utilisabilite´
E´valuer l’utilisabilite´ d’une boˆıte a` outils est un proble`me de recherche toujours ou-
vert [Myers 00] et ne´cessite de re´aliser des expe´rimentations controˆle´es, avec diffe´rentes
e´quipes de designers sous diffe´rentes conditions expe´rimentales. Nous proposons donc
de discuter de l’utilisabilite´ de Hayaku en se basant sur les dimensions cognitives des
notations[Green 89] qui explicitent les qualite´s et les de´fauts d’une notation (ou un lan-
gage). Les dimensions cognitives sont base´es sur les activite´s typiques de l’usage des sys-
te`mes interactifs. Nous avons choisi d’e´valuer les activite´s suivantes : l’incre´mentation, la
transcription, la modification et le design exploratoire ; selon les dimensions suivantes :
proximite´ de la repre´sentation, de´pendances cache´es, choix pre´mature´s, e´valuation pro-
gressive, abstraction, viscosite´, et visibilite´.
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Proximite´ de la repre´sentation (Closeness of Mapping)
Le designer d’interactions cre´e´ (de manie`re incre´mentale) ses dessins directement dans
un e´diteur graphique : le re´sultat obtenu est alors tre`s proche du produit final, en tout cas
bien plus proche qu’avec une description textuelle du graphisme. Ceci permet donc l’util-
isation d’outils de dessins exploratoires (tels qu’Inkscape), et permet donc de maximiser
cette activite´. La modification des graphismes est facile puisque l’e´diteur modifie le fichier
SVG en conservant les diffe´rentes proprie´te´s de´ja` renseigne´es (par exemple le nommage).
La modification sur l’application finale est faite automatiquement graˆce au compilateur
graphique. Enfin, porter l’application sur diffe´rentes plateformes est peu couˆteux du fait
que l’on utilise un compilateur qui peut recevoir plusieurs langages sources et plusieurs
langages cibles (transcription).
Le langage source du compilateur est le mode`le conceptuel de l’application e´crit au
format JSON. Puisque l’utilisateur conc¸oit lui-meˆme ce mode`le conceptuel, il peut le
rendre le plus proche possible du domaine mode´lise´. On peut donc dire que la proximite´
de la repre´sentation est maximise´e.
De´pendances cache´es (est-ce que des liens importants entre les entite´s sont
cache´s)
Effectuer les liens entre les graphismes, le mode`le conceptuel et le syste`me de flot de
donne´es ne´cessite de changer de notation (un e´diteur graphique d’un coˆte´, et une notation
textuelle de l’autre). Ainsi, il est difficile pour le designer d’interaction de se repre´senter
les liens entre ses mode`les et ses graphismes puisqu’il doit faire la synthe`se de trois fichiers
pour y arriver.
Le syste`me de flot de donne´es produit par le CG n’est pas entie`rement visible. En effet
toutes les de´pendances entre les donne´es du mode`le et le graphisme sont traduites par un
flot de donne´e dans le code ge´ne´re´. Il est donc difficile d’infe´rer exactement quelles modifi-
cations vont eˆtre re´alise´es une fois que la description du mode`le et des transformations ont
e´te´ donne´es. Cependant, le designer est plus spe´cifiquement inte´resse´ par le flot de donne´es
qu’il a lui-meˆme renseigne´. Cette partie e´tant uniquement situe´e dans le fichier du mode`le
conceptuel, la synthe`se des conse´quences d’une modification d’une variable est simple a`
envisager (a` condition que le fichier ne soit pas trop gros). La partie du flot de donne´es
ge´ne´re´e et imple´mente´e par le compilateur est quant a` elle moins susceptible d’eˆtre lue et
comprise par l’utilisateur, sauf pour de´verminer l’application ou le compilateur. Ainsi, si
le designer d’interaction ne sait pas exactement comment le flot de donne´es est ge´ne´re´ et
quelles seront les e´tapes interme´diaires pour arriver au re´sultat, il est suˆr que son calcul
sera bien effectue´ et respecte´.
Choix pre´mature´s (est-il ne´cessaire de faire des choix dont la modification est
couˆteuse)
Utiliser un compilateur graphique permet d’e´viter par nature des choix pre´mature´s. Par
exemple, changer l’environnement d’exe´cution peut eˆtre effectue´ a` n’importe quel moment
tout au long du processus de de´veloppement. De plus, la modification d’une proprie´te´ des
objets graphiques ne requiert qu’une recompilation pour eˆtre impacte´e sur l’application
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finale. Hayaku reposant sur un syste`me de feuilles de styles pour lier le mode`le graphique
des formes graphiques en elle-meˆme, nous pouvons aussi dire que le design graphique de
l’application peut eˆtre re´-e´crit plusieurs fois sans impacter sur la partie comportementale
de l’application. Cependant, la structure des graphismes ne doit pas changer trop souvent
puisque les diffe´rentes descriptions fournies se reposent en grande partie dessus (voir la
partie viscosite´ pour plus de de´tails).
E´valuation progressive
L’e´valuation d’une modification sur les graphismes est imme´diate ce qui permet de
modifier de fac¸on incre´mentale. Cependant, e´valuer la modification du comportement de
l’application ne´cessite de re-lancer le programme ge´ne´re´. Pour pallier ce proble`me, on
pourrait envisager d’externaliser le comportement dans un fichier annexe, et l’on pour-
rait avoir le meˆme me´canisme pour le comportement que pour le graphisme : lors d’un
changement, le fichier de comportement est relu et les modifications sont automatiquement
impacte´es.
Abstraction (types et disponibilite´ des me´canismes d’abstraction)
Hayaku repose sur un ensemble de fichiers e´crits en JSON pour abstraire le mode`le
graphique, les connexions avec les graphismes, et la sce`ne graphique finale. Cependant,
si ce langage est bien adapte´ pour repre´senter des donne´es abstraites, et permet aux
utilisateurs d’abstraire leurs applications, ce langage est mal adapte´ pour l’humain qui
doit l’e´crire dans son e´diteur de texte. En particulier, les connexions entre le mode`le
conceptuel et les graphismes fournis me´riteraient clairement d’eˆtre traite´es par un e´diteur
graphique puisqu’aujourd’hui cette taˆche est fastidieuse e´tant donne´e qu’il faut maintenir
les mises a` jour de part et d’autre a` la main.
Viscosite´ (re´sistance aux changements)
Le mode`le conceptuel requiert que tous les objets graphiques soient de´clare´s dans le
fichier JSON. Si un e´le´ment graphique est utilise´ plusieurs fois (comme une touche dans
le clavier logiciel), une modification du “prototype” va obliger a` propager la modification
dans toutes les instances de cet e´le´ment. Une solution a` ce proble`me de viscosite´ est
d’e´crire des petits scripts qui vont ge´ne´rer toutes les instances d’un prototype de´crit au
format JSON. Ce proble`me peut eˆtre conside´re´ comme une autre e´tape de la chaˆıne de
compilation, et aide donc a` abstraire les concepts du mode`le conceptuel des applications
a` concevoir.
Un changement dans le mode`le conceptuel doit eˆtre propage´ dans la description des
connexions et dans la description de la sce`ne. Un programmeur d’application rencontre
ce meˆme proble`me lorsqu’il ajoute un attribut dans une classe C++ : il faut modifier les
arguments du constructeur si l’attribut doit eˆtre parame´tre´ a` l’instanciation. De nombreux
me´canismes pour e´viter ce type de proble`me existent (par exemple l’introduction d’une
valeur par de´faut, ou diffe´rentes techniques de refactorisation), mais Hayaku ne le supporte
pas encore. De meˆme, une modification dans la structure des graphismes (une modification
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de la hie´rarchie des e´le´ments SVG) peut aussi avoir un impact non ne´gligeable sur la
description de la connexion entre le mode`le et le graphisme.
Visibilite´ (possibilite´ de voir facilement les composants)
Actuellement, la visibilite´ de la boˆıte a` outils est limite´e. Par exemple, la description des
e´le´ments au format JSON tend a` eˆtre relativement verbeuse et longue, ce qui a tendance
a` embrouiller la compre´hension exacte du fichier.
3.2 Premiers retours des designers d’applications in-
teractives
Le temps d’e´criture de l’application multi-touch fut tre`s court (une demi journe´e pour
l’application entie`re) et fut grandement facilite´e par le me´canisme d’abstraction. Le com-
portement multi-touch est simple et ne ne´cessite pas beaucoup de lignes de code. Nous
pouvons noter que Hayaku ne propose pas de bibliothe`que de reconnaissances de gestes,
et que nous avons duˆ nous baser directement sur les e´ve`nements bruts transmis par le
pe´riphe´rique.
Concernant le clavier logiciel, nous avons fourni Hayaku au designer original de ce
clavier. Nous lui avons alors demande´ de le re-cre´er. Le designer en question est habitue´
a` concevoir des graphismes mais aussi a` e´crire du code d’interaction.
Selon cet utilisateur, le premier point remarquable de la boˆıte a` outils est la fiabilite´
du rendu. La toolkit utilisant un compilateur graphique, le code de rendu final souffre
moins de compromis entre rapidite´ et puissance d’expression que les toolkits qu’il utilise
habituellement. Le rendu graphique de l’application interactive est ainsi tre`s proche du
rendu statique produit par un e´diteur vectoriel comme Inkscape ou Illustrator. Graˆce a`
l’utilisation de SVG et du compilateur graphique, le pouvoir d’expression du designer
graphique n’est potentiellement pas limite´.
Le designer a ainsi beaucoup appre´cie´ la puissance de description du mode`le, a` savoir
la possibilite´ de pouvoir acce´der a` toutes les proprie´te´s graphiques de tous les objets
et de de´crire les variables et leurs transformations. Ceci lui a permis de controˆler fine-
ment le comportement graphique des objets d’interface qu’il concevait. L’e´volution de
ces proprie´te´s peut eˆtre de´crite soit “relativement” a` une autre a` l’aide d’une expression
mathe´matique (similaire au concept de contraintes dans Garnet [Vander Zanden 01b]),
soit peut eˆtre transmise par la partie comportementale. Par exemple, le point d’ancrage
d’une touche de´pend de sa largeur ("FORM_X0": "(self.WIDTH - 100) / -2"). Puisque
la largeur de la touche de´pend de la distance au curseur, ce point d’ancrage est modifie´
automatiquement a` chaque mouvement du curseur.
Les entre´es-sorties de Hayaku ont e´te´ simplifie´es par le fait de tout conside´rer comme
un flot de donne´es, ce qui simplifie la gestion des entre´es-sorties pour le concepteur. Par
exemple, l’imple´mentation de la mise a` l’e´chelle globale du clavier n’a pas pris plus de 10
minutes, le temps de comprendre et imple´menter la solution qui consiste a` connecter les
deux variables screen width et screen height a` l’application. Ces connexions permettent
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au designer graphique de construire rapidement des interactions complexes tel que l’effet
“fish-eye” des touches.
Cependant, si le compilateur graphique et la boˆıte a` outils associe´e permettent de
faciliter l’e´criture d’une application hautement interactive, il existe encore des proble`mes :
tout d’abord, l’e´criture a` la main des fichiers sources concernant la description abstraite des
e´le´ments graphiques est fastidieuse. L’inte´grite´ et la cohe´rence entre les diffe´rents fichiers
doit eˆtre traite´e a` la main et introduit actuellement une lourdeur sur le de´veloppement de
l’application. Ensuite, le compilateur dans sa version actuelle ne supporte qu’un nombre
limite´ de formes graphiques (de l’ordre de quelques milliers) duˆ a` une mauvaise gestion
de la me´moire dans les phases interme´diaires de compilation.
3.3 Conclusion
Comme les premiers retours le montrent (surtout celui du clavier logiciel), le temps
de compilation est encore trop long pour favoriser la cre´ation. Hayaku est de´veloppe´e en
Python afin d’eˆtre rapidement de´veloppe´e, et beaucoup de portions de codes ne sont pas
optimise´es (notamment les parcours de graphes). Beaucoup d’optimisations pourraient
eˆtre re´alise´es afin d’ame´liorer ces lacunes de la boˆıte a` outils.
Les performances actuelles du code ge´ne´re´ par Hayaku est juge´ comme bon. Compte
tenu de la qualite´ produite, des temps de l’ordre de la dizaine de millisecondes ne nous
paraissent pas re´dhibitoires. Si je devais cre´er une application industrielle plus complexe
que les exemples pre´sente´s ici, je choisirais peut eˆtre de ne produire que certaines parties
de mon interface avec Hayaku et les parties trop critiques pourraient eˆtre code´es a` la
main. Beaucoup de travail pourrait eˆtre re´alise´ pour ame´liorer encore les performances de
rendu.
Enfin, les premiers retours des utilisateurs sont tre`s engageants et nous permettent
de penser que nous sommes dans la bonne voie pour le de´veloppement d’applications
graphiques interactives. Cependant, ces meˆmes retours sont critiques sur certains points,
et notamment la syntaxe fastidieuse du langage JSON utilise´ pour de´crire les diffe´rents
fichiers d’entre´e. Nous pensons re´gler ce proble`me dans le futur en cachant ces fichiers
a` l’utilisateur graˆce a` une interface graphique. Il est possible d’imaginer un e´diteur de
mode`le conceptuel qui se rapprocherait de la description d’un diagramme de classes, les
connections peuvent eˆtre repre´sente´es visuellement par des liens entre ces objets du mode`le
et les objets graphiques SVG, et la description de la sce`ne globale pourrait eˆtre aussi
repre´sente´e en temps re´elle.
Cette boˆıte a` outils n’est aujourd’hui qu’un prototype, une preuve de concept, mais
ne´anmoins elle permet de´ja` de re´aliser des applications graphiques riches. Pour pouvoir
conque´rir le monde des boˆıtes a` outils graphiques, Hayaku devrait tout d’abord finir
d’imple´menter l’ensemble de la se´mantique de SVG, ame´liorer encore ses performances
tant dans le temps de compilation que dans l’efficacite´ du code produit, et aussi ajouter
de nouveaux langages et plateformes de sortie.
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Les travaux pre´sente´s dans la partie pre´ce´dente nous ont montre´ qu’il e´tait possible
de re´aliser a` faible couˆt des applications graphiques interactives graˆce a` l’utilisation d’un
compilateur graphique. Ne´anmoins, si l’utilisation du compilateur graphique permet de
s’affranchir de nombreuses contraintes et permet un gain de temps non ne´gligeable, il reste
des cas ou` l’optimisation manuelle reste plus efficace. Nous avons aborde´ ce proble`me
au cours de la section 1.3.4 de la partie pre´ce´dente. Nous avions cherche´ a` inte´grer des
composants (un pie-menu) dans une application OpenGL e´crite et optimise´e a` la main.
Dans ce chapitre, nous pre´sentons des exemples de cas ou` l’optimisation manuelle ne peut
eˆtre remplace´e par le compilateur graphique.
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1.1 Description de l’application, des besoins
Nous avons re´alise´ un logiciel de visualisation et d’exploration de grande quantite´ de
donne´es multidimensionnelles : FromDaDy [Hurter 09]. L’objectif de l’application est d’af-
ficher et de manipuler un grand nombre de trajectoires (> 100000) en temps interactif.
Le logiciel est capable d’afficher plusieurs millions de donne´es, sans geˆner la boucle per-
ception/action. Cette section de´taille les principes de l’application FromDaDy qui permet
de faire de l’exploration de grande quantite´ de donne´es.
1.1.1 La configuration visuelle
FromDaDy utilise le me´canisme de flot de donne´es au travers d’un outil qui permet
a` l’utilisateur de dessiner des connexions entre les champs des donne´es et les variables
visuelles [Bertin 83] et ainsi cre´er des configurations visuelles. Par exemple, dans la partie
gauche de la figure 1.1, l’utilisateur a connecte´ la longitude avec l’axe X de la visualisation,
et la latitude avec l’axe Y de la visualisation.
Figure 1.1 – L’outil de configuration pour le design visuel (a` gauche) et le re´sultat (a`
droite).
L’utilisateur a aussi connecte´ le champ altitude de la base de donne´es sur la couleur des
lignes. La visualisation re´sultante produit une repre´sentation carte´sienne d’une journe´e de
trafic au dessus de la France, avec l’altitude code´e par la couleur (Figure 1.1 a` droite).
Ainsi, les lignes de couleur bleu correspondent aux avions qui ont vole´ dans des hautes
altitudes, et les lignes vertes aux avions qui ont vole´ dans les couches basses. L’utilisateur
peut aussi choisir de cliquer sur l’axe X ou Y directement sur la vue pour faire apparaˆıtre
un menu qui permet de changer la correspondance entre l’axe visuel et le champ de la
base de donne´es.
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1.1.2 La rotation “Rolling the Dice”
Les changements brutaux des axes d’une vue sont perturbants car ils empeˆchent l’util-
isateur de garder son attention sur une entite´ graphique. De ce fait, FromDaDy utilise une
animation similaire a` celle pre´sente´e dans “Rolling the Dice” [Elmqvist 08]. En d’autres
termes, une dimension de la vue est conserve´e lorsque l’autre change. Au lieu de sim-
plement interpoler les diffe´rentes positions de chacun des points qui constituent la vue,
FromDaDy re´alise une rotation autour de l’axe correspondant a` la dimension a` conserver,
en utilisant une troisie`me dimension dont l’axe est associe´ a` la nouvelle dimension a` vi-
sualiser (Figure 1.2). Cette animation donne de la se´mantique au mouvement des points,
ce qui permet a` l’utilisateur d’interpre´ter l’animation comme une rotation, et ainsi lui
permet de garder le focus sur une ou plusieurs entite´s visuelles pendant l’animation.
L’utilisateur peut controˆler manuellement la transition en cliquant sur un axe et en
bougeant verticalement (ou horizontalement selon l’axe choisi) le curseur de la souris
(Figure 1.2).
Figure 1.2 – L’utilisateur controˆle la transition entre la vue de dessus (Latitude, Lon-
gitude) et la vue verticale (Altitude, Longitude) en de´plac¸ant le curseur le long de l’axe
vertical.
1.1.3 Le brushing et la se´lection incre´mentale
L’utilisateur peut se´lectionner des sous-ensembles sur sa vue au moyen d’une technique
de pinceau (le brushing). La technique du brushing est une interaction qui permet a`
l’utilisateur de “peindre” les entite´s graphiques en utilisant un outil dont la taille et la
forme sont parame´trables par l’utilisateur [Becker 87]. Chaque trajectoire qui intercepte
la zone peinte lors du mouvement de la souris passe en mode se´lectionne´e, et devient grise.
La se´lection peut aussi eˆtre comple´te´e a posteriori (la touche “controˆle” e´tant enfonce´e),
ou peut aussi eˆtre e´lague´e graˆce au mode d’effacement du brush (la touche “majuscule”
e´tant presse´e). Notre imple´mentation laisse sur la vue finale le dessin de la zone peinte
afin que l’utilisateur puisse voir et se rappeler plus facilement comment la se´lection a e´te´
faite. Toutes les trajectoires qui coupent la zone peinte sont se´lectionne´es : modifier la
se´lection revient a` comple´ter ou effacer la zone peinte (Figure 1.3, premie`res vignettes).
Lorsque les touches “controˆle” ou “majuscule” sont enfonce´es, la taille de l’outil de
brush peut eˆtre ajuste´e a` l’aide de la molette de la souris. Si aucune de ces deux touches
n’est appuye´e, la molette de la souris permet d’utiliser la fonction de zoom sur la vue. La
combinaison du changement rapide entre le mode d’ajout et le mode de suppression de la
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se´lection, la visualisation de la zone peinte, la se´lection rapide du choix de la taille de la
brosse et le zoom centre´ souris permet a` l’utilisateur d’ope´rer une se´lection incre´mentale
rapide.
Figure 1.3 – Le brushing et le pick and drop de FromDaDy.
1.1.4 L’organisation des vues et le “Pick’n Drop”
Une session d’utilisation de FromDaDy commence par afficher une vue avec l’ensemble
des donne´es. Cette visualisation est parame´tre´e par de´faut pour chacun des ensemble de
donne´es (au premier lancement). Cette vue est incluse dans une feneˆtre et occupe alors
une cellule dans la grille virtuellement infinie qui s’e´tend a` partir des quatre coˆte´s de la
cellule.
Comme nous l’avons vu, l’utilisateur peut se´lectionner par la technique du brush une
sous-partie de ses donne´es. En appuyant sur la barre d’espace, il aspire (“Pick”) les don-
ne´es dans une nouvelle vue rattache´e au curseur de la souris (Figure 1.3). Les donne´es
aspire´es restent sous le curseur tant que l’utilisateur n’appuie pas une nouvelle fois sur la
barre d’espace. Il peut continuer d’interagir avec FromDaDy, et peut donc effectuer des
ope´rations de zoom et de translation sur les cellules disponibles.
En appuyant a` nouveau sur la barre d’espace, l’utilisateur laˆche (“Drop”) ses donne´es
sur la vue sous le curseur, ou sur une nouvelle si la cellule ne contenait pas de vue.
Graˆce au brushing et au paradigme du Pick’n Drop[Rekimoto 97], l’utilisateur peut
donc cre´er de nouvelles vues afin d’afficher d’autres repre´sentations de ses donne´es. L’u-
tilisateur de´truit une vue lorsqu’il extrait toutes les donne´es contenues dans une cellule.
1.2 Imple´mentation
L’imple´mentation d’un logiciel comme FromDaDy n’a pu eˆtre re´alise´ par notre com-
pilateur graphique. En effet, une des premie`res difficulte´s de FromDaDy est d’afficher un
grand nombre de trajectoires dynamiques, dans le sens ou le choix des dimensions est
fait a` l’exe´cution. Un deuxie`me proble`me est que les transformations en trois dimensions
(comme celle utilise´e par la rotation “Rolling the dice”) ne sont pas supporte´es par notre
compilateur graphique puisque le mode`le graphique est base´ sur SVG qui est fait pour des
dessins en deux dimensions. Enfin, la se´lection des trajectoires par picking demanderait
un gros travail sur le compilateur graphique et rien n’aurait garanti des performances
suffisamment e´leve´es.
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Travailler avec Hayaku nous aurait contraint a` imple´menter de nouvelles fonctionnal-
ite´s de bas niveau, et il aurait e´te´ difficile d’en de´velopper de nouvelles au fur et a` mesure
de l’avancement du projet. Pour toutes ces raisons, FromDaDy repose sur un moteur
d’exe´cution ad-hoc entie`rement de´porte´ sur la carte graphique. Le choix de de´porter le
moteur d’exe´cution vers la carte graphique est duˆ a` l’objectif principal de FromDaDy :
pre´senter le plus rapidement possible les donne´es a` l’utilisateur pour qu’il puisse interagir
avec.
1.2.1 La ge´ne´ration de la vue
Dessiner les donne´es en entre´e a` FromDaDy le plus rapidement possible requiert d’ef-
fectuer le moins d’e´changes possible entre le processeur central et le processeur graphique.
En effet re´aliser a` chaque rafraˆıchissement ces transferts d’informations ne´cessite une
bande passante non disponible. FromDaDy e´tant capable d’afficher plusieurs millions de
donne´es (sous forme de float), on ne peut se permettre de transfe´rer des centaines de
mega-octets a` chaque image.
Nous avons donc de´cide´ de ne transfe´rer qu’une seule fois ces informations vers la carte
graphique, au chargement de la base de donne´es. Afin de s’abstraire des notions d’e´chelle
entre les diffe´rentes donne´es, nous normalisons tous les champs de la base entre 0 et 1.
Nous cre´ons donc une zone me´moire sur la carte graphique dans laquelle nous transfe´rons
l’ensemble de la base de donne´es normalise´e.
Pour afficher les parame`tres visuels corrects, nous utilisons un vertex shader pour
affecter les champs de la base qui iront dans les parame`tres graphiques. La description
des parame`tres d’entre´e du vertex shader est ge´ne´re´e automatiquement en fonction des
donne´es disponibles. Cette description permet de spe´cifier la forme des donne´es inse´re´es
dans la carte graphique et cette structure de´pend des donne´es a` afficher (principalement
du nombre de champs par donne´e).
Les parame`tres graphiques sont commande´s depuis le processeur central en utilisant
des variables de type uniform. En sortie du vertex shader, le pipeline graphique rec¸oit les
coordonne´es des points a` dessiner (les vertices) dans l’espace e´cran, ainsi que les diffe´rents
parame`tres graphiques utilise´ pour le repre´sentation (la taille et la couleur) (Figure 1.4).
1.2.2 Dessiner des lignes ou des ronds
En sortie du vertex shader, n’est e´mis que le point courant dont les coordonne´es et les
parame`tres graphiques ont e´te´ extrait depuis la base de donne´es. L’e´tage suivant utilise´ par
FromDaDy est de ge´ne´rer d’autres vertices en fonction de ces parame`tres de configuration.
Dans le cas ou` l’utilisateur choisi de dessiner des points circulaires, le geometry shader
ge´ne`re alors 4 vertices (V0 a` V3 sur la Figure 1.5) par vertex en entre´e pour dessiner deux
triangles qui formeront la boite englobante du rond a` dessiner. Pour dessiner le rond, nous
utilisons le dernier e´tage programmable du pipeline graphique (le pixel shader). La carte
graphique calcule pour chacun des pixels a` dessiner la distance par rapport au centre de
la coordonne´e, et ne dessine le pixel que si la distance est supe´rieure a` 1.
Dessiner des lignes e´paisses avec des raccords ne´cessite un traitement plus complexe
de la part du geometry shader. Il s’agit cette fois de ge´ne´rer des triangles (figure 1.6) entre
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Figure 1.4 – Re´partition du travail dans FromDaDy : le CPU ne fait que du controˆle sur
les shaders embarque´s dans le processeur graphique.
Figure 1.5 – La technique de dessin des points dans FromDaDy.
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deux coordonne´es fournies. Pour re´aliser les raccords, nous nous sommes repose´s sur la
version points de l’affichage. Cependant, pour re´duire les calculs de tessellation effectue´s
par cette e´tape, nous avons de´cide´ de tracer des segments de trajectoire inde´pendamment
les uns des autres. Ceci pose un proble`me lorsque l’utilisateur choisit une repre´sentation
avec de la transparence. En effet, pour eˆtre suˆr qu’il n’y ait pas de“trous”entre les segments
de chaque trajectoire, le geometry shader e´crit a` chaque nœud de la trajectoire un point
de la taille souhaite´e (avec le mode points). Le rajout des polygones formant le segment
ajoute des arte´facts visuels puisque l’on “fonce” la transparence (la figure 1.6 donne un
bon exemple de ce type d’arte´fact). Le test de stencil permet de re´soudre ces arte´facts
visuels qui apparaissent. l’ide´e consiste a` ne pas redessiner sur un pixel qui correspond a`
la trajectoire courante.
Figure 1.6 – Diffe´rence entre le polygone ide´al et le polygone dessine´ par FromDaDy.
Le deuxie`me proble`me que nous avons rencontre´ se situe au niveau de la de´termination
des coordonne´es du polygone a` afficher pour combler le segment. Puisque la taille de
chacune des extre´mite´s du segment peut varier, la recherche des points de contact des
deux cercles et de leurs tangentes est trop couˆteuse (voir l’annexe C pour un de´tail des
calculs). Nous avons donc simplifie´ le proble`me en approximant le polygone ide´al (en rouge
sur la figure, passant par T1 et T2) par un polygone moins couˆteux a` calculer (le trape`ze
vert passant par T ′1 et T
′
2). Les coordonne´es du polygone ide´al sont les suivantes :
 ~O1T1 = R1 (R1−R2)¯O1O2 ~Ot ±R1
√
¯O1O2
2−(R1−R2)2
¯O1O2
~On
~O2T2 = R2
(R1−R2)
¯O1O2
~Ot ±R2
√
¯O1O2
2−(R1−R2)2
¯O1O2
~On
(1.1)
D’un autre coˆte´, les calculs de T ′1 et T
′
2 sont plus simples :
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{
~O1T ′1 = ±R1 ~On
~O2T ′2 = ±R2 ~On
(1.2)
On passe de 10 ope´rations par point de tangence (dont deux racines carre´es) a` seule-
ment une multiplication. La figure 1.6 pre´sente cette optimisation. Le polygone ide´al (en
rouge sur la figure) doit eˆtre tangent aux deux cercles. Nous avons choisi de tracer un
polygone plus simple (un trape`ze dont les droites paralle`les sont perpendiculaires a` la
direction de la ligne, en vert sur la figure). Cette optimisation cre´e des arte´facts visuels
(lorsque la diffe´rence de taille entre les deux extre´mite´s est trop importante), mais pour
le cas ge´ne´ral, cela ne geˆne pas l’utilisateur.
1.2.3 La rotation “Rolling the Dice”
Imple´menter la rotation “Rolling the Dice” est relativement simple. Les calculs d’af-
fichage sont re´alise´s sur la carte graphique. Cette rotation ayant lieu dans un espace a`
3 dimensions, la technique classique de rotation d’un objet dans l’espace fonctionne. Le
choix des variables a` affecter a` chacun des axes (X,Y,Z) est re´alise´e par le vertex shader
de´crit dans la sous-section 1.2.1.
1.2.4 Le Brush
Figure 1.7 – Fonctionnement interne du brush dans FromDaDy
La fonction de brush est imple´mente´e en trois passes (Figure 1.7). La premie`re passe
consiste a` mettre a` jour la zone peinte sur l’e´cran. Pour cela, on met a` jour une texture dans
laquelle est stocke´e l’ensemble des pixels qui forment la trace dessine´e par l’utilisateur.
Pour avoir une se´lection incre´mentale, on n’efface pas la texture d’une image sur l’autre.
Ceci permet de me´moriser les diffe´rents trace´s de l’utilisateur.
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La deuxie`me passe consiste a` de´terminer pour chacune des trajectoires (ou des points
dans le mode point) si elle (ou ils) intercepte la zone peinte dans le rendu final de la vue.
Chaque trajectoire (et chaque point) a un identifiant unique. Pour re´aliser l’ope´ration de
se´lection, il faut changer la texture de rendu (la render target) pour la remplacer par une
texture qui va contenir les e´tats de se´lection des lignes et des points. Chaque identifiant
traduit une coordonne´e et une seule dans cette texture. Les shaders mis en œuvre vont
e´crire un boole´en a` la coordonne´e lie´e a` l’identifiant (de trajectoire ou de point), qui
stipule si le trace´ intercepte la zone de brush. Une trajectoire se´lectionne´e est donc une
trajectoire dont l’un au moins de ses points intercepte la texture de brush.
Enfin, il faut garantir que la trajectoire n’est pas se´lectionne´e/de´se´lectionne´e au fur
et a` mesure des tests qui ont lieu le long de la trajectoire. Si le test est positif, on e´crase
la valeur pre´ce´dente (initialement a` 0), et si le test est ne´gatif, on ne modifie pas l’e´tat
courant (instruction discard).
La troisie`me et dernie`re passe de la se´lection consiste a` rendre la vue finale en appli-
quant un style diffe´rent (assombri ou pas) selon que la texture produite a` l’e´tape pre´ce´-
dente indique si la trajectoire a e´te´ se´lectionne´e ou pas.
Le brush tel que de´crit ci-dessus permet d’e´viter de re´aliser des transferts entre le
processeur central et la carte graphique. Ainsi, le processeur ne connaˆıt pas l’e´tat brushe´ ou
non des diffe´rentes trajectoires, mais le rendu en tient compte. L’utilisateur peut donc voir
en temps re´el le re´sultat de son brush, sur plusieurs centaines de milliers de trajectoires.
1.2.5 Le Pick and Drop
Les donne´es e´tant en permanence disponibles sur la carte graphique, le choix de
dessiner ou non dans une vue des trajectoires (ou des points de trajectoires) est re´al-
ise´ par l’utilisation d’un index (en me´moire centrale) sur ces donne´es. Le pick ou le drop
consiste a` mettre a` jour cet index en fonction des trajectoires se´lectionne´es. Il faut pour
cela re´cupe´rer la texture des index des trajectoires ge´ne´re´e par l’e´tape de brush (l’extraire
de la carte graphique pour la faire remonter dans la me´moire centrale), et faire les ope´ra-
tions logiques associe´es au pick ou au drop (respectivement exclusion ou union) sur l’index
des trajectoires de la vue courante.
1.2.6 Le rendu des diffe´rentes vues dans la grille
Pour que l’utilisateur puisse utiliser son espace de travail comme il le souhaite, il est
ne´cessaire d’avoir un rendu rapide quel que soit le nombre de vues affiche´es. Pour ne pas
pe´naliser les performances, nous utilisons un syste`me de rendu indirect (sauvegarder dans
une texture chacun des rendus). En effet, rendre directement chacune des vues de la grille
re´duit la vitesse de rendu au fur et a` mesure que le nombre de vues augmente. Nous
avons donc opte´ pour une mise en cache de chacune des vues de la grille. Ainsi, une vue
n’est mise a` jour que lorsqu’elle subit des modifications. Le reste du temps, on applique
simplement la texture dans laquelle le re´sultat a e´te´ stocke´.
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1.3 Conclusion
Au cours de ce chapitre, nous avons de´crit l’imple´mentation d’une application capable
d’afficher et de manipuler de grandes quantite´ de donne´es. Pour que l’utilisateur puisse
jouir d’une utilisation en temps interactif, nous avons eu recours a` l’utilisation au maxi-
mum de la carte graphique. Les principes mis en place ont e´te´ d’effectuer le maximum de
traitements en me´moire graphique, et de laisser le processeur central ne re´aliser que des
taˆches annexes et ponctuelles.
Nous pouvons aussi nous demander si un tel logiciel est re´alisable par une boˆıte a` outils
comme Hayaku. Compte tenu de l’avancement de l’e´tat actuel de Hayaku, la re´ponse est
ne´gative. En effet, Hayaku ne ge`re pas encore des optimisations graphiques tre`s agressives,
ni ne ge`re les multiprocesseurs. Cependant, nous ne pensons pas que de gros efforts sur
Hayaku permettraient de re´aliser de telles performances. Les choix mis en place dans
FromDaDy sont trop fins et spe´cifiques pour pouvoir eˆtre de´tecte´s automatiquement.
Cependant, comme de´crit dans la section 1.3.4 du chapitre 1 de la partie relative a`
Hayaku, il est the´oriquement possible d’inte´grer Hayaku avec FromDaDy. Hayaku per-
mettrait de re´aliser les modules d’interface non critiques en terme de performance (les
boutons, menus, affichages de textes, et autres). Cela soulagerait le moteur d’exe´cution
e´crit a` la main de FromDaDy. Le principal point nous empeˆchant de re´aliser ceci est un
proble`me de ressources pour coder : Hayaku ne contient pas encore de module de sortie
Direct3D. Il faudrait soit l’imple´menter, soit basculer FromDaDy en OpenGL, ce qui est
un travail e´norme.
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2.1 Proble`me
Ayant re´alise´ cette the`se dans le laboratoire de l’aviation civile franc¸aise, nous nous
sommes attele´s au proble`me du placement des e´tiquettes sur l’image radar pre´sente´e
aux controˆleurs ae´riens. Sur cette image, de nombreuses informations sont pre´sentes
[Tabart 07]. A` chacun des vols que le controˆleur a en charge, sont associe´es des infor-
mations graˆce a` une e´tiquette attache´e a` cette repre´sentation du vol (Figure 2.1). Le
principal proble`me inhe´rent a` cette juxtaposition d’information est qu’il ne faut pas que
l’e´tiquette en elle-meˆme masque un vol, y compris le sien, et qu’elle ne masque pas non
99
Chapitre 2. Cache de champ de force avec texture pour le placement d’e´tiquettes
plus une quelconque autre e´tiquette. Un autre proble`me vient du fait que l’image pre´sen-
te´e aux controˆleurs doit eˆtre continue d’une image sur une autre. Le controˆleur ne regarde
pas en permanence son image radar, et si les e´tiquettes sont de´place´es de manie`re trop
rapide, il risque de perdre ses repe`res, et cela augmentera sa charge cognitive.
Figure 2.1 – La come`te radar pre´sente´e aux controˆleurs ae´riens.
2.2 Description des besoins
Dans ce chapitre, nous pre´sentons un algorithme alternatif a` celui aujourd’hui utilise´
qui ne ne´cessite pas d’optimisations pour eˆtre efficace en terme de complexite´. Compte
tenu des exigences me´tiers, le placement des e´tiquettes doit satisfaire aux besoins suivants :
• il ne doit pas y avoir de recouvrement vis a` vis des autres e´tiquettes ni des autres
e´le´ments graphiques de l’image,
• le calcul du nouveau placement doit eˆtre re´alise´ en temps interactif,
• le placement des e´tiquettes d’une image sur une autre doit eˆtre continu,
• la distance entre l’e´tiquette et le point d’inte´reˆt doit eˆtre fixe,
• les e´tiquettes doivent eˆtre place´es en priorite´ sur certains axes, et plutoˆt derrie`re
l’avion,
• enfin la description de l’algorithme doit eˆtre simple.
2.3 Algorithmes existants
Dans la litte´rature, ce type de proble`me se nomme“point based labelling”, ou placement
d’e´tiquettes rattache´es a` un point. Ce proble`me est connu pour eˆtre NP-complet, et une
solution classique consiste a` utiliser un recuit simule´ [Christensen 95]. Le recuit simule´
e´tant une approche stochastique et base´e sur un grand nombre d’ite´rations, elle ne peut
pas s’effectuer en un temps acceptable pour l’interaction.
Une solution en temps plus acceptable est propose´ par [Luboschik 08]. Cette solution
est base´e sur l’utilisation du processeur graphique pour le calcul des positions des e´ti-
quettes, mais pre´sente l’inconve´nient de reposer sur un algorithme glouton et ne garanti
rien quant a` la continuite´ de l’affichage si les points d’attache des e´tiquettes bougent, ce
qui est le cas pour les avions que les controˆleurs ont en charge.
Pour pallier le proble`me de la continuite´ de placement, les algorithmes plus com-
mune´ment utilise´s reposent sur une “simulation physique”. Par exemple, un syste`me de
simulation a` base de ressorts ve´rifie deux a` deux chacune des paires d’e´tiquettes pour voir
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si elles ne se superposent pas. Cependant, un calcul de complexite´ montre que l’algorithme
sans optimisations est en O(n!), n e´tant le nombre d’e´tiquettes. Ceci pose un proble`me
lors du passage a` l’e´chelle : les temps de calculs augmentant exponentiellement, il est im-
pe´ratif de recourir a` des optimisations afin de conserver un temps de calcul raisonnable.
Les optimisations utilise´es permettent d’affiner la recherche des e´tiquettes environnantes
a` l’aide de structures locales comme des quadtree ou des Bounded Volume Hierarchy
(BVH). Ces optimisations sont plus couramment utilise´es pour la technique du lancer de
rayons [Gourmel 10].
Nous soutenons la the`se que ces optimisations complexifient la description de l’algo-
rithme ce qui ame`ne a` des difficulte´s pour maintenir l’algorithme mais aussi pour le certifier
afin de prouver qu’il ne risque pas de corrompre le syste`me. Enfin, ame´liorer le syste`me
actuel en autorisant l’utilisateur a` de´finir des zones d’attraction de forme quelconque pour
les e´tiquettes comme des zones militaires qui ne le concernent pas, ou en empeˆchant les
e´tiquettes de recouvrir certains objets graphiques est une ope´ration complexe car l’algo-
rithme des masses-ressorts est adapte´ a` des formes rectangulaires. En e´cartant l’aspect
quelconque de ces objets d’attraction/re´pulsion, on pourrait les mode´liser sous la forme
d’un ressort, mais on augmente alors le n de la complexite´ temporelle de l’algorithme.
2.4 Principes de l’imple´mentation GPU
Nous avons imple´mente´ un algorithme de placement d’e´tiquettes sur le processeur
graphique afin de simplifier la description, ce qui permet une adaptabilite´ a` des formes
quelconques. Le portage sur la carte graphique permet aussi d’ame´liorer les performances.
En effet, le processeur de calcul de la carte graphique d’un ordinateur (GPU) est plus
puissant en termes de puissance de calcul qu’un processeur central : les processeurs In-
tel core i7 tournent actuellement autour de (en 2011) 50 GFlops (Giga FLoating point
OPerations per Second) 12, tandis que les produits Nvidia Tesla C2050 sont autour du
Tera-Flops pour les calculs en simple pre´cision et 500 GFlops pour les calculs en double
pre´cision 13. Ceci est du au fait qu’un GPU est optimise´ pour re´aliser des traitements
paralle`les. Les technologies CUDA, OpenCL, ou encore Direct Compute permettent aux
applications non graphiques d’utiliser cette puissance.
Le proble`me de travailler avec la carte graphique est qu’elle n’est efficace que pour
re´aliser des traitements massivement paralle`les, et que l’algorithme a` base de masses
ressort ne l’est pas.
Imple´menter une simulation physique utilisant la gravite´ et des e´tiquettes ayant une
forme et un poids est re´alisable, mais gourmande en terme de performances meˆme pour
un processeur graphique [Liu 10]. Nous avons choisi de travailler avec des champs de
force locaux aux e´tiquettes [Hirsch 82].
Le principe ge´ne´ral est re´sume´ par la Figure 2.2. La re´alisation se fait en trois passes :
• La premie`re passe consiste a` e´crire dans une texture les diffe´rents champs de forces de
chacune des e´tiquettes (les grands rectangles sur la figure, les fle`ches noires repre´sen-
tent le champ de force associe´ a` chacune des e´tiquettes). Dans cette texture, nous
12. http://www.intel.com/support/processors/sb/cs-023143.htm
13. http://www.nvidia.com/object/product_tesla_C2050_C2070_us.html
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étiquettes
forces résultantes
Figure 2.2 – Calcul des forces de re´pulsions entre e´tiquettes par raste´risation.
codons la composante en x des forces dans les canaux rouge et vert, et la composante
en y dans les canaux bleu et alpha. Ces champs de forces sont dessine´s les uns apre`s
les autres avec une ope´ration de composition additive. Lors d’un rendu normal, la
composition sert a` re´aliser des ope´rations de transparence. Ici, l’ope´ration locale
utilise´e (une addition) permet de re´aliser la somme vectorielle des diffe´rentes forces.
• La deuxie`me passe consiste ensuite a` relire pour chacune des e´tiquettes la valeur
totale du champ de force compris sous elle-meˆme. E´tant donne´ que la valeur totale
du champ de force de chacune des e´tiquettes est nulle, si cette somme est non
nulle, cela signifie qu’une autre e´tiquette est venue se superposer a` la courante (zone
en rouge sur la figure). On obtient ainsi une force re´sultante (fle`che rouge pour
l’e´tiquette rouge, et bleue pour l’e´tiquette bleue) qui va permettre de repousser
l’e´tiquette vers une zone moins charge´e. A` cette force re´sultante s’ajoute la force de
rappel (mode´lise´e par un ressort) vers le point d’amarrage.
• La troisie`me passe est la phase d’affichage : apre`s la mise a` jour des positions des
diffe´rentes e´tiquettes, le processeur graphique trace les nouvelles e´tiquettes.
2.5 Gains
Dans cette section, nous pre´sentons ici les gains the´oriques et expe´rimentaux re´alise´s
par notre algorithme.
2.5.1 Simplicite´
Notre algorithme, tout comme l’algorithme a` base de masses-ressorts, est simple puisqu’il
est re´alise´ en 3 passes de calculs seulement. Ces deux algorithmes ne se diffe´rencient pas
dans leur pseudo code. Par contre, de`s que l’utilisateur final souhaite des formes quelcon-
ques comme zones attractives ou pour les e´tiquettes elles-meˆmes, notre algorithme est plus
simple. Il suffit en effet de calculer le champ de force de l’e´tiquette une fois pour toutes
au de´but de l’exe´cution. Par contre, pour les algorithmes n’utilisant pas un cache de tex-
ture, les calculs d’intersection sont re´alise´s par le processeur central, ce qui est couˆteux
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en calculs et complique´ a` mettre en œuvre.
Figure 2.3 – Capture d’e´cran d’une configuration de 30 e´tiquettes, sur un e´cran de
800x600 a` 121 images par secondes.
2.5.2 Performances
Tout d’abord, le point de´terminant est de savoir si l’algorithme “fonctionne”. Nous
avons affiche´ 300 e´tiquettes sur un e´cran ayant une re´solution de 1600x1050 sur une
machine comportant une carte graphique NVIDIA 8800M GTX (la Figure 2.3 pre´sente
une re´alisation avec moins d’e´tiquettes). Le taux de rafraˆıchissement est de 95 images par
secondes. Nous voyons ici qu’une carte graphique haut de gamme de 2008 est suffisante
pour re´aliser une telle imple´mentation.
Le principe de l’algorithme est d’utiliser la me´moire du processeur graphique qui est
disponible en grande quantite´ et qui est tre`s rapide. Ceci nous permet d’obtenir un algo-
rithme de complexite´ line´aire (en O(n), n e´tant le nombre d’e´tiquettes). Cette technique
utilise la rasterisation comme moyen de calcul [Cohen 93]. L’algorithme a` base de masses-
ressorts est en O(n!), ce qui nous permet de dire que notre algorithme est plus efficace en
calculs.
2.5.3 Utilisation de la me´moire
Les performances de calculs passent en O(n), mais ceci se traduit par une utilisation
beaucoup plus importante de la me´moire. En effet, la me´moire requise est O(cte), la
constante e´tant nombre de pixels affiche´s par l’application. Dans le cas pre´ce´dent, la
me´moire utilise´e est de l’ordre du nombre d’e´tiquettes, en O(n) donc. Cependant, la
constante utilise´e par notre algorithme est tre`s grande devant le nombre d’e´tiquettes
(plusieurs millions contre plusieurs centaines).
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2.5.4 Le proble`me est-il toujours NP-complet ?
Nous proposons un algorithme line´aire en fonction du nombre d’e´tiquettes, mais cela
ne remet en rien la complexite´ NP-complet du proble`me. En effet, les exigences de pro-
duction de l’algorithme diffe`rent des algorithmes cherchant la meilleure solution pour une
configuration donne´e. Dans notre cas, puisque nous travaillons sur une image interactive,
il nous importe peu d’obtenir cette meilleure solution. Tout se passe comme si l’algorithme
de recuit simule´ affinait en permanence son minimum local, tout en injectant de nouvelles
variables depuis l’exte´rieur. La recherche du minimum est continue tout au long de l’inter-
action, et l’utilisateur peut meˆme aider la machine en de´plac¸ant manuellement certaines
e´tiquettes.
2.6 De´tails techniques
Dans cette section, nous de´taillons les diffe´rents points qui nous ont semble´ eˆtre in-
te´ressants concernant l’imple´mentation technique.
2.6.1 Re´cupe´rer des donne´es depuis la carte graphique
Le premier point critique de ce travail est que l’on doit travailler avec la carte graphique
comme co-processeur. Pour cela, nous avons besoin de re´cupe´rer les re´sultats des diffe´rents
calculs re´alise´s par cette dernie`re. La litte´rature aborde de´ja` ce sujet [Harris 05], et nous
e´tudierons ces diffe´rentes techniques et leurs avantages et inconve´nients vis a` vis de notre
approche.
Tout d’abord, la premie`re possibilite´ offerte consiste a` faire un rendu dans une texture
et ensuite lire cette texture. Cette technique pre´sente l’inte´reˆt d’eˆtre facile a` mettre en
œuvre, puisque c’est l’utilisation normale du pipeline graphique. Cependant nous avons
rencontre´ des proble`mes en utilisant cette technique lors de la mise au point des diffe´rents
programmes, puisqu’elle exige un placement exact des diffe´rents fragments de sortie. Si
ce placement est fait de manie`re approximative, il n’y a aucun moyen de ve´rifier que le
processeur graphique re´alise correctement ces calculs puisque l’unite´ de rasterisation, bien
qu’elle soit de´sactivable, introduit un biais dans les valeurs de sortie.
La deuxie`me approche possible consiste a` ne plus utiliser le pipeline graphique pour
re´aliser ces calculs, mais une autre API de programmation telle que CUDA, OpenCL ou
Direct Compute. Ce choix avait e´te´ fait pour la premie`re imple´mentation de l’algorithme,
qui avait e´te´ entie`rement code´ en CUDA 1.0. Pour des questions de portabilite´ de code
(OpenCL n’e´tait pas encore disponible) sur diffe´rents mate´riels, nous n’avons pas continue´
nos travaux dans cette direction.
2.6.2 Shaders employe´s
Afin de re´aliser l’algorithme en version pipeline graphique, nous avons duˆ utiliser
plusieurs shaders (un groupe de shaders par passe de l’algorithme). Le shader principal
sur lequel repose l’algorithme est le geometry shader re´alisant le calcul du de´placement.
Ce shader est fournit dans le listing 2.1.
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Listing 2.1 – Le code du geometry shader permettant de calculer l’offset de chacune des
e´tiquettes
#ve r s i on 150
#extens ion GL EXT geometry shader4 : enable
uniform uniformData {
mat4 pro j e c t i on mat r i x ;
mat4 modelview matrix ;
vec2 s c r e enS i z e ;
vec2 headSize ;
vec2 l a b e l S i z e ;
} Uniforms ;
in inputGeomT {
vec4 t rueLabe lPos i t i on ;
vec4 trueHeadPos i t ion ;
vec4 head ;
vec4 c o l o r ;
vec2 s i z e ;
vec2 headSize ;
vec4 p ick ingCo lor ;
vec4 pickingHeadColor ;
f loat name ;
} inputGeom [ ] ;
uniform int lenVBO = 100 ;
uniform sampler2D backbuf f e r ;
uniform f loat dRessort = 100 ;
out outputT {
vec4 c o l o r ;
vec4 p ick ingCo lor ;
} output ;
void main (void )
{
vec2 o f f s e t ;
for ( int i = 0 ; i < g l V e r t i c e s I n ; ++i )
{
f loat re su l tX = 1 . 0 ;
f loat re su l tY = 1 . 0 ;
ivec2 s i z eBackBuf f e r = t ex tu r eS i z e ( backbuf fer , 0 ) ;
for ( int dx = −int ( Uniforms . l a b e l S i z e . x ) / 2 + 1 ; dx <= int ( Uniforms . l a b e l S i z e . x ) / 2 − 1 ; dx++)
{
for ( int dy = −int ( Uniforms . l a b e l S i z e . y ) / 2 + 1 ; dy <= int ( Uniforms . l a b e l S i z e . y ) / 2 − 1 ; dy++)
{
vec2 coord = clamp ( inputGeom [ i ] . t rueLabe lPos i t i on . xy + vec2 (dx , dy ) + s i zeBackBuf f e r / 2 ,
vec2 ( 0 , 0 ) , s i z eBackBuf f e r − 1 ) ;
coord = coord / s i z eBackBuf f e r ;
vec4 c o l o r = textureLod ( backbuf fer , coord , 0 ) ;
coord = coord / s i z eBackBuf f e r ;
vec4 c o l o r = textureLod ( backbuf fer , coord , 0 ) ;
r e su l tX += c o l o r . r ;
r e su l tX −= c o l o r . g ;
r e su l tY += c o l o r . b ;
re su l tY −= c o l o r . a ;
}
}
f loat d = dRessort − d i s t ance ( inputGeom [ i ] . t rueLabe lPos i t i on . xy , inputGeom [ i ] . t rueHeadPos it ion . xy ) ;
i f (d∗d < 4){
d = 0 ;
}
d /= 2.0 f ;
vec2 r e s s o r t = vec2 ( 1 . 0 , 1 . 0 ) ;
// which s i d e ?
r e s s o r t += s ign ( inputGeom [ i ] . t rueLabe lPos i t i on . xy − inputGeom [ i ] . t rueHeadPos i t ion . xy ) ∗ d ;
g l P o s i t i o n = vec4 ( ( 2 . 0 ∗ inputGeom [ i ] . name + 1 . 0 ) / ( 2 . 0 ∗ lenVBO) ∗ 2 .0 − 1 . 0 , −0.5 , 0 , 1 ) ;
output . c o l o r = vec4 ( resultX , resultY , r e s s o r t . x , r e s s o r t . y ) / 2 . 0 ;
EmitVertex ( ) ;
EndPrimitive ( ) ;
}
EndPrimitive ( ) ;
}
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2.7 Conclusion
Nous avons pre´sente´ ici un algorithme original de placement d’e´tiquettes qui utilise la
raste´risation pour effectuer ces calculs. Notre de´marche a consiste´ a` repenser la description
de l’algorithme plutoˆt que de travailler les optimisations. Les inte´reˆts de notre algorithme
sont multiples :
• l’algorithme est simple a` comprendre, donc a` maintenir et a` faire e´voluer,
• l’algorithme est line´aire en fonction du nombre d’e´tiquettes, ce qui lui permet de
passer facilement a` l’e´chelle en rajoutant de nouveaux points d’inte´reˆts,
• l’algorithme peut eˆtre utilise´ pour des formes d’e´tiquettes quelconques : il suffit de
calculer la somme totale des forces d’une e´tiquettes seule, et de la retrancher lors
du calcul de la force s’exerc¸ant dessus,
• enfin, les e´tiquettes peuvent aussi avoir subi des transformations quelconques.
Nous pensons que cet algorithme trouvera sa place dans un logiciel comme FromDaDy,
et nous pensons l’incorporer dans une prochaine version. En effet, un tel algorithme per-
met d’augmenter l’interactivite´ du placement des e´tiquettes, en ajoutant par exemple des
contraintes manuelles sans pe´naliser les performances.
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Conclusion et perspectives
Le domaine de la conception d’applications graphiques interactives est encore peu in-
strumente´ et pose des proble`mes concernant les e´volutions des futurs syste`mes interactifs.
Les travaux que nous avons mene´s portent tant sur la de´marche de conception de ces
applications que sur des proce´de´s techniques d’optimisation.
Rappel de la proble´matique
La premie`re partie de ce manuscrit propose une description des outils et des me´thodes
mises a` la disposition des concepteurs d’applications graphiques interactives. Nous avons
de´crit les proble`mes d’inte´gration du designer graphique dans le cycle de conception de
l’application. Nous en avons conclu que le designer ne pouvait pas re´aliser directement des
conceptions et qu’il devait pour cela reposer sur un programmeur d’interaction externe.
Ceci est en contradiction avec le de´veloppement ite´ratif qu’il est ne´cessaire de mettre en
œuvre pour de´velopper une application interactive.
La de´marche
Notre de´marche concernant la me´thode de conception des applications graphiques
interactives a` consiste´ a` comparer le processus de de´veloppement a` une chaˆıne de compi-
lation. Nous avons e´mit le postulat que ces deux processus e´taient proches et qu’il e´tait par
conse´quent possible de produire un compilateur graphique. L’avantage principal d’utiliser
un compilateur graphique est de se´parer description, imple´mentation et optimisations.
Nous avons produit une preuve de concept d’un compilateur graphique et l’avons inclus
dans une boˆıte a` outils, Hayaku. Nous avons ensuite valide´ cette ide´e sur diffe´rents sce´-
narios de manie`re a` tester les diffe´rents points de cette approche. Lors du de´veloppement
de ces sce´narios, nous avons demande´ a` un designer graphique habitue´ a` travailler avec
des boˆıtes a` outils graphique et a` produire du code d’interaction de tester Hayaku. Ces
tests nous ont permis d’e´valuer notre approche et d’en voir les limites.
La deuxie`me partie de nos travaux a` consiste´ a` appliquer la se´paration de la description
des optimisations au travers de deux cas d’utilisations. Dans le premier, nous avons cherche´
a` optimiser au maximum l’affichage d’un gros volume de donne´es. Dans le deuxie`me, nous
avons ame´liore´ un algorithme en simplifiant la description de la proble´matique.
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Les apports
Le principal re´sultat de nos travaux est le fait qu’il est possible, dans une certaine
mesure, de se´parer description, imple´mentation et optimisations pour le graphisme in-
teractif. Cette se´paration des concepts permet d’obtenir diffe´rents effets positifs sur le
processus de de´veloppement des applications graphiques interactives. Tout d’abord, le
designer graphique peut s’impliquer dans ce processus puisqu’il dispose d’outils lui per-
mettant de produire rapidement son application finale. Ainsi, il peut controˆler lui-meˆme
la production des interactions. Son me´tier devient alors celui du designer d’interactions.
Ensuite, puisque le travail de re´alisation des optimisations est re´alise´ une fois pour toute
par des experts au sein du compilateur graphique, le rendu final peut eˆtre ame´liore´ par
des techniques plus couˆteuses exploitant les capacite´s du moteur de rendu. Ainsi, Hayaku,
la boˆıte a` outils que nous avons de´veloppe´ comme preuve de concept pre´sente un rendu
quasi-identique a` celui re´alise´ statiquement par les logiciels de dessins des designers. La
re´alisation de ce compilateur permet aussi une plus grande re´utilisation des designs pro-
duits. En changeant le module de sortie du compilateur graphique, il est possible de
changer le langage mais aussi le moteur de rendu. Porter une application sur diffe´rentes
plateformes est ainsi possible facilement. Ce principe nous permet aussi d’envisager une
meilleur robustesse aux changements technologiques.
Nos travaux sur les optimisations manuelles nous ont amene´ a` produire un logiciel
d’exploration de grande quantite´ de donne´es multidimensionnelles. Nous avons produit
un logiciel capable d’afficher et de manipuler plusieurs millions d’informations par un
humain. Optimiser ce logiciel a permis aux utilisateurs finaux de pouvoir interagir de
manie`re naturelle avec leur donne´es.
Nous avons aussi repense´ un algorithme dont la complexite´ semblait devenir de plus
en plus difficile a` ge´rer. Cet algorithme est le placement des e´tiquettes sur une image
radar. Nous avons montre´ qu’en changeant la description du proble`me et en utilisant
la me´moire graphique, nous sommes capables de passer d’un algorithme en O(n!) en
calculs a` une version en O(n). En outre notre description du proble`me est plus simple
pour l’inte´gration d’autres e´le´ments exte´rieurs impactant la position des e´tiquettes, et
nous permet d’imaginer de nouveaux paradigmes d’interaction pour les utilisateurs finaux,
comme par exemple, la de´finition de zones sans e´tiquettes avec une interaction de type
“brushing”.
Limites et perspectives
Nos travaux sur la de´marche de conception des syste`mes graphiques interactifs nous
ont montre´ que notre approche permettait une bonne implication du designer dans la de-
scription de l’interaction. Cependant, l’imple´mentation utilise´e, et notamment le langage
mis a` la disposition de l’utilisateur final est difficilement accessible pour un novice. En ef-
fet, il y a un couplage fort entre les fichiers de de´finition des classes graphiques, du mode`le
conceptuel, et des connexions. Ce couplage doit eˆtre traite´ “a` la main” lors de l’e´criture de
ces trois fichiers ce qui est fastidieux pour le designer d’interaction. De plus, ces fichiers
devant eˆtre e´crits dans le langage JSON, cette e´tape est d’autant plus difficile en raison
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des messages d’erreurs peu explicite lors de l’analyse lexicale ou syntaxique.
Une solution permettant de contourner ces deux proble`mes (couplage fort et langage
nouveau pour le designer d’interaction) serait de concevoir un atelier inte´gre´ de concep-
tion sous la forme d’une application graphique faisant une interface entre le designer
d’interaction et la production de ces fichiers.
Un deuxie`me proble`me releve´ lors de la cre´ation des fichiers de sce`nes est lie´ a` l’e´criture
fastidieuse (car re´pe´titive) des diffe´rents objets et de leur placement sur la sce`ne globale.
Ce proble`me a e´te´ contourne´ au cours de ces travaux par l’e´criture de scripts ge´ne´rant
ces fichiers. Cependant, il est tre`s de´licat de demander a` un designer d’interaction d’e´crire
de tels scripts, et une solution telle que pre´sente´e pre´ce´demment (l’atelier de conception)
permettrait de re´soudre aussi ce proble`me. La principale difficulte´ de cette partie de l’ate-
lier re´side entre autre dans la facilite´ avec laquelle le designer d’interaction sera capable
de spe´cifier la re´pe´tition des objets (par exemple les touches du clavier logiciel). Il semble
obligatoire de re´aliser une e´tude approfondie des besoins de l’utilisateur final dans ce cas.
Une perspective introduite par la se´paration de la description des graphismes vis a` vis
des re`gles de production consiste a` pouvoir re´aliser des preuves formelles sur les transfor-
mations. Ceci est tre`s inte´ressant dans des contextes tre`s exigeants tels ceux des applica-
tions embarque´es dans les cockpit d’avion.
Un autre point que nous pouvons relever avec notre de´marche d’instrumentisation de
la conception des syste`mes graphiques interactifs est le fait que nous ayons laisse´ volon-
tairement de coˆte´ la spe´cification du code de´crivant l’interaction. En effet, l’interaction
est aujourd’hui exprime´e au travers de fonctions d’un programme informatique, et cela
ne´cessite donc des compe´tences non ne´cessairement mobilisables par un designer d’inter-
action. Il pre´fe`rera sans doute spe´cifier le comportement de manie`re visuelle (soit comme
dans Aritistic Resizing [Dragicevic 05], soit comme dans l’outil Flash d’Abobe), et cela
vient donc s’ajouter a` la liste des exigences de l’atelier de conception.
Finalement, nos expe´riences d’optimisations de syste`mes graphiques interactif nous
laissent supposer qu’il reste toujours des optimisations qui devront eˆtre re´alise´es a` la main
par un programmeur expert. Nous pensons qu’un logiciel comme FromDaDy ou l’imple´-
mentation de l’algorithme de placement des e´tiquettes propose´ ne peuvent eˆtre re´alise´s
que manuellement. Par contre, certaines parties de l’interface de FromDaDy pourraient
eˆtre produites par une boˆıte a` outils comme Hayaku. Ceci permettrait aux concepteurs
de se focaliser uniquement sur les points critiques du syste`me tout en be´ne´ficiant d’une
interface graphiquement riche et facilement modifiable. De meˆme, on peut imaginer une
ge´ne´ralisation de notre algorithme de placement des e´tiquettes qui serait imple´mente´e
dans Hayaku et qui permette de spe´cifier des contraintes de non-recouvrement entre des
items graphiques.
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Annexe A
De´tails de l’application multitouch
re´alise´e avec Hayaku
Figure A.1 – Une application multi-touch simple.
Dans cette annexe, nous fournissons l’ensemble des fichiers permettant de faire tourner
notre application multitouch dont le visuel est pre´sente´ Figure A.1.
A.1 Les classes graphiques
Tout d’abord, le designer d’interaction produit les classes graphiques de la Figure A.2.
Chacun des groupes est nomme´ graˆce au champ id de SVG.
Listing A.2 – le source du fichier demo.svg.
<?xml version=”1.0 ” encoding=”UTF−8” standalone=”no ”?>
< !−− Created w i th Ink scape ( h t t p : //www. in k s cape . org /) −−>
<svg
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Figure A.2 – Les classes graphiques de l’application multitouch.
xmlns:dc=”ht tp : // pur l . org /dc/ elements /1 .1/ ”
xmlns :cc=”ht tp : // creativecommons . org /ns#”
xmlns : rd f=”ht tp : //www. w3 . org /1999/02/22− rdf−syntax−ns#”
xmlns:svg=”ht tp : //www. w3 . org /2000/ svg ”
xmlns=”ht tp : //www. w3 . org /2000/ svg ”
xmlns : sod ipod i=”ht tp : // sod ipod i . s ou r c e f o r g e . net /DTD/ sodipodi −0.dtd ”
xmlns : inkscape=”ht tp : //www. inkscape . org /namespaces/ inkscape ”
width=”810 ”
he ight=”610.00012 ”
id=”svg2 ”
s o d i p o d i : v e r s i o n=”0.32 ”
i n k s c a p e : v e r s i o n=”0.47 r22583 ”
sodipodi :docname=”demo . svg ”
ink s cape : ou tpu t ex t en s i on=”org . inkscape . output . svg . inkscape ”
version=”1.0 ”>
<g i n k s c a p e : l a b e l=”Calque 1 ”
inkscape:groupmode=” l aye r ”
id=” laye r1 ”
transform=” t r a n s l a t e (231 .91373 ,168 .79994) ”>
<g id=”g3244 ”
transform=” t r a n s l a t e (380.58627 ,−16.299943) ”>
<r e c t ry=”3 ” rx=”3 ” y=”−150” x=”−200” he ight=”295 ” width=”395 ” id=”rect3242 ”
s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<g id=”happy”
transform=” t r a n s l a t e (−2.1213203 ,0) ”>
<path sod ipod i : t ype=”arc ”
s t y l e=” f i l l : #f f e b 5 e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:10 ; stroke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”path2419 ”
sod ipod i : c x=”0 ” sod ipod i : c y=”0 ”
s o d i p o d i : r x=”100 ” s o d i p o d i : r y=”100 ”
d=”M 100 ,0 A 100 ,100 0 1 1 −100 ,1.2246064e−14 A 100 ,100 0 1 1 100 ,−2.4492127e−14 z ” />
<g transform=”matrix (0 ,1 ,−1 ,0 ,0 ,0) ”
id=”text3191 ”>
<path d=”m −49.547943 ,−47.228588 17.514648 ,0 0 ,21 .083984 −17.514648 ,0 0 ,−21.083984 m
0 ,66 .821289 17.514648 ,0 0 ,14 .277344 −13.613281 ,26.5625 −10.708008 ,0 6.806641 ,−26.5625 0 ,−14.277344 ”
id=”path2859 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 1 ; s t roke :none ; stroke−opac i t y : 1 ” />
</g>
<r e c t s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”rect3195 ”
width=”12.374369 ” he ight=”39.59798 ”
x=”−6.5996556 ” y=”−14.999011 ”
rx=”3 ” ry=”3 ” />
<path sod ipod i : t ype=”arc ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:3 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”path3197 ”
sod ipod i : c x=”−17.147339 ” sod ipod i : c y=”90.890663 ”
s o d i p o d i : r x=”50.027805 ” s o d i p o d i : r y=”29.698484 ”
d=”M 32.880466 ,90 .890663 A 50.027805 ,29 .698484 0 0 1 −67.155763 ,91.717248 ”
transform=” t r a n s l a t e (17.088421 ,−53.563769) ”
s o d i p o d i : s t a r t=”0 ” sod ipod i : end=”3.1137565 ”
sod ipod i : open=”true ” />
</g>
</g>
<g id=”g3280 ”
transform=” t r a n s l a t e (−29.413732 ,−16.299943) ”>
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<r e c t s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”rect3258 ”
width=”395 ” he ight=”295 ”
x=”−200” y=”−150” rx=”3 ” ry=”3 ” />
<g id=”sad”>
<path d=”M 100 ,0 A 100 ,100 0 1 1 −100 ,1.2246064e−14 A 100 ,100 0 1 1 100 ,−2.4492127e−14 z ”
s o d i p o d i : r y=”100 ” s o d i p o d i : r x=”100 ”
sod ipod i : c y=”0 ” sod ipod i : c x=”0 ”
id=”path3208 ”
s t y l e=” f i l l : #a e e a f f ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:10 ; stroke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
sod ipod i : t ype=”arc ” />
<g transform=”matrix (0 ,1 ,−1 ,0 ,0 ,0) ”
id=”text3210 ”>
<path d=”m −48.275871 ,21.663769 17.514648 ,0 0 ,21 .083984 −17.514648 ,0 0 ,−21.083984 m
0 ,−66.821289 17.514648 ,0 0 ,21 .083984 −17.514648 ,0 0 ,−21.083984 ”
id=”path2867 ”
s t y l e=”s t roke :none ; f i l l : #000000; f i l l −opac i t y : 1 ” />
</g>
<r e c t ry=”3 ” rx=”3 ” y=”−13.726933 ” x=”−4.6707234 ”
he ight=”39.59798 ” width=”12.374369 ”
id=”rect3214 ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<path sod ipod i : open=”true ”
sod ipod i : end=”3.1137565 ” s o d i p o d i : s t a r t=”0 ”
transform=”matrix (1 ,0 ,0 , −1 ,19 .017353 ,159 .18812) ”
d=”M 32.880466 ,90 .890663 A 50.027805 ,29 .698484 0 0 1 −67.155763 ,91.717248 ”
s o d i p o d i : r y=”29.698484 ” s o d i p o d i : r x=”50.027805 ”
sod ipod i : c y=”90.890663 ” sod ipod i : c x=”−17.147339 ”
id=”path3216 ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:3 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
sod ipod i : t ype=”arc ” />
</g>
</g>
<g id=”g3271 ”
transform=” t r a n s l a t e (−29.742159 ,295.55802) ”>
<r e c t ry=”3 ” rx=”3 ” y=”−150” x=”−200”
he ight=”295 ” width=”395 ”
id=”rect3260 ”
s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<g id=”question”>
<path sod ipod i : t ype=”arc ”
s t y l e=” f i l l : #d200df ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:10 ; stroke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”path3220 ”
sod ipod i : c x=”0 ” sod ipod i : c y=”0 ”
s o d i p o d i : r x=”100 ” s o d i p o d i : r y=”100 ”
d=”M 100 ,0 A 100 ,100 0 1 1 −100 ,1.2246064e−14 A 100 ,100 0 1 1 100 ,−2.4492127e−14 z ” />
<g id=”text3222 ”>
<path d=”m −82.169037 ,−54.697338 44.741211 ,0 0 ,13 .613281 −44.741211 ,0 0 ,−13.613281 ”
id=”path2862 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 1 ; s t roke :none ” />
<path d=”m 33.377838 ,−54.697338 44.741211 ,0 0 ,13 .613281 −44.741211 ,0 0 ,−13.613281 ”
id=”path2864 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 1 ; s t roke :none ” />
</g>
<r e c t s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”rect3226 ”
width=”12.374369 ” he ight=”39.59798 ”
x=”−6.5996556 ” y=”−10.999011 ” rx=”3 ” ry=”3 ” />
<g id=”g3361 ”>
<path sod ipod i : t ype=”arc ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:3 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”path3357 ”
sod ipod i : c x=”−17.147339 ” sod ipod i : c y=”90.890663 ”
s o d i p o d i : r x=”25 ” s o d i p o d i : r y=”15 ”
d=”M 7.8526611 ,90 .890663 A 25 ,15 0 0 1 −42.137654 ,91.308152 ”
transform=”matrix (0 .9800085 ,0 .1989558 ,−0.1989558 ,0 .9800085 ,11 .341165 ,−35.933771) ”
s o d i p o d i : s t a r t=”0 ” sod ipod i : end=”3.1137565 ”
sod ipod i : open=”true ” />
<path sod ipod i : open=”true ”
sod ipod i : end=”3.1137565 ” s o d i p o d i : s t a r t=”0 ”
transform=”matrix (0 .9800085 ,0 .1989558 ,0 .1989558 , −0 .9800085 ,24 .150267 ,152 .28376) ”
d=”M 7.8526611 ,90 .890663 A 25 ,15 0 0 1 −42.137654 ,91.308152 ”
s o d i p o d i : r y=”15 ” s o d i p o d i : r x=”25 ”
sod ipod i : c y=”90.890663 ” sod ipod i : c x=”−17.147339 ”
id=”path3359 ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:3 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
sod ipod i : t ype=”arc ” />
</g>
</g>
</g>
<g id=”g3262 ”
transform=” t r a n s l a t e (380 .58627 ,293 .70016) ”>
<r e c t ry=”3 ” rx=”3 ” y=”−150” x=”−200”
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he ight=”295 ” width=”395 ”
id=”rect3255 ”
s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<g id=”sun”>
<path sod ipod i : t ype=”s t a r ”
s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”path3365 ”
s o d i p o d i : s i d e s=”8 ”
sod ipod i : c x=”611.6474 ” sod ipod i : c y=”455.85083 ”
s o d i p o d i : r 1=”174.00287 ” s o d i p o d i : r 2=”87.001427 ”
sod ipod i : a r g1=”0.7796511 ” sod ipod i : a r g2=”1.1723502 ”
i n k s c a p e : f l a t s i d e d=” f a l s e ” inkscape : rounded=”0 ” inkscape : randomized=”0 ”
d=”M 735.39108 ,578 .1803 L 645 .40279 ,536 .037 L 612 .6474 ,629 .85083 L 578 .81588 ,536 .41968 L
489 .31793 ,579 .59451 L 531 .46123 ,489 .60622 L 437 .6474 ,456 .85083 L 531 .07855 ,423 .01931 L
487 .90372 ,333 .52136 L 577 .89201 ,375 .66466 L 610 .6474 ,281 .85083 L 644 .47892 ,375 .28198 L
733 .97687 ,332 .10715 L 691 .83357 ,422 .09544 L 785 .6474 ,454 .85083 L 692 .21625 ,488 .68235 L
735 .39108 ,578 .1803 z ”
transform=” t r a n s l a t e (−612.5 ,−455.42903) ” />
<path d=”M 100 ,0 A 100 ,100 0 1 1 −100 ,1.2246064e−14 A 100 ,100 0 1 1 100 ,−2.4492127e−14 z ”
s o d i p o d i : r y=”100 ” s o d i p o d i : r x=”100 ”
sod ipod i : c y=”0 ” sod ipod i : c x=”0 ”
id=”path3232 ”
s t y l e=” f i l l : #7ae685 ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:10 ; stroke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
sod ipod i : t ype=”arc ” />
<g id=”text3234 ”>
<path d=”m −30.349972 ,−55.979565 16 .96875 ,17 .40625 −6.28125 ,0 −13.75 ,−12.34375 −13.75 ,12.34375
−6.28125 ,0 16.96875 ,−17.40625 6 .125 ,0 ”
s t y l e=”font−s i z e : 6 4 p x ; f i l l : #000000; f i l l −opac i t y : 1 ; s t roke :none ”
id=”path2870 ” />
<path d=”m 43.650028 ,−55.979565 16 .96875 ,17 .40625 −6.28125 ,0 −13.75 ,−12.34375 −13.75 ,12.34375
−6.28125 ,0 16.96875 ,−17.40625 6 .125 ,0 ”
s t y l e=”font−s i z e : 6 4 p x ; f i l l : #000000; f i l l −opac i t y : 1 ; s t roke :none ”
id=”path2872 ” />
</g>
<r e c t ry=”3 ” rx=”3 ” y=”−11.999011 ” x=”−2.5996556 ”
he ight=”39.59798 ” width=”12.374369 ”
id=”rect3238 ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:5 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<path sod ipod i : open=”true ”
sod ipod i : end=”3.1137565 ” s o d i p o d i : s t a r t=”0 ”
transform=” t r a n s l a t e (21.088421 ,−50.563769) ”
d=”M 32.880466 ,90 .890663 A 50.027805 ,29 .698484 0 0 1 −67.155763 ,91.717248 ”
s o d i p o d i : r y=”29.698484 ” s o d i p o d i : r x=”50.027805 ”
sod ipod i : c y=”90.890663 ” sod ipod i : c x=”−17.147339 ”
id=”path3240 ”
s t y l e=” f i l l : n o n e ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:3 ; s troke−l i n e cap : r ound ;
stroke−l i n e j o i n : r o u n d ; stroke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
sod ipod i : t ype=”arc ” />
</g>
</g>
</g>
</ svg>
A.2 Le mode`le conceptuel
Le mode`le conceptuel est pre´sente´ dans le listing A.3. Les quatres objets Object 0 a`
Object 3 he´ritent tous de la classe PastilleCommune.
Listing A.3 – Imple´mentation des items multi-touch a` l’aide de la syntaxe JSON (fichier
smileys model.json).
{
”model ”: ”SMILEYS” ,
”classes ”: [ {
”name”: ” PastilleCommune ” ,
”extends ”: null ,
”attributes ”: {
”X0 ”: ” v int ” ,
”Y0 ”: ” v int ” ,
”SCALE”: ” v f l o a t ” ,
”ROTATION”: ” v f l o a t ” ,
”Z−ORDER”: ” v f l o a t ” ,
”Picking Key ”: ” v int ”
}
} ,{
”name”: ” Object 0 ” ,
”extends ”: ” PastilleCommune ” ,
”attributes ”: {}
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} ,{
”name”: ” Object 1 ” ,
”extends ”: ” PastilleCommune ” ,
”attributes ”: {
}
} ,{
”name”: ” Object 2 ” ,
”extends ”: ” PastilleCommune ” ,
”attributes ”: {
}
} ,{
”name”: ” Object 3 ” ,
”extends ”: ” PastilleCommune ” ,
”attributes ”: {
}
} ]
}
A.3 Les connections entre le mode`le et les classes
graphiques
Voici le listing contenant les connexions entre les classes graphiques et les attributs du
mode`le.
Listing A.4 – Fichier de connexion des items multi-touch a` l’aide de la syntaxe JSON
(fichier smileys modelToSVG.json).
{
”model ”: ”SMILEYS” ,
”ob j e c t s ”: [
{
”className ”: ” Object 0 ” ,
” f i l e ”: ”demo . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ”happy ” ,
”connect ions ”:
{
”X0 ”: ”happy . transform . tx ” ,
”Y0 ”: ”happy . transform . ty ” ,
”SCALE”: ”happy . transform . s c a l e ” ,
”ROTATION”: ”happy . transform . r o t a t i on ” ,
”PRIORITY ”: ”happy . transform . p r i o r i t y ”
} ,
”p i ck ing ”:
{
”Picked Key ”: ”happy ”
}
} ]
} ,
{
”className ”: ” Object 1 ” ,
” f i l e ”: ”demo . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” sad ” ,
”connect ions ”:
{
”X0 ”: ” sad . transform . tx ” ,
”Y0 ”: ” sad . transform . ty ” ,
”SCALE”: ” sad . transform . s c a l e ” ,
”ROTATION”: ” sad . transform . r o t a t i on ” ,
”PRIORITY ”: ” sad . transform . p r i o r i t y ”
} ,
”p i ck ing ”:
{
”Picked Key ”: ” sad ”
}
} ]
} ,{
”className ”: ” Object 2 ” ,
” f i l e ”: ”demo . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” sun ” ,
”connect ions ”:
{
”X0 ”: ” sun . transform . tx ” ,
”Y0 ”: ” sun . transform . ty ” ,
”SCALE”: ” sun . transform . s c a l e ” ,
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”ROTATION”: ” sun . transform . r o t a t i on ” ,
”PRIORITY ”: ” sun . transform . p r i o r i t y ”
} ,
”p i ck ing ”:
{
”Picked Key ”: ” sun ”
}
} ]
} ,{
”className ”: ” Object 3 ” ,
” f i l e ”: ”demo . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” ques t ion ” ,
”connect ions ”:
{
”X0 ”: ” ques t ion . transform . tx ” ,
”Y0 ”: ” ques t ion . transform . ty ” ,
”SCALE”: ” ques t ion . transform . s c a l e ” ,
”ROTATION”: ” ques t ion . transform . r o t a t i on ” ,
”PRIORITY ”: ” ques t ion . transform . p r i o r i t y ”
} ,
”p i ck ing ”:
{
”Picked Key ”: ” ques t ion ”
}
} ]
} ]
}
A.4 La sce`ne
Enfin, l’instanciation des diffe´rents objets utilise´s dans l’application interactive finale
est re´alise´e par l’interme´diaire du fichier de sce`ne.
Listing A.5 – Le fichier de sce`ne des items multi-touch a` l’aide de la syntaxe JSON (fichier
smileys.json).
{
”name”: ”Stantum ” ,
”model ”: ”SMILEYS” ,
”content ”: [
{
”type ”: ” Object 0 ” ,
”attributes ”: {
”ID ”: 0 ,
”ParentID ”: 0 ,
”X0”: 100 ,
”Y0”: 100 ,
”SCALE”: 0 . 5 ,
”ROTATION”: 0 . 0 ,
”Picked Key ”:−1
}
} ,{
”type ”: ” Object 1 ” ,
”attributes ”: {
”ID ”: 1 ,
”ParentID ”: 0 ,
”X0”: 300 ,
”Y0”: 8 0 ,
”SCALE”: 0 . 5 ,
”ROTATION”: 1 5 . 0 ,
”Picked Key ”:−1
}
} ,{
”type ”: ” Object 2 ” ,
”attributes ”: {
”ID ”: 2 ,
”ParentID ”: 0 ,
”X0”: 500 ,
”Y0”: 300 ,
”SCALE”: 1 . 0 ,
”ROTATION”: 4 5 . 0 ,
”Picked Key ”:−1
}
} ,{
”type ”: ” Object 3 ” ,
”attributes ”: {
”ID ”: 3 ,
”ParentID ”: 0 ,
”X0”: 100 ,
”Y0”: 250 ,
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”SCALE”: 0 . 8 ,
”ROTATION”:−30.0 ,
”Picked Key ”:−1
} ,{
”type ”: ” Object 1 ” ,
”attributes ”: {
”ID ”: 4 ,
”ParentID ”: 0 ,
”X0”: 350 ,
”Y0”: 4 0 ,
”SCALE”: 0 . 3 ,
”ROTATION”:−15.0 ,
”Picked Key ”:−1
}
} ]
}
A.5 Le lanceur
Voici le code complet de l’application Python ge´rant les interactions. La re´cupe´ration
des e´ve`nements multitouch est re´alise´ au travers du bus logiciel Ivy. Le traitement de ces
e´ve`nements est re´alise´ dans la me´thode stantumEvent de la classe Demo Object.
Le lancement du compilateur graphique est effectue´ par l’appel a` gc.load dans le main
du fichier (a` la fin du listing).
Listing A.6 – Le code python permettant de controˆler les objets graphiques.
#! / usr / b in / python
# −∗− cod ing : u t f−8 −∗−
## Pro j e t STANTUM
## ma i n f i l e stantum . py
import sys , os
sys . path . append ( os . path . abspath ( os . path . j o i n ( os . getcwd ( ) , os . pardir , os . pa rd i r ) ) )
import re
from g r aph i c a l c omp i l e r import ∗
from math import atan , degrees , s q r t
from i v y c l a s s import ∗
from ge t opt import getparams
stantum = None
def getAngle ( s e l f , x0 , y0 , x1 , y1 ) :
i f x0 == x1 :
return 90 .0
return degrees ( atan ( f l o a t ( y1−y0 )/ f l o a t ( x1−x0 ) ) )
class Stantum ( ivy ) :
def i n i t ( s e l f , bus ) :
s e l f . s e tObjec t s ( [ ] )
ivy . i n i t ( s e l f , ’GLVMSTANTUM’ , bus )
IvyBindMsg ( s e l f . onCursorMove ,
”ˆDEVICE EVENT id =(.∗) SERIAL=(.∗) ABS X=(.∗) ABS Y=(.∗) TIME=(.∗) ”)
def s e tObjec t s ( s e l f , ob j e c t s ) :
s e l f . ob j e c t s = o b j e c t s
s e l f . p ickingVar = {−1:None}
for o in ob j e c t s :
s e l f . p ickingVar [ o . p icked . id ] = o
def onCursorMove ( s e l f ,∗ l a r g ) :
id , s e r i a l , x , y , time = la r g
id = in t ( id )
s e r i a l = in t ( s e r i a l )
x = in t ( f l o a t (x )∗WIDTH)
y = in t ( f l o a t (y )∗HEIGHT)
time = f l o a t ( time )
picked = glvm . pick (x , y , s e r i a l )
ob j e c t = s e l f . p ickingVar [ picked ]
print object , s e r i a l , x , y
glvm . postRedisp lay ( )
def mouseCallback ( s e l f , who , pressed , idMouse , x , y ) :
for o in s e l f . ob j e c t s :
o . mouseCallback (who , pressed , idMouse , x , y )
def mouseMotionCallback ( s e l f , idMouse , x , y ) :
for o in s e l f . ob j e c t s :
o . mouseMotionCallback ( idMouse , x , y )
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class Demo Object ( ob j e c t ) :
def i n i t ( s e l f , id ) :
s e l f . GraphicObject = getObject ( id )
s e l f . s c a l e = s e l f . GraphicObject .SCALE
s e l f . x0 = s e l f . GraphicObject . X0
s e l f . y0 = s e l f . GraphicObject . Y0
s e l f . r o t a t i on = s e l f . GraphicObject .ROTATION
s e l f . p r i o r i t y = s e l f . GraphicObject .PRIORITY
s e l f . p icked = s e l f . GraphicObject . Picked Key
s e l f . p i cked key = False
s e l f . s t a t e = None
s e l f . o ld x , s e l f . o ld y = None , None
s e l f . cu r s o r s = {}
def p i c k i n g c a l l b a c k ( s e l f , id ) :
v a l u e p i c k i ng = glvm . evalVar ( id )
s e l f . p i cked key = va lu e p i c k i ng > −1
def mouseCallback ( s e l f , who , pressed , idMouse , x , y ) :
i f s e l f . s t a t e == None and s e l f . p i cked key and who == 0 and pres sed :
s e l f . s t a t e = ’move ’
s e l f . o ld x = x
s e l f . o ld y = y
e l i f s e l f . s t a t e == ’move ’ and not (who == 0 and pres sed ) :
s e l f . s t a t e = None
e l i f s e l f . s t a t e == None and s e l f . p i cked key and who == 2 and pres sed :
s e l f . s t a t e = ’ r o ta t e ’
s e l f . o ld x = x
s e l f . o ld y = y
e l i f s e l f . s t a t e == ’ ro ta t e ’ and not (who == 2 and pres sed ) :
s e l f . s t a t e = None
i f who == 3 and s e l f . p i cked key :
s e l f . zoom ( 0 . 1 )
e l i f who == 4 and s e l f . p i cked key :
s e l f . zoom(−0.1)
def t r a n s l a t e ( s e l f , dx , dy ) :
s e l f . x0 . s e t ( s e l f . x0 . eva l ( ) + dx )
s e l f . y0 . s e t ( s e l f . y0 . eva l ( ) + dy )
def r o t a t e ( s e l f , dr ) :
s e l f . r o t a t i on . s e t ( s e l f . r o t a t i on . eva l ( ) + dr )
def zoom( s e l f , z ) :
i f s e l f . s c a l e . eva l ( ) + z >= 0 . 1 :
s e l f . s c a l e . s e t ( s e l f . s c a l e . eva l ( ) + z )
def mouseMotionCallback ( s e l f , idMouse , x , y ) :
i f s e l f . s t a t e == ’move ’ :
dx = x − s e l f . o ld x
dy = y − s e l f . o ld y
s e l f . o ld x , s e l f . o ld y = x , y
s e l f . t r a n s l a t e (dx , dy )
e l i f s e l f . s t a t e == ’ ro ta t e ’ :
dy = y − s e l f . o ld y
s e l f . o ld y = y
s e l f . r o t a t e (dy )
def stantumEvent ( s e l f , who , idMouse , x , y , picked , time ) :
for cursor , ( cx , cy , ct ) in s e l f . c u r s o r s . i tems ( ) :
i f time − ct > 0 . 0 5 :
s e l f . c u r s o r s . pop ( cur so r )
i f idMouse not in s e l f . c u r s o r s . keys ( ) :
i f picked != s e l f :
return
s e l f . c u r s o r s [ idMouse ] = (x , y , time )
oldx , oldy , o ldt ime = s e l f . cu r s o r s [ idMouse ]
s e l f . c u r s o r s [ idMouse ] = (x , y , time )
dx = x − oldx
dy = y − oldy
i f l en ( s e l f . cu r s o r s . keys ( ) ) == 1 :
s e l f . t r a n s l a t e (dx , dy )
e l i f l en ( s e l f . cu r s o r s . keys ( ) ) == 2 :
otherCursors = s e l f . cu r s o r s . keys ( )
otherCursors . remove ( idMouse )
otherCursor = otherCursors [ 0 ]
cx0 , cy0 , ct0 = s e l f . cu r s o r s [ otherCursor ]
d = sq r t ( ( x−cx0 )∗∗2 + (y−cy0 )∗∗2)
oldD = sqr t ( ( oldx−cx0 )∗∗2 + ( oldy−cy0 )∗∗2)
deltaZoom = ( d − oldD ) / 100
angle = s e l f . getAngle (x , y , cx0 , cy0 )
oldAngle = s e l f . getAngle ( oldx , oldy , cx0 , cy0 )
de l taRotat ion = angle − oldAngle
i f abs ( de l taRotat ion ) > 9 0 . 0 :
de l taRotat ion −= 180.0
s e l f . zoom( deltaZoom )
s e l f . t r a n s l a t e (dx/2 , dy/2)
s e l f . r o t a t e ( de l taRotat ion )
def Demo Object mouseButton ( id , idMouse = 0 ) :
pre s sed = glvm . evalVar ( id )
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who = mouse ( ) . getButton ( id )
x = glvm . evalVar ( mouse ( ) . x . id )
y = glvm . evalVar ( mouse ( ) . y . id )
stantum . mouseCallback (who , pressed , idMouse , x , y )
def Demo Object mouseMotion ( id , idMouse = 0 ) :
x = glvm . evalVar ( mouse ( ) . x . id )
y = glvm . evalVar ( mouse ( ) . y . id )
stantum . mouseMotionCallback ( idMouse , x , y )
def addObject ( keyc la s s , o , ob jec t s , connect ions ) :
s = keyc l a s s ( o . ID)
ob j e c t s . append ( s )
connect ions . append ( ( s . GraphicObject . Picked Key , s . p i c k i n g c a l l b a c k ) )
## fon c t i o n parseScene
## Cons t ruc t i on de l a scene Stantum
def parseScene ( parent , scene , connect ions ) :
for b in mouse ( ) . buttons :
connect ions . append ( ( b , Demo Object mouseButton ) )
connect ions . append ( ( mouse ( ) . x , Demo Object mouseMotion ) )
connect ions . append ( ( mouse ( ) . y , Demo Object mouseMotion ) )
ob j e c t s = [ ]
for o in scene :
i f o . ge tC las s ( ) in [ ’ Object 0 ’ , ’ Object 1 ’ , ’ Object 2 ’ , ’ Object 3 ’ ] :
addObject ( Demo Object , o , ob j ec t s , connect ions )
stantum . se tObjec t s ( ob j e c t s )
return connect ions
def onScene ( scene ) :
print ”onScene ca l l ba ck ”
Connects = [ ]
Connects = parseScene (None , scene , Connects )
gc . connect ( Connects )
## main
i f name == ” m a i n ” :
import sys
import g r aph i c a l c omp i l e r . gc as gc
global stantum
ivybus = getparams ( )
stantum = Stantum ( ivybus )
gc . load ( ”stantum model . j son ” , ”stantum modelToSVG . j son ” , ”stantum . j son ” , onScene ,
width = 640 , he ight = 480 , backColor = (100/255 .0 ,100/255 .0 , 100/255 .0 ) )
glvm . wait ( )
A.6 Traces d’exe´cution
Enfin, voici les traces d’exe´cution du programme. Nos commentaires son indique´s entre
crochets (<>).
Listing A.7 – Traces d’exe´cution.
t i s so i r e@enday :˜/ p r o j e t s / hayaku stat / exemples /stantum# . . / . . / glvm−b in stantum . py
< initialisation du bus logiciel Ivy>
Broadcast ing on network 1 2 7 . 0 . 0 . 1 , port 2010
Ivy w i l l broadcast on 127:2010
GLVMSTANTUM doing IvyMainLoop
GLVMSTANTUM: An Ivy a p p l i c a t i o n was connected
GLVMSTANTUM: cur r en t s Ivy a p p l i c a t i o n are [ [ ’ f r . cena . glvm . rendere r ’ ] ]
< ve´rification des modifications depuis le dernier lancement>
need to recompi le the model : True
need to recompi le the modelToSVG : True
need to recompi le the scene : True
< construction de l’arbre SVG a` partir de la sce`ne>
tosvg
< compilation d’outils communs>
gcc −g −fPIC −c −W BUILD/common . c −o BUILD/common . o
gcc −g −fPIC −c −W BUILD/ GradientShader g l . c −o BUILD/ GradientShader g l . o
gcc −g −fPIC −c −W BUILD/ S h a d e r E l l i p s e g l . c −o BUILD/ S h a d e r E l l i p s e g l . o
gcc −g −fPIC −c −W BUILD/ ShaderQuads gl . c −o BUILD/ ShaderQuads gl . o
< transformations de l’arbre source en code C>
tosvgmin
t o g l
< compilation des polices de caracte`res vectorielles>
gcc −g −fPIC −c −W BUILD/ DejaVuSans gl . c −o BUILD/ DejaVuSans gl . o
< compilation du flot de donne´es ge´rant les de´pendances>
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gcc −fPIC −c BUILD/ Stantum df . c −o BUILD/ Stantum df . o
gcc −shared −o BUILD/ Stantum df . so BUILD/ Stantum df . o
< compilation des fonctions de dessin OpenGL>
gcc −g −fPIC −c −W BUILD/ Stantum gl . c −o BUILD/ Stantum gl . o
< production d’une bibliothe`que dynamique>
gcc −g −shared −o BUILD/ Stantum gl . so \
BUILD/common . o BUILD/ GradientShader g l . o \
BUILD/ S h a d e r E l l i p s e g l . o BUILD/ ShaderQuads gl . o \
BUILD/ DejaVuSans gl . o BUILD/ Stantum gl . o
< import de la bibliothe`que pre´ce´demment produite dans l’affichage>
s e t t i n g up glvm
Status : Using GLEW 1 . 5 . 4
nombre de samples : 4
< appel des fonctions analysant le graphe de sce`ne pour la partie interaction>
onScene ca l l ba ck
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Annexe B
De´tails de l’application clavier
logiciel re´alise´e avec Hayaku
Func_key Enter_key
Char_key
Visualiseur
Figure B.1 – L’application test clavier en mode “expanding keyboard”.
Dans cette annexe, nous fournissons l’ensemble des fichiers permettant de faire tourner
notre clavier logiciel dont le visuel est pre´sente´ Figure B.1
B.1 Les classes graphiques
Tout d’abord, le designer d’interaction produit les classes graphiques de la Figure B.2.
Chacun des groupes est nomme´ graˆce au champ id de SVG.
Listing B.8 – le source du fichier keyboard.svg.
<?xml version=”1.0 ” encoding=”UTF−8” standalone=”no ”?>
< !−− Created w i th Ink scape ( h t t p : //www. in k s cape . org /) −−>
<svg
xmlns:dc=”ht tp : // pur l . org /dc/ elements /1 .1/ ”
xmlns :cc=”ht tp : // creativecommons . org /ns#”
xmlns : rd f=”ht tp : //www. w3 . org /1999/02/22− rdf−syntax−ns#”
xmlns:svg=”ht tp : //www. w3 . org /2000/ svg ”
xmlns=”ht tp : //www. w3 . org /2000/ svg ”
xmlns :x l ink=”ht tp : //www. w3 . org /1999/ x l i nk ”
xmlns : sod ipod i=”ht tp : // sod ipod i . s ou r c e f o r g e . net /DTD/ sodipodi −0.dtd ”
xmlns : inkscape=”ht tp : //www. inkscape . org /namespaces/ inkscape ”
width=”210mm” he ight=”297mm” id=”svg2 ”
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Figure B.2 – Le fichier SVG de description des e´le´ments graphiques du clavier, re´alise´
avec Inkscape.
s o d i p o d i : v e r s i o n=”0.32 ”
i n k s c a p e : v e r s i o n=”0.46 ”
sodipodi :docname=”keyboard2 . svg ”
ink s cape : ou tpu t ex t en s i on=”org . inkscape . output . svg . inkscape ”>
<de f s id=”de f s4 ”>
<l i n ea rGrad i en t id=” l inearGrad ient3228 ”>
<stop s t y l e=”stop−c o l o r : #2776e8 ; stop−opac i t y : 1 ; ”
o f f s e t=”0 ” id=”stop3230 ” />
<stop s t y l e=”stop−c o l o r : #77c5db ; stop−opac i t y : 1 ; ”
o f f s e t=”1 ” id=”stop3232 ” />
</ l i n ea rGrad i en t>
<l i n ea rGrad i en t
id=” l inearGrad ient3204 ”>
<stop id=”stop3206 ”
o f f s e t=”0 ” s t y l e=”stop−c o l o r : #475a74 ; stop−opac i t y : 1 ; ” />
<stop id=”stop3208 ”
o f f s e t=”1 ” s t y l e=”stop−c o l o r :#bcc4e8 ; stop−opac i t y : 1 ; ” />
</ l i n ea rGrad i en t>
<l i n ea rGrad i en t id=” l inearGrad ient3277 ”>
<stop s t y l e=”stop−c o l o r : #000000; stop−opac i t y : 1 ; ”
o f f s e t=”0 ” id=”stop3279 ” />
<stop s t y l e=”stop−c o l o r : #000000; stop−opac i t y : 0 .20168068 ; ”
o f f s e t=”1 ” id=”stop3281 ” />
</ l i n ea rGrad i en t>
<l i n ea rGrad i en t id=” l inearGrad ient3211 ”>
<stop s t y l e=”stop−c o l o r :#3b4d68 ; stop−opac i t y : 1 ; ”
o f f s e t=”0 ” id=”stop3213 ” />
<stop s t y l e=”stop−c o l o r :#8fa5c3 ; stop−opac i t y : 1 ; ”
o f f s e t=”1 ” id=”stop3215 ” />
</ l i n ea rGrad i en t>
<l i n ea rGrad i en t id=” l inearGrad ient3201 ”>
<stop s t y l e=”stop−c o l o r :#f f f f d a ; stop−opac i t y : 1 ”
o f f s e t=”0 ” id=”stop3203 ” />
<stop id=”stop3209 ” o f f s e t=”0.51047271 ”
s t y l e=”stop−c o l o r :#fbe565 ; stop−opac i t y : 1 ” />
<stop s t y l e=”stop−c o l o r :#fbe361 ; stop−opac i t y : 0 .83193278 ; ”
o f f s e t=”1 ” id=”stop3205 ” />
</ l i n ea rGrad i en t>
<l i n ea rGrad i en t id=” l inearGrad ient3185 ”>
<stop s t y l e=”stop−c o l o r : #99b9e8 ; stop−opac i t y : 1 ; ”
o f f s e t=”0 ” id=”stop3187 ” />
<stop s t y l e=”stop−c o l o r :#f 5 f f f f ; stop−opac i t y : 1 ; ”
o f f s e t=”1 ” id=”stop3189 ” />
</ l i n ea rGrad i en t>
<i n k s c a p e : p e r s p e c t i v e
s od ipod i : t ype=” inkscape :pe r sp3d ”
inkscape :vp x=”0 : 526.18109 : 1 ”
inkscape :vp y=”0 : 1000 : 0 ”
ink s cape : vp z=”744.09448 : 526.18109 : 1 ”
inkscape :persp3d−o r i g i n=”372.04724 : 350.78739 : 1 ”
id=”pe r spec t i v e10 ” />
<l i n ea rGrad i en t i n k s c a p e : c o l l e c t=”always ”
x l i n k : h r e f=”#l inearGrad ient3185 ” id=”l inearGrad ient3191 ”
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x1=”20 ” y1=”52 ” x2=”20 ” y2=”4 ”
grad i entUni t s=”userSpaceOnUse ” />
<l i n ea rGrad i en t i n k s c a p e : c o l l e c t=”always ”
x l i n k : h r e f=”#l inearGrad ient3204 ” id=”l inearGrad ient3199 ”
x1=”28 ” y1=”52 ” x2=”28 ” y2=”4 ”
grad i entUni t s=”userSpaceOnUse ” />
<l i n ea rGrad i en t i n k s c a p e : c o l l e c t=”always ”
x l i n k : h r e f=”#l inearGrad ient3201 ” id=”l inearGrad ient3207 ”
x1=”255.18394 ” y1=”59 .5 ” x2=”255.04308 ” y2=”10 .5 ”
grad i entUni t s=”userSpaceOnUse ” />
<l i n ea rGrad i en t i n k s c a p e : c o l l e c t=”always ”
x l i n k : h r e f=”#l inearGrad ient3211 ” id=”l inearGrad ient3217 ”
x1=”287.81833 ” y1=”70 .5 ” x2=”287.87897 ” y2=”−0.5 ”
grad i entUni t s=”userSpaceOnUse ” />
<l i n ea rGrad i en t i n k s c a p e : c o l l e c t=”always ”
x l i n k : h r e f=”#l inearGrad ient3228 ” id=”l inearGrad ient3234 ”
grad i entUni t s=”userSpaceOnUse ”
x1=”28 ” y1=”52 ” x2=”28 ” y2=”4 ” />
</ de f s>
<sodipodi :namedview
id=”base ”
pageco lo r=”#f f f f f f ”
bo rde r co l o r=”#666666 ”
borderopac i ty=”1 .0 ”
inkscape :pageopac i ty=”0 .0 ”
inkscape:pageshadow=”2 ”
inkscape:zoom=”1.9560803 ”
ink scape : cx=”22.111433 ”
ink scape : cy=”1049.2862 ”
inkscape:document−un i t s=”px”
inkscape : cu r r en t−l a y e r=”svg2 ”
showgrid=” f a l s e ”
inkscape:window−width=”1016 ”
inkscape:window−he ight=”719 ”
inkscape:window−x=”833 ”
inkscape:window−y=”203 ” />
<metadata id=”metadata7 ”>
<dc : format>image/ svg+xml</ dc : format>
<dc : type r d f : r e s o u r c e=”ht tp : // pur l . org /dc/dcmitype/ S t i l l Image ” />
<rdf:RDF>
<cc:Work rd f : about=””>
<dc : format>image/ svg+xml</ dc : format>
<dc : type r d f : r e s o u r c e=”ht tp : // pur l . org /dc/dcmitype/ S t i l l Image ” />
</cc:Work>
</rdf:RDF>
<g i n k s c a p e : l a b e l=”Calque 1 ”
inkscape:groupmode=” l aye r ”
id=” laye r1 ”>
<r e c t ry=”8 ” rx=”8 ” y=”1 ” x=”1 ”
he ight=”58 ” width=”242 ”
id=”skey shadow”
s t y l e=”opac i t y : 0 . 2 ; f i l l : #000000; s t r o k e : #000000; stroke−width:0 ” />
<cc:Work rd f : about=”” />
<g id=”key normal”
x=”0 ” y=”0 ” />
</g>
</metadata>
<g id=”keyb back”
x=”0 ” y=”0 ”>
<r e c t ry=”0 ” rx=”0 ” y=”70 ” x=”0 ”
he ight=”340 ” width=”640 ”
id=”keyb form”
s t y l e=” f i l l : #8294ad ; s t r o k e : #8294ad ; stroke−width:1 ; s troke−m i t e r l i m i t : 4 ;
s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
</g>
<gid=”keyb display”
x=”0 ” y=”0 ”>
<r e c t y=”0 ” x=”0 ” he ight=”74 ” width=”640 ”
id=”display back”
s t y l e=” f i l l : u r l (#l inearGrad ient3217 ) ; f i l l −opac i t y : 1 ; s t r o k e : #525d6d ; stroke−width:1 ;
s troke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ” />
<r e c t s t y l e=” f i l l : u r l (#l inearGrad ient3207 ) ; f i l l −opac i t y : 1 ; s t r o k e :#f f f f f f ; s t roke−width:2 ;
s troke−m i t e r l i m i t : 4 ; s t roke−dasharray:none ; stroke−opac i t y : 1 ”
id=”display screen”
width=”500 ” he ight=”48 ”
x=”11 ” y=”12 ” rx=”24 ” ry=”24 ” />
<t ext xml:space=”pre s e rve ”
s t y l e=”font−s i z e : 2 6 p x ; font−s t y l e : no rma l ; font−weight :normal ; text−a l i g n : l e f t ; f i l l : #000000;
f i l l −opac i t y : 1 ; s t roke :none ; stroke−width:1px ; stroke−l i n e c a p : b u t t ; s t roke−l i n e j o i n : m i t e r ;
s t roke−opac i t y : 1 ; font−f ami ly :B i t s t r eam Vera Sans ”
x=”29 ” y=”48 ”
id=”display txt”><tspan
s o d i p o d i : r o l e=” l i n e ”
id=”tspan2475 ” x=”29 ” y=”46 ”>123</ tspan></ text>
</g>
<g y=”0 ” x=”0 ” id=”enter key”>
<r e c t rx=”10 ” y=”−23” x=”−47”
he ight=”56 ” width=”102 ”
id=”ekey shad0 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 0 5 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 ; s t r o k e : #000000; stroke−width:0 ”
id=”ekey shad1 ”
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width=”102 ” he ight=”56 ” x=”−48” y=”−24” rx=”10 ” />
<r e c t rx=”10 ” y=”−25” x=”−49” he ight=”56 ” width=”102 ”
id=”ekey shad2 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 5 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 2 ; s t r o k e : #000000; stroke−width:0 ”
id=”ekey shad3 ”
width=”102 ” he ight=”56 ” x=”−50” y=”−26” rx=”10 ” />
<g y=”0 ” x=”0 ” id=”ekey btn”>
<r e c t rx=”14 ” y=”−32” x=”−54” he ight=”64 ” width=”108 ”
id=”ekey light”
s t y l e=” f i l l : #f f f f 5 b ; f i l l −opac i t y : 0 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t rx=”10 ” y=”−28” x=”−50” he ight=”56 ” width=”100 ”
id=”ekey form”
s t y l e=” f i l l : #8a e 4 f f ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:2 ” />
<r e c t rx=”6 ” y=”−24” x=”−46” he ight=”48 ” width=”92 ”
id=”ekey back”
s t y l e=” f i l l : u r l (#l inearGrad ient3234 ) ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:0 ” />
<g id=”ekey label”
x=”0 ” y=”0 ”>
<t ext id=”ekey txt”
y=”9 ” x=”0 ”
s t y l e=”font−s i z e : 2 8 p x ; font−s t y l e : i t a l i c ; font−weight :bo ld ; l i n e−he ight : 125 %;
f i l l : # f f f f f f ; f i l l −opac i t y : 1 ; s t roke :none ; stroke−width:1px ; stroke−l i n e c a p : b u t t ; s t roke−l i n e j o i n : m i t e r ;
s t roke−opac i t y : 1 ; font−f ami ly :B i t s t r eam Vera Sans ”
xml:space=”pre s e rve ”
s o d i p o d i : l i n e s p a c i n g=”125%”><tspan y=”6 ” x=”0 ” id=”tspan3226 ” s o d i p o d i : r o l e=” l i n e ”
s t y l e=”text−a l i g n : c e n t e r ; l i n e−he ight : 125 %; wr i t ing−mode:lr−tb ; text−anchor :middle ”>
GO</ tspan></ text>
</g>
</g>
</g>
<g id=”func key” x=”0 ” y=”0 ”>
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 0 5 ; s t r o k e : #000000; stroke−width:0 ”
id=”fkey shad0 ”
width=”58 ” he ight=”56 ” x=”−25” y=”−23” rx=”10 ” />
<r e c t rx=”10 ” y=”−24” x=”−26” he ight=”56 ” width=”58 ”
id=”fkey shad1 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 5 ; s t r o k e : #000000; stroke−width:0 ”
id=”fkey shad2 ” width=”58 ” he ight=”56 ” x=”−27” y=”−25” rx=”10 ” />
<r e c t rx=”10 ” y=”−26” x=”−28” he ight=”56 ” width=”58 ”
id=”fkey shad3 ”
s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 2 ; s t r o k e : #000000; stroke−width:0 ” />
<g id=”fkey btn” x=”0 ” y=”0 ”>
<r e c t s t y l e=” f i l l : #f f f f 5 b ; f i l l −opac i t y : 0 ; s t r o k e : #000000; stroke−width:0 ”
id=” f k e y l i g h t ”
width=”64 ” he ight=”64 ” x=”−32” y=”−32” rx=”14 ” />
<r e c t s t y l e=” f i l l : #b4beeb ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:2 ”
id=”fkey form ” width=”56 ” he ight=”56 ” x=”−28” y=”−28” rx=”10 ” />
<r e c t s t y l e=” f i l l : u r l (#l inearGrad ient3199 ) ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:0 ”
id=”fkey back ” width=”48 ” he ight=”48 ” x=”−24” y=”−24” rx=”6 ” />
<g id=”fkey label” x=”0 ” y=”0 ”>
<t ext s o d i p o d i : l i n e s p a c i n g=”125%”
s t y l e=”font−s i z e : 1 8 p x ; font−s t y l e : no rma l ; font−weight :bo ld ; l i n e−he ight : 125 %;
f i l l : # f f f f f f ; f i l l −opac i t y : 1 ; s t roke :none ; stroke−width:1px ; stroke−l i n e c a p : b u t t ; s t roke−l i n e j o i n : m i t e r ;
s t roke−opac i t y : 1 ; font−f ami ly :B i t s t r eam Vera Sans ”
x=”0 ” y=”5 ”
id=” f k e y t x t ”
xml:space=”pre s e rve ”><tspan s t y l e=”text−a l i g n : c e n t e r ; l i n e−he ight : 125 %; wr i t ing−mode:lr−tb ;
text−anchor :middle ”
s o d i p o d i : r o l e=” l i n e ” id=”tspan2433 ” x=”0 ” y=”5 ”>Cap</ tspan></ text>
</g>
</g>
</g>
<g id=”char key” x=”0 ” y=”0 ”>
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 0 5 ; s t r o k e : #000000; stroke−width:0 ”
id=”ckey shad0 ” width=”42 ” he ight=”56 ” x=”−17” y=”−23” rx=”10 ” />
<r e c t rx=”10 ” y=”−24” x=”−18”
he ight=”56 ” width=”42 ”
id=”ckey shad1 ” s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 1 ; s t r o k e : #000000; stroke−width:0 ”
id=”ckey shad2 ” width=”42 ” he ight=”56 ” x=”−19” y=”−25” rx=”10 ” />
<r e c t s t y l e=” f i l l : #000000; f i l l −opac i t y : 0 . 2 ; s t r o k e : #000000; stroke−width:0 ”
id=”ckey shad3 ” width=”42 ” he ight=”56 ” x=”−20” y=”−26” rx=”10 ” />
<g id=”ckey btn” x=”0 ” y=”0 ”>
<r e c t rx=”14 ” y=”−32” x=”−24” he ight=”64 ” width=”48 ”
id=” c k e y l i g h t ”
s t y l e=” f i l l : #f f f f 5 b ; f i l l −opac i t y : 0 ; s t r o k e : #000000; stroke−width:0 ” />
<r e c t s t y l e=” f i l l : # f f f f f f ; s t r o k e : #000000; stroke−width:2 ”
id=”ckey form ” width=”40 ” he ight=”56 ” x=”−20” y=”−28” rx=”10 ” />
<r e c t s t y l e=” f i l l : u r l (#l inearGrad ient3191 ) ; f i l l −opac i t y : 1 ; s t r o k e : #000000; stroke−width:0 ”
id=”ckey back ” width=”32 ” he ight=”48 ” x=”−16” y=”−24” rx=”6 ” />
<t ext id=” c k e y l a b e l ”
y=”9 ” x=”0 ”
s t y l e=”font−s i z e : 2 8 p x ; font−s t y l e : no rma l ; font−weight :bo ld ; l i n e−he ight : 125 %; f i l l : #000000;
f i l l −opac i t y : 1 ; s t roke :none ; stroke−width:1px ; stroke−l i n e c a p : b u t t ; s t roke−l i n e j o i n : m i t e r ;
s t roke−opac i t y : 1 ; font−f ami ly :B i t s t r eam Vera Sans ”
xml:space=”pre se rve ”
s o d i p o d i : l i n e s p a c i n g=”125%”><tspan y=”10 ” x=”0 ” id=”tspan2412 ”
s o d i p o d i : r o l e=” l i n e ” s t y l e=”text−a l i g n : c e n t e r ; l i n e−he ight : 125 %; wr i t ing−mode:lr−tb ;
text−anchor :middle ; f i l l : #000000; f i l l −opac i t y : 1 ”>A</ tspan></ text>
</g>
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</g>
</ svg>
B.2 Le mode`le conceptuel
Le mode`le conceptuel est pre´sente´ dans le listing B.9.
Listing B.9 – Imple´mentation du mode`le du clavier a` l’aide de la syntaxe JSON (fichier
keyb model.json).
{
”model ”: ”KEYBOARD” ,
”classes ”: [
{
”name”: ” Object ” ,
”extends ”: null ,
”attributes ”: {
”ID ”: ” key ” ,
”ParentID ”: ” int ” ,
”X0 ”: ” v int ” ,
”Y0 ”: ” v int ” ,
”PRIORITY ”: ” v f l o a t ” }
} ,{
”name”: ”Keyboard ” ,
”extends ”: ” Object ” ,
”attributes ”: {
”VISIBLE ”: ” vbool ” ,
”content ”: ” items [ ] ” ,
”SCALE”: ” v f l o a t ” }
} ,{
”name”: ”Key ” ,
”extends ”: ” Object ” ,
”attributes ”: {
”NAME”: ” s t r i n g ” ,
”ENABLE”: ” vbool ” ,
”VISIBLE ”: ” vbool ” ,
”HIGHLIGHTED”: ” vbool ” ,
”SELECTED”: ” vbool ” ,
”Picked Key ”: ” v int ” ,
”BTN X0 ”: ” v int ” ,
”BTN Y0 ”: ” v int ” ,
”BACK COLOR0 R”: ” v f l o a t ” ,
”BACK COLOR0 G”: ” v f l o a t ” ,
”BACK COLOR0 B”: ” v f l o a t ” ,
”BACK COLOR1 R”: ” v f l o a t ” ,
”BACK COLOR1 G”: ” v f l o a t ” ,
”BACK COLOR1 B”: ” v f l o a t ” ,
”WIDTH”: ” int ” ,
”BACK WIDTH”: ” s e l f .WIDTH−8”,
”SHAD0 WIDTH”: ” s e l f .WIDTH+2”,
”SHAD1 WIDTH”: ” s e l f .WIDTH+2”,
”SHAD2 WIDTH”: ” s e l f .WIDTH+2”,
”SHAD3 WIDTH”: ” s e l f .WIDTH+2”,
”LIGHT WIDTH”: ” s e l f .WIDTH+8”,
”HEIGHT”: ” int ” ,
”BACK HEIGHT”: ” s e l f .HEIGHT−8”,
”SHAD0 HEIGHT ”: ” s e l f .HEIGHT” ,
”SHAD1 HEIGHT ”: ” s e l f .HEIGHT” ,
”SHAD2 HEIGHT ”: ” s e l f .HEIGHT” ,
”SHAD3 HEIGHT ”: ” s e l f .HEIGHT” ,
”LIGHT HEIGHT ”: ” s e l f .HEIGHT+8” }
} ,{
”name”: ”CharKey ” ,
”extends ”: ”Key ” ,
”attributes ”: {
”LABEL”: ” v s t r i n g ” ,
”LABEL SCALE ”: ” v f l o a t ” ,
”ICON ”: ” s t r i n g ” ,
”VALUE”: ” s t r i n g ” ,
”SCALE”: ” v f l o a t ” ,
”FORM X0”: ”( s e l f .WIDTH−40)/−2”,
”BACK X0 ”: ”( s e l f .WIDTH−40)/−2”,
”LIGHT X0 ”: ”( s e l f .WIDTH−40)/−2”,
”LIGHT OPACITY ”: ” v f l o a t ” ,
”SHAD X0 ”: ”( s e l f .WIDTH−40)/−2”}
} ,{
”name”: ”FuncKey ” ,
”extends ”: ”Key ” ,
”attributes ”: {
”LABEL”: ” v s t r i n g ” ,
”LABEL COLOR R ”: ” v f l o a t ” ,
”LABEL COLOR G”: ” v f l o a t ” ,
”LABEL COLOR B ”: ” v f l o a t ” ,
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”ICON ”: ” v s t r i ng ” ,
”VALUE”: ” s t r i n g ” ,
”VALUES”: ” s t r i n g ” ,
”SCALE”: ” v f l o a t ” ,
”FORM X0”: ”( s e l f .WIDTH−56)/−2”,
”BACK X0 ”: ”( s e l f .WIDTH−56)/−2”,
”LIGHT X0 ”: ”( s e l f .WIDTH−56)/−2”,
”LIGHT OPACITY ”: ” v f l o a t ” ,
”SHAD X0 ”: ”( s e l f .WIDTH−56)/−2”,
”LABEL Y0 ”: ”( s e l f .HEIGHT−56)/−2”,
”TOGGLE”: ” bool ” }
} ,{
”name”: ” EnterKey ” ,
”extends ”: ”Key ” ,
”attributes ”: {
”LABEL”: ” v s t r i n g ” ,
”LABEL SCALE ”: ” v f l o a t ” ,
”ICON ”: ” v s t r i ng ” ,
”SCALE”: ” v f l o a t ” ,
”FORM X0”: ”( s e l f .WIDTH−100)/−2”,
”BACK X0 ”: ”( s e l f .WIDTH−100)/−2”,
”LIGHT X0 ”: ”( s e l f .WIDTH−100)/−2”,
”LIGHT OPACITY ”: ” v f l o a t ” ,
”SHAD X0 ”: ”( s e l f .WIDTH−100)/−2”,
”VALUE”: ” s t r i n g ” }
} ,{
”name”: ” KbDisplay ” ,
”extends ”: ” Object ” ,
”attributes ”: {
”VISIBLE ”: ” vbool ” ,
”NAME”: ” s t r i n g ” ,
”TEXT”: ” v s t r i n g ” ,
”TXTWIDTH”: ” int ” }
} ,{
”name”: ”KbBack ” ,
”extends ”: ” Object ” ,
”attributes ”: {
”VISIBLE ”: ” vbool ” }
} ]
}
B.3 Les connections entre le mode`le et les classes
graphiques
Voici le listing contenant les connexions entre les classes graphiques et les attributs du
mode`le.
Listing B.10 – Fichier de connexion des items du clavier a` l’aide de la syntaxe JSON
(fichier keyb modelToSVG.json).
{
”model ”: ”KEYBOARD” ,
”ob j e c t s ”: [
{
”className ”: ”Keyboard ” ,
”connect ions ”: {
”X0 ”: ” transform . tx ” ,
”Y0 ”: ” transform . ty ” ,
”SCALE”: ” transform . s c a l e ”}
} ,{
”className ”: ”CharKey ” ,
” f i l e ”: ” keyboard2 . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” char key ” ,
”connect ions ”:
{
”X0 ”: ” char key . transform . tx ” ,
”Y0 ”: ” char key . transform . ty ” ,
”PRIORITY ”: ” char key . transform . p r i o r i t y ” ,
”SCALE”: ” char key . transform . s c a l e ” ,
”WIDTH”: ” ckey form . width ” ,
”HEIGHT”: ” ckey form . he ight ” ,
”FORM X0”: ” ckey form . transform . tx ” ,
”BTN X0 ”: ” ckey btn . transform . tx ” ,
”BTN Y0 ”: ” ckey btn . transform . ty ” ,
”FORM X0”: ” ckey form . transform . tx ” ,
”BACK X0 ”: ” ckey back . transform . tx ” ,
”BACK WIDTH”: ” ckey back . width ” ,
”BACK HEIGHT”: ” ckey back . he ight ” ,
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”BACK COLOR0 R”: ” ckey back . s t y l e . f i l l . stop . 0 . c o l o r . 0 ” ,
”BACK COLOR0 G”: ” ckey back . s t y l e . f i l l . stop . 0 . c o l o r . 1 ” ,
”BACK COLOR0 B”: ” ckey back . s t y l e . f i l l . stop . 0 . c o l o r . 2 ” ,
”BACK COLOR1 R”: ” ckey back . s t y l e . f i l l . stop . 1 . c o l o r . 0 ” ,
”BACK COLOR1 G”: ” ckey back . s t y l e . f i l l . stop . 1 . c o l o r . 1 ” ,
”BACK COLOR1 B”: ” ckey back . s t y l e . f i l l . stop . 1 . c o l o r . 2 ” ,
”LIGHT X0 ”: ” c k e y l i g h t . transform . tx ” ,
”LIGHT WIDTH”: ” c k e y l i g h t . width ” ,
”LIGHT HEIGHT ”: ” c k e y l i g h t . he ight ” ,
”LIGHT OPACITY ”: ” c k e y l i g h t . s t y l e . f i l l o p a c i t y ” ,
”HIGHLIGHTED”: ” c k e y l i g h t . a c t i f ” ,
”SHAD X0 ”: [ ” ckey shad0 . transform . tx ” , ” ckey shad1 . transform . tx ” ,
”ckey shad2 . transform . tx ” , ” ckey shad3 . transform . tx ”] ,
”SHAD0 WIDTH”: ” ckey shad0 . width ” ,
”SHAD1 WIDTH”: ” ckey shad1 . width ” ,
”SHAD2 WIDTH”: ” ckey shad2 . width ” ,
”SHAD3 WIDTH”: ” ckey shad3 . width ” ,
”SHAD0 HEIGHT ”: ” ckey shad0 . he ight ” ,
”SHAD1 HEIGHT ”: ” ckey shad1 . he ight ” ,
”SHAD2 HEIGHT ”: ” ckey shad2 . he ight ” ,
”SHAD3 HEIGHT ”: ” ckey shad3 . he ight ” ,
”LABEL”: ” c k e y l a b e l ” ,
”LABEL SCALE ”: ” c k e y l a b e l . transform . s c a l e ”
} ,
”p i ck ing ”: {”Picked Key ”: ” char key ”}
} ]
} ,{
”className ”: ”FuncKey ” ,
” f i l e ”: ” keyboard2 . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” func key ” ,
”connect ions ”:
{
”X0 ”: ” func key . transform . tx ” ,
”Y0 ”: ” func key . transform . ty ” ,
”PRIORITY ”: ” func key . transform . p r i o r i t y ” ,
”SCALE”: ” func key . transform . s c a l e ” ,
”WIDTH”: ” fkey form . width ” ,
”HEIGHT”: ” fkey form . he ight ” ,
”FORM X0”: ” fkey form . transform . tx ” ,
”BTN X0 ”: ” fkey btn . transform . tx ” ,
”BTN Y0 ”: ” fkey btn . transform . ty ” ,
”FORM X0”: ” fkey form . transform . tx ” ,
”BACK X0 ”: ” fkey back . transform . tx ” ,
”BACK WIDTH”: ” fkey back . width ” ,
”BACK HEIGHT”: ” fkey back . he ight ” ,
”BACK COLOR0 R”: ” fkey back . s t y l e . f i l l . stop . 0 . c o l o r . 0 ” ,
”BACK COLOR0 G”: ” fkey back . s t y l e . f i l l . stop . 0 . c o l o r . 1 ” ,
”BACK COLOR0 B”: ” fkey back . s t y l e . f i l l . stop . 0 . c o l o r . 2 ” ,
”BACK COLOR1 R”: ” fkey back . s t y l e . f i l l . stop . 1 . c o l o r . 0 ” ,
”BACK COLOR1 G”: ” fkey back . s t y l e . f i l l . stop . 1 . c o l o r . 1 ” ,
”BACK COLOR1 B”: ” fkey back . s t y l e . f i l l . stop . 1 . c o l o r . 2 ” ,
”LIGHT X0 ”: ” f k e y l i g h t . transform . tx ” ,
”LIGHT WIDTH”: ” f k e y l i g h t . width ” ,
”LIGHT HEIGHT ”: ” f k e y l i g h t . he ight ” ,
”LIGHT OPACITY ”: ” f k e y l i g h t . s t y l e . f i l l o p a c i t y ” ,
”HIGHLIGHTED”: ” f k e y l i g h t . a c t i f ” ,
”SHAD X0 ”: [ ” fkey shad0 . transform . tx ” , ” fkey shad1 . transform . tx ” ,
” fkey shad2 . transform . tx ” , ” fkey shad3 . transform . tx ”] ,
”SHAD0 WIDTH”: ” fkey shad0 . width ” ,
”SHAD1 WIDTH”: ” fkey shad1 . width ” ,
”SHAD2 WIDTH”: ” fkey shad2 . width ” ,
”SHAD3 WIDTH”: ” fkey shad3 . width ” ,
”SHAD0 HEIGHT ”: ” fkey shad0 . he ight ” ,
”SHAD1 HEIGHT ”: ” fkey shad1 . he ight ” ,
”SHAD2 HEIGHT ”: ” fkey shad2 . he ight ” ,
”SHAD3 HEIGHT ”: ” fkey shad3 . he ight ” ,
”LABEL”: ” f k e y l a b e l ” ,
”LABEL COLOR R ”: ” f k e y t x t . s t y l e . f i l l . 0 ” ,
”LABEL COLOR G”: ” f k e y t x t . s t y l e . f i l l . 1 ” ,
”LABEL COLOR B ”: ” f k e y t x t . s t y l e . f i l l . 2 ”
} ,
”p i ck ing ”: {”Picked Key ”: ” func key ”}
} ]
} ,{
”className ”: ” EnterKey ” ,
” f i l e ”: ” keyboard2 . svg ” ,
”g raph i ca l I t ems ”: [
{
”name”: ” ente r key ” ,
”connect ions ”:
{
”X0 ”: ” ente r key . transform . tx ” ,
”Y0 ”: ” ente r key . transform . ty ” ,
”PRIORITY ”: ” ente r key . transform . p r i o r i t y ” ,
”SCALE”: ” ente r key . transform . s c a l e ” ,
”WIDTH”: ” ekey form . width ” ,
”HEIGHT”: ” ekey form . he ight ” ,
”FORM X0”: ” ekey form . transform . tx ” ,
”BTN X0 ”: ” ekey btn . transform . tx ” ,
”BTN Y0 ”: ” ekey btn . transform . ty ” ,
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”FORM X0”: ” ekey form . transform . tx ” ,
”BACK X0 ”: ” ekey back . transform . tx ” ,
”BACK WIDTH”: ” ekey back . width ” ,
”BACK HEIGHT”: ” ekey back . he ight ” ,
”BACK COLOR0 R”: ” ekey back . s t y l e . f i l l . stop . 0 . c o l o r . 0 ” ,
”BACK COLOR0 G”: ” ekey back . s t y l e . f i l l . stop . 0 . c o l o r . 1 ” ,
”BACK COLOR0 B”: ” ekey back . s t y l e . f i l l . stop . 0 . c o l o r . 2 ” ,
”BACK COLOR1 R”: ” ekey back . s t y l e . f i l l . stop . 1 . c o l o r . 0 ” ,
”BACK COLOR1 G”: ” ekey back . s t y l e . f i l l . stop . 1 . c o l o r . 1 ” ,
”BACK COLOR1 B”: ” ekey back . s t y l e . f i l l . stop . 1 . c o l o r . 2 ” ,
”LIGHT X0 ”: ” e k e y l i g h t . transform . tx ” ,
”LIGHT WIDTH”: ” e k e y l i g h t . width ” ,
”LIGHT HEIGHT ”: ” e k e y l i g h t . he ight ” ,
”LIGHT OPACITY ”: ” e k e y l i g h t . s t y l e . f i l l o p a c i t y ” ,
”HIGHLIGHTED”: ” e k e y l i g h t . a c t i f ” ,
”SHAD X0 ”: [ ” ekey shad0 . transform . tx ” , ” ekey shad1 . transform . tx ” , ” ekey shad2 . transform . tx ” ,
”ekey shad3 . transform . tx ”] ,
”SHAD0 WIDTH”: ” ekey shad0 . width ” ,
”SHAD1 WIDTH”: ” ekey shad1 . width ” ,
”SHAD2 WIDTH”: ” ekey shad2 . width ” ,
”SHAD3 WIDTH”: ” ekey shad3 . width ” ,
”SHAD0 HEIGHT ”: ” ekey shad0 . he ight ” ,
”SHAD1 HEIGHT ”: ” ekey shad1 . he ight ” ,
”SHAD2 HEIGHT ”: ” ekey shad2 . he ight ” ,
”SHAD3 HEIGHT ”: ” ekey shad3 . he ight ” ,
”LABEL”: ” e k e y l a b e l ” ,
”LABEL SCALE ”: ” e k e y l a b e l . transform . s c a l e ” } ,
”p i ck ing ”: {”Picked Key ”: ” ent e r key ”}
} ]
} ,{
”className ”: ” KbDisplay ” ,
” f i l e ”: ” keyboard2 . svg ” ,
”g raph i ca l I t ems ”: [{
”name”: ” keyb d i sp lay ” ,
”connect ions ”:{
”X0 ”: ” keyb d i sp lay . transform . tx ” ,
”Y0 ”: ” keyb d i sp lay . transform . ty ” ,
”TEXT”: ” keyb d i sp lay . d i s p l a y t x t ”}
} ]
} ,{
”className ”: ”KbBack ” ,
” f i l e ”: ” keyboard2 . svg ” ,
”g raph i ca l I t ems ”: [{
”name”: ” keyb back ” ,
”connect ions ”:{
”X0 ”: ” keyb back . transform . tx ” ,
”Y0 ”: ” keyb back . transform . ty ” ,
”PRIORITY ”: ” keyb back . transform . p r i o r i t y ”}
} ]
} ]
}
B.4 La sce`ne
Enfin, l’instanciation des diffe´rents objets utilise´s dans l’application interactive finale
est re´alise´e par le fichier de sce`ne ge´ne´re´ par le code suivant.
Listing B.11 – Le ge´ne´rateur du fichier de sce`ne des items du clavier (fichier smileys.json).
a u t h o r =”vinot ”
d a t e =”$07 a v r i l 2009 17 : 05 : 34 $ ”
def generate ( ktable , spaceun i t ) :
## header de scene
s = ”””{
”name ”: ”KEYB” ,
”model ”: ”KEYBOARD” ,
”con t en t ”: [ ”””
## v a r i a b l e s
sep = ””
numline = 0
index = 1
x = 0
y = 0
s += sep+”””
{ ” t ype ”: ”Keyboard ” ,
” a t t r i b u t e s ”: {
”ID ”: ” keyboard ” ,
”ParentID ”: 0 ,
”VISIBLE ”: true ,
”X0”: 100 ,
”Y0”: 100 ,
”SCALE”: 0 . 5 ,
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”con t en t ”: [ ”””
## a f f i c h e u r
s += sep+”””
{ ” t ype ”: ”KbBack ” ,
” a t t r i b u t e s ”: {
”ID”:%s ,
”ParentID ”: 0 ,
”VISIBLE ”: true ,
”X0”:% s ,
”Y0”:% s }
} , ”””%(index , x , y )
index += 1
s += sep+”””
{ ” t ype ”: ” KbDisp lay ” ,
” a t t r i b u t e s ”: {
”ID”:%s ,
”ParentID ”: 0 ,
”NAME”: ” Di sp l ay ” ,
”VISIBLE ”: true ,
”X0”:% s ,
”Y0”:% s ,
”TXTWIDTH”:365 ,
”TEXT”: ”” }
} , ”””%(index , x , y )
## con s t r u c t i o n des l i g n e s
y += 90
for l i n e in ktab le :
x = 24
# con s t r u c t i o n des l i g n e s
for classname ,name, value , width , he ight in l i n e :
i f classname == ”move ”:
i f value == ”abs ”:
x = width
y = he ight
else :
x += width
y += height
else :
index += 1
classname += ”Key”
i f classname == ”CharKey ”:
i f not width :
width = 40
i f not he ight :
he ight = 56
icon = ””
keyname = ”Key ” + name
valCap , valMin , valNum = value
s += sep+”””
{ ” t ype ”:”% s ” ,
” a t t r i b u t e s ”: {
”ID”:%d ,
”ParentID ”: 0 ,
”NAME”:”% s ” ,
”ENABLE”: true ,
”VISIBLE ”: true ,
”HIGHLIGHTED”: f a l s e ,
”SELECTED”: f a l s e ,
”X0”:%d ,
”Y0”:%d ,
”WIDTH”:%d ,
”HEIGHT”:%d ,
”LIGHT OPACITY”: 0 . 0 ,
”LABEL”:”% s ” ,
”ICON”: ”” ,
”VALUE”: [ ”% s ”,”% s ”,”% s ”] ,
”Picked Key ”:−1 }
} ”””%(classname , index , keyname , x+(width /2) , y , width , height , valCap , valCap , valMin , valNum)
e l i f classname == ”FuncKey ”:
labCap , labMin , labNum , togg l e = value
i f not width :
width = 56
i f not he ight :
he ight = 56
togg l e = s t r ( t ogg l e ) . lower ( )
keyname = ”Key ” + name
i con = name
s += sep+”””
{
” t ype ”:”% s ” ,
” a t t r i b u t e s ”: {
”ID”:%d ,
”ParentID ”: 0 ,
”NAME”:”% s ” ,
”ENABLE”: true ,
”VISIBLE ”: true ,
”HIGHLIGHTED”: f a l s e ,
”SELECTED”: f a l s e ,
”X0”:%d ,
”Y0”:%d ,
”WIDTH”:%d ,
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”HEIGHT”:%d ,
”LIGHT OPACITY”: 0 . 0 ,
”LABEL”:”% s ” ,
”ICON”:”% s ” ,
”VALUE”:”% s ” ,
”VALUES”: [ ”% s ”,”% s ”,”% s ”] ,
”Picked Key ”:−1 ,
”TOGGLE”:% s }
} ”””%(classname , index , keyname , x+(width /2) , y , width , height , labCap , icon , name,
labCap , labMin , labNum , togg l e )
e l i f classname == ”EnterKey ”:
l abe l , t ogg l e = value
i f not width :
width = 100
i f not he ight :
he ight = 56
icon = name
keyname = ”Key ” + name
s += sep+”””
{ ” t ype ”:”% s ” ,
” a t t r i b u t e s ”: {
”ID”:%d ,
”ParentID ”: 0 ,
”NAME”:”% s ” ,
”ENABLE”: true ,
”VISIBLE ”: true ,
”HIGHLIGHTED”: f a l s e ,
”SELECTED”: f a l s e ,
”X0”:%d ,
”Y0”:%d ,
”WIDTH”:%d ,
”HEIGHT”:%d ,
”LIGHT OPACITY”: 0 . 0 ,
”LABEL”:”% s ” ,
”ICON”:”% s ” ,
”VALUE”:”% s ” ,
”Picked Key ”:−1 }
} ”””%(classname , index , keyname , x+(width /2) , y , width , height , l abe l , icon , name)
x += width
x += spaceun i t
sep=’ , ’
y += 75
s . r s t r i p ( ’ , ’ )
s+= ””” ]
}
} ]
} ”””
return s
i f name == ” m a i n ”:
import sys
l i n e 0 = [ ( ”move ” , , ”abs ” , 538 , 40 ) , ( ”Func ” , ”back ” , [ ”Back ” , ”Back ” , ”Back ” , Fa lse ] , 7 6 , 4 8 ) ,
( ”move ” , ”” , None , 0 , 1 2 ) ]
l i n e 1 = [ ( ”Char ” , ” arobas ” , [ ”@” , ”a ” , ”C”] , 4 0 , 5 6 ) , ( ”Char ” , ”A” , [ ”A” , ”a ” , ”[ ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”Z ” , [ ”Z” , ”z ” , ”( ”] , 4 0 , 5 6 ) , ( ”Char ” , ”E” , [ ”E” , ”e ” , ”) ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”R” , [ ”R” , ” r ” , ”] ”] , 4 0 , 5 6 ) , ( ”Char ” , ”T” , [ ”T” , ” t ” , ”7 ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”Y” , [ ”Y” , ”y ” , ”8 ”] , 4 0 , 5 6 ) , ( ”Char ” , ”U” , [ ”U” , ”u ” , ”9 ”] , 4 0 , 5 6 ) ,
( ”Char ” , ” I ” , [ ” I ” , ” i ” , ”MC”] , 4 0 , 5 6 ) , ( ”Char ” , ”O” , [ ”O” , ”o ” , ”M+”] ,40 ,56) ,
( ”Char ” , ”P” , [ ”P” , ”p ” , ”M−”] , 40 , 56 ) , ( ”Char ” , ” d o l l a r ” , [ ”$ ” , ”u ” , ”MR”] , 4 0 , 5 6 ) ]
l i n e 2 = [ ( ”Func ” , ” s h i f t ” , [ ”Min ” , ”Cap ” , ” ” , True ] , 6 0 , 5 6 ) , ( ”move ” , ”” , None , 1 0 , 0 ) ,
( ”Char ” , ”Q” , [ ”Q” , ”q ” , ”<”] , 40 , 56 ) , ( ”Char ” , ”S ” , [ ”S ” , ” s ” ,”>”] , 40 ,56) ,
( ”Char ” , ”D” , [ ”D” , ”d ” , ”−”] , 40 , 56 ) , ( ”Char ” , ”F ” , [ ”F” , ” f ” , ”+”] , 40 , 56 ) ,
( ”Char ” , ”G” , [ ”G” , ”g ” , ”4 ”] , 4 0 , 5 6 ) , ( ”Char ” , ”H” , [ ”H” , ”h ” , ”5 ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”J ” , [ ”J ” , ” j ” , ”6 ”] , 4 0 , 5 6 ) , ( ”Char ” , ”K” , [ ”K” , ”k ” , ”∗ ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”L ” , [ ”L” , ” l ” , ”/ ”] , 4 0 , 5 6 ) , ( ”Char ” , ”M” , [ ”M” , ”m” , ”C”] , 4 0 , 5 6 ) ]
l i n e 3 = [ ( ”Char ” , ”ampersand ” , [ ”& ” , ” , ” , ” s i n ”] , 4 0 , 5 6 ) , ( ”Char ” , ” a n t i s l a s h ” , [ ”\ \ ” , ”c ” , ” cos ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”W” , [ ”W” , ”w” , ” tan ”] , 4 0 , 5 6 ) , ( ”Char ” , ”X” , [ ”X” , ”x ” , ” log ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”C” , [ ”C” , ”c ” , ”. ”] , 4 0 , 5 6 ) , ( ”Char ” , ”V” , [ ”V” , ”v ” , ”0 ”] , 4 0 , 5 6 ) ,
( ”Char ” , ”B” , [ ”B” , ”b ” , ”1 ”] , 4 0 , 5 6 ) , ( ”Char ” , ”N” , [ ”N” , ”n ” , ”2 ”] , 4 0 , 5 6 ) ,
( ”Char ” , ” ques t ion ” , [ ”? ” , ” e ” , ”3 ”] , 4 0 , 5 6 ) , ( ”Char ” , ”dot ” , [ ”. ” , ” e ” ,”1/X”] , 4 0 , 5 6 ) ,
( ”Char ” , ” s l a sh ” , [ ”/ ” , ” ” , ”X2”] , 4 0 , 5 6 ) , ( ”Char ” , ” exclamation ” , [ ”! ” , ” ” , ”%”] , 4 0 , 5 6 ) ]
l i n e 4 = [ ( ”move ” , ”” , None , 0 , 1 0 ) , ( ”Func ” , ”nummode ” , [ ”1 2 3 ” , ”1 2 3 ” , ”Abc ” , True ] , 7 0 , 4 8 ) ,
( ”move ” , ”” , None , 8 , 0 ) , ( ”Func ” , ”expand ” , [ ”Exp ” , ”Exp ” , ”Exp” , True ] , 7 0 , 4 8 ) ,
( ”move ” , ”” , None , 1 5 , 0 ) , ( ”Char ” , ” space ” , [ ” ” , ” ” , ” ”] , 2 7 0 , 4 8 ) , ( ”move ” , ”” , None , 1 5 , 0 ) ,
( ”Enter ” , ” ente r ” , [ ”GO” , False ] , 1 1 0 , 4 8 ) ]
keyboard = [ l ine0 , l i ne1 , l i ne2 , l i ne3 , l i n e 4 ]
f i l e c o n t e n t = generate ( keyboard , 1 0 )
s c e n e f i l e = open (”keyboard . j son ” , ’w ’ , −1)
s c e n e f i l e . wr i t e ( f i l e c o n t e n t )
s c e n e f i l e . c l o s e ( )
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B.5 Le lanceur
Voici le code complet de l’application Python ge´rant les interactions.
Le lancement du compilateur graphique est effectue´ par l’appel a` gc.load dans le main
du fichier (a` la fin du listing).
Listing B.12 – Le code python permettant de controˆler le clavier logiciel.
#! / usr / b in / python
# −∗− cod ing : u t f−8 −∗−
## Pro j e t KEYBOARD
## ma i n f i l e keyboard2 . py
a u t h o r = ”vinot ”
d a t e = ”$17 a v r i l 2009 13 : 28 : 32 $ ”
import sys , os
sys . path . append ( os . path . abspath ( os . path . j o i n ( os . getcwd ( ) , os . pardir , os . pa rd i r ) ) )
import re
from g r aph i c a l c omp i l e r import ∗
from g r aph i c a l c omp i l e r import keyboard as gckeyboard
from g r aph i c a l c omp i l e r . u t i l s import g r a p h i c t o o l s
from math import sqrt , s in , cos , tan
## keyboard i n i t i a l s i z e
kwidth = 640
khe ight = 410
## expanding key s e t t i n g s
expand ing fac to r = 0 .8
expand ing l im i t = 120
automatic expand = 0.7
## nummode s p e c i a l k ey s
s p e c i a l k e y s = ( ’ . ’ , ’ 0 ’ , ’ 1 ’ , ’ 2 ’ , ’ 3 ’ , ’ 4 ’ , ’ 5 ’ , ’ 6 ’ , ’ 7 ’ , ’ 8 ’ , ’ 9 ’ )
specialNumChars = {u”\xd7 ” : ”∗” ,u”\xf7 ” : ”/ ” ,u”X\xb2 ” : ”∗∗2 ”}
## accen t s trema e t c i r c o n f l e x e
t r ema va l idcha r s = { ’ e ’ : u”\xeb ” , ’ i ’ : u”\ xe f ” , ’u ’ : u”\ x fc ”}
c i r c o n f l e x e v a l i d c h a r s = { ’ a ’ : u”\xe2 ” , ’ e ’ : u”\xea ” , ’ i ’ : u”\xee ” , ’ o ’ : u”\xf4 ” , ’u ’ : u”\xfb ”}
## codes s p e c i au x c l a v i e r
gck val idUChars = (u”\xe0 ” ,u”\xe7 ” ,u”\xe8 ” ,u”\xe9 ”)
pos t s c r ip tChar s = { ’LEFTPAREN’ : ”( ” , ’RIGHTPAREN’ : ”) ” , ’PLUS ’ : ”+” , ’MINUS ’ : ”−” ,
’ASTERISK ’ : ”∗” , ’SLASH ’ : ”/ ” , ’WORLD 89 ’ : u”\xf9 ” , ’WORLD 73 ’ : u”\xe9 ” ,
’WORLD 72 ’ : u”\xe8 ” , ’WORLD 64 ’ : u”\xe0 ” ,
’WORLD 71 ’ : u”\xe7 ” , ’UNKWNON 37 ’ : ”%”}
## keyboard c l a s s
## c l a v i e r ”KEYBOARD”
class keyboard ( ob j e c t ) :
def i n i t ( s e l f , id , width , he ight ) :
s e l f . GraphicObject = getObject ( id )
s e l f . s c a l e = s e l f . GraphicObject .SCALE
s e l f . x0 = s e l f . GraphicObject . X0
s e l f . y0 = s e l f . GraphicObject . Y0
s e l f . width = f l o a t ( width )
i f width < 1 :
raise Exception , ”keyboard width < 1 ”
s e l f . he ight = f l o a t ( he ight )
i f he ight < 1 :
raise Exception , ”keyboard he ight < 1 ”
s e l f . a l l k e y s = {}
s e l f . charkeys = {}
s e l f . funckeys = {}
s e l f . enterkey = None
s e l f . sh i f tmode = False
s e l f . nummode = False
s e l f . r e s u l t = ””
s e l f . d i sp l ay = False
s e l f . expanding = False
s e l f . l oaded accent = ””
def s c a l eS i z eCa l l ba ck ( s e l f , id ) :
global automatic expand
newwidth = window ( ) . width . eva l ( )
newheight = window ( ) . he ight . eva l ( )
newscale = min ( newwidth/ s e l f . width , newheight / s e l f . he ight )
s e l f . s c a l e . s e t ( newscale )
newX = ( newwidth − ( s e l f . width∗newscale ) )/2
newY = ( newheight − ( s e l f . he ight ∗newscale ) )/2
s e l f . x0 . s e t (newX)
s e l f . y0 . s e t (newY)
try :
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expandkey = s e l f . funckeys [ ’ expand ’ ]
i f newscale < automatic expand and not s e l f . expanding :
expandkey . sw i t chAct ivat ion ( id , ’ auto ’ )
s e l f . switchExpanding ( )
e l i f newscale > automatic expand and s e l f . expanding and expandkey . activmode == ’ auto ’ :
expandkey . sw i t chAct ivat ion ( id , ’ auto ’ )
s e l f . switchExpanding ( )
except :
pass
def switchExpanding ( s e l f ) :
i f s e l f . expanding :
s e l f . expanding = False
for num, s in s e l f . a l l k e y s . i tems ( ) :
s . s c a l e . s e t (1 )
else :
s e l f . expanding = True
def expandingKeyboard ( s e l f , id ) :
i f s e l f . expanding :
xc = mouse ( ) . x . eva l ( )
yc = mouse ( ) . y . eva l ( )
kb x0 = s e l f . x0 . eva l ( )
kb y0 = s e l f . y0 . eva l ( )
ks = s e l f . s c a l e . eva l ( )
for num, s in s e l f . a l l k e y s . i tems ( ) :
s . expanding ( xc , yc , kb x0 , kb y0 , ks )
def addKey ( s e l f , keyc la s s , o , connect ions ) :
s = keyc l a s s ( s e l f , o . ID)
connect ions . append ( ( s . GraphicObject . Picked Key , s . p i c k i n g c a l l b a c k ) )
connect ions . append ( ( mouse ( ) . buttons [ 0 ] , s . mouseDownCallback ) )
s e l f . a l l k e y s [ o . ID ] = s
i f o . ge tC las s ( ) == ”CharKey” :
s e l f . charkeys [ o . ID ] = s
e l i f o . ge tC las s ( ) == ”FuncKey” :
name = s . value
s e l f . funckeys [ name ] = s
e l i f o . ge tC las s ( ) == ”EnterKey ” :
s e l f . enterkey = s
def addDisplay ( s e l f , id , connect ions ) :
s = KeybDisplay ( s e l f , id )
s e l f . d i sp l ay = s
def addBack ( s e l f , id , connect ions ) :
s = KeybBack ( s e l f , id )
def changeKeys ( s e l f , mode ) :
va l index = 1
i f mode == ’ s h i f t ’ and s e l f . sh i f tmode :
va l index = 0
e l i f mode == ’num ’ :
s h i f t k e y = s e l f . funckeys [ ’ s h i f t ’ ]
s h i f t k e y . setEnabled (not s e l f . nummode)
i f s e l f . nummode :
va l index = 2
else :
i f s e l f . sh i f tmode :
va l index = 0
else :
va l index = 1
print ”changeKeys mode : ” ,mode
for num, s in s e l f . charkeys . i tems ( ) :
s . updateLabel ( va l index )
for num, s in s e l f . funckeys . i tems ( ) :
s . updateLabel ( va l index )
glvm . postRedisp lay ( )
def keyDownCallback ( s e l f , id ) :
global gck val idUChars
key = glvm . evalVar ( id )
keyvalue = gckeyboard ( ) . getKey ( key )
i f l en ( keyvalue ) < 2 or keyvalue in gck val idUChars :
s e l f . d i sp l ay . addChar ( keyvalue )
e l i f pos t s c r ip tChar s . has key ( keyvalue ) :
charva lue = pos t s c r ip tChar s [ keyvalue ]
s e l f . d i sp l ay . addChar ( charva lue )
e l i f keyvalue == ”BACKSPACE” :
s e l f . d i sp l ay . popChar ( )
e l i f keyvalue == ”SPACE” :
s e l f . d i sp l ay . addChar ( ” ”)
e l i f keyvalue == ”RETURN” :
s = s e l f . enterkey
s . computeKey ( s . index )
else :
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print ”keyvalue : ” , keyvalue
## key c l a s s
## super c l a s s e des t ouche s du c l a v i e r KEYBOARD
class key ( ob j e c t ) :
def i n i t ( s e l f , parent , id ) :
s e l f . parent = parent
s e l f . GraphicObject = getObject ( id )
s e l f . enabled key = s e l f . GraphicObject .ENABLE
s e l f . p i cked key = False
s e l f . s e l e c t e d k e y = False
s e l f . s p e c i a l k ey = False
s e l f . s t a t e = False
s e l f . mouseDown = False
s e l f . x0 = s e l f . GraphicObject . X0
s e l f . y0 = s e l f . GraphicObject . Y0
s e l f . width = s e l f . GraphicObject .WIDTH
s e l f . s c a l e = s e l f . GraphicObject .SCALE
s e l f . l a b e l = s e l f . GraphicObject .LABEL
s e l f . l i g h t i n g = s e l f . GraphicObject .LIGHT OPACITY
s e l f . p r i o r i t y = s e l f . GraphicObject .PRIORITY
s e l f . h i gh l i gh t ed = s e l f . GraphicObject .HIGHLIGHTED
s e l f . p r i o r i t y . s e t (0 )
s e l f . setBackColor ( )
def p i c k i n g c a l l b a c k ( s e l f , id ) :
v a l u e p i c k i ng = glvm . evalVar ( id )
s e l f . p i cked key = va lu e p i c k i ng > −1
s e l f . setBackColor ( )
def expanding ( s e l f , cx , cy , kb x0 , kb y0 , ks ) :
global expanding factor , expand ing l im i t
p r i o r i t y = 0
i f s e l f . enabled key :
x0 = ( s e l f . x0 . eva l ( )∗ ks ) + kb x0
y0 = ( s e l f . y0 . eva l ( )∗ ks ) + kb y0
dx = cx − x0
dy = cy − y0
r e s = sq r t ( ( dx∗dx)+(dy∗dy ) )
max dist = expand ing l im i t ∗ ks
newscale = 1
i f r e s <= max dist :
newscale = 1 + ( ( ( max dist − r e s )/ max dist )∗ expand ing fac to r )
p r i o r i t y = −(newscale )
s e l f . s c a l e . s e t ( newscale )
s e l f . p r i o r i t y . s e t ( p r i o r i t y )
print p r i o r i t y
#pr i n t s e l f , newsca le , p r i o r i t y
def setBackColor ( s e l f ) :
keyboard = s e l f . parent
h i gh l i gh t ed = 0
c o l o r s = s e l f . c o l o r s [ ’ back ’ ]
i f s e l f . s p e c i a l k ey :
c o l o r s = s e l f . c o l o r s [ ’ s p e c i a l ’ ]
i f not s e l f . enabled key :
c o l o r s = s e l f . c o l o r s [ ’ d i s ab l ed ’ ]
e l i f s e l f . s e l e c t e d k e y :
c o l o r s = s e l f . c o l o r s [ ’ s e l e c t ’ ]
h i gh l i gh t ed = 1
else :
i f s e l f . p i cked key :
c o l o r s = s e l f . c o l o r s [ ’ h i l i t e ’ ]
s e l f . h i gh l i gh t ed . s e t ( h i gh l i gh t ed )
r0 , g0 , b0 = c o l o r s [ 0 ]
r1 , g1 , b1 = c o l o r s [ 1 ]
s e l f . GraphicObject .BACK COLOR0 R. s e t ( r0 /255 .0 )
s e l f . GraphicObject .BACK COLOR0 G. s e t ( g0 /255 .0 )
s e l f . GraphicObject .BACK COLOR0 B. s e t ( b0 /255 .0 )
s e l f . GraphicObject .BACK COLOR1 R. s e t ( r1 /255 .0 )
s e l f . GraphicObject .BACK COLOR1 G. s e t ( g1 /255 .0 )
s e l f . GraphicObject .BACK COLOR1 B. s e t ( b1 /255 .0 )
glvm . postRedisp lay ( )
## CharKey c l a s s ( c l a s s e d e r i v e e de key )
## element g raph i que : t ouche s s t anda rd s ( c a r a c t e r e s ) du c l a v i e r KEYBOARD
## Repre s en t a t i on SVG cha r k e y ( keyboard3 . s vg )
class CharKey ( key ) :
c o l o r s = { ’ back ’ : ( ( 147 , 178 , 245 ) , ( 245 , 255 , 255 ) ) ,
’ h i l i t e ’ : ( ( 147 , 178 , 245 ) , ( 255 , 255 , 189 ) ) ,
’ s e l e c t ’ : ( ( 130 , 197 , 245 ) , ( 255 , 255 , 127 ) ) ,
’ d i s ab l ed ’ : ( ( 153 , 185 , 232 ) , ( 200 , 200 , 200 ) ) ,
’ s p e c i a l ’ : ( ( 95 , 150 , 232 ) , ( 224 , 248 , 255 ) )}
def i n i t ( s e l f , parent , id ) :
s e l f . GraphicObject = getObject ( id )
s e l f . va lues = s e l f . GraphicObject .VALUE
s e l f . l a b e l s c a l e = s e l f . GraphicObject .LABEL SCALE
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s e l f . c o l o r s = CharKey . c o l o r s
super (CharKey , s e l f ) . i n i t ( parent , id )
def mouseDownCallback ( s e l f , id ) :
s e l f . mouseDown = glvm . evalVar ( mouse ( ) . buttons [ 0 ] . id ) > 0
i f s e l f . mouseDown and s e l f . p i cked key :
s e l f . l i g h t i n g . s e t ( 0 . 4 )
s e l f . GraphicObject .BTN X0 . s e t (3 )
s e l f . GraphicObject .BTN Y0 . s e t (4 )
s e l f . s e l e c t e d k e y = True
s e l f . computeKey ( id )
else :
s e l f . l i g h t i n g . s e t ( 0 . 0 )
s e l f . GraphicObject .BTN X0 . s e t (0 )
s e l f . GraphicObject .BTN Y0 . s e t (0 )
s e l f . s e l e c t e d k e y = False
s e l f . setBackColor ( )
def computeKey ( s e l f , id ) :
keyboard = s e l f . parent
keyvalue = s e l f . l a b e l . eva l ( )
l oaded accent = keyboard . l oaded accent
i f keyboard . nummode :
i f keyvalue == ”CE” :
keyboard . d i sp l ay . e r a s e ( )
else :
i f specialNumChars . has key ( keyvalue ) :
keyvalue = specialNumChars [ keyvalue ]
keyboard . d i sp l ay . addChar ( keyvalue )
else :
i f l oaded accent :
i f l oaded accent == ”trema ” and t r ema va l idcha r s . has key ( keyvalue ) :
keyvalue = trema va l idcha r s [ keyvalue ]
e l i f l oaded accent == ” c i r c o n f l e x e ” and c i r c o n f l e x e v a l i d c h a r s . has key ( keyvalue ) :
keyvalue = c i r c o n f l e x e v a l i d c h a r s [ keyvalue ]
keyboard . d i sp l ay . popChar ( )
keyboard . l oaded accent = ””
e l i f keyvalue == u”\xa8 ” :
keyboard . l oaded accent = ”trema ”
e l i f keyvalue == u”\x5e ” :
keyboard . l oaded accent = ” c i r c o n f l e x e ”
i f keyvalue :
keyboard . d i sp l ay . addChar ( keyvalue )
def updateLabel ( s e l f , va l index ) :
global s p e c i a l k e y s
newlabel = s e l f . va lues [ va l index ]
s e l f . l a b e l . s e t ( newlabel )
i f newlabel in s p e c i a l k e y s and s e l f . parent . nummode :
s e l f . s p e c i a l k ey = True
else :
s e l f . s p e c i a l k ey = False
numchar = len ( newlabel )
txtwidth = g r a p h i c t o o l s . getTxtWidth ( newlabel )
maxwidth = s e l f . width − 14
i f txtwidth > maxwidth or numchar > 1 :
i f maxwidth/ txtwidth > 0 .7 or numchar < 3 :
s e l f . l a b e l s c a l e . s e t ( 0 . 8 )
else :
s e l f . l a b e l s c a l e . s e t ( 0 . 6 )
else :
s e l f . l a b e l s c a l e . s e t (1 )
## FuncKey c l a s s ( c l a s s e d e r i v e e de key )
## element g raph i que : t ouche s de f o n c t i o n du c l a v i e r KEYBOARD
## Repre s en t a t i on SVG func k e y ( keyboard3 . s vg )
class FuncKey( key ) :
c o l o r s = { ’ back ’ : ( ( 71 , 90 , 116 ) , ( 176 , 182 , 209 ) ) ,
’ h i l i t e ’ : ( ( 71 , 90 , 116 ) , ( 156 , 233 , 255 ) ) ,
’ s e l e c t ’ : ( ( 71 , 90 , 116 ) , ( 191 , 251 , 255 ) ) ,
’ d i s ab l ed ’ : ( ( 139 , 148 , 158 ) , ( 194 , 197 , 209 ) )}
def i n i t ( s e l f , parent , id ) :
s e l f . GraphicObject = getObject ( id )
s e l f . t ogg l e = s e l f . GraphicObject .TOGGLE
s e l f . va lue = s e l f . GraphicObject .VALUE
s e l f . va lues = s e l f . GraphicObject .VALUES
s e l f . c o l o r s = FuncKey . c o l o r s
s e l f . a c t ived = False
s e l f . activmode = ’ auto ’
super (FuncKey , s e l f ) . i n i t ( parent , id )
def mouseDownCallback ( s e l f , id ) :
s e l f . mouseDown = glvm . evalVar ( mouse ( ) . buttons [ 0 ] . id ) > 0
i f s e l f . mouseDown and s e l f . p i cked key and s e l f . enabled key :
s e l f . l i g h t i n g . s e t ( 0 . 4 )
i f s e l f . t ogg l e :
s e l f . sw i t chAct ivat ion ( id , ’ f o r c e ’ )
s e l f . GraphicObject .BTN X0 . s e t (3 )
s e l f . GraphicObject .BTN Y0 . s e t (4 )
s e l f . s e l e c t e d k e y = True
s e l f . computeKey ( id )
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else :
s e l f . l i g h t i n g . s e t ( 0 . 0 )
i f s e l f . t ogg l e and s e l f . a c t ived :
s e l f . l i g h t i n g . s e t ( 0 . 3 )
s e l f . GraphicObject .BTN X0 . s e t (0 )
s e l f . GraphicObject .BTN Y0 . s e t (0 )
s e l f . s e l e c t e d k e y = False
s e l f . setBackColor ( )
def sw i t chAct ivat ion ( s e l f , id , mode ) :
s e l f . a c t ived = not s e l f . a c t ived
s e l f . activmode = mode
s e l f . s e tLabe lCo lor ( )
def se tLabe lCo lor ( s e l f ) :
l a b e l c o l o r s = ((255 ,255 ,255 ) , ( 255 ,240 ,0 ) , ( 200 ,200 ,200 ) )
r , g , b = l a b e l c o l o r s [ 0 ]
i f not s e l f . enabled key :
r , g , b = l a b e l c o l o r s [ 2 ]
e l i f s e l f . a c t ived :
r , g , b = l a b e l c o l o r s [ 1 ]
s e l f . GraphicObject .LABEL COLOR R. s e t ( r /255 .0 )
s e l f . GraphicObject .LABEL COLOR G. s e t ( g /255 .0 )
s e l f . GraphicObject .LABEL COLOR B. s e t (b /255 .0 )
def computeKey ( s e l f , id ) :
keyboard = s e l f . parent
i f s e l f . va lue == ” s h i f t ” :
keyboard . shi f tmode = not keyboard . shi f tmode
keyboard . changeKeys ( ’ s h i f t ’ )
e l i f s e l f . va lue == ”nummode” :
keyboard . nummode = not keyboard . nummode
keyboard . changeKeys ( ’num ’ )
e l i f s e l f . va lue == ”back ” and keyboard . d i sp l ay :
keyboard . d i sp l ay . popChar ( )
e l i f s e l f . va lue == ”expand ” :
keyboard . switchExpanding ( )
def updateLabel ( s e l f , va l index ) :
newlabel = s e l f . va lues [ va l index ]
s e l f . l a b e l . s e t ( newlabel )
def setEnabled ( s e l f , s t a t e ) :
s e l f . enabled key = s t a t e
s e l f . s e tLabe lCo lor ( )
s e l f . setBackColor ( )
## EnterKey c l a s s ( c l a s s e d e r i v e e de key )
## element g raph i que : t ouche s de t ype Enter du c l a v i e r KEYBOARD
## Repre s en t a t i on SVG en t e r k e y ( keyboard3 . s vg )
class EnterKey ( key ) :
c o l o r s = { ’ back ’ : ( ( 39 , 118 , 232 ) , ( 119 , 197 , 219 ) ) , ’ h i l i t e ’ : ( ( 39 , 118 , 232 ) , ( 156 , 233 , 255 ) ) ,
’ s e l e c t ’ : ( ( 39 , 118 , 232 ) , ( 119 , 255 , 219 ) ) , ’ d i s ab l ed ’ : ( ( 39 , 118 , 232 ) , ( 200 , 200 , 200 ) )}
def i n i t ( s e l f , parent , id ) :
s e l f . GraphicObject = getObject ( id )
s e l f . va lue = s e l f . GraphicObject .VALUE
s e l f . c o l o r s = EnterKey . c o l o r s
s e l f . index = id
super ( EnterKey , s e l f ) . i n i t ( parent , id )
def mouseDownCallback ( s e l f , id ) :
s e l f . mouseDown = glvm . evalVar ( mouse ( ) . buttons [ 0 ] . id ) > 0
i f s e l f . mouseDown and s e l f . p i cked key and s e l f . enabled key :
s e l f . l i g h t i n g . s e t ( 0 . 4 )
s e l f . GraphicObject .BTN X0 . s e t (2 )
s e l f . GraphicObject .BTN Y0 . s e t (2 )
s e l f . s e l e c t e d k e y = True
s e l f . computeKey ( id )
else :
s e l f . l i g h t i n g . s e t ( 0 . 0 )
s e l f . GraphicObject .BTN X0 . s e t (0 )
s e l f . GraphicObject .BTN Y0 . s e t (0 )
s e l f . s e l e c t e d k e y = False
s e l f . setBackColor ( )
def computeKey ( s e l f , id ) :
keyboard = s e l f . parent
i f keyboard . d i sp l ay :
kbvalue = keyboard . d i sp l ay . ge tva lue ( )
i f keyboard . nummode :
r e s u l t a t = ””
try :
r e s u l t a t = eva l ( kbvalue )
print ” r e s u l t a t : ” , r e s u l t a t
except Exception , e :
print ” c a l c u l non va l i d e : ” , e
keyboard . d i sp l ay . s e tva lu e ( r e s u l t a t )
else :
print ” r e s u l t : ” , kbvalue
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## KbBack c l a s s
## element g raph i que : fond de c l a v i e r KEYBOARD
## Repre s en t a t i on SVG key b b a c k ( keyboard3 . s vg )
class KeybBack ( ob j e c t ) :
def i n i t ( s e l f , parent , id ) :
s e l f . parent = parent
s e l f . GraphicObject = getObject ( id )
s e l f . x0 = s e l f . GraphicObject . X0
s e l f . y0 = s e l f . GraphicObject . Y0
## KbDisp lay c l a s s
## element g raph i que : a f f i c h e u r de c l a v i e r KEYBOARD
## Repre s en t a t i on SVG key b b a c k ( keyboard3 . s vg )
class KeybDisplay ( ob j e c t ) :
def i n i t ( s e l f , parent , id ) :
s e l f . parent = parent
s e l f . GraphicObject = getObject ( id )
s e l f . x0 = s e l f . GraphicObject . X0
s e l f . y0 = s e l f . GraphicObject . Y0
s e l f . txt = s e l f . GraphicObject .TEXT
s e l f . maxwidth = s e l f . GraphicObject .TXTWIDTH
s e l f . va lue = ””
def s e tva lu e ( s e l f , newvalue ) :
s e l f . va lue = s t r ( newvalue )
s e l f . s e tD i sp lay ( )
def getva lue ( s e l f ) :
return s e l f . va lue
def s e tD i sp lay ( s e l f ) :
v = s e l f . va lue
while g r a p h i c t o o l s . getTxtWidth (v ) > s e l f . maxwidth :
v = v [ 1 : ]
s e l f . txt . s e t ( v )
glvm . postRedisp lay ( )
def addChar ( s e l f , char ) :
s e l f . va lue += char
s e l f . s e tD i sp lay ( )
def e ra s e ( s e l f ) :
s e l f . va lue = ””
s e l f . s e tD i sp lay ( )
def popChar ( s e l f ) :
v = s e l f . va lue
s e l f . va lue = v [ : −1 ]
s e l f . s e tD i sp lay ( )
## fon c t i o n in i tKeyboard
## c r e a t i o n du c l a v i e r Keyboard
def in itKeyboard ( id , connect ions ) :
global kwidth , khe ight
keyb = keyboard ( id , kwidth , khe ight )
connect ions . append ( ( window ( ) . width , keyb . s c a l eS i z eCa l l ba ck ) )
connect ions . append ( ( window ( ) . height , keyb . s c a l eS i z eCa l l ba ck ) )
connect ions . append ( ( mouse ( ) . x , keyb . expandingKeyboard ) )
connect ions . append ( ( mouse ( ) . y , keyb . expandingKeyboard ) )
connect ions . append ( ( gckeyboard ( ) . keyDown , keyb . keyDownCallback ) )
return keyb
## fon c t i o n parseScene
## Cons t ruc t i on de l a scene KEYBOARD
def parseScene ( parent , scene , connect ions ) :
for o in scene :
i f o . ge tC las s ( ) == ’CharKey ’ :
parent . addKey (CharKey , o , connect ions )
e l i f o . ge tC las s ( ) == ’FuncKey ’ :
parent . addKey (FuncKey , o , connect ions )
e l i f o . ge tC las s ( ) == ’ EnterKey ’ :
parent . addKey ( EnterKey , o , connect ions )
e l i f o . ge tC las s ( ) == ’ KbDisplay ’ :
parent . addDisplay ( o . ID , connect ions )
e l i f o . ge tC las s ( ) == ’KbBack ’ :
parent . addBack ( o . ID , connect ions )
e l i f o . ge tC las s ( ) == ’ Keyboard ’ :
keyboard = initKeyboard ( o . ID , connect ions )
i f o . content :
parseScene ( keyboard , o . content , connect ions )
keyboard . changeKeys (None )
keyboard . s c a l eS i z eCa l l ba ck ( o . ID)
return connect ions
def onScene ( scene ) :
print ”onScene ca l l ba ck ”
Connects = [ ]
Connects = parseScene (None , scene , Connects )
gc . connect ( Connects )
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## main
i f name == ” m a i n ” :
import sys
import time
sceneFileName = ”keyboard . j son ”
beg in t ime = time . time ( )
i f l en ( sys . argv ) > 1 :
sceneFileName = sys . argv [ 1 ]
import g r aph i c a l c omp i l e r . gc as gc
gc . load ( ”keyb model . j son ” , ”keyb modelToSVG . j son ” , sceneFileName , onScene ,
width = 640 , he ight = 410 , backColor = (130/255 .0 ,148/255 .0 , 173/255 .0 ) )
print ”compile time ” , time . time ( ) − beg in t ime
glvm . wait ( )
139
Annexe B. De´tails de l’application clavier logiciel re´alise´e avec Hayaku
140
Annexe C
Calculs du gain de l’approximation
du rendu des lignes dans FromDaDy
Figure C.1 – Les points ide´aux sont en T1 et T2, les points approche´s en T1’ et T2’.
Nous pouvons exprimer ~O1T1 et ~O2T2 a` partir du vecteur ~u.
{
~O1T1 = t1 ~Ot + n1 ~On = R1~u
~O2T2 = t2 ~Ot + n2 ~On = R2~u
⇒ ~T1T2 = ~O1O2 + (R2 −R1)~u
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Or ~T1T2 · ~O1T1 = 0,
⇒ R1 ~O1O2 · ~u+R1(R2 −R1) = 0
⇒ ¯O1O2 ~Ot · ~u = R1 −R2
⇒ ¯O1O2 cosα = R1 −R2
⇒ cosα = R1 −R2¯O1O2 =
t1
R1
=
t2
R2
D’autre part sinα =
√
1− cos2 α, Donc
sinα =
√
¯O1O2
2 − (R1 −R2)2
¯O1O2
Nous pouvons donc calculer les coordonne´es de T1 et T2 :
 ~O1T1 = R1 (R1−R2)¯O1O2 ~Ot ±R1
√
¯O1O2
2−(R1−R2)2
¯O1O2
~On
~O2T2 = R2
(R1−R2)
¯O1O2
~Ot ±R2
√
¯O1O2
2−(R1−R2)2
¯O1O2
~On
(C.1)
D’un autre coˆte´, les calculs de T ′1 et T
′
2 sont plus simples :
{
~O1T ′1 = ±R1 ~On
~O2T ′2 = ±R2 ~On
(C.2)
Ceci montre donc que notre approximation est moins couˆteuse : il y a 10 ope´rations
supple´mentaires par point dans la formule C.1. La formule utilise´e (C.2) est plus simple
et ne contient pas non plus de racines carre´es.
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Re´sume´
Concevoir une interface hautement interactive ne´cessite de faire un compromis entre ef-
ficacite´ du moteur de rendu et puissance d’expression offerte au designer graphique. Ainsi,
les boˆıtes a` outils WIMP classiques sont performantes en terme de rendu visuel, mais ne
permettent pas de modifier finement le visuel des e´le´ments graphiques ou de modifier leur
comportement. Pour ame´liorer le processus de de´veloppement des applications graphiques
interactives et leur re´utilisabilite´, il faut se´parer la description de la partie interactive de
son imple´mentation et de ses optimisations. Cette the`se pre´sente diffe´rents moyens de
se´parer la description des optimisations. Tout d’abord, elle pre´sente Hayaku, une boˆıte a`
outils reposant sur un compilateur graphique. Hayaku permet au designer d’interaction
de produire lui-meˆme l’application interactive finale, favorisant ainsi les ite´rations dans le
de´veloppement. Nous nous sommes ensuite inte´resse´s a` la simplification de la description
pour l’utilisateur final lors de la production de visualisations de grandes quantite´ de don-
ne´es avec le logiciel FromDaDy. De´porter la taˆche de cre´ation d’images sur le processeur
graphique permet de pre´senter un mode`le simple a` l’utilisateur. Enfin, nous avons simplifie´
la description d’un algorithme lent (le placement d’e´tiquettes sur une image) en utilisant
la me´moire graphique au lieu de calculs line´aires sur le processeur central. Ceci permet de
supprimer les optimisations complexes et ame´liore significativement les temps de calculs.
Mots-cle´s: Interaction homme-machine, optimisation, graphismes, flot de donne´es.
Abstract
Designing a highly interactive application implies to make a compromise between
the efficiency of the graphical renderer and the expressive power offered to the graphi-
cal designer. Thus, classical WIMP toolkits are powerful in terms of rendering, but do
not allow the user to finely tune the final rendering of the graphics, or to change their
behavior. In order to enhance the process of designing graphical applications and the
ability to reuse them, the description of the interactive part has to be separated from
the implementation and the optimizations. This thesis presents different way to separate
description from optimizations. First, it presents Hayaku, a graphical toolkit that relies on
a graphical compiler. Hayaku allows the interaction designer to produce himself the final
interactive application. It helps an iterative development cycle. Then, we have worked on
the simplification of the description for the final user when she has to create visualizations.
We introduced the software FromDaDy to support this creation of large amount of data.
Moving the image creation task on the GPU allows us to show a simpler model to the final
user. Finally, we have simplified the description of a low algorithm (point based labeling
placement algorithm) by using the GPU memory instead of the CPU. This allows us to
suppress early complex optimizations and enhance the performances.
Keywords: Computer-human interaction, optimizations, graphics, data-flow.
