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Abstract. The single-species annihilation reaction A + A → ∅ is studied in the presence of a random
velocity field generated by the stochastic Navier-Stokes equation. The renormalization group is used to
analyze the combined influence of the density and velocity fluctuations on the long-time behavior of the
system. The direct effect of velocity fluctuations on the reaction constant appears only from the two-
loop order, therefore all stable fixed points of the renormalization group and their regions of stability are
calculated in the two-loop approximation in the two-parameter (ǫ,∆) expansion. A renormalized integro-
differential equation for the number density is put forward which takes into account the effect of density and
velocity fluctuations at next-to-leading order. Solution of this equation in perturbation theory is calculated
in a homogeneous system.
1 Introduction
The irreversible annihilation reaction A+A→ ∅ is a fun-
damental model of non-equilibrium physics. The reacting
A particles are assumed to perform chaotic motion due
to diffusion or some external advection field such as at-
mospheric eddy and may react after the mutual collision
with constant microscopic probability K0 per unit time.
Usually the resulting molecule is considered to be chemi-
cally inert with no backward influence on the movement
of the reacting A particles.
Many reactions of this type are observed in diverse
chemical, biological or physical systems [1,2]. The usual
approach to such kind of problems is based on the use of
the kinetic rate equation. It leads to a self-consistent de-
scription analogous to the mean-field approximation in the
theory of critical phenomena. Its basic assumption is that
the particle density is spatially homogeneous (fluctuations
in concentration field are neglected). This homogeneity
can be thought as a consequence of either an infinite mo-
bility of the reactants or of a very small probability that
a chemical reaction actually occurs when reacting entities
meet each other. On the other hand, if the particle mobil-
ity becomes sufficiently small, or equivalently, if the mi-
croscopic reaction probability becomes large enough there
is a possible transition to a new regime where it is more
probable that the given particle reacts with local neigh-
bors than with distant particles. This behavior is known as
the diffusion-controlled regime [3,4]. For the annihilation
reaction limited assumption of the density homogeneity
leads to the following equation for the mean number den-
sity
∂tn(t) = −K0n2(t). (1)
This equation predicts a long-time asymptotic decay as
n(t) ∼ t−1 and the decay exponent does not depend on
the space dimension. This is a common situation observed
in the mean field theory. However, it turns out [5,6] that
in lower space dimensions d ≤ 2 the assumption of spa-
tially uniform density, or equivalently of negligible density
fluctuations of reacting particles, is not appropriate. Reen-
trant property of the diffusing particles [7] in low space
dimensions leads to effective slowing-down of the reaction
process and it can be rigorously shown, that the upper
critical dimension for this process is dc = 2 [5], above
which the mean field approximation is valid.
A typical reaction occurs in liquid or gaseous envi-
ronment. Thermal fluctuations of this underlying environ-
ment cause additional advection of the reacting particles.
Therefore, it is interesting to study the influence of the
advection field on the annihilation process.
Most of the renormalization-group analyses of the ef-
fect of random drift on the annihilation reaction A+A→
∅ in the framework of the Doi approach have been carried
out for the case of a quenched random drift field. Poten-
tial random drift with long-range [8,9] and short-range
correlations [10] have been studied as well as ”turbulent”
flow (i.e. quenched solenoidal random field) with potential
disorder [11,12]. For a more realistic description of a tur-
bulent flow time-dependent velocity field would be more
appropriate. In Ref. [12] dynamic disorder with a given
Gaussian distribution has been considered, whereas the
most ambitious approach on the basis of a velocity field
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generated by the stochastic Navier-Stokes equation has
been introduced here by two of the present authors [13].
From the point of the Navier-Stokes equation the situa-
tion near the critical dimension dc = 2 of the pure reac-
tion model is even more intriguing due to the properties
of the Navier-Stokes equation. It is well-known fact [14]
that in the case of space dimension d = 2, there is inviscid
conservation law of enstrophy absent in the three dimen-
sional case. Calculations in Ref. [13] were performed in the
one-loop approximation. As may readily seen from exam-
ination of the Feynman graphs, in the one-loop approxi-
mation there is no influence of the velocity fluctuations on
the renormalization of the interaction vertices. However,
the influence of higher order terms of the perturbation se-
ries can have significant effect on the critical properties.
In this paper we study the advection of reactive scalar
using random velocity field generated by the stochastic
Navier-Stokes equation, which is used for production a ve-
locity field corresponding to thermal fluctuations [15,16]
and a turbulent velocity field with the Kolmogorov scal-
ing behavior [17]. It should be stressed, moreover, that in
the presented model we assume that there is no influence
of the reactant on the velocity field itself. Therefore, the
model may be characterized as a model for the advection
of a passive chemically active admixture.
A powerful tool for analyzing the asymptotic behavior
of stochastic systems is provided by the renormalization-
group (RG) method. It allows to determine the long-time
and large-scale – or infra-red (IR) – asymptotic regimes
of the system and also is very efficient tool for calculation
of various universal physical quantities, e.g. critical expo-
nents. The aim of this paper is to examine the IR behavior
of the annihilation process under the influence of advect-
ing velocity fluctuations and to determine its stability in
the second order of the perturbation theory.
Using the mapping procedure based on the Doi for-
malism [18,19] an effective field-theoretic model for the
annihilation process is constructed. The RG method is
applied to the model in the field-theoretic formulation,
which is the most efficient in calculations beyond the one-
loop order, and the renormalization constants and fixed
points of the renormalization group are determined in the
two-loop approximation within the two-parameter expan-
sion. The non-linear integro-differential equation, which
includes first non-trivial corrections to (1), is obtained for
the mean number density and it is shown how the infor-
mation about IR asymptotics can be extracted from it in
the case of a homogeneous system. This equation allows
to investigate heterogeneous systems as well as to take
into account the effect of density and advecting velocity
fluctuations. However, solution of the equation in the het-
erogenous case requires heavy numerical calculations and
is beyond the scope of the present paper. We intend to
return to this problem in future work.
The paper is organized as follows. In Sec. II the field-
theoretic model for the annihilation process is constructed
on the basis of the second-quantization approach. The ba-
sic ingredients for the modeling of a velocity field by the
stochastic Navier-Stokes equation are presented. It is also
shown how both the Kolmogorov scaling and thermal fluc-
tuations can be included into the model. The ultraviolet
(UV) renormalization of the model and the elaborated
algorithm for the calculation of the renormalization con-
stants is described in Sec. III. Fixed points of the RG are
classified together with their stability regions and possi-
ble scaling regimes are presented in Sec IV. In Sec. V the
integro-differential equation for the mean number density
is derived and analysis of its solution is given. Conclusions
are presented in Sec. VI.
2 Field-theoretic model of the annihilation
reaction
Let us study anomalous kinetics of the generic type of the
irreversible single-species annihilation reaction
A+A
K0−−→ ∅, (2)
with the unrenormalized (mean field) rate constant K0.
The first step of the Doi approach [18,19] (see also [20])
consists of the introduction of the creation and annihila-
tion operators ψ† and ψ and the vacuum state |0〉 satisfy-
ing the usual bosonic commutation relations
[ψ(x), ψ†(x′)] = δ(x− x′),
[ψ(x), ψ(x′)] = [ψ†(x), ψ†(x′)] = 0,
ψ(x)|0〉 = 0, 〈0|ψ†(x) = 0, 〈0|0〉 = 1. (3)
Let P ({ni}, t) be the joint probability density function
(PDF) for observing ni particles at positions xi. The infor-
mation about the macroscopic state of the classical many-
particle system may be transferred into the state vector
|Φ(t)〉 defined as the sum over all occupation numbers
|Φ(t)〉 =
∑
{ni}
P ({ni}, t)|{ni}〉, (4)
where the basis vectors are defined as
|{ni}〉 =
∏
i
[ψ†(xi)]
ni |0〉. (5)
The whole set of coupled partial differential equations for
the PDFs may be rewritten in the compact form of a mas-
ter equation [5,18,19]
∂
∂t
|Φ(t)〉 = −Hˆ|Φ(t)〉, (6)
where Hˆ = HˆA+HˆD+HˆR and for the annihilation process
A+A→ ∅ under consideration
HˆA =
∫
dx ψ†∇[v(x, t)ψ(x)],
HˆD = −D0
∫
dx ψ†∇2ψ(x),
HˆR = λ0D0
∫
dx (ψ†)2ψ2, (7)
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corresponding to the advection, diffusion and reaction parts
of the operator Hˆ [13]. Due to dimensional reasons we have
extracted the diffusion constantD0 from the rate constant
K0 = λ0D0.
The mean of an observable quantity O(t) may be ex-
pressed [13] as the vacuum expectation value
〈O(t)〉 = 〈0|T (O{[ψ†(t) + 1]ψ(t)}
× e−
∫
∞
0
Hˆ′
I
dt+n0
∫
dx ψ†(x,0))|0〉. (8)
Here, the interaction operator is defined as Hˆ ′I = Hˆ
′− Hˆ ′0
and the substitution ψ† → ψ† + 1 : Hˆ ′ ≡ Hˆ(ψ† + 1, ψ)
is understood. The field operators (3) are replaced by the
time-dependent operators of the interaction representa-
tion
ψ†(t,x) = eHˆ
′
0tψ†(x)e−Hˆ
′
0t, ψ(t,x) = eHˆ
′
0tψ(x)e−Hˆ
′
0t.
In this formulation - assuming the Poisson distribution as
the initial condition - the average number density can be
computed via the expression
n(t,x) = 〈0|ψ(x)e−Hˆ′ten0
∫
dxψ† |0〉, (9)
where n0 is the initial number density. The expectation
value of the time-ordered product in (8) can be cast [21]
into the form of a functional integral over scalar fields
ψ†(x, t) and ψ(x, t):
〈O(t)〉 =
∫
Dψ†Dψ O{[ψ†(t) + 1]ψ(t)}eS1 , (10)
where the action S1 for the annihilation reaction A+A→
∅ is
S1 = −
∫ ∞
0
dt
∫
dx{ψ†∂tψ + ψ†∇(vψ) −D0ψ†∇2ψ
+ λ0D0[2ψ
† + (ψ†)2]ψ2}+ n0
∫
dx ψ†(x, 0). (11)
In order to analyze the effect of velocity fluctuations on
the reaction process we average the expectation value (10)
over the random velocity field v. The most realistic de-
scription of the velocity field v is based on the use of the
stochastic Navier-Stokes equation [17]. Due to the incom-
pressibility conditions ∇·v = 0 and ∇· fv = 0 imposed on
the velocity field v and the random-force field fv it is possi-
ble to eliminate pressure from the Navier-Stokes equation
and hence it is sufficient to consider only its transverse
components
∂tv + P (v · ∇)v − ν0∇2v = fv. (12)
Here, ν0 is the molecular kinematic viscosity, Pij(k) =
δij − kikj/k2 is the transverse projection operator and
k = |k| is the norm of the wave vector k. Here and be-
low we use the subscript ”0” for all ”bare” parameters
to distinguish them from their renormalized counterparts,
which will appear during the renormalization procedure.
vi vj
= 〈vivj〉0 ≡ ∆vvij (ωk,k)
vi v˜j
= 〈viv˜j〉0 ≡ ∆vv˜ij (ωk,k)
ψ ψ†
= 〈ψψ†〉0 ≡ ∆ψψ†(ωk,k)
Fig. 1. The propagators of the model
The large-scale random force per unit mass f is as-
sumed to be a Gaussian random variable with zero mean
and the following correlation function
〈fm(x1, t1)fn(x2, t2)〉 = δ(t1 − t2)
×
∫
dk
(2π)d
Pmn(k)df (k)e
ik·(x1−x2), (13)
where the kernel function is chosen in the form
df (k) = g10ν
3
0k
4−d−2ǫ + g20ν
3
0k
2. (14)
The nonlocal term is often used to generate the turbulent
velocity field with Kolmogorov’s scaling [17,22,23]. That
case is achieved by setting ǫ = 2. The local term g20ν
3
0k
2
has been added not only because of renormalization rea-
sons but has also an important physical meaning. Such a
term in the force correlation function describes generation
of thermal fluctuations of the velocity field near equilib-
rium [15,16] and thus can mimic the usual environment in
which chemical reactions take place.
Averaging in the expectation value (10) over the real-
izations of the random velocity field v is done with the
use of the ”weight” functional W2 = eS2 . Here, S2 is the
effective action for the advecting velocity field [23]
S2 =
1
2
∫
dtdxdx′ v˜(x, t) · v˜(x′, t)df (|x− x′|)
+
∫
dtdx v˜ · [−∂tv − (v · ∇)v + ν0∇2v], (15)
where v˜ is the auxiliary transverse vector field, that results
from the Gaussian averaging with respect to the realiza-
tions of random force fv. The appearance of such field is
common for the models of stochastic dynamics and the
field itself can be understood as a response field [24].
With the use of the complete weight functional
W = eS1+S2 (16)
it is possible to evaluate the expectation value of any de-
sirable physical observable.
Actions (11) and (15) for the studied model are written
in the form convenient for the use of the standard Feyn-
man diagrammatic technique. The inverse matrix of the
quadratic part of the actions determines the form of the
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bare propagators. In the Feynman graphs these propaga-
tors correspond to lines connecting interaction vertices. It
is easily seen that the studied model contains three differ-
ent types of propagators. The propagators are presented
in the wave-number-frequency representation, which is the
most convenient way for doing explicit calculations. The
graphical representation of the propagators is presented
in Fig. 1, where
∆vv˜ij (ωk,k) =
Pij(k)
−iωk + ν0k2 , ∆
vv
ij (ωk,k) =
df (k)P
k
ij(k)
ω2k + ν
2
0k
4
,
∆ψψ
†
(ωk,k) =
1
−iωk +D0k2 , (17)
with the kernel function df (k) given by the expression
(14). The vertex factor
Vm(x1, x2, . . . , xm;Φ) =
δmV (Φ)
δΦ(x1)δΦ(x2) . . . δΦ(xm)
(18)
is associated to each interaction vertex of Feynman graph.
Here, Φ could be any member from the set of all fields
{ψ†, ψ, v˜, v}. The interaction vertices from action (15) de-
scribe the advection of reactant particles by the veloc-
ity field and the interactions between the velocity compo-
nents. The interaction vertex in (15) may be rewritten in
a technically more convenient form
−
∫
dtdx v˜(v · ∇)v = −
∫
dtdx v˜ivk∂kvi
=
∫
dtdx (∂k v˜i)vkvi, (19)
where the incompressibility condition ∂ivi = 0 and partial
integration method have been used. We have assumed that
the velocity fields fall off rapidly for |x| → ∞ and therefore
the surface terms can be neglected. Rewriting (19) into the
symmetric form viVijlvjvl/2, it is easy to find the explicit
form for the corresponding vertex factor in the momentum
space
Vijl = i(kjδil + klδij). (20)
Here, the momentum k is flowing into the vertex through
the field v˜. The advecting term from the action (11) can
be similarly modified as follows
−
∫
dtdx ψ†∇(vψ) = −
∫
dtdx ψ†∂i(viψ)
= −
∫
dtdx ψ†vi∂iψ =
∫
dtdx (∂iψ
†)viψ. (21)
Rewriting this expression in the form ψ†Vjvjψ we obtain
immediately the vertex factor in the momentum space
Vj = ikj . (22)
The momentum k represents the momentum flowing into
the diagram through the slashed field ψ†. These two ver-
tices (20), (22) are depicted in Fig. 2. The two reaction
vertices derived from the functional (11) are depicted in
Fig. 3 and physically describe the density fluctuations of
the reactant particles. The vertex factors for both of them
follows from the straightforward application of the defini-
tion (18).

ψ
ψ†
vj
≡ Vj = ikj

v˜i
vj
vl
≡ Vijl = i(kjδil + klδij)
Fig. 2. Interaction vertices describing velocity fluctuation
and advection and the corresponding vertex factors
ψ†
ψ
ψ
,
ψ†
ψ†
ψ
ψ
≡ −4λ0D0
Fig. 3. Interaction vertices responsible for density fluctu-
ations and their corresponding vertex factor
3 UV renormalization of the model
The functional formulation provides a theoretical frame-
work suitable for applying methods of quantum field the-
ory. Using RG methods it is possible to determine the IR
asymptotic (large spatial and time scales) behavior of the
correlation functions. First of all, a proper renormaliza-
tion procedure is needed for the elimination of ultravio-
let (UV) divergences. There are various renormalization
prescriptions applicable for such a task, each with its own
advantages. To most popular belong the Pauli-Villars, lat-
tice and dimensional regularization [25]. In what follows
we will employ the modified minimal subtraction (MS)
scheme. Strictly speaking, in the analytic renormalization
there is no consistent MS scheme. What we mean here, is
the ray scheme [26], in which the two regularizing param-
eters ǫ, ∆ (ǫ has been introduced in (14) and 2∆ = d− 2)
are taken proportional to each other: ∆ = ξǫ, where the
coefficient ξ is arbitrary but fixed. In this case, only one
independent small parameter, say, ǫ remains and the no-
tion of minimal subtraction becomes meaningful. UV di-
vergences manifest themselves in the form of poles in the
small expansion parameter and the minimal subtraction
scheme is characterized by discarding all finite parts of the
Feynman graphs in the calculation of the renormalization
constants. In the modified scheme, as usual, certain geo-
metric factors are not expanded in ǫ, however. This is the
content of the MS scheme used in our analysis.
In order to apply the dimensional regularization for
the evaluation of renormalization constants, an analysis of
possible superficial divergences has to be performed. For
the power counting in the actions (11) and (15) we use
the scheme [17], in which to each quantity Q two canoni-
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Table 1. Canonical dimensions for the parameters and
the fields of the model
1 Q ψ ψ† v v˜ ν0, D0 λ0 g10 g20
dωQ 0 0 1 −1 1 0 0 0
dkQ d 0 −1 d+ 1 −2 −2∆ 2ǫ −2∆
dQ d 0 1 d− 1 0 −2∆ 2ǫ −2∆
cal dimensions are assigned, one with respect to the wave
number dkQ and the other to the frequency d
ω
Q. The nor-
malization for these dimensions is
dωω = −dωt = 1, dkk = −dkx = 1, dωk = dkω = 0. (23)
The canonical (engineering) dimensions for fields and pa-
rameters of the model are derived from the condition for
action to be a scale-invariant quantity, i.e. to have a zero
canonical dimension. The quadratic part of the action (11)
determines only the canonical dimension of the quadratic
product ψ†ψ. In order to keep both terms in the nonlinear
part of the action
λ0D0
∫
dtdx[2ψ† + (ψ†)2]ψ2, (24)
the field ψ† must be dimensionless. If the field ψ† has a
positive canonical dimension, which is the case for d > 2,
then the quartic term should be discarded as irrelevant by
the power counting. The action with the cubic term only,
however, does not generate any loop integrals correspond-
ing to the density fluctuations and thus is uninteresting for
the analysis of fluctuation effects in the space dimension
d = 2.
Using the normalization choice (23), we are able to ob-
tain the canonical dimensions for all the fields and param-
eters in the d-dimensional space. The results are summa-
rized in Table 1. Here, dQ = d
k
Q+2d
ω
Q is the total canonical
dimension and it is determined from the condition that the
parabolic differential operator of the diffusion and Navier-
Stokes equation scales uniformly under the simultaneous
momentum and frequency dilatation k→ µk, ω → µ2ω.
The model is logarithmic when canonical dimensions
of all the coupling constants {g10, g20, λ0, u0} vanish si-
multaneously. From Table 1 it follows that this situa-
tion occurs for the choice ǫ = ∆ = 0. The parameter
ǫ characterizes the deviation from the Kolmogorov scal-
ing [27] observed in the real turbulence and together with
∆ may be considered as the analog of the expansion pa-
rameter ǫ = 4 − d used in the theory of critical phenom-
ena. The UV divergences have the form of poles in vari-
ous linear combinations of ǫ and ∆. The total canonical
dimension of an arbitrary one-particle irreducible Green
(1PI) function Γ = 〈Φ . . . Φ〉1−ir is given by the relation
dΓ = d + 2 − NΦdΦ, where NΦ = {Nψ† , Nψ, Nv, Nv˜} are
the numbers of corresponding external fields entering into
the function Γ .
The statistical averaging 〈. . .〉 means averaging over all
possible realizations of fields v˜,v, ψ†, ψ satisfying appro-
priate boundary conditions with the use of the complete
Table 2. Canonical dimensions for the (1PI) divergent
Green functions of the model
Γ1−ir 〈ψ†ψ〉 〈ψ†ψv〉 〈v˜v〉 〈v˜vv〉 〈v˜v˜〉 〈ψ
†ψ2〉
dΓ 2 1 2 1 2 0
δΓ 2 1 1 0 0 0
weight functional (16). Superficial UV divergences may be
present only in those Γ functions for which dΓ is a non-
negative integer. Using the dimensions of the fields from
Table 1 we see that the superficial degree of divergence for
a 1PI function Γ is given by the expression
dΓ = 4−Nv −Nv˜ − 2Nψ. (25)
However, the real degree of divergence δΓ is smaller, be-
cause of the structure of the interaction vertex (19), which
allows for factoring out the operator ∂ to each external line
v˜. Thus the real divergence exponent δΓ may be expressed
as
δΓ ≡ dΓ −Nv˜ = 4−Nv − 2Nv˜ − 2Nψ (26)
Although the canonical dimension for the field ψ† is zero,
there is no proliferation of superficial divergent graphs
with arbitrary number of external ψ† legs. This is due
to the condition nψ† ≤ nψ, which may be established by a
straightforward analysis of the Feynman graphs [5]. As has
already been shown [28] the divergences in (1PI) Green
functions containing at least one velocity field v may be
removed by a single counterterm of the form ψ†∂2ψ.
Brief analysis shows that the UV divergences are ex-
pected only for the 1PI Green functions listed in Table 2.
This theoretical analysis leads to the following renormal-
ization of the parameters g0, D0 and u0:
g1 = g10µ
−2ǫZ31 , g2 = g20µ
2∆Z31Z
−1
3 ,
u = u0Z1Z
−1
2 , λ = λ0µ
2∆Z2Z
−1
4 ,
ν = ν0Z
−1
1 , D = D0Z
−1
2 , (27)
where µ is the reference mass scale in the MS scheme [25]
and we have introduced the inverse Prandtl number u =
D/ν for convenience. From Table 1 it follows that u is
purely dimensionless quantity (dku = d
ω
u = du = 0) and
physically it represents the ratio between diffusion and
viscosity in a liquid. In terms of the introduced renor-
malized parameters the total renormalized action for the
annihilation reaction in a fluctuating velocity field is
SR =
∫
dxdt
{
ψ†∂tψ + ψ
†∇(vψ) − uνZ2∇2ψ
+ λuνµ−2∆Z4[2ψ
† + (ψ†)2]ψ2
− 1
2
v˜[g1ν
3µ2ǫ(−∇2)1−∆−ǫ − g2ν3µ−2∆Z3∇2]v˜
+ v˜ · [∂tv + (v · ∇)v − νZ1∇2v]
}
+n0
∫
dxψ†(x, 0).
(28)
The renormalization constants Zi, i = 1, 2, 3, 4 are to be
calculated perturbatively through the calculation of the
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UV divergent parts of the 1PI functions Γv˜v, Γv˜v˜, Γψ†ψ,
Γψ†ψ2 and Γ(ψ†)2ψ2 . Interaction terms corresponding to
these functions have to be added to the original action S =
S1 + S2 with the aim to ensure UV finiteness of all Green
functions generated by the renormalized action SR. At
this stage the main goal is to calculate the renormalization
constants Zi, i = 1, 2, 3, 4.
The singularities in various Green functions will be
realized in the form of poles in ǫ and ∆ and their linear
combinations such as 2ǫ+∆ or ǫ−∆. Recall that for the
consistency of the MS scheme it is necessary that the ratio
ξ =
∆
ǫ
is a finite real number. It should be noted that the graphs
corresponding to Γψ†ψ2 and Γ(ψ†)2ψ2 differ only by one ex-
ternal vertex and thus give rise to equal renormalization
of the rate constant λ0D0. Therefore, in what follows, we
will always consider the function Γψ†ψ2 . In order to calcu-
late the renormalization constants Z2 and Z4 we proceed
according to the general scheme suggested in [26]. We re-
quire the fulfillment of UV finiteness (i.e.finite limit when
ǫ,∆→ 0 ) of the 1PI functions Γψ†ψ|ω=0 and Γψ†ψ2 |ω=0.
Because the divergent part of the Feynman graphs
should not depend on the value of ω, we have adopted
the simplest choice ω = 0. It is convenient to introduce
the dimensionless expansion variables of the perturbation
theory as
α10 ≡ g10Sd
p2ǫ
, α20 ≡ g20Sd
p−2∆
, α30 ≡ λ0Sd
p−2∆
, (29)
where Sd is the surface area of the unit sphere in d− di-
mensional space, p is the total momentum flowing into the
Feynman diagram and Sd = Sd/(2π)
d. For brevity, in the
following we use the abbreviation g0 ≡ g0Sd for the pa-
rameters {g10, g20, λ0} or their renormalized counterparts,
respectively.
Next we present perturbation series for the 1PI Green
functions to the second order approximation. The pertur-
bative expansion for Γψ†ψ may be written as
Γψ†ψ|ω=0 = D0p2
[
−1 +
n1+n2=2∑
n1,n2≥0,
n1+n2≥1
αn110α
n2
20γ
(n1,n2)
ψ†ψ
(d, u0)
]
,
(30)
where γψ†ψ are dimensionless coefficients which contain
poles in ǫ and ∆. The explicit dependence on the space
dimension d and the inverse Prandtl number u0 is empha-
sized. It is important to note that there are no terms in
this series proportional to the expansion parameter α30.
In terms of the renormalized parameters the perturbative
expansion for the Green function is (30)
Γψ†ψ|ω=0
Dp2
= Z2
[
−1 +
n1+n2=2∑
n1,n2≥0,
n1+n2≥1
αn11 α
n2
2 γ
(n1,n2)
ψ†ψ
(d, u)
]
,
(31)
with the renormalized parameters α1 = g1s
2ǫZ−31 and
α2 = g2s
−2∆Z3Z
−3
1 in accordance with relations (27) and
(29), where s ≡ µ/p. Here, we would like to stress, that in
order to get the correct expansion in ǫ and ∆, one has to
make replacement
d→ 2 + 2∆, u0 → Z−11 Z2u, (32)
in the arguments of γ
(n1,n2)
ψ†ψ
. In the same way, the per-
turbation expansion series for the Green function Γψ†ψ2
is
Γψ†ψ2 |ω=0 = −4D0λ0
[
1 +
n1+n2+n3=2∑
n1,n2,n3≥0,
n1+n2+n3≥1
αn110α
n2
20α
n3
30
× γ(n1,n2,n3)
ψ†ψ2
(d, u0)
]
, (33)
where γψ†ψ2 are dimensionless coefficients resulting from
calculation of the relevant Feynman graphs. Again by re-
placing the bare parameters with the renormalized coun-
terparts the following series is obtained
Γψ†ψ2 |ω=0
4λDµ−2∆
= −Z4
[
1 +
n1+n2+n3=2∑
n1,n2,n3≥0,
n1+n2+n3≥1
αn11 α
n2
2 α
n3
3
× γ(n1,n2,n3)
ψ†ψ2
(d, u)
]
, (34)
where the dimensionless parameter α3 = λs
−2∆Z−12 Z4 is
introduced and the change (32) is understood. Perturba-
tion series for the Green function Γ(ψ†)2ψ2 has the same
form, so we do not present it here.
Denoting by Z(n) the contribution of the order gn, g =
{g1, g2, λ}, the first order of renormalization constants Z2
and Z4 may be calculated via equations
Z
(1)
2 = L[g1s2ǫγ(1,0)ψ†ψ + g2s−2∆γ
(0,1)
ψ†ψ
], (35)
Z
(1)
4 = −L[g1s2ǫγ(1,0,0)ψ†ψ2 + g2s−2∆γ
(0,1,0)
ψ†ψ2
+ λs−2∆γ
(0,0,1)
ψ†ψ2
], (36)
where L stands for the operation of extraction of the UV-
divergent part (poles in ǫ and ∆ or their linear combina-
tion). In the MS scheme finite terms are discarded, so we
do not need to take care of them. At the second order the
term for Z2 can be schematically written as
Z
(2)
2 = L
[
− g1s
2ǫ
1 + u
(
uZ
(1)
2 + (u+ 2)Z
(1)
1
)
γ
(1,0)
ψ†ψ
− g2s−2∆
(
u
1 + u
Z
(1)
2 +
u+ 2
1 + u
Z
(1)
1 − Z(1)3
)
γ
(0,1)
ψ†ψ
+ g1
2s4ǫγ
(2,0)
ψ†ψ
+ g1g2s
2ǫ−2∆γ
(1,1)
ψ†ψ
+ g2
2s−4∆γ
(0,2)
ψ†ψ
]
.
(37)
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Fig. 4. Two-loop graphs for the perturbation expansion
of 1PI function Γψ†ψ.
Fig. 5. Two-loop graphs for the perturbation expansion
of 1PI function Γψ†ψ2 .
The two-loop graphs that contribute to the calculation
of Z2 are represented by the graphs depicted in Fig. 4. For
the renormalization constants Z4 we have the expression
Z
(2)
4 = −L[g1λs2(ǫ−∆)γ(1,0,1)(ψ+)2ψ2 + g2λs−4∆γ
(0,1,1)
ψ†ψ2
+ λ
2
s−4∆γ
(0,0,2)
ψ†ψ2
+ g1s
2ǫγ
(1,0,0)
ψ†ψ2
(−3Z(1)1 )
+ g2s
−2∆γ
(0,1,0)
ψ†ψ2
(Z
(1)
3 − 3Z(1)1 )
+ λs−2∆γ
(0,0,1)
ψ†ψ2
(2Z
(1)
4 − Z(1)2 )]. (38)
The two-loop graphs that contribute to the calculation
of Z4 are represented by the graphs depicted in Fig. 5.
From these expressions the renormalization constants Z2
and Z4 can be calculated in the form
Z2 = 1− g1
8u(1 + u)ǫ
+
g2
8u(1 + u)∆
+
A11g1
2
ǫ2
+
A22g2
2
∆2
+
A12g1g2
ǫ∆
+
B11g1
2
ǫ
+
B22g2
2
∆
+
B12g1g2
ǫ −∆ , (39)
Z4 = 1− λ
2∆
− 1
16u(1 + u)
g1λ
(ǫ −∆)∆ +
1
32u(1 + u)
× g2λ
∆2
+
λ
2
4∆2
−
(
g1λ
ǫ−∆ −
g2λ
∆
)
C(u, ξ). (40)
Rather lengthy expressions for the coefficient functions
Aij(ξ, u), Bij(ξ, u) and C(u, ξ) can be found in Appendix
A.
In a similar way we obtain renormalization constants
Z1 and Z3 [26] from condition of the UV finiteness for the
1PI Green functions Γv˜v|ω=0 and Γv˜v˜|ω=0. The perturba-
tion series for Γv˜v can be written as
Γv˜v|ω=0 = ν0p2P pij
[
−1 +
n1+n2=2∑
n1,n2≥0,
n1+n2≥1
αn110α
n2
20γ
(n1,n2)
v˜v (d)
]
,
(41)
and for Γv˜v˜ as
Γv˜v˜|ω=0 = P pij
[
g10ν
3
0p
2−2∆−2ǫ + g20ν
3
0p
2
{
−1
+
n1+n2=2∑
n1≥0,n2≥−1,
n1+n2≥1
αn110α
n2
20γ
(n1,n2)
v˜v˜ (d)
}]
. (42)
From the definition of the projection operator P pij it is
easy to see that after contracting indices i and j we are
left with the constant d−1. Hence, rewriting perturbation
series for Γv˜v and Γv˜v˜ in the renormalized variables (27)
and contracting indices i and j we obtain
Γv˜v|ω=0
νp2(d− 1) = −Z1 + Z1
n1+n2=2∑
n1,n2≥0,
n1+n2≥1
αn11 α
n2
2 γ
(n1,n2)
v˜v (d)
]
,
(43)
Γv˜v˜|ω=0
(d− 1)g2ν3µ−2∆p2 =
g1
g2
s2ǫ+2∆ + Z3 + Z3
×
n1+n2=2∑
n1≥0,n2≥−1,
n1+n2≥1
αn11 α
n2
2 γ
(n1,n2)
v˜v˜ (d).
(44)
Explicit expressions for the renormalization constants Z1
and Z3 are obtained by the same algorithm as described
above in detail for the calculation Z2 and Z4. Results for
them in the MS scheme can be found in [26].
4 IR stable fixed points and scaling regimes
The coefficient functions of the RG differential operator
for the Green functions
DRG = µ
∂
∂µ
∣∣∣∣
0
= µ
∂
∂µ
+
∑
gi
βi
∂
∂gi
− γ1ν ∂
∂ν
(45)
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are defined as
γ1 = µ
∂ lnZ1
∂µ
∣∣∣∣
0
, βi = µ
∂gi
∂µ
∣∣∣∣
0
, (46)
with the charges gi = {g1, g2, u, λ}. In (45) and (46), the
subscript ”0” reminds that partial derivatives are taken
at fixed values of the bare parameters
From definitions (46) and the renormalization relations
(27) it follows that
βg1 = g1(−2ǫ+ 3γ1) , βg2 = g2(2∆+ 3γ1 − γ3),
βλ = λ(2∆− γ4 + γ2) , βu = u(γ1 − γ2), (47)
where the anomalous dimensions γα (α = 2, 3, 4) are de-
fined similarly as γ1 as
γα = µ
∂ lnZα
∂µ
∣∣∣∣
0
. (48)
We are interested in the IR asymptotics of small momen-
tum p and frequencies ω of the renormalized functions or,
equivalently, large relative distances and time differences
in the (t,x) representation. Such a behavior is governed by
the IR-stable fixed point g∗ = (g∗1 , g
∗
2 , u
∗, λ∗), which are
determined as zeroes of the β functions β(g∗) = 0. The
fixed point g∗ is IR stable, if real parts of all eigenvalues
of the matrix ωij ≡ ∂βi/∂gj|g=g∗ are strictly positive.
From the explicit form of the renormalization con-
stants Z2 and Z4 (39-40) and definitions (46-48) it is pos-
sible to calculate anomalous dimensions γ2 and γ4
γ2 =
g1 + g2
4u(1 + u)
− 4B11g12 + 4B22g22 − 2B12g1g2,(49)
γ4 = −λ+ λ(g1 + g2)C(u, ξ). (50)
A straightforward calculation shows that higher order poles
cancel each other, so that the anomalous dimensions γ2
and γ4 are finite. For completeness we quote also anoma-
lous dimensions γ1 and γ3 [26] to the same order
γ1 =
g1 + g2
16
+
(4ξ + 3)
512(2 + ξ)
g1
2 +
5ξ + 3
512
g1g2
− R
256
(g1 + g2)
2, (51)
γ3 =
(g1 + g2)
2
16g2
− ξ(13 + 19ξ)
1024(2 + ξ)
g1
3
g2
+
34ξ + 19 + 6ξ2
512(2 + ξ)
g1
2
− 3g1
2
512
+
13 + 31ξ
1024
g1g2 +
1−R
256
(g1 + g2)
3
g2
, (52)
where the value R = −0.168 is a result from numerical
integration. Zeroes of the beta functions (47) determine
possible IR behavior of the model. There are four IR sta-
ble fixed points and one IR unstable fixed point. In this
section we present them with their regions of stability.
(i ) The trivial (Gaussian) fixed point
g1
∗ = g2
∗ = λ
∗
= 0 , (53)
with no restrictions on the inverse Prandtl number u. The
Gaussian fixed point is stable, when
ǫ < 0 , ∆ > 0 . (54)
and physically corresponds to the case, when the mean-
field solution is valid and fluctuation effects negligible. (ii )
The short-range (thermal) fixed point
g1
∗ = 0 , g2
∗ = −16∆+ 8(1 + 2R)∆2,
u∗ =
√
17− 1
2
− 1.12146∆,
λ
∗
= −∆+ ∆
2
2
(ξ − 2.64375), (55)
at which local correlations of the random force dominate
over the long-range correlations. This fixed point has the
following basin of attraction
∆− 2R− 1
2
∆2 < 0, 2ǫ+ 3∆− 3∆
2
2
< 0, (56)
∆+
1
2
∆2 < 0, ∆+ 0.4529∆ǫ < 0 (57)
and corresponds to anomalous decay faster than that due
to density fluctuations only, but slower than the mean-
field decay.
(iii ) The kinetic [29] fixed point with finite rate coef-
ficient:
g1
∗ =
32
9
ǫ (2ǫ+ 3∆)
ǫ+∆
+ g∗12(ξ)ǫ
2,
g2
∗ =
32
9
ǫ2
∆+ ǫ
+ g∗22(ξ)ǫ
2,
u∗ =
√
17− 1
2
+ u∗1(ξ)ǫ,
λ
∗
= −2
3
(ǫ + 3∆) +
1
9π
(3∆+ ǫ)(Qǫ−∆), (58)
Explicit expressions for functions g∗12(ξ), g
∗
22(ξ) and u
∗
1(ξ)
are given in Appendix B. In (58) the constantQ = 1.64375.
The fixed point (58) is stable, when inequalities
Re Ω± > 0 , ǫ > 0 , −2
3
ǫ < ∆ < −1
3
ǫ, (59)
are fulfilled, where
Ω± = ∆+
4
3
ǫ±
√
9∆2 − 12ǫ∆− 8ǫ2
3
+
2
9
(
−(3 + 2R)ǫ2
−3ǫ∆+ 4ǫ(ǫ+ 3∆)R− 6ǫ
2 − 12ǫ∆− 9∆2√
9∆2 − 12∆− 8ǫ2 ǫ
)
(60)
The decay rate controlled by this fixed point of the average
number density is faster than the decay rate induced by
dominant local force correlations, but still slower than the
mean-field decay rate.
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(iv ) The kinetic fixed point with vanishing rate coeffi-
cient:
g1
∗ =
32
9
ǫ (2ǫ+ 3∆)
ǫ+∆
+ g∗12(ξ)ǫ
2,
g2
∗ =
32
9
ǫ2
∆+ ǫ
+ g∗22(ξ)ǫ
2,
u∗ =
√
17− 1
2
+ u∗1(ξ)ǫ , λ
∗
= 0 . (61)
This fixed point is stable, when the long-range correlations
of the random force are dominant
ReΩ± > 0, ǫ > 0, ∆ > −1
3
ǫ , (62)
and corresponds to reaction kinetics with the normal (mean-
field like) decay rate.
(v ) Driftless fixed point given by
g1
∗ = g2
∗ = 0, u∗ not fixed, λ
∗
= −2∆, (63)
with the following eigenvalues
Ω1 = −2ǫ, Ω2 = −Ω4 = 2∆, Ω3 = 0. (64)
An analysis of the structure of the fixed points and the
basins of attraction leads to the following physical pic-
ture of the effect of the random stirring on the reaction
kinetics. Anomalous behavior always emerges below two
dimensions, when the local correlations are dominant in
the spectrum of the random forcing [the short-range fixed
point (ii )]. However, the random stirring gives rise to an
effective reaction rate faster than the density-fluctuation
induced reaction rate even in this case. The anomaly is
present (but with still faster decay, see Section 5) also,
when the long-range part of the forcing spectrum is ef-
fective, but the powerlike falloff of the correlations is fast
[this regime is governed by the kinetic fixed point (iii )].
Note that this is different from the case in which the di-
vergenceless random velocity field is time-independent, in
which case there is no fixed point with λ∗ 6= 0[11]. At
slower spatial falloff of correlations, however, the anoma-
lous reaction kinetics is replaced by a mean-field-like be-
havior [this corresponds to the kinetic fixed point (iv )].
In particular, in dimensions d > 1 this is the situation
for the value ǫ = 2 which corresponds to the Kolmogorov
spectrum of the velocity field in fully developed turbu-
lence. Thus, long-range correlated forcing gives rise to a
random velocity field, which tends to suppress the effect
of density fluctuations on the reaction kinetics below two
dimensions.
For better illustration, regions of stability for fixed
points (i)−(iv ) are depicted in Fig.6. Wee see that in con-
trast to the one-loop approximation [13], overlap (dashed
region) between regions of stability of fixed points (ii)
and (iii) is observed. It is a common situation in the per-
turbative RG approach that higher order terms lead to
either gap or overlap between neighbouring stability re-
gions. The physical realization of the large-scale behavior
then depends on the initial state of the system.
Fig. 6. Regions of stability for the IR stable fixed points
(i)− (iv) in (ǫ,∆) plane.
5 Long-time asymptotics of number density
Because the renormalization and calculation of the fixed
points of the RG are carried out at two-loop level, we are
able to find the first two terms of the ǫ, ∆ expansion of the
average number density, which corresponds to solving the
stationarity equations at the one-loop level. The simplest
way to find the average number density is to calculate it
from the stationarity condition of the functional Legendre
transform [21] (which is often called the effective action)
of the generating functional obtained by replacing the un-
renormalized action by the renormalized one in the weight
functional. This is a convenient way to avoid any summing
procedures used [5] to take into account the higher-order
terms in the initial number density n0.
5.1 Stationarity equations of the effective action
We are interested in the solution for the number density,
therefore we put the expectation values of the fields v
and v˜ equal to zero at the outset (but retain, of course,
the propagator and the correlation function). Therefore, at
the second-order approximation the effective renormalized
action for this model is
ΓR = S1 +
1
4
+
1
8
+

+ . . . , (65)
where S1 is the action (11) (within our convention S2 =
0 in the effective action) and graphs are shown together
with their symmetry coefficients. The slashed wavy line
corresponds to the field ψ† and the single wavy line to
the field ψ. The stationarity equations for the variational
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functional
δΓR
δψ†
=
δΓR
δψ
= 0 (66)
give rise to the equations
∂tψ = uνZ2∇2ψ − 2λuνµ−2∆Z4
(
1 + ψ†
)
ψ2
+4u2ν2λ2µ−4∆
∞∫
0
dt′
∫
dy (∆ψψ
†
)2(t− t′,x− y)ψ2(t′,y)
+ 4u2ν2λ2µ−4∆ψ†(t,x)
×
∞∫
0
dt′
∫
dy (∆ψψ
†
)2(t− t′,x− y)ψ2(t′,y)
+
∂
∂xi
∞∫
0
dt′
∫
y∆vvij (t− t′,x− y)
× ∂
∂xj
∆ψψ
†
(t− t′,x− y)ψ(t′,y) + . . . , (67)
− ∂tψ† = uνZ2∇2ψ† − 2λuνµ−2∆Z4
[
2ψ† +
(
ψ†
)2]
ψ
+8u2ν2λ2µ−4∆
∞∫
0
dt′
∫
dy(∆ψψ
†
)2(t′− t,y−x)ψ†(t′,y)×
ψ(t,x) + 4u2ν2λ2µ−4∆
∞∫
0
dt′
∫
dy(∆ψψ
†
)2(t′ − t,y − x)
× [ψ†(t′,y)]2 ψ(t,x)
+
∞∫
0
dt′
∫
dy∆vvji (t
′ − t,y − x)
× ∂
∂xi
∆ψψ
†
(t′ − t,y − x) ∂
∂yj
ψ†(t′,y) + . . . (68)
In (67) and (68), in the integral terms it is sufficient to put
all renormalization constants equal to unity. Substituting
the solution ψ† = 0 of (68) into (67) we arrive at the
fluctuation-amended rate equation in the form
∂tψ = uνZ2∇2ψ − 2λuνµ−2∆Z4ψ2+
4u2ν2µ−4∆λ2
∞∫
0
dt′
∫
dy (∆ψψ
†
)2(t− t′,x− y)ψ2(t′,y)
+
∂
∂xi
∞∫
0
dt′
∫
dy∆vvij (t− t′,x− y)
× ∂
∂xj
∆ψψ
†
(t− t′,x− y)ψ(t′,y) + . . . , (69)
This is a nonlinear partial integro-differential equation,
whose explicit solution is not known. It is readily seen
that for a homogeneous solution the term resulting from
the third graph in (65) vanishes and hence the influence of
the velocity field on the homogeneous annihilation process
would be only through the renormalization of the coeffi-
cients λ and D. However, in case of a nonuniform density
field ψ the effect of velocity fluctuations is explicit in (69).
Such a solution can be most probably found only numer-
ically.
To arrive at an analytic solution, we restrict ourselves
to the homogeneous number density n(t) = 〈ψ(t)〉, which
can be identified with the expression (9). In this case the
last term in (69) vanishes together with the Laplace op-
erator term and the remaining coordinate integral may
be calculated explicitly . The propagator is the diffusion
kernel of the renormalized model (we consider first the
system in the general space dimension d)
∆ψψ
†
(t− t′,x)
=
θ(t− t′)
[4πuν(t− t′)]d/2
exp
[
− x
2
4uν(t− t′)
]
. (70)
As noted above, for calculation of the one-loop contribu-
tion it is sufficient to put the renormalization constant
Z2 = 1 in the propagator ∆
ψψ† . Therefore, evaluation of
the Gaussian coordinate integral in (69) yields∫
dy (∆ψψ
†
)2(t− t′,x− y) = θ(t− t
′)
[8πuν(t− t′)]d/2
(71)
and we arrive at the ordinary integro-differential equation
dn(t)
dt
= −2λuνµ−2∆Z4n2(t)
+ 4λ2u2ν2µ−4∆
t∫
0
dt′
n2(t′)
[8πuν(t− t′)]d/2
. (72)
Spatial fluctuations in the number density show in the
integral term and affect rather heavily even the homoge-
neous solution. In particular, the integral in (72) diverges
at the upper limit in space dimensions d ≥ 2. This is a
consequence of the UV divergences in the model above the
critical dimension dc = 2 and near the critical dimension
is remedied by the UV renormalization of the model. To
see this, subtract and add the term n2(t) in the integrand
to obtain
dn(t)
dt
= −2λuνµ−2∆Z4n2(t)
+ 4λ2u2ν2µ−4∆n2(t)
t∫
0
dt′
[8πuν(t− t′)]d/2
+ 4λ2u2ν2µ−4∆
t∫
0
dt′
n2(t′)− n2(t)
[8πuν(t− t′)]d/2
. (73)
The last integral here is now convergent at least near
two dimensions, provided the solution n(t) is a continuous
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function. This is definitely the case for the iterative solu-
tion constructed below. The divergence in the first integral
in (73) may be explicitly calculated below two dimensions
and is canceled – in the leading order in the parameter
∆ = (d− 2)/2 – by the one-loop term of the renormaliza-
tion constant Z4 (40). Expanding the right-hand side of
(73) in the parameter∆ = (d−2)/2 to the next-to-leading
order we arrive at the equation
dn(t)
dt
= −2λuνµ−2∆n2(t)
+ 2λuνµ−2∆n2(t)
{
λ
4π
[
γ + ln
(
2uνµ2t
)]}
+
λ2uνµ−2∆
2π
t∫
0
dt′
n2(t′)− n2(t)
t− t′ . (74)
without divergences near two dimensions. Here, the factor
µ−2∆ has been retained intact in order not to spoil the
consistency of scaling dimensions in different terms of the
equation. In (74), γ = 0.57721 is Euler’s constant and we
have considered the coupling constant λ and the parame-
ter∆ = (d−2)/2 to be small parameters of the same order
taking into account the magnitudes of the parameters in
the basins of attraction of the fixed points of the RG.
The leading-order approximation for n(t) is given by
the first term on the right-hand side of (74) in the form
n(1)(t) =
n0
1 + 2λuνtµ−2∆n0
, (75)
where n0 is the initial number density. After substitution
of this expression the integral term in (74) is of the order of
λ3 and thus negligible in the present next-to-leading-order
calculation. Indeed, integration by parts in the integral in
(74) yields
t∫
0
dt′
n2(t′)− n2(t)
t− t′ = limε→0
t−ε∫
0
dt′
n2(t′)− n2(t)
t− t′
=
[
n20 − n2(t)
]
ln t+ 2
t∫
0
dt′ ln(t− t′)n(t′)dn(t
′)
dt′
. (76)
From (74) it is readily seen that
dn(t)
dt
= O (λ). From the
explicit expression (75) it follows that n2(t)− n20 = O (λ)
as well. Therefore, in the iterative solution of (74) the term
with the integral on the right side is of the order of λ3.
In this approximation, Eq. (74) yields
n(t) =
n0
1 + 2λuνt
{
1 + λ4π [1− γ − ln (2uνµ2t)]
}
µ−2∆n0
, (77)
where n0 is the initial number density.
5.2 Asymptotic behavior of the number density
We shall use the next-to-leading order iterative solution
(77) of the stationarity equation (74) as the initial condi-
tion of the RG equation for the number density to evaluate
the long-time asymptotic behavior of the number density.
The RG equation is obtained by applying the RG differ-
ential operator (45) to the renormalized number density
n(t).
Since the fields Φ = {v, v˜, ψ, ψ†} are not renormalized,
the renormalized connected Green functionsW differ from
the unrenormalized W0 = 〈Φ . . . Φ〉 [23] only by the choice
of parameters and thus one may write
W (g, ν, µ, . . .) =W0(g0, ν0, . . .), (78)
where g0 = {g10, g20, u0, λ0} is the full set of the bare
parameters and dots denotes all variables unaffected by
the renormalization procedure. The independence of the
renormalized number density n(t) of the renormalization
mass parameter µ is expressed by the equation
DRGn(t, µ, ν, n0, g) = 0 .
Using this equation together with the explicit expression
for the RG differential operator (45) the RG equation for
the mean number density n(t) is readily obtained:(
µ
∂
∂µ
+
∑
gi
βgi
∂
∂gi
− γ1ν ∂
∂ν
)
n(t, µ, ν, n0, g) = 0. (79)
We are interested in long-time behavior of the system (t→
∞), therefore we trade the renormalization mass for the
time variable. According to the canonical dimensions of
parameters and fields in Table 1, the Euler equations with
respect to the wave number and time assume the form [27](
µ
∂
∂µ
− 2ν ∂
∂ν
+ dn0
∂
∂n0
− d
)
n(t, µ, ν, n0, g) = 0, (80)(
−t ∂
∂t
+ ν
∂
∂ν
)
n(t, µ, ν, n0, g) = 0, (81)
where the first equation expresses scale invariance with
respect to wave number and the second equation with re-
spect to time. Eliminating partial derivatives with respect
to the renormalization mass µ and viscosity ν from (79),
(80) and (81) we obtain the Callan-Symanzik equation for
the mean number density:[
(2−γ1)t ∂
∂t
+
∑
g
βg
∂
∂g
−dn0 ∂
∂n0
+d
]
n (t, µ, ν, n0, g) = 0
(82)
To separate information given by the RG, consider the
dimensionless normalized mean number density
n
n0
= φ
(
νµ2t, λu
n0
µd
, g
)
. (83)
For the asymptotic analysis, it is convenient to express the
initial number density n0 as an argument of the function
φ in the combination used here.
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Solution of (82) by the method of characteristics yields
φ
(
νµ2t, λu
n0
µd
, g
)
= φ
(
νµ2τ, λu
n0
µd
, g
)
(84)
where τ is the time scale. In Eq. (84), g and n0 are the
first integrals of the system of differential equations
t
d
dt
g = − βg(g)
2− γ1(g) , t
d
dt
n0 = d
n0
2− γ1(g) . (85)
Here g = {g1, g2, u, λ} with initial conditions g|t=τ = g
and n0|t=τ = n0. In particular,
λun0 = λun0
(
t
τ
)
exp
[∫ t
τ
γ4ds
(2− γ1)s
]
. (86)
From here it follows that the asymptotic expression of the
integral on the right-hand side of (86) in the vicinity of
the IR-stable fixed point g∗ is of the form∫ t
τ
γ4ds
(2− γ1)s ∼t→∞
γ∗4
2− γ∗1
ln
(
t
τ
)
+
2
2− γ∗1
∞∫
τ
(γ4 − γ∗4 )ds
(2− γ1)s =
γ∗4
2− γ∗1
ln
(
t
τ
)
+ c˜4(τ) ,
(87)
corrections to which vanish in the limit t → ∞. In (87)
and henceforth, the notation γ∗1 = γ1 (g
∗) has been used.
From the point of view of the long-time asymptotic
behavior the next-to-leading term in (87) is an inessential
constant. From (86) and (87) it follows that in the vicinity
of the fixed point
λu
n0
µd
∼ λu n0
µd
(
t
τ
)1 + γ∗4
2− γ∗1 C˜n
≡ λu n0
µd
(
t
τ
)α
C˜n ≡ y C˜n , (88)
where a shorthand notation y has been introduced for the
long-time scaling of the normalized number density as well
as the dimensional normalization constant
C˜n = e
dc˜4(τ) .
and the decay exponent
α = 1 +
γ∗4
2− γ∗1
(89)
The asymptotic behavior of the normalized number den-
sity is described by the scaling function f(x, y):
φ
(
νµ2t, λu
n0
µd
, g
)
∼ φ
(
νµ2τ, C˜ny, g
∗
)
≡ f
(
νµ2τ, C˜ny
)
. (90)
The scaling function f(x, y) describing the asymptotic be-
havior of the normalized number density φ = n/n0 is a
function of two dimensionless argument only, whereas the
generic φ has six dimensionless arguments (all four cou-
pling constants on top of the scaling arguments of f(x, y)).
We recall that the generic solution of the Callan-Symanzik
equation (82) does not give the explicit functional form of
the function n = n0φ, which may to determined from the
solution (77) of the stationarity equation of the variational
problem for the effective potential. The free parameters
left in the variables of the scaling function f(x, y) corre-
spond to the choice of units of these variables, whereas
the objective information is contained in the form of the
scaling function [23,27].
From the explicit solution (77) we obtain the generic
expression
h(x, y) =
1
f(x, y)
= 1 + 2xy
{
1 +
λ∗
4π
[1− γ − ln (2u∗x)]
}
, (91)
the substitution in which of the various fixed-point val-
ues λ∗ (at the leading order λ∗ ≈ 2πλ∗) and u∗ in the
leading approximation together with the substitution of
x = νµ2τ and y = C˜y from (88) and (89) yields the cor-
responding ε, ∆ expansions of the asymptotic expression
of the normalized number density.
Below, we list the scaling functions h(x, y) and the
dynamic exponents α at the stable fixed points in the next-
to-leading-order approximation.
(i ) At the trivial (Gaussian) fixed point (53) the mean-
field behavior takes place with
h(x, y) = 1 + 2xy ,
α = 1 . (92)
(ii ) The thermal (short-range) fixed point (55) leads to
scaling function and decay exponent
h(x, y) = 1 + 2xy
{
1− ∆
2
[
1− γ − ln
(√
17− 1
)
x
]}
,
α = 1 +
∆
2
+
∆2
2
. (93)
Here, the last coefficient is actually a result of numerical
calculation, which in the standard accuracy of Mathemat-
ica is equal to 0.5. We have not been able to sort out this
result analytically, but think that most probably the co-
efficient of the ∆2 term in the decay exponent α in (93)
really is 12 .
(iii ) The kinetic fixed point with an anomalous reaction
rate (58) corresponds to
h(x, y) = 1 + 2xy
{
1− ǫ+ 3∆
3
×[
1− γ − ln
(√
17− 1
)
x
]}
,
α = 1 +
3∆+ ǫ
3− ǫ , (94)
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with an exact value of the decay exponent.
(iv ) At the kinetic fixed point with mean-field-like reac-
tion rate (61) we obtain
h(x, y) = 1 + 2xy ,
α = 1 . (95)
In the actual asymptotic expression corresponding to (90)
the argument y → C˜ny is different from that of the Gaus-
sian fixed point.
5.3 Asymptotic behavior in two dimensions
To complete the picture, we recapitulate – with a little
bit more detail – the asymptotic behavior of the number
density in the physical space dimension d = 2 predicted
within the present approach [13] (it turns out that for
these conclusions the one-loop calculation is sufficient).
On the ray ε ≤ 0, ∆ = 0 logarithmic corrections to the
mean-field decay take place. The integral determining the
asymptotic behavior of the variable (86) yields in this case∫ t
τ
γ4ds
(2 − γ1)s ∼t→∞−
1
2
ln ln
(
t
τ
)
+ c˜4(τ) , (96)
with corrections vanishing in the limit t→∞. Therefore,
in the vicinity of the fixed point
λu
n0
µd
∼ λu n0
µd
(
t
τ
)
ln−1/2
(
t
τ
)
C˜n ≡ y C˜n . (97)
The scaling function h is of the simple form
h(x, y) = 1 + 2xy
and gives rise to asymptotic decay slower than in the
mean-field case by a logarithmic factor:
n ∼ ln
1/2 (t/τ)
2νλuC˜nt
.
It is worth noting that this logarithmic slowing down is
weaker than that brought about the density fluctuations
only [20] and this change is produced even by the ubiqui-
tous thermal fluctuations of the fluid, when the reaction
is taking place in gaseous or liquid media.
On the open ray ε > 0, ∆ = 0 the kinetic fixed point
with mean-field-like reaction rate (61) is stable and the
asymptotic behavior is given by (95) regardless of the
value of the falloff exponent of the random forcing in the
Navier-Stokes equation. In particular, only the amplitude
factor in the asymptotic decay rate in two dimensions is
affected by the developed turbulent flow with Kolmogorov
scaling, which corresponds to the value ε = 2. This is in
accord with the results obtained in the case of quenched
solenoidal flow with long-range correlations [11,12] as well
as with the usual picture of having the maximal reaction
rate in a well-mixed system.
6 Conclusion
In conclusion, we have analyzed the effect of density and
velocity fluctuations on the reaction kinetics of the single-
species decay A + A → ∅ universality class in the frame-
work of field-theoretic renormalization group and calcu-
lated the scaling function and the decay exponent of the
mean number density for the four asymptotic patterns pre-
dicted by the RG.
We have calculated the relevant renormalization con-
stants at two-loop level and found the decay exponent of
the mean number density at this order of the ǫ, ∆ ex-
pansion for four IR stable fixed points of the RG, whose
regions of stability cover the whole parametric space in
the vicinity of the origin in the ǫ, ∆ plane. The decay
exponent assumes the mean-field value in the basins of
attraction of the trivial fixed point (53) and of the kinetic
fixed point (61) with dominant fluctuations of the ran-
dom force of the Navier-Stokes equation. At the kinetic
fixed point with finite rate coefficient (58) the value of the
decay exponent is determined exactly by the fixed-point
equations. At the thermal (short-range) fixed point (55)
the decay exponent possesses a non-trivial ǫ, ∆ expansion.
We have calculated three first terms of this expansion and
thus pushed its accuracy by one order further than in in
the one-loop calculation as well as in the case of kinetic
fixed point with anomalous reaction rate. We have also
found an overlap between the regions of stability of these
two asymptotic patterns, which means that the asymp-
totic behavior of system depends on the details of the
approach to the fixed point.
Using a variational approach, we have inferred a renor-
malized fluctuation-amended rate equation with the ac-
count of one-loop corrections, which again is a step for-
ward in the accuracy of description of the system and
opens the possibility to analyze direct effects of on the
number density of the velocity fluctuations, which do not
enter explicitly in the leading-order mean-field rate equa-
tion. This non-linear integro - differential equation has
been solved iteratively in the framework of the ǫ,∆ expan-
sion and the scaling function for the mean number density
has been calculated for the four IR stable regimes. The
scaling function assumes the mean-field form (exactly) in
the basins of attraction of the trivial fixed point and the
kinetic fixed point with dominant fluctuations of the ran-
dom force. At the kinetic fixed point with finite rate coef-
ficient and at the thermal fixed point the scaling function
possesses a non-trivial ǫ, ∆ expansion, which we have cal-
culated at the linear order.
Fluctuations of the random advection field affect heav-
ily the long-time asymptotic behavior of the system: the
kinetic fixed points are brought about by the velocity
fluctuations as well as the non-trivial series expansion of
the decay exponent at the thermal fixed point (without
velocity fluctuations, the decay exponent is fixed to the
one-loop value, because there are no high-order correc-
tions to the rate constant in this case). Predictions of the
renormalization-group analysis for the reaction A+A→ ∅
in quenched random fields have been corroborated by nu-
merical simulations [9,12]. In the case of dynamically gen-
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erated random drift this is seems to be a much more de-
manding task, but would surely be highly desirable, since
the experimental data for reaction processes is quite scarce
[30].
The integro-differential equation for the calculation of
the concentration proposed here and solved analytically
in a suitable approximation allows for heterogeneous solu-
tions as well. Since the heterogeneous concentration most
probably has to be found numerically, analysis of this is-
sue is beyond the scope of the present paper. We intend to
carry out this investigation in the near future, all the more
so because there is significant recent interest in the effect
of random drift on nonlinear diffusion equations [31,32],
to which the stationarity equations of the proposed varia-
tional functional belong. However, most of these problems
include competition between growth and decline of popu-
lation and give rise to more complicated models than that
at hand. The potential of the field-theoretic approach in
analytic investigation of stochastic problems is, however,
far from being exhausted, therefore in the future we hope
to deal with the diffusion-limited birth-death processes in
random flows within this framework as well.
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by the European Regional Development Fund. T.L. was spon-
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A Explicit form of the renormalization
constants
The coefficient functions Aij and Bij of the renormaliza-
tion constant (39) are
A11 = − (1 + ξ)u
2 + (3ξ + 2)u+ 6ξ + 1
512u(1 + u)3ξ
,
A12 = − (1 + ξ)u
2 + (1 + 3ξ)u+ 6ξ − 4
256u(1 + u)3(1− ξ) ,
A22 = − u+ 5
512u(1 + u)3
,
B11 = B1(u) +B2(u, ξ),
B12 = 4[B1(u) +B3(u, ξ)],
B22 = −B1(u)−B2(u,−1),
where the functions B1, B2 and B3 are given as
B1(u) =
1
1024u4(1 + u)3(u− 1)
[
− 12u3(1 + u) ln 2
1 + u
+ 32u4(1 + u)2 ln 2
+ 2u3(1 + u)2(u+ 10) ln
4
3
− 32u3(1 + u)3artanh1
2
+ 4(2u6 + 6u5 + 7u4 + 10u3 − 4u− 1) ln 1 + 2u
(1 + u)2
− 4u3(1 + u)[4u2 + 20u+ 9] ln 1 + 2u
2 + 2u
+ 16u3(1 + u)3artanh
u
u+ 1
+ 8u3(1 + u)2(u− 1)(γ + ψ(3/2))
− u2(23u4 + 38u3 + 17u2 + 22u+ 4)
]
− 1
128πu(1 + u)2(u− 1)
∫ ∞
1
dq
∫ 1
−1
dzF (q, z, u) ,
B2(u, ξ) = ξ
(2 + 4ξ)u2 + (10ξ + 8)u+ 38 + 22ξ
1024u(1 + u)3(2 + ξ)
,
B3(u, ξ) = − (8ξ + 4)u
2 + (14ξ + 10)u+ 22− 10ξ
1024u(1 + u)3
with the function F given by the expression
F (x, z, u) = (1− z2)1/2M(x, z, u)
N(x, z, u)
M(x, z, u) = (x6 + 1)[z3(24u3 + 24u2 + 72u+ 72)
− z(8u3 + 12u2 + 8u+ 60)] + (x5 + x)[−z4(40u3
+ 88u2 + 120u+ 264) + z2(−4u3 + 16u2 + 108u+ 168)
+ 4u3 + 14u2 + 28u+ 18] + (x4 + x2)[z5(16u3 + 96u2
+ 48u+ 288) + z3(12u4 + 64u2 + 128u2 + 96u+ 180)
− z(4u4 + 26u3 + 92u2 + 174u+ 312)] + x3[−z6(32u2
+ 96)− z4(8u4 + 64u3 + 240u2 + 144u+ 600)
+ z2(−8u4 + 4u3 + 84u2 + 108u+ 452) + 2u4 + 6u3
+ 26u2 + 58u+ 36],
N(x, z, u) = (1 + x2 − 2xz)(1 + x2 − xz)
× ((1 + u)x2 + 2− 2xz)(1 + u+ 2x2 − 2xz) .
The coefficient function C of the renormalization constant
(40) is
C(u, ξ) = − 1
8uπ
∫ 1
−1
dz(1− z2) 12G(z, u)
+
1
8u(1 + u)
(
ln
1 + u
2u
+ 1+
2 + u
u
ln
u+ 2
2u+ 2
+ ξ
)
,
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where
G(z, u) =
4
(1 − u)2 + 4uz2
{
u− 1
2
ln
2u
1 + u
− 2(1 + u)z√
1− z2
[
π
2
− arctan
√
1 + z
1− z
]
+
u(u+ 3)z√
2u(1 + u)− u2z2
[
π − arctan zu+ u+ 1√
2u(1 + u)− u2z2
− arctan (2 + z)u√
2u(1 + u)− u2z2
]}
.
B Fixed points
The coefficient functions of the fixed points (58) and (61)
are
u∗1(ξ) =
8R
3
√
17
− 8192
3
√
17
B1(u
∗
0)−
1
432
√
17(1 + ξ)2(2 + ξ)
×
[
(21384− 648
√
17)ξ4
+ (52512− 2592
√
17)ξ3 + (22192− 2736
√
17)ξ2
+ (72
√
17− 29064)ξ + 720
√
17− 18768
]
,
g∗12(ξ) = 64
R(2 + 3ξ)− 1
27(1 + ξ)
− 16 2 + 3ξ
243(1 + ξ)4(2 + ξ)
[
45ξ4 + 213ξ3 + 349ξ2 + 231ξ + 50
]
,
g∗22(ξ) = 64
1 +R
27(1 + ξ)
− 16 2 + 3ξ
243(1 + ξ)4(2 + ξ)
[
57ξ4 + 171ξ3 + 185ξ2 + 93ξ + 22
]
.
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