Abstract. A spreading process on a network is influenced by the network's underlying spatial structure, and it is insightful to study the extent to which a spreading process follows such structure. We consider a threshold contagion on a network whose nodes are embedded in a manifold and which has both 'geometric edges', which respect the geometry of the underlying manifold, and 'non-geometric edges' that are not constrained by that geometry. Building on ideas from Taylor et al. [43] , we examine when a contagion propagates as a wave along a network whose nodes are embedded in a torus and when it jumps via long non-geometric edges to remote areas of the network. We build a 'contagion map' for a contagion spreading on such a 'noisy geometric network' to produce a point cloud; and we study the dimensionality, geometry, and topology of this point cloud to examine qualitative properties of this spreading process. We identify a region in parameter space in which the contagion propagates predominantly via wavefront propagation. We consider different probability distributions for constructing non-geometric edges -reflecting different decay rates with respect to the distance between nodes in the underlying manifold -and examine how qualitative spreading dynamics are affected by these choices. Our work generalizes the analysis in Taylor et al. and consolidates contagion maps both as a tool for investigating spreading behavior on spatial networks and as a technique for manifold learning. Moreover, we incorporate an approach for calibrating persistent-homology barcodes of different scales. This approach is applicable in various other applications that use persistent homology, and the Wasserstein distance between barcodes in particular.
1. Introduction. Spreading dynamics are ubiquitous in many areas of life, including social settings and biological processes. The spreading of a contagious disease or of an idea between people are two obvious examples, and various other phenomena also give rise to spreading processes on networks [29, 35] .
The spreading of real-world contagions is often guided by the geometry of the underlying domain [11, 21, 41, 48] . One example are contagious diseases that, historically, spread gradually along part of the earth's surface. Similarly, in a world where means of transport and communication are limited, information typically disseminates via actors who are physically close. In such a world, contagions often propagate as a wavefront, passing between geometrically close entities. However, with modern transport and communication technology, there are now many scenarios where -even in the presence of a well-defined underlying geometry, such as the spherical surface of the earth -a contagion can also spread via connections that are not intrinsically geometric [1, 6] . Examples of such scenarios include the spreading of an infectious disease via passengers traveling on a long-distance flight and the dissemination of information via internet communication. In these examples, a contagion jumps across space to distant locations, rather than following the geometry of an underlying domain.
One way to study such phenomena is to consider contagion models on networks that are embedded in some underlying geometric space [38, 39] . In particular, one can consider networks that have both geometric edges that respect the geometry of the underlying space, in the sense that they can only connect nodes that are close according to the space's metric; and non-geometric edges, which are not constrained by the underlying geometry and can connect nodes that are far from each other. Following terminology from [43] , we refer to such networks as noisy geometric networks. It is interesting and important to ask [29, 35] , what propagation pattern(s) a contagion follows and how much such patterns are influenced by the structure of the underlying space. Two fundamental spreading mechanisms that can occur on a noisy geometric network are wavefront propagation (WFP) and the appearance of new clusters (ANC). Wavefront propagation is the spreading of a contagion along the structure of the underlying space via geometric edges. The appearance of new clusters occurs when long-range, non-geometric edges connect activated nodes with nodes in a region of the network that has been unaffected by the contagion and thereby lead to a new cluster of activated nodes in this previously unaffected region. We can view the nongeometric edges as 'bridges' that can accelerate the spreading process considerably, especially if they are 'long'. In a threshold model (a type of 'complex contagion' [8] ), in which a sufficient fraction or number of nodes in a focal node's neighborhood need to be active to activate that node, bridges also need to be sufficiently 'wide' to encourage ANC.
Taylor et al. [43] used methods from topological data analysis and nonlinear dimensionality reduction to study spreading behavior of a threshold contagion model on noisy geometric networks. In particular, they explored the occurrence of WFP and ANC on a noisy ring lattice, and they examined the extent to which the spreading process follows the ring structure. To investigate the extent to which a complex contagion on a network adheres to the structure of the underlying space, they introduced the notion of a contagion map, which sends each node of the network to a point in R n based on its activation times in different realizations of a contagion process. It thus produces a point cloud that one can view as a geometrical distortion of the network that reflects the contagion's spreading behavior. To see if they could identify the structure of the underlying space, Taylor et al. examined the geometry, dimensionality, and topology of this point cloud. They compared these results with a bifurcation analysis of the contagion and found that the contagion map successfully recovers the geometry, dimensionality, and topology of the underlying space exactly when the contagion propagates predominantly by WFP. This illustrates that one can use contagion maps to illuminate propagation patterns of spreading processes on noisy geometric networks whose underlying space is known. Moreover, WFP occurs for a wide range of the network and contagion parameters, suggesting contagion maps as a tool for inferring the structure of the underlying space of a noisy geometric network from contagion dynamics on it. That is, one may be able to use contagion maps as a technique for manifold learning.
We follow the approach of [43] , and we build on their ideas through a study of a new example. We still use a threshold contagion model, but we consider a more complicated family of noisy geometric networks. Our networks, which one can construe as being geometrically embedded in a flat torus, are similar to the Kleinberg small-world model [28] . We use a contagion map to construct a point cloud that represents the dynamics of the contagion from a set of different initial conditions. We then examine the structure of this point cloud in three different ways: topologically (via the homology of a space built on the point cloud), geometrically (via distances between pairs of points), and with regard to dimensionality (via the approximate embedding dimension). We compare our findings to the topological and geometric structure, as well as the embedding dimension, of the torus. If the point cloud's structure resembles that of the torus geometrically, topologically and in terms of its embedding dimension, this suggests that the contagion propagates via wavefront propagation along the structure of the underlying torus.
The motivation for our choice of network model is threefold: (1) one can view it as a two-dimensional (2D) analog of the noisy ring lattice that was studied in [43] ; (2) the Kleinberg small-world model includes nontrivial and adjustable spatial scaling from its probability distribution for constructing non-geometric edges; (3) the flat torus has locally Euclidean geometry and is entirely homogeneous (the local geometry at one point is the same as that at any other); and (4) the embedding of the network in the torus entails nontrivial topological features to take into account when comparing the topological structure of the contagion map to that of the underlying space. In our analysis, we find for a certain region of the parameter space that the structure of the contagion map resembles that of a torus in terms of topology, geometry and dimensionality. Further, this region corresponds to scenarios in which we can analytically predict that the contagion spreads predominantly via WFP rather than ANC. This consolidates the approach of [43] as a way of determining spreading behavior of contagions on noisy geometric networks, as well as a manifold-learning technique that is robust to noise.
Our paper proceeds as follows. In Section 2, we give background on noisy geometric networks and contagions on networks. In Section 3, we define the network model and contagion model. In Section 4, we describe the employed methodology. We present our results in Section 5 and discuss our findings in Section 6. We give background mathematical details on persistent homology in a series of appendices.
2. Background.
Noisy geometric networks.
A geometric network is a network whose nodes are embedded in some metric space and whose edges, called geometric edges, can occur only between pairs of nodes that are sufficiently close in this space [2, 3] . Geometric networks are useful models for many real-world scenarios. For example, a network describing the interactions between entities that are geographically located on the surface of the earth is a geometric network if interactions are possible only between geographically close entities. In addition to geometric networks whose nodes are embedded naturally, nodes of a network can also be embedded in a latent space, such that nodes that are closer to each other have a higher probability of having an edge between them [5, 22, 40] .
One can build a noisy geometric network from a geometric network by adding so-called non-geometric (i.e., 'noisy') edges between pairs of nodes that can be remote in the underlying metric space. For example, in synthetic noisy geometric networks, the nodes may be located on a manifold that is embedded in an ambient Euclidean space. One can place geometric edges between all or some of the node pairs that are at distances from each other that is below some fixed threshold. One can then add non-geometric edges uniformly at random (see Figure 1(a) ) or following some other probabilistic or deterministic rule.
As another example (see Figure 1 (b)), one can add noise to node locations in the ambient space and place a non-geometric edge between any two nodes that are close in the ambient space but not close with respect to geodesic distance along the manifold. Many nonlinear dimension-reduction techniques, such as diffusion maps and Isomap [4, 10, 16, 42, 44] , start by inferring a proximity network from point-cloud data, such as by connecting each point to its k nearest neighbors, with the goal of finding underlying low-dimensional structure of the point-cloud. One can view such proximity networks as noisy geometric networks, as it is possible for nodes to be adjacent even when they are not close on the underlying manifold, and nonlinear dimension-reduction techniques seek to find purely geometric structures in such networks.
We also note that one can view many popular small-world network models [32, 36] -such as Watts-Strogatz [47] , Newman-Watts [31] , and Kleinberg [27] networksas noisy geometric networks.
Contagions on networks.
A contagion on a network is a dynamical process in which nodes become successively 'activated', starting from some initial condition. Typically, the initial condition consists of a set of 'seed' nodes, which are active at time t = 0 [26, 35, 37] .
One of the simplest and best-studied models for a contagion on a network is the discrete-time version of the Watts threshold model (WTM) [46] (see also [18, 45] ), which is related to bootstrap percolation [9] . In the WTM, each node i is assigned a threshold T i ≥ 0. At any given time, each node is in one of two states: It is either active (or, depending on the context, 'infected', 'adopted', etc.) or inactive. At time t = 0, only the seed nodes are active. At each subsequent time step, a node i becomes active if and only if the fraction of neighbors of i that are active is at least T i . Once a node is activated, it remains active; that is, the WTM is a monotonic process.
A general contagion model can be significantly more complicated than the WTM [29, 37] . Social, biological, and other contagions may not be monotonic; and one can also incorporate various generalizations, including in multiple stages of active states [30] , modeling of adoption latency [33] , synergistic effects [24] , contrarian nodes [20, 23] , and others.
3. Our network and contagion models. We consider a family of noisy geometric networks and study a threshold contagion model on it. Our network is embedded geometrically in a two-dimensional manifold, with its nodes evenly spread on the surface of a flat torus. The torus has Betti numbers β 0 = 1, β 1 = 2, and β 2 = 1. (We define Betti numbers in Definition A.3 in the Appendix.) So there are multiple nontrivial topological features to take into account when comparing the structure of the point-cloud produced by a contagion map to that of the underlying space.
The geometric edges of our noisy geometric network are distributed evenly between node pairs at a density that depends on a parameter. We add non-geometric edges at random according to a spatial probability distribution: The larger the distance between two nodes, the less likely it is that they are adjacent via a non-geometric edge. The number of non-geometric edges and the strength of their preference towards connecting close nodes are determined by one parameter each.
The contagion model that we consider on these noisy geometric networks is the WTM with homogeneous thresholds, such that a node becomes active at a given time step if and only if the fraction of its already active neighbors is strictly larger than a fixed threshold T . Threshold contagion models are well-studied and model effects such as social reinforcement on the spreading of a contagion [7, 29] . Taylor et al. [43] used the same contagion model, so our investigation serves both as a test of their methodology and as a generalization of their work.
3.1. Network model. Our noisy geometric network is a variant of the Kleinberg small-world model [28] . We start with a periodic square lattice of N = n × n nodes:
We define the periodic lattice distance µ per between nodes (i x , i y ), (j x , j y ) ∈ V to be
where
and we take the sum of the two residues in (3.1) in Z. The periodic lattice distance is the regular lattice distance, but opposite sides of the lattice are considered to be close. We can thus think of the lattice as being 'wrapped up' into a 2D torus, which has no boundary. In other words, we are using periodic boundary conditions. We fix p ∈ R >0 and place a geometric edge between any two nodes whose (periodic) Euclidean distance from each other is within p. That is, we place a geometric edge between nodes i = (i x , i y ) and j = (j x , j y ) ∈ V if and only if
We call the number of geometric edges that are incident to a node i its geometric degree, which we denote by d G (i). Each node also generates q ∈ N 'non-geometric stubs', and we connect pairs of stubs to build non-geometric edges as follows. We connect a non-geometric stub emanating from node i to a stub emanating from node j with a probability proportional to µ per (i, j) −γ , where γ ∈ R ≥0 is a fixed parameter. We call the number of non-geometric edges incident to a node i its non-geometric degree, which we denote by d NG (i) (where
, and the class of networks that we just defined consists of regular networks of uniform degree d = d(i) for all i ∈ V . When γ = 0, we match the non-geometric stubs uniformly at random; for γ > 0, non-geometric edges tend to connect nodes that are close with respect to the periodic lattice distance, and this tendency becomes more pronounced as γ increases. wrapped up' into a torus. We place geometric edges (blue) between nodes that are within Euclidean distance 1 of each other. Each node also has 1 non-geometric stub, which attaches to another non-geometric stub according to a probability distribution, such that more distant nodes are less likely to be connected. To illustrate this idea, we draw some of the non-geometric edges in red.
The speed of a contagion on this network depends significantly on the parameter γ. If γ is small, non-geometric edges tend to occur in a variety of lengths (including very long ones). That is, the set of non-geometric edges forms many long 'bridges' that enable fast spreading in situations when a single active neighbor is necessary for a node to activate. However, these bridges may not be wide enough to support spreading of a threshold contagion with threshold T ≥ 2/d. As γ becomes larger, very long non-geometric edges become less likely, and the existing non-geometric edges tend to have lengths in a smaller range, forming several wide bridges that enable fast spreading of complex contagions. If γ is very large, the non-geometric edges tend to be short and form bridges that are wide enough to support spreading of complex contagions, but they tend to be too short to significantly accelerate the spreading process. To make this intuition more precise, Ghasemiesfeh et al. [17] showed that the speed of a T -complex contagion (a linear threshold contagion whose update rule is defined by a homogeneous threshold T ) on a 2D Kleinberg small-world model with γ = 2 differs exponentially from the case when γ = 0. Precisely, the time that it takes for a T -complex contagion to saturate a network, starting from a cluster of T initial seed nodes that are near each other, is a polylogarithmic function of the size (i.e., number of nodes) of the network when γ = 2 and a polynomial function of the size of the network when γ = 0. Ebrahimi et al. [13] extended these results by providing a characterization of the speed of a T -complex contagion on a Kleinberg small-world network for all values of T and the set of all possible γ except at one point.
3.2. Contagion model. Our contagion model is the Watts threshold model (WTM) [29, 37] . Let V denote the set of nodes of a network, and let A = (A ij ) i,j∈V be the adjacency matrix of the network. In our contagion, each node can be either active or inactive, and we denote the state of node i ∈ V at time t by η i (t), which takes the value 1 if it is active and the value 0 if it is inactive. We call the set of nodes that are active at time t = 0 a contagion seed, and we denote the seed set by S ⊆ V . That is, η s (0) = 1 for all s ∈ S and η i (0) = 0 for all i ∈ V \S. If S consists of a single node, the initial condition is called 'node seeding'; if S consists of a node together with its neighbors, the initial condition is called 'cluster seeding'. For a given homogeneous threshold T , we update node states synchronously in discrete time steps according to the following rule. If η i (t) = 1, then η i (t + 1) = 1. If η i (t) = 0, then
In other words, a node activates at a time step if the fraction of its neighbors that are active is larger than T at the previous time step. Once a node is active, it stays active forever. For a fixed homogeneous threshold T and a given seed S, this contagion is a deterministic and monotonic process, which eventually reaches a stable state where either all of the nodes are active or some nodes are inactive and will never activate. For a given network and a given seed set S, this deterministic process is one 'realization' of the contagion. Formally, a realization R is the nested sequence of subsets of V that are active at successive time steps:
4. Methods. We construct a point-cloud by mapping the network nodes to points in R N based on their activation times during different realizations of the contagion dynamics. This so-called contagion map was first studied in [43] and is inspired by approaches, such as diffusion map and Isomap [4, 10, 16, 42, 44] , from nonlinear dimension reduction. One can construe a point-cloud that is the image of a contagion map as a distortion of an underlying network structure that reflects the contagion dynamics. We analyze the structure of this point-cloud from three different perspectives -topologically, geometrically, and with respect to dimensionality -and compare it to the structure of the underlying network. We expect the structure of the point-cloud in R N to resemble the structure of the underlying network when the contagion spreads predominantly via WFP. We perform a bifurcation analysis to identify regions in the parameter space for which WFP is the predominant mode of propagation, and we use the results of this analysis to validate that the structure of the underlying network is recovered in the point-cloud whenever the contagion spreads predominantly via WFP.
To compare the topology, geometry, and dimensionality of the point cloud to the structure of the network on which it is based, we need to specify this structure precisely. In particular, we need to choose a metric space associated with the network, and we need to specify the locations of the network's nodes in this metric space.
We consider the torus as the Cartesian product of two circles: T = S 1 × S 1 . One can view each copy of S 1 ⊂ C as the subset of points in C that are at a fixed distance r from 0 according to the Euclidean metric on C. Therefore, one can view T as lying in C × C ∼ = R 4 , constituting a subset of the 3-sphere S 3 . Conventionally, one often takes the radius of a circle S 1 lying in C to be r = 1 according to the Euclidean metric. This makes the torus T = S 1 × S 1 a subset of the 3-sphere S 3 of radius √ 2 (according to the Euclidean metric on R 4 ). However, we will consider a circle S 1 lying in C to have a circumference of 1, so it has a radius of 
We assume that the nodes of our network are 'evenly distributed' on this torus T. The N = n 2 nodes of our network are the points on T with coordinates (4.2) 1 2π cos 2πx n , sin 2πx n , cos 2πy n , sin 2πy n , x, y ∈ {0, 1, . . . , n − 1} .
Contagion map.
Consider our contagion, with homogeneous threshold T , on one instantiation of our Kleinberg-like network for some fixed parameter values n, p, q, and γ. For a given seed set, the contagion dynamics is a deterministic process, and we can record the activation times of the nodes. We consider several realizations of the contagion dynamics initialized with different seeds. We denote the set of different realizations by J = {R 1 , R 2 , . . . R |J| }, and we denote the activation time of node i ∈ V during realization R j ∈ J by x (i) j . If node i is never activated in realization R j , we set x (i) j = 2N (i.e., larger than any actual activation time). The regular contagion map associated to the set J of realizations is a function from the set V of nodes to R |J| . It is defined by
The regular contagion map associated to J sends each node in V to a vector in R J that records its activation times during the each of the different realizations.
We take J to be the same size as V and choose the seed sets to be the clusters around the different nodes, such that the seed that initializes realization R j ∈ J is S (j) = {j} ∪ {k | A jk = 0}. In this case, the activation time of node i in realization j is a proxy for a distance between nodes i and j. To see this, consider the realization of a contagion with homogeneous threshold T = 1 initialized with a single seed node {j}, and observe that the activation time of node i is exactly the length of a shortest path between i and j. For cluster seeding of our contagion, the activation time of node i during realization j may not be precisely the shortestpath distance between i and j; it depends on how the contagion spreads. Moreover,
With this in mind, we define the reflected contagion map, which sends i → y
], and the symmetric contagion map, which sends
The image of a contagion map is a point cloud in R |J| that one can view as a distortion of a network that takes into account contagion dynamics for different realizations of a contagion.
Geometry.
To determine how similar the geometric structure of a contagion map is to that of the network on which it is based, we calculate the Pearson correlation coefficient of pairwise distances between points of the point cloud and pairwise distances between corresponding nodes of the network. On the network nodes and points of the point cloud, we use Euclidean distance in R 4 and R N , respectively. Recall that the network nodes lie on (4.1) at points with coordinates (4.2). Let w (i) denote the point in T associated with node i = (i x , i y ), which is located at
The distance between two such points is
, and the distance between the corresponding points,
Given ordered sets, D net and D map , of pairwise distances between nodes of the network and points in the point cloud, respectively, we compute the Pearson correlation coefficient between these sets:
denotes the mean pairwise distance between nodes and d(x (i) , x (j) ) denotes the mean pairwise distance between points in the contagion map. Progressively larger Pearson correlation coefficients ρ indicate progressively more similar geometric structures between the contagion map and its associated network.
Topology.
We examine the topology of a contagion map by considering the persistent homology (PH) of the Vietoris-Rips (VR) filtration (see Definition A.12 in the Appendix) on the point cloud. We calculate PH using the software package Ripser 1 . We seek to quantify the extent to which topological features of a torus appear in the barcode that represents PH in a given dimension. To do this, we calculate the Wasserstein distance W 2 [d] (see Definition A.9 in the Appendix) between this barcode and a 'model barcode' that represents topological features of a torus in the given dimension. The 'model barcode' representing the topological features of a torus that we choose is the one corresponding to the persistent homology of the Vietoris-Rips filtration on the regular point cloud on the torus described in Formula 4.2. Smaller Wasserstein distances correspond to more 'torus-like' point clouds, recovering the topology of the manifold in which the network nodes are embedded. Roughly speaking, a barcode exhibits the topological features of a torus when it has two dominant bars in dimension 1 and one dominant bar in dimension 2 (as well as one bar that never dies in dimension 0). We will work with networks of N = 50 × 50 nodes (see Section 3.1). Due to the computational complexity of computing 2D persistent homology of a VR filtration on 2500 points (it involves building up to 1.6263 × 10 12 simplices), we compute PH only up to dimension 1, which requires building only up to 2.6042 × 10 9 simplices for a given point cloud. The Wasserstein distance between barcodes is sensitive to scaling. Consider, for instance, two barcodes that have the same number of bars, such that the relative lengths of the bars within each barcode are the same. Although these two barcodes represent the exact same topological features -albeit of different sizes -the Wasserstein distance between them is nonzero. Similarly, two barcodes that represent very similar topological features, but are at very different scales, may be at a larger Wasserstein distance from each other than two barcodes that represent different features but are close in 'scale'
2 . See Figure 3 for an illustration of this phenomenon. In the present application, this sensitivity to scaling can manifest as follows. The 'model torus' barcode corresponding to regularly-spaced points on a torus constructed as the Cartesian product of two circles of circumference 1 has relatively short bars. For our contagion, larger values of T entail slower spreading. So if we have two contagion maps both of which are the product of spreading by WFP without ANC, but one with large T (slow propagation) and one with small T (fast propagation), then both contagion maps have the same (torus-like) shape, but the former is much 'larger' than the latter. This implies, in turn, that the former's corresponding barcode is farther away from the model torus barcode than is the case for the latter. Similarly, when there are many non-geometric edges, there is fast spreading via ANC. So while the shape of the contagion map should not look torus-like in this case, but rather like a cluster of points, the Wasserstein distance from the corresponding barcode to the model torus barcode may still be small, simply by virtue of the size of the point cloud, rather than its shape.
To counteract the above scaling issue, we 'calibrate' all barcodes before taking the Wasserstein distance. We find the longest bar in each barcode and divide the birth and death times of all bars by that length. This yields barcodes whose longest bar is exactly 1, so one can construe them to be at the same 'scale'. The Wasserstein distance between these calibrated barcodes allows one to systematically compare topological features of the corresponding point clouds.
(a) (b) To compute Wasserstein distance, we use the software package Hera 3 . Hera currently provides the fastest algorithm for computing Wasserstein distances, outperforming the one implemented in the Dionysus library [25] . As 'model barcode', we take the barcode arising from the VR filtration on the regular spacing of n 2 points 4.2 on the torus T. (See Equation 4.1 and 4.2 in Section 4.) 4.4. Dimensionality. We determine the approximate embedding dimension P of a point cloud by finding the smallest dimension such that we lose less than 5% of the variance when projecting to that dimension using principal component analysis (PCA) [42] . That is, for each p ∈ {1, 2, . . . }, we project the point cloud {x (i) } i∈V ∈ R N to R p using PCA, resulting in a point cloud {x
We then estimate the extent to which this projection preserves the original point cloud by calculating the residual variance [12, 44] 
where ρ (p) is the Pearson correlation coefficient between the pairwise Euclidean distances of points in {x (i) } i∈V ∈ R N and corresponding pairwise Euclidean distances between points in {x
The approximate embedding dimension P is the smallest dimension for which the residual variance is less than 5%; that is, P = min{p | R p < 0.05}.
In practice, we put a cap of 100 on P , so if the approximate embedding dimension is 100 or larger, we record it to be 100. Because we consider the torus to be embedded in R 4 , an approximate embedding dimension of P = 4 indicates that the contagion map recovers the dimensionality of the torus. . . , 1, we run the contagion model (see Section 3.2) with cluster seeding around each of its 2500 nodes and record the activation times of each node. Using the activation times of each node in each of these realizations as coordinates, we map the nodes of a network to a point cloud in R 2500 via the symmetric contagion map (see Section 4.1).
We then compute the quantitative measures for the similarity of these point clouds to the underlying torus in terms of geometry (see Section 4.2), topology (see Section 4.3), and dimensionality (see Section 4.4) when we place non-geometric edges uniformly at random (i.e., when γ = 0). We illustrate our results by separately displaying the values of the Pearson correlation coefficient ρ, the Wasserstein distance
, and embedding dimension P in the d NG -T parameter space for each value of d G (see Figures 5-7) . When examining topological similarity, we only cover the case d G = 8, as computing PH of the VR filtration on a point cloud of 2500 points is extremely time-consuming because of the large number of simplices involved. Brighter regions in our plot signify larger Pearson correlation coefficients ρ (in the geometry computation), smaller Wasserstein distances W 2 [d] (in the topology computation), and lower approximate embedding dimensions P . In each plot, we can identify a region in the parameter space for which ρ is large, and W 2 [d] and P are small, indicating that WFP dominates for these parameter values.
The first column of each plot shows our results for d NG = 0, which corresponds to a network being purely geometric. In this case, the network formation is deterministic and the network dynamics (in particular the presence versus absence of WFP) is easy to determine analytically. (See Section 5.3 for details.) We can see in these first columns of the plots that ρ, W 2 [d], and P take only extreme values for d NG = 0, and that the transition between extreme values occurs at the same threshold T for all three measures. Below this threshold, the Pearson correlation coefficients are large and the Wasserstein distances and approximate embedding dimensions are small (P = 4, to be precise). Above this threshold, the Pearson correlation coefficients are small and P is large (at the cap of 100), while in the plot for the Wasserstein distance these values of T are marked to yield 'infinite activation times' of nodes. The observations described in this paragraph are consistent with the analytical considerations that demonstrate that spreading (by WFP) can only occur below this threshold.
There is a band along the transition between the region where we expect WFP (see Figures 11-13 ) -and observe associated structure of the contagion map (see Figures 5-7) -and the region where we do not. This band is dark in the plots of the geometric and the topological structure, and it is bright in the plot depicting dimensionality. This implies that for the corresponding parameter combinations the point cloud is low-dimensional, but that it does not exhibit torus-like structure in terms of geometry or topology. Although this was not discussed in [43] , one also observes such a band (see their figures and Figure ? ? of the present paper) for a threshold contagion on their noisy ring lattice.
We also note that some irregularities and outliers in our figures are likely due to the probabilistic nature of non-geometric edges in the network construction. One example are the non-white spots within the white region in Figure 6 (c). These correspond to parameter combinations for which according to our bifurcation analysis (see Section 5.3) we expect infinite activation times, but (by chance) all nodes end up having finite activation times in all realizations. 5.2. Effect of γ on the contagion map. In our Kleinberg-like small-world networks (see Section 3.1), recall that we regulate the range of non-geometric edges using the parameter γ ∈ R ≥0 . Every node has a fixed number of non-geometric stubs emanating from it, and we connect two stubs that emanate from nodes i and j, respectively, to form a non-geometric edge with a probability proportional to µ per (i, j) −γ . For γ = 0, we match the non-geometric stubs uniformly at random, regardless of the distance between the corresponding nodes, so the length of the non-geometric edges can take any value with equal probability. For γ > 0, non-geometric edges have a bias to connect nodes that are close with respect to the periodic lattice distance. This bias becomes more pronounced as γ increases, so the larger the value of γ, the shorter the non-geometric edges tend to be.
We examine the effect of γ on the shape of a contagion map. For fixed values of the geometric degree d G and non-geometric degree d NG of our network and threshold T in our contagion, we vary the value of γ. Specifically, we choose d G = 8, d NG = 2, and a value for the contagion threshold T for each predicted spreading regime when γ = 0. We use the value T = 0.05 to represent the regime where we expect both WFP and ANC when γ = 0, the value T = 0.25 to represent the regime where we expect WFP but no ANC when γ = 0, and T = 0.4 to represent the regime where we expect neither WFP nor ANC when γ = 0. See Figure 16 
For T = 0.05, we find that the Pearson correlation coefficient increases significantly in an almost linear fashion as we increase γ, while the Wasserstein distance and the approximate embedding dimension both decrease. This can be attributed to the fact that non-geometric edges change in their function from drivers of ANC to contributors to WFP. For γ = 0, we expect fast spreading of the contagion that is dominated by ANC. This leads to a contagion map that is a cluster of closely bunched together points that are more or less evenly-distributed in the region they occupy. In particular, the pairwise distances between the points are not influenced much by the pairwise distances between their corresponding node pairs. Such a cluster of points has a high approximate embedding dimension, because its points are distributed with roughly constant density across the region that they occupy, so the cloud does not have an intrinsic lower dimension.
As we increase γ, the non-geometric edges tend to become shorter and contribute increasingly to WFP, instead of facilitating spreading across large distances on the network, thus producing a point cloud that is still contained in a small volume (as the spreading is still fast with such a low threshold), but such that pairwise distances between points become increasingly faithful to the pairwise distances between their corresponding nodes.
For T = 0.25, the Pearson correlation coefficient starts out large and increases further as we increase γ; by contrast, the Wasserstein distance is small throughout the range of γ, with a slight decrease at the lower end of the range. The approximate embedding dimension is P = 4 throughout the range of γ. This relative stability of all three measures stems from the fact that, for this value of T , WFP dominates over ANC even when γ = 0, as the non-geometric edges are not sufficiently numerous to drive ANC. As we increase γ, the gradually shortening non-geometric edges only contribute increasingly to WFP.
For T = 0.4, the Pearson correlation coefficient and the approximate embedding dimension remain, respectively, fairly small and large throughout the range of γ. The Wasserstein distance decreases steadily throughout the range of γ. 
Bifurcation analysis.
We conduct a bifurcation analysis for the spreading behavior of the threshold contagion (see Section 3.2 for its definition) initialized with cluster seeding on the family of Kleinberg-like small-world networks that we described in Section 3.1. The results of this bifurcation analysis give a guideline for interpreting our prior numerical results. We want to determine analytically which combinations of network parameter values d G , and d NG (see Section 3.1) and threshold parameter value T (see Section 3.2) allow the contagion to spread by WFP and which allow it to spread by ANC. That is, we want to identify regions in the parameter space for which the spreading dynamics follow specific regimes that are characterized by the presence and absence of WFP and ANC. We are especially interested in the region of parameter space for which there is WFP but no ANC, as this region should comprise the parameter combinations for which the contagion map exhibits structural features of a torus.
We consider N = 2500 exclusively, as -at least locally and sufficiently early in the contagion process -the total size of the network should not affect the contagion behavior. At later stages, a contagion process that saturates a network will speed up earlier for smaller networks, as the active region of the network is now larger in proportion to the total network size. Additionally, we restrict our analysis to the case where γ = 0 (i.e., we place non-geometric edges uniformly at random).
We fix the geometric degree d G and examine the spreading behavior as we vary the non-geometric degree d NG and the threshold T . The possible values for d G are constrained by the number of nodes that are within a distance p of a given node for p ∈ R >0 (see Section 3.1). In other words, for a given p ∈ R >0 , the corresponding d G is 1 less than the number of integer lattice points that lie inside a circle of radius p that is centered at the origin. This number approximately equal to the area of the circle, and the problem of determining it is known as the Gauss Circle Problem [19] . The three smallest values of non-geometric degree d G are 4, 8, and 12, corresponding to 1 ≤ p < √ 2, √ 2 ≤ p < 2, and 2 ≤ p < √ 5, respectively, in the definition of our Kleinberg-like small-world network.
Wavefront Propagation (WFP).
We consider the networks for d G = 4, 8, 12 individually; we work out the maximal threshold for which the network can support sustained spreading via only geometric edges.
If d G = 4, then for WFP to occur, the threshold T needs to be small enough to allow spreading via a single edge. Thus, for variable d NG , for WFP to occur, the threshold T needs to be smaller than If d G = 8, then for WFP to occur, the threshold T needs to be small enough to allow spreading via 3 edges. Thus, for variable d NG , for WFP to occur, the threshold T needs to be smaller than If d G = 12, then for WFP to occur, the threshold T needs to be small enough to allow spreading via 4 edges. Thus, for variable d NG , for WFP to occur, the threshold T needs to be smaller than There does not seem to be a closed form for T WFP that holds for general values of d G . One needs to find the maximum threshold that allows spreading by WFP for each value of d G individually by finding the edges that can support spreading from the contagion seed.
Appearance of New Clusters (ANC).
The activation of an inactive node by ANC occurs, by definition, exclusively via non-geometric edges. That is, a node is activated via ANC if it is adjacent to at least T × (d G + d NG ) active nodes by non-geometric edges and all of its geometric neighbors are inactive. Consequently, if the threshold is equal to or larger than the ratio of the non-geometric degree to the total degree (i.e., T ≥
only if all of the non-geometric edges of an inactive node that has no active geometric neighbors 'reach into' contagion clusters. This is very unlikely to occur in practice, so a threshold T for which ANC is possible in principle is not a good indicator in practice for the presence of ANC. We will explore this issue.
We define the horizon H ANC of ANC to be the boundary between thresholds for which ANC is possible in theory and thresholds for which ANC is impossible. It is
Using the horizon as a boundary curve for ANC generates an 'idealistic' bifurcation diagram that tends to overestimate the size of the region of the parameter space for which ANC will occur. In practice, one needs to think about the probability of a number k out of all non-geometric edges of a given node reaching into clusters of active nodes. If nongeometric edges are placed uniformly at random (which occurs when γ = 0 in the construction of our networks), the expected probability for a non-geometric edge of an inactive node to be incident to an active node at time t is q(t) N −1 , where q(t) is the number of active nodes at time t. Hence, if the non-geometric degree is d NG , the expected number of non-geometric edges of an inactive node that are incident to active nodes is
NG . It follows that the maximal threshold for which one can expect every node that is inactive before time t to become activated via ANC at time t is
However, for ANC to occur at a certain time step, it is not necessary for every inactive node to become activated via ANC at that time step. It suffices for any inactive node that is sufficiently far away from the contagion to be activated via ANC, and the threshold for that to occur is generally lower than (5.1). Consequently, we expect (5.1) to be a lower bound for T ANC , the critical threshold for ANC. The numerator in (5.1) depends linearly on the number of active nodes q(t), which is time-dependent. This raises the question of what could be a sensible choice for t (and q(t)). Intuitively, if ANC occurs towards the end of a spreading process, when large parts of the network are already active, then its contribution to the spreading of the contagion is a minor one and it has only a negligible distortive effect on a contagion map. The activation times of nodes that are infected via ANC late in a contagion process is only be mildly shortened compared to the case of spreading purely via WFP, so the points in the image of the contagion map are perturbed only slightly. To make (5.1) a meaningful bound for T ANC , we thus need to work out the point in the spreading process up to which the occurrence of ANC plays a significant role in the overall spreading behavior and accordingly has a noticeable effect on the contagion map. The later this point occurs, the larger q(t) N −1 d NG will be and the larger we expect the critical threshold (bifurcation point) T ANC to be. We have
for some δ ∈ (0, 1), where the parameter δ is determined by how late in the spreading process the occurrence of ANC plays a significant role. If, for instance, the occurrence of ANC played a significant role in overall spreading behavior and thus has a noticable distortive effect on a contagion map only if it takes place by the time that three fifths of the nodes in a network are active, the bifurcation curve for ANC would be bounded below as follows:
We compare the idealistic bifurcation diagram (using the horizon of ANC as its bifurcation curve) and the diagram that we obtain from (5.1) with the number of active nodes equaling (3/5)N , where N is the total number of nodes, to our numerical results for the geometry and dimensionality (see Figure 14) . The above argument is independent of the particular geometry that underlies a network, as long as the non-geometric edges are placed uniformly at random. In particular, the inequalities (5.2) should also hold for the ring lattice in the computations of Taylor et al. [43] . Indeed, looking at their results (see Figure 6 in [43] ), the T ANC 0 curve (the dotted curve) does seem to sit a bit high with respect to their numerical results, suggesting that T ANC 0 is indeed bounded above by the idealistic bifurcation curve.
If three fifths of the total number of nodes is indeed the correct choice for the maximal number of nodes that have been activated before a certain time step t for the occurrence of ANC to be significant at time t, then one should expect the actual bifurcation curve T ANC to lie somewhere between the red curves in Figure 14 .
To find the actual bifurcation curve T ANC , we need to find (for a given value of d NG ) the largest threshold T that realistically allows ANC to arise before the active region of the network is so large that the occurrence of ANC no longer has a significant impact on the spreading dynamics. This amounts to finding a threshold T that is as large as possible, but still small enough such that we obtain a value of at least 1 for the expected number of inactive nodes with sufficiently many non-geometric edges reaching into the active region.
To avoid taking into account the activation of nodes via ANC in the boundary of the active region or very close to it, one can count only inactive nodes that lie 'sufficiently far away' from active nodes. We use the term neighborhood 4 and the notation N for the set of nodes outside which we count nodes being activated via ANC. The neighborhood can consist either of the active nodes only, in which case |N | = q(t); or it can include some additional nodes around the active region, such that N > q(t).
At a given time step t, suppose that the q(t) nodes that are active at time t were activated at previous time steps by WFP from the cluster seed and that they form an active cluster of roughly square shape. We denote this set of nodes by
so |I| = q(t). We define the neighborhood N (I) of this active cluster to be the cluster itself together with the nodes in its periphery of a certain 'width'; that is, N (I) is the active cluster I itself, its boundary, and -depending on the width -some more nodes around it. Given a certain width w, we approximate the number of nodes in N (I) as
We can choose any natural number for the width w, and one plausible choice is d G /2. Note that if w = 0, the neighborhood N (I) is just I itself (and then |N | = q(t)). To make a sensible choice for the size of the active region of a network at the latest point in the spreading process at which we consider ANC to be significant, we estimate the largest number of active nodes q max such that the active region together with a periphery of inactive nodes of width d G take up at most 90% of the network. We make this estimate by choosing q max to be the largest integer such that
Consequently,
For N = 2500 and d G = 8, this gives q max = 988. If we consider ANC to be significant up to time step t, the corrected bifurcation curve for ANC is (5.6)
where k is the largest integer such that, at time step t, the expected number of nodes outside the neighborhood N (I) of I that have more than k active neighbors is at least 1.
Let X k be the number of nodes outside N (I) with more than k active neighbors. We have
That is,
where d in is the number of edges of a node outside N (I) that are incident to an active node. Therefore, the expected number of nodes outside N (I) that have more than k active neighbors is
We have (approximately)
That is, d in approximately follows a binomial distribution. Its cumulative distribution function is
Actually, the random variable d in follows a binomial distribution only approximately, because -with our network model avoiding double edges -the event that a non-geometric edge of a node is incident to an active (or inactive) node is not entirely independent of another one of this node's non-geometric edges being incident to an active (or inactive) node. Consequently, if we want to find the probability that a node outside N (I) has k non-geometric edges that reach into the contagion cluster (i.e., P (d in ) = k), we have to pick k of the node's d NG nongeometric edges {e 1 , e 2 , . . . e k , e k+1 , . . . , e d NG −1 , e d NG } and calculate consecutively, for each i ∈ {1, 2, . . . d NG }, the probability that e i is incident to an active (if
NG ) node, given the incidence statuses of all e j with j < i. The precise probability of a node having k non-geometric edges that are incident to an active node is thus
However, for N k, it is reasonable to approximate the probability that a given nongeometric edge of an inactive node is incident to an active node as q(t) N (i.e., the number of active nodes over the total number of nodes). Consequently, d in asymptotically follows the binomial distribution and equation (5.9) is correct asymptotically.
To determine the numerator of T ANC (see Formula 5.6), we seek the largest integer k such that E[X k ] ≥ 1. That is, we seek the largest integer k such that
We can find k for each value of d NG and deduce T ANC (d NG ) from that value for a given d
G . For d G = 8, this yields the plots in Figure 15 for T ANC for various choices of the width of the neighborhood N (I) and the maximum value of q(t) at which we consider ANC to be significant. 
Note (again) that our central reasoning in the above argument is independent of the geometry that underlies our noisy geometric network (if we place non-geometric edges uniformly at random). The only point at which the particular geometry of the 2D torus comes into play is in our estimation of the approximation 5.3, which we calculate by assuming that the contagion cluster I is roughly square-shaped and that its neighborhood N (I) forms a larger square-shaped area of a a certain width around I. If we take this width to be 0 (i.e., if N (I) = q(t)), the formula for the expectation (5.7) is the same for any noisy geometric network. 6. Conclusions and Discussion. Networks that have some underlying geometry and include both geometric edges (which are short according to that geometry) and non-geometric edges (which can occur between nodes regardless of their distance) arise in many applications, including modeling of human communication and transportation. The spreading of a contagion on such a network can be influenced heavily by the underlying geometry, and it is useful to investigate the strength of such influence.
To study this problem, we considered a family of networks whose nodes can be construed as lying on a 2D torus and whose edges include both geometric edges (which are deterministic and close to each other on the underlying torus) and non-geometric edges (which are formed randomly and can be between nodes that are far apart in the underlying geometry). We investigated the spreading behavior of threshold contagions on this family of networks. We did so by mapping network nodes to a high-dimensional point cloud via a contagion map (following [43] ) and analyzing the structure of this point cloud from three perspectives: geometrically, topologically, and in terms of dimensionality. To examine the point cloud's geometry and dimensionality, we calculated the Pearson correlation coefficient and the embedding dimension, which are well-established measures and easy to compute. To study the topology of the point cloud, we computed the persistent homology of the Vietoris-Rips filtration and then calculated the Wasserstein distance between the corresponding barcode and a reference barcode. This was the most challenging and time-consuming part of our work, as algorithms for the computation of PH are computationally expensive and software development in the field is still relatively young and evolving. Despite using Ripser, the currently best-performing documented software package for the computation of PH of VR filtrations [34] , a single run on a contagion map took several hours to finish for some parameter combinations. We therefore restricted ourselves to computing PH in dimension 1, although PH in dimension 2 may also be insightful in this problem. In our analysis of the topological structure of the point cloud, we also illustrated the sensitivity of the Wasserstein distance to the overall scale of barcodes and the consequent need to correct for geometric factors when using the Wasserstein distance as a measure of purely topological similarity. We proposed a way of calibrating barcodes to eliminate geometric factors and found that our method was effective at quantifying the 'torus-ness' of a point cloud.
Our main finding is that the computational analysis of the point clouds that are the images of contagion maps aligns with the bifurcation analysis of spreading behaviors in the network and contagion parameter space. We also found that the nature of the non-geometric edges affects the contagion map in the expected way: The shorter these edges are likely to be, the more they appear to contribute to the wave-like spreading of the contagion along the underlying torus, and the more toruslike is the structure of the point cloud. This provides empirical evidence to support the effectiveness of contagion maps as a tool for estimating spreading behavior, as well as a manifold-learning tool that has some robustness to noise. Complementarily, it should be valuable to analyze contagion maps mathematically to make precise statements about their performance under various conditions and, in particular, to compare it to other manifold-learning techniques.
With the topological analysis of contagion maps having proved the most challenging in our work, this aspect leaves room for further investigations in both computational experiments and mathematical theory. First, in our focal network family, it will likely be insightful to examine PH in dimension 2 of the VR filtration based on our network family, as there are nontrivial features to consider. Second, one might challenge the methodology for providing a quantitative measure for the topology of the contagion map itself: Both the VR complex and the Wasserstein distancedespite being used as topological tools -are intrinsically geometric in nature. For the Wasserstein distance, we have addressed this issue by preprocessing barcodes by calibrating them. For the VR filtration itself, we note that its construction is based purely on pairwise distances, just as is the Pearson correlation coefficient that we used as a geometric measure. While the PH of the VR filtration provides a richer, more nuanced summary of the set of pairwise distances than the Pearson correlation coefficient, this information is subsequently integrated when we calculate the Wasserstein distance from it to a reference barcode. One might therefore question how much additional information one gains from our topological measure, especially in light of its computational complexity compared to that of the easily computed Pearson correlation coefficient. To understand this issue, it will likely be useful to explore how our geometric and topological measures relate to each other and if one can exploit such a relation to speed up computations for the topological measure.
Finally, we note that it makes sense to use the approach of the present paper to study various other monotonic spreading processes, including those with stochastic update rules (such as compartmental models for diseases), on networks that have some underlying geometric structure (including ones that are more complicated than the torus).
Appendix. We present the mathematical background for the methodology that we used to provide a topological measure for the 'torus-ness' of the point clouds produced by the contagion map (see Section 4.3). For proofs and further discussion of this theory, see [15] . For a condensed and accessible introduction to the material, see [34] .
Appendix A. Simplicial Homology.
Definition A.1. An abstract finite simplicial complex is a finite collection Σ of finite sets that is closed under inclusion: whenever α ∈ Σ and β ⊆ α, it follows that β ∈ Σ.
The elements of Σ are called simplices. A face of a simplex α is a non-empty proper subset β ⊂ α. The dimension of a simplex α ∈ Σ is |α| − 1. The 0-dimensional simplices are called vertices, V (Σ). The dimension of a simplicial complex is the maximum of the dimensions of the simplices that it contains. A simplicial subcomplex Ω ⊆ Σ of a simplicial complex Σ is a subcollection of simplices that is itself a simplicial complex. For n ∈ N, the n-skeleton of a simplicial complex is the union of its simplices of dimensions m ≤ n.
Each simplex can be assigned a polytope, its geometric realization: a 0-simplex corresponds to a vertex, a 1-simplex corresponds to an edge, a 2-simplex corresponds to a triangle, a 3-simplex corresponds to a tetrahedron, and so on. One can thereby represent a simplicial complex Σ as a subset of the simplex spanned by its vertices. See page 53 of [14] , and see Figure 18 for examples of geometric realizations. Let Σ be a simplicial complex, let k be an integer, and let F some field. A k-chain is a linear combination of k-simplices in Σ over F. We can turn the set C k of k-chains into a vector space by defining addition and scalar multiplication to be componentwise. In topological data analysis, the most common field is Z/2Z; in this case, one can construe a k-chain as a collection of k-simplices in Σ. When working over Z/2Z, addition is equivalent to taking the symmetric difference. It is straightforward to check that C k satisfies the axioms of a vector space with this definition of addition and scalar multiplication and that the 0-vector is the empty set.
The boundary ∂ k (α) of a k-simplex α is the alternating sum of its (k − 1)-dimensional faces. The boundary of a k-chain is the sum of the boundaries of its simplices. The boundary of a k-chain is a (k − 1)-chain, so the boundary operator ∂ k defines a function ∂ k : C k −→ C k−1 . This function commutes with vector addition and scalar multiplication on C k . That is, ∂ k is a linear map, called the boundary operator. We thus have a sequence of vector spaces connected by boundary operators: Figure 19) . A fundamental property of the boundary operator is that the boundary of a boundary is empty. Consequently, the sequence (A.1) is called a chain complex. 
That is, the kth boundary space B k is a subspace of the kth cycle space Z k , so the following definition makes sense.
Definition A.3. Given a simplicial complex Σ and an integer k, the kth homology H k (Σ) is the quotient vector space of the kth cycle space Z k (Σ) by the kth boundary space B k (Σ):
The kth Betti number β k (Σ) is the dimension of the kth homology of Σ:
Two k-cycles represent the same element of the kth homology H k if they differ only by k-boundaries. Roughly speaking, β n (Σ) is the number of n-dimensional 'holes' of the space Σ. For example, β 0 (Σ) is the number of connected components, β 1 (Σ) is the number of 'tunnels', and β 2 (Σ) is the number of 'voids' of the geometric realization of Σ.
Persistent Homology.
Definition A.4. A filtration of a finite simplicial complex Σ is a nested sequence of simplicial subcomplexes of Σ, where the 0th member is the empty complex and the last member is all of Σ. That is,
One can view a filtration of a simplicial complex Σ as constructing Σ from the empty set by sequentially adding collections of simplices. Fig. 19 . A chain complex consists of a sequence of chain, cycle, and boundary spaces connected by boundary operators.
Given a filtration F 0 ⊆ F 1 ⊆ · · · ⊆ F n of a simplicial complex Σ, for every i ≤ j and dimension k, the inclusion map from F i to F j induces a linear map
Therefore, there is a sequence of homologies that are related via these linear maps:
One can track the evolution of the simplicial complex along the filtration through the algebraic structures of the homologies in this sequence.
We can generalize the notion of a homology in the setting of a filtration of a simplicial complex.
Definition A.5. For an integer k, the kth persistent-homologies (PH) are the images of the linear maps induced by inclusion:
The kth persistent Betti numbers are the dimensions of these spaces:
Using Definition A.5, we can formalize the notion of birth and death of a homology class.
For 0 ≤ i ≤ j ≤ n, one can construe the kth PH H i,j k as the space that consists of all homology classes that are born at or before F i and are still alive at F j .
We can now finally give a mathematically rigorous definition of persistence.
Definition A.7. Let ∅ = F 0 ⊆ F 1 ⊆ · · · ⊆ F n = Σ be a filtration of a simplicial complex Σ, and let k be an integer. If ξ ∈ H k (F i ) is a homology class that is born at F i and dies at F j , then its persistence (or 'lifespan') is the difference pers(ξ) = j − i. If ξ never dies, we note its death as infinite (i.e., j = ∞), making its persistence infinite as well (i.e., pers(ξ) = ∞). The interval [i, j) is referred to as the persistence interval.
Barcodes, Persistence Diagrams, and Wasserstein Distance. The birth or death of a homology class is accompanied by a change of the topological characteristics of the growing complex. If there are only births ( or only deaths) at j, then this will be indicated by an increase (decrease) of the j th Betti number. Tracking the change of Betti numbers during a filtration is thus useful for monitoring the topological evolution of the growing complex. A topological feature that emerges with the birth of a homology class ξ and disappears with the death of ξ is said to 'correspond to' ξ and has persistence pers(ξ). The features that persist for a long time interval are usually considered to be the important features of the complex, although this is not always the case. One can view the collection of persistence intervals [i, j) as the filtered analog of the Betti numbers. Two ways to represent them are with a barcode or a persistence diagram (see Figure 20) . Note that the definition of barcodes (and equivalently persistence diagrams) depends on a choice of basis for the homology spaces H k (F i ). The Fundamental Theorem of Persistent Homology [49] guarantees a choice of basis that defines barcodes uniquely.
One can turn the space of persistence diagrams (equivalently, space of barcodes) into a metric space by defining the following notion of distance between two persistence diagrams. One property of PH that is central to its utility in applications is that it is stable and therefore robust to noise: A small perturbation of input data induces only a small perturbation of the corresponding persistence diagram with respect to the bottleneck distance.
Cech Complex and Vietoris-Rips Complex. Persistent homology is a useful tool for analyzing point-cloud data. A point cloud is a set of points, P = {x 1 , x 2 , . . . , x l } ⊆ M , in a metric space (M, d), which one can view as a sampling from some subspace of M . There are various ways to construct a simplicial complex from a point cloud. Two of the most common constructions are theČech complex and the Vietoris-Rips complex, which we now describe.
Recall that, for a non-negative number , the closed ball B (x) of radius around a point x ∈ M is the set of points within distance from x; that is, B (x) = {y ∈ M : d(x, y) ≤ }.
Definition A.10. Let (M, d) be a metric space, and let P = {x 1 , x 2 , . . . , x l } ⊆ M be a point cloud in M . For ≥ 0, theČech complex C at associated to P is the simplicial complex whose simplices are sets of points in P whose closed ( /2)-balls have non-empty intersection. The set {y 1 , . . . , y k } ⊆ P is a (k − 1)-simplex of C if and only if
It is clear that this set of simplices is closed under taking subsets. That is, the conditions for a simplicial complex are indeed satisfied by this definition. The 0-simplices of C correspond precisely to the points x 1 , x 2 , . . . , x l ; the 1-simplices are the pairs of points that are within distance of each other; the 2-simplices are the triples of points whose ( /2)-balls have non-empty intersection; and so on. TheČech complex C 0 is the set of points in P . For sufficiently large (to be precise, for at least as large as the diameter of P ), theČech complex C is the (l − 1)-dimensional simplex {x 1 , x 2 , . . . , x l } together with all of its faces. If 1 ≤ 2 , then C 1 ⊆ C 2 , and increasing incrementally from 0 to a large enough value gives a filtration ofČech complexes associated to the point cloud P :
For M = R n , the following result, known as the Nerve Theorem, states that thě Cech complex C associated to a point cloud P is topologically faithful to the union of the closed ( /2)-balls around the points in P in the sense that it has the same homotopy type. (Intuitively, two spaces have the same homotopy type if they can be transformed into each other by bending, compressing, and expanding -but not by cutting or gluing.) Theorem A.11. (Nerve Theorem). For a point cloud P = {x 1 , x 2 , . . . , x l } ⊆ R n and ≥ 0, theČech complex C is homotopy equivalent to the union of the closed ( /2)-balls around the points in P .
The Nerve Theorem justifies why, when a point cloud P is a sampling of some subspace of M , theČech filtration can reveal features of this subspace. Features that have a long lifespan in theČech filtration are likely to correspond to features of the underlying space.
Whether the balls of a certain radius around a set of points in P ⊆ M have a point of common intersection depends on the entire metric space M and the position of P in it. Checking for a point of common intersection is computationally intensive, so it can be impractical (if not unfeasible) to construct theČech filtration associated to a point cloud.
The following construction of a simplicial complex from a point cloud depends only on the pairwise distances of the points. It is therefore computationally more efficient and hence more useful in practice.
Definition A.12. Let (M, d) be a metric space, and let P = {x 1 , x 2 , . . . , x l } ⊆ M be a point cloud in M . For ≥ 0, the Vietoris-Rips complex R at associated to P is the simplicial complex whose simplices are sets of points in P that are pairwise within distance . The set {y 1 , . . . , y k } ⊆ P is a (k − 1)-simplex of R if and only if d(y i , y j ) ≤ for all i, j ∈ {1, · · · , k}.
The 0-simplices of R correspond precisely to the points x 1 , x 2 , . . . , x l (just as for ; and the 1-simplices of R are the pairs of points that are within distance of each other. Hence, the 1-skeleton of R is the same as that of C . In the definition of higher-dimensional simplices, only the pairwise distances of points play a role. The simplicial complex R is the maximal simplicial complex that can be built on its 1-skeleton; its k-simplices are the (k + 1)-cliques of its 1-skeleton. Thus, the 1-skeleton of R completely determines the entire complex, which is an attractive quality from a computational point of view, because it implies that a VR complex can be stored as a graph (its 1-skeleton). If 1 ≤ 2 , then R 1 ⊆ R 2 , and increasing incremently from 0 to a value larger than the maximal distance beween any pair of points in a point cloud gives a filtration of VR complexes whose 0th member is the collection of 0-simplices and whose final member is the (l − 1)-dimensional simplex {x 1 , x 2 , . . . , x l } together with its faces. That is, ∅ ⊆ R 0 ⊆ · · · ⊆ R large .
Going back to the special case M = R n : Although a VR complex R associated to a point cloud P ⊆ R n is not a faithful representation of the union of balls around the points in P and may not even be topologically equivalent to a subspace of R n , VR complexes provide a good approximation in the light of persistence, as the following lemma shows.
Lemma A.13. For M = R n , and any ≥ 0, we have that
Consequently, any topological feature that persists between R and R √ 2 in the VR filtration is also a feature of theČech complex C √ 2 .
