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Abstract
This paper introduces a statistical method to estimate the parameters of bivariate structural errors-
in-variables model (EIV). It is a complex problem when there is no or uncertain prior knowledge of the
measurement errors variances. The proposed estimators of the parameters of EIV model are derived
based on mathematical modification method for observed data. This method is suggested to reproduce
an explanatory variable that has equivalent statistical characteristics of the unobserved explanatory vari-
able, and to correct for the effects of measurement error in predictors. The proposed method produce
robust estimators, and it is straightforward, easy to implement, and takes into account the equation
errors. The simulation studies show that the new estimator to be generally more efficient and less biased
than some other previous approaches. Compared to the maximum likelihood method via the simulation
studies, the estimators of the proposed method are nearly asymptotically unbiased and efficient when
there is no or uncertain prior knowledge of the measurement errors variances. The numerical comparisons
of the simulation studies results are included.In addition, results are illustrated with applications on one
well-known real data sets of serum kanamycin.
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1 Introduction
The error-in-variables or measurement error is a real problem and it has been considered by a host of
authors since the late nineteenth century (Gillard, 2010). Adcock (1877, 1878) discussed the problem in
the context of least squares method. Pearson (1901) suggested some estimators based on Adcock’s work.
The problem has been seriously considered by researchers from the last century. Wald (1940), Bartlet
(1949), Durbin (1954), and Riggs et al. (1978), considered fitting the regression line when both variables
are subject to error. Berkson (1950) noted that the error in the explanatory variable leads to bias in the
estimated parameters of the regression line, regardless of the data being a random sample or the population.
Burr (1988) considered error in the explanatory variable for the binary responses model. Freedman et al.
(2004) suggested a reconstructed moment-based method to deal with errors in the explanatory variable
The problem of error in both explanatory and response variables was considered by Madansky (1959) and
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Halperin (1961). The maximum likelihood method (MLM) has been extensively used to fitted regression line
when both explanatory and response variables are subject to errors. It minimises the perpendicular distance
between the observations and fitted line. In the case of error-in-variables model, the MLM has been viewed
as superior to Least Squares method (Jackson and Dunlevy, 1988). Carrol and Ruppert (1996) pointed out
that MLM in the errors-in-variables model is often misused, because of the failure to account for equation
errors.
The purpose of this work it is provide an alternative method to the maximum likelihood method (MLM).
Moreover, we conduct a comparison using simulation to examine and demonstrate the superior performance
of the proposed method. It is well known that MLM required that the ratio of error variances (λ) is known,
while there is a technical criticism of this assumption. According to Carroll and Ruppert (1996) often we
do not have an accurate value of λ. One of the main reasons for that is the presence of the equation error,
which is inevitable, since Weisberg (1985, p. 6) stated, “Real data almost never fall exactly on a straight
line”. Lakshminarayanan and Gunst (1984) stated,“Incorrect selection of λ, especially the selection of too
small a value when λ is large, compromises the effectiveness of the structural model estimator relative to
least squares estimator”. Therefore, the MLM estimator under the constraint of known λ may over or
underestimate the parameter. For more details See Carroll and Ruppert, 1996.
This paper introduces the mathematical modification method (MMM)to estimate the parameters of the
bivariate structural errors-in-variables model. Furthermore, theoretical analysis and simulation studies are
used to demonstrate the performance of the proposed estimator of the slope parameter for both normal and
non-normal structural models. Also we illustrate that the MMM estimator has a smaller mean absolute
error (MAE) than the MLM estimator when there is no or uncertain prior knowledge of the measurement
errors variances.
In the next section the bivariate structural errors-in-variables model is presented. In Section 3 the
maximum likelihood method, when the ratio of error variances is known, is included. The mathematical
modification method (MMM) and its estimators as discussed in Section 4. Section 5 is devoted to illustrate
performance and superiority of the proposed estimator. Numerical studies are provided in Section 6, to com-
pare the proposed MMM estimator with maximum likelihood method estimator under correct and incorrect
specifications of λ. Some concluding remarks are included in Section 7.
2 Bivariate structural errors-in-variables model
The fitting of a straight line to bivariate data (ξ, η) is an old procedure and widely used in analysis of linear
relationships. This procedure works under the standard linear regression theory where the explanatory
variable is measured without error. The response variable η depends on the explanatory variable ξ according
to the usual additive model
ηj = β0 + β1ξj + ej , j = 1, 2, · · · , n, (2.1)
where ej is the equation error and random term representing the intrinsic scatter in η about the regression
line, and (β0, β1) are the regression parameters. It is often assumed that the mean of the error term ej is
zero with a non-zero variance.
The main goal here is to estimate the parameters β0 and β1 of the model (??). One of the common
techniques to estimate these parameters involves minimising the function of the random error term ej . This
technique, called the least squares theory, suggests minimising the sum of the squared error components,
and was introduced by Gauss, Carl Friedrich (1777-1855). Here the regression line of η on ξ is obtained by
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minimising the sum of squares of the vertical distances from the points (ξj , ηj) to the regression line which
is given by the estimated equation model ηˆj = βˆ0 + βˆ1ξj . This is given by
n∑
j=1
e2j =
n∑
j=1
(ηj − β0 − β1ξj)2,
where the least squares estimators of the parameters β0 and β1 can be obtained by differentiating
∑n
j=1 e
2
j
with respect to each of the parameters, and solving the equations which arise after setting the derivatives to
zero to find
βˆ1 =
Sηξ
S2ξ
βˆ0 = η¯ − βˆ1ξ¯, where
Sηξ =
1
n− 1
n∑
j=1
(ξj − ξ¯)(ηj − η¯),
S2ξ =
1
n− 1
n∑
j=1
(ξj − ξ¯)2,
S2η =
1
n− 1
n∑
j=1
(ηj − η¯)2,
where η¯ and ξ¯ are the sample means of the variables η and ξ respectively.Note it is easy to show how to
obtain of βˆ0 and βˆ1 by minimising the sum of squares
∑n
j=1 e
2
j (see for example Johnston, 1971).
In general, measurement error potentially affects all statistical analyses, because it affects the probability
distribution of the data (Chesher, 1991). To deal with the measurement error problem we should first
distinguish and identify the variables of the model as follows:
• Let ξj be the true explanatory variable which is unobserved and is called the latent variable. This
unobserved variable does not include any measurement error.
• Let xj be the observed explanatory variable which is called the manifest variable which is observed
with measurement error.
• Let ηj be the true response variable without any measurement error, and yj be the observed response
variable which includes random measurement error.
• Let δj = xj − ξj be the measurement error in the observed explanatory variable
• Let ϵj = yj − ηj be the measurement error in the observed response variable.
When there is no measurement error in the variables then it is usually assumed that both response ηj and
explanatory ξj variables are related by
ηj = β0 + β1ξj , (2.2)
where β0 is the intercept, β1 is the slope parameter, and ξ
′
js are fixed in repeated sampling j = 1, 2, ...., n.
Note that the model above is called standard errors-in-variables model if it is not included the equation error
e′js.
It is often assumed that the measurement error in the response variable ϵj is normally distributed
ϵj ∼N(0, σ2ϵ ), and E(ξjϵj) = 0. When there is no measurement error, the ordinary least squares (OLS)
estimator of the slope parameter β1 for the model (??) is
βˆ1ξ =
∑n
j=1(ξj − ξ¯)(ηj − η¯)∑n
j=1(ξj − ξ¯)2
.
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This estimator is unbiased for β1 and has the smallest variance among all unbiased linear estimators. This
estimator βˆ1 is the maximum likelihood estimator of β1, if ξ ∼ N(µξ, σ2ξ ) and Cov(ξ, ϵ) = 0 (cf Fuller,
2006, p. 2). The theory of classical linear regression analysis assumes that the explanatory variable, ξj ,
is measured without error. In practice this assumption is often violated, particularly in social science,
biological assay, and in economic data (Warton et al. 2006). Since the explanatory variable being measured
with error, the ordinary least squares method is unable to produce unbiased estimators of parameters of the
errors-in-variables model.
However, when only the response variable includes measurement error, yj = ηj + ϵj , then the OLS
estimator is unbiased. This can be seen by replacing ηj to yj in the model (??) as follows
yj = β0 + β1ξj + ϵj . (2.3)
The only negative consequence of the measurement error in the response variable is that it inflates the
standard errors of the estimator of the regression coefficient (cf Chen, et al. 2007). On the other hand, when
the explanatory variable has measurement error the estimator becomes biased and inconsistent. This can
be seen by rewriting (??) in terms of xj instead of ξj , where ξj = xj − δj , as follows
yj = β0 + β1xj + (ϵj − β1δj) = β0 + β1xj + vj , (2.4)
where vj = (ϵj − β1uj) ∼ N(0, σ2v) , and E(xjvj) ̸= 0. Here xj and δj are not independent, since
Cov(xj , vj) = Cov(xj , ϵj)− β1Cov(xj , δj) = −β1σ2δ ̸= 0.
For the model (??), the least squares estimator of yj on xj is given by
βˆ1x =
∑n
j=1(xj − x¯)(yj − y¯)∑n
j=1(xj − x¯)2
.
The probability limit of βˆ1x is given by
plimβˆ1x = β1 +
Cov(xj , vj)
V ar(xj)
= β1 − β1σ
2
δ
σ2ξ + σ
2
δ
= β1
σ2ξ
σ2ξ + σ
2
δ
.
Hence βˆ1x is a biased and inconsistent estimator for β1. Obviously, when the explanatory variable as well as
the response variable are subject to measurement error, the regression situation becomes considerably more
complicated (Draper and Smith, 1981, p. 124).
3 Maximum likelihood method
One of the techniques suggested to overcome the problem of measurement error is the maximum likelihood
method (MLM). This technique is also known as the major axis, orthogonal regression, principal component
regression or the perpendicular distance method when the ratio of error variance λ = 1. The reason that
the MLM was adopted, instead of the ordinary least squares regression, is that both variables are subject
to error. This method considers a bivariate case of principal components analysis. The basic idea of this
method is to minimise the squared perpendicular distances of the data points from the fitted regression line.
The MLM estimator of the true slope parameter is given by
βˆMLM =
(S2y − S2x) +
√
(S2y − S2x)2 + 4S2yx
2Syx
.
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An alternative form of this estimator is given by
βˆMLM = 0.5
[
(βˆ2 − βˆ−11 ) + sgn{Syx}
√
4 + (βˆ2 − βˆ−11 )2
]
,
where βˆ1 =
Syx
S2x
, βˆ2 =
S2y
Syx
, S2y is the sample variance of the manifest response variable y, S
2
x is the sample
variance of the manifest explanatory variable x and Syx is the sample covariance of y and x.
The maximum likelihood method is an appropriate solution to the measurement error problem if the
following assumptions are met:
1. There is no equation error in the model which means that all the points (ξj , ηj) fall exactly on a straight
line.
2. The ratio of error variances (λ) equals one, this means that the variance of the measurement error in
the response variable equals the variance of the measurement error in the explanatory variable, that
is, σ2ϵ = σ
2
δ .
Indeed, the first assumption is unlikely to be satisfied because most of the variables are not related by
mathematical or physical laws. For instance, Warton, et al. (2006) stated “In allometry, equation error is
often large compared to measurement error, in which case it would be more reasonable to assume there is
no measurement error than to assume no equation error”. Moreover, the second assumption is also viewed
as a strict assumption and is rarely met. Despite the above criticisms the maximum likelihood method is
still used in many disciplines. In fact, these criticisms were behind the motivation to provide an alternative
method with flexible assumptions and better performance than maximum likelihood method.
4 The mathematical modification method (MMM)
In order to avoid the unwanted and troublesome influence of the measurement error in both the explanatory
and the response variables, modification of the manifest variable is used for all the values of the manifest
explanatory variable xj . The modification of the points is taken about the unfitted regression line of the
manifest variables. This is essentially done by a transformation of the observed values of the explanatory
variable on the Euclidean plane. In the conventional notation, the modification of the explanatory variable
xj = ξj + δj (with measurement error δj) for j = 1, 2, · · · , n, can be defined as
x∗j = xj(cos 2ψ + βˆ1x sin 2ψ), (4.1)
where ψ is the angle measure defined as ψ = arctan βˆ1x in which βˆ1x is the least squares estimate of the
slope parameter in the manifest model, and (cos, sin) are the usual trigonometric cosine and sine functions
respectively.
This paper provides a new estimator based on minimising the perpendicular distance for linear regression
model with or without equation error. It is well known, that the least squares criterion for estimating β0 and
β1 is to choose estimators βˆ0 and βˆ1 that minimises the sum of squared distances of the observed points from
the estimated line (see Fuller, 2006, p. 37). The maximum likelihood estimators of β0 and β1 are obtained
by minimising the following weighted sum of squares:
minσ2ϵ = min
(
σ2v
1 + β21
)
. (4.2)
Note that the equation (??) is correct only for measurement error model without equation error and when
λ =
σ2ϵ
σ2δ
= 1 and σϵδ = 0. Because the error term vj of the errors-in-variables model is vj = ϵj − β1δj , then
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the variance of vj is given by
σ2v = σ
2
ϵ + β
2
1σ
2
δ = σ
2
ϵ (1 + β
2
1), then
σ2ϵ =
σ2v
(1 + β21)
.
In this case when both the response and explanatory variables are subject to measurement errors and the
ratio of error variances equals one (λ = 1), then the distance between the true point (ξ, η) and the observed
point (x, y) is the perpendicular distance, instead of vertical distance, of the fitted regression line. That is
why this case requires methods for minimising the orthogonal distance. But the maximum likelihood method
works well only when (λ = 1), and there is no equation error in the model. About the equation error Warton
et al. (2006) pointed out that in practice it is rare to find a good regression model without including an
equation error.
Theorem 1 The mean of the transformed of manifest variable x¯∗ equals the arithmetic mean of manifest
explanatory variable x¯ and the mean of latent variable ξ¯. That is, x¯∗ = x¯ = ξ¯.
Proof: From (4.1)
n∑
j=1
x∗j =
n∑
j=1
(xj cos 2ψ + yj sin 2ψ − βˆ0x sin 2ψ)
=
n∑
j=1
xj cos 2ψ +
n∑
j=1
yj sin 2ψ − nβˆ0x sin 2ψ,
since βˆ0x = y¯ − βˆ1xx¯, then
n∑
j=1
x∗j =
n∑
j=1
xj cos 2ψ +
n∑
j=1
yj sin 2ψ −
n∑
j=1
yj sin 2ψ + βˆ1x
n∑
j=1
xj sin 2ψ
=
n∑
j=1
xj(cos 2ψ + βˆ1x sin 2ψ)
=
n∑
j=1
xj(cos
2 ψ − sin2 ψ + sinψ
cosψ
2 cosψ sinψ)
=
n∑
j=1
xj(cos
2 ψ − sin2 ψ + 2 sin2 ψ)
=
n∑
j=1
xj(cos
2 ψ + sin2 ψ) =
n∑
j=1
xj .
Thus 1n
∑n
j=1 x
∗
j =
1
n
∑n
j=1 xj . It is well know that the mean of manifest explanatory variable x¯ equals the
mean of latent variable ξ¯, because there is a common assumption in the literature of the error in variables
that the population mean of measurement error equals zero, hence x¯∗ = x¯ = ξ¯.
Theorem 2 The sample covariance of the response variable y and the transformed variable x∗ is greater
than that of the response variable y and the manifest variable x.
| Sx∗y |≥| Sxy |
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Proof: From (4.1) and by subtracting xj we get
(x∗j − xj) = xj cos 2ψ + (yj − βˆ0x) sin 2ψ − xj
= xj(cos 2ψ − 1) + yj sin 2ψ − βˆ0x sin 2ψ
= −xj(2 sin2 ψ) + yj sin 2ψ − y¯ sin 2ψ + x¯2 sin2 ψ
= (yj − y¯) sin 2ψ − (xj − x¯)2 sin2 ψ,
where x∗ is the transformed of x. Multiplying both sides of the above equation by y and take the sum over
j, we obtain
n∑
j=1
(x∗j − xj)yj =
n∑
j=1
(yj − y¯)yj sin 2ψ −
n∑
j=1
(xj − x¯)yj2 sin2 ψ
n∑
j=1
yjx
∗
j −
n∑
j=1
yjxj =
n∑
j=1
(yj − y¯)yj sin 2ψ −
n∑
j=1
(xj − x¯)yj2 sin2 ψ,
by adding and subtracting ny¯x¯ to the left hand side, where from Theorem (1) x¯∗ = x¯ = ξ¯, then we have
n∑
j=1
yjx
∗
j −
n∑
j=1
yjxj =
 n∑
j=1
yjx
∗
j − ny¯x¯
−
 n∑
j=1
yjxj − ny¯x¯

= SPx∗y − SPxy.
Then
SPx∗y − SPxy =
n∑
j=1
(yj − y¯)yj sin 2ψ −
n∑
j=1
(xj − x¯)yj2 sin2 ψ
= SSy sin 2ψ − SPxy2 sin2 ψ,
where
∑n
j=1(yj − y¯)yj = SSy, and
∑n
j=1(xj − x¯)y = SPxy.
Hence
SPx∗y − SPxy = SSy sin 2ψ − SPxy2 sin2 ψ.
Now dividing both sides by n− 1 yields
Sx∗y − Sxy = S2y sin 2ψ − 2Sxy sin2 ψ.
Note that
2 sin2 ψ
sin 2ψ
= tanψ = βˆ1x,
and
2 sin2 ψ = βˆ1x sin 2ψ.
Then we obtain
Sx∗y − Sxy = (S2y − βˆ1xSyx) sin 2ψ,
Sx∗y − Sxy = S2v sin 2ψ
=
2S2vSyx cos
2 ψ
S2x
. (4.3)
Hence
Sx∗y = Sxy +
2S2vSyx cos
2 ψ
S2x
= Syx
(
1 +
2S2v cos
2 ψ
S2x
)
(4.4)
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where S2v is the sum of squares residuals, βˆ1x =
Syx
S2x
=
sinψ
cosψ
and sinψ =
Syx cosψ
S2x
. Obviously, from (4.4)
we see that
| Sx∗y |≥| Sxy |
. Based on Theories 1, 2, and the mathematical modification formula (4.1) we can derive the proposed
estimator βˆ1MM to provide an estimator for the slope which minimises the orthogonal distance as follows:
Since
tanψ =
SPyx
SSx
,
cos 2ψ = cos2 ψ − sin2 ψ = SS
2
x − SP 2yx
SS2x + SP
2
yx
,
sin 2ψ = 2 cosψ sinψ =
2SSxSPyx
SS2x + SP
2
yx
.
Then
x∗j = xj
(
SS2x − SP 2yx
SS2x + SP
2
yx
)
+ (yj − βˆ0x)
(
2SSxSPyx
SS2x + SP
2
yx
)
x∗jSS
2
x + x
∗
jSP
2
yx = xjSS
2
x − xjSP 2yx + 2yjSSxSPyx − 2βˆ0xSSxSPyx
2yjSSxSPyx = x
∗
jSS
2
x + x
∗
jSP
2
yx − xjSS2x + xjSP 2yx + 2βˆ0xSSxSPyx
2yjSSxSPyx = (x
∗
j − xj)SS2x + (x∗j + xj)SP 2yx + 2βˆ0xSSxSPyx
yj = βˆ0x + (x
∗
j + xj)
SP 2yx
2SSxSPyx
+ (x∗j − xj)
SS2x
2SSxSPyx
yj = βˆ0x + βˆ1x
(x∗j + xj)
2
+
(x∗j − xj)
2βˆ1x
.
Then let d1j =
(x∗j + xj)
2
and tj =
(x∗j − xj)
2
so
yj = y¯ − βˆ1xx¯+ βˆ1xd1j + tj
βˆ1x
.
Based on Theorem 1 we get d¯1 = x¯ and t¯ = 0, then
(yj − y¯) = βˆ1x(d1j − d¯1) + tj
βˆ1x
.
Multiplying both sides by yj and taking sum over j, we get
n∑
j=1
(yj − y¯)yj = βˆ1x
n∑
j=1
(d1j − d¯1)yj +
∑n
j=1 tjyj
βˆ1x
SSy = βˆ1xSPyd1 +
SPyt
βˆ1x
.
Note from Theorem 2 that,
SPyt =
SSEv sin 2ψ
2
, because
SPyt =
SPyx∗ − SPyx
2
then
SSy = βˆ1xSPyd1 +
SSEv sin 2ψ
2βˆ1x
,
where
sin 2ψ
2βˆ1x
= cos2 ψ, and hence
SSy = βˆ1xSPyd1 + SSEv cos
2 ψ
=
SPyd1SPyx
SSx
+ SSEv cos
2 ψ.
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So the new proposed estimator for the slope parameter β1 is βˆ1MM =
SPyd1
SSx
, and so
SSy = βˆ1MMSPyx + SSEv cos
2 ψ, (4.5)
where SSy is the sum of squares of y, SPyx is the sum of products of y and x, SSEv is the sum of squares
of error of the OLS estimator for the errors-in-variables model.
Note that the sum of squares of error of the MMM estimator for the errors-in-variables model (SSEd1) is
SSEv cos
2 ψ, viz
SSEd1 = SSEv cos
2 ψ, then (4.6)
SSy = βˆ1MMSPyx + SSEd1 , (4.7)
Obviously, the proposed estimator βˆ1MM has minimised the sum of squared residuals SSEv, because
SSEv cos
2 ψ ≤ SSEv, where 0 ≤ cos2 ψ ≤ 1. That means, the sum of squared residuals SSEv reduced
by SSEv sin
2 ψ, where SSEv − SSEd1 = SSEv − SSEv cos2 ψ = SSEv sin2 ψ. Here we show what we have
stated previously that the proposed estimator βˆ1MM minimises the orthogonal distances. Therefore, we seek
to prove that the proposed estimator βˆ1MM works as the maximum likelihood and the maximum likelihood
solution to minimise the sum of squared perpendicular distances from the data points to the regression line
even when λ is misspecified. We can show that the sum of squared residuals SSEd1 is the sum of squared
perpendicular distances as follows:
SSEd1 = SSEv cos
2 ψ =
SSEv
1 + βˆ21x
, then
cos2 ψ =
1
1
cos2 ψ
=
1
cos2 ψ+sin2 ψ
cos2 ψ
=
1
1 + sin
2 ψ
cos2 ψ
=
1
1 + βˆ21x
,
where
sin2 ψ
cos2 ψ
= βˆ21x, and SSEv =
∑n
j=1(yj − βˆ0x − βˆ1xxj)2, then
SSEd1 =
∑n
j=1(yj − βˆ0x − βˆ1xxj)2
1 + βˆ21x
.
Consequently, the sum of squared residuals SSEd1 is the sum of squared perpendicular distances of the data
points from the regression line. Also it can be proved from (??) that the proposed estimator βˆ1MM has
the same property of the true slope, which says that the true slope always lies between standard regression
estimators of Y/X and X/Y, as follows:
SSy = βˆ1xSPyx + SSEv. (4.8)
From (??) and (??) we get
SSy = βˆ1MMSPyx + SSEv cos
2 ψ = βˆ1xSPyx + SSEv. (4.9)
Hence
(βˆ1MM − βˆ1x)SPyx = (SSEv − SSEv cos2 ψ) = SSEv sin2 ψ.
(4.10)
From (??) and (??),
| βˆ1x |≤| βˆ1MM |≤
S2y
| Syx | , (4.11)
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5 Real example
Table 1 shows real data provided by Miller (1980, pages 127-142) of serum kanamycin levels in blood samples
for twenty babies. He measured pairs of measurements simultaneously for serum kanamycin levels. First
measurements were obtained by a heelstick method (x) and the other measurements by using the umbilical
catheter method (y), where both methods are subject to measurement errors. Then, is the hypothesis that
β0 = 0 and β1 = 1 is true, which means heelstick and umbilical catheter methods are equivalent. Based
Table 1: Simultaneous pairs measurements of serum kanamycin
levels in blood samples for twenty babies.
No Heelstick(x) Catheter(y)
1 23.0 25.2
2 33.2 26.0
3 16.6 16.3
4 26.3 27.2
5 20.0 23.2
6 20.0 18.1
7 20.6 22.2
8 18.9 17.2
9 17.8 18.8
10 20.0 16.4
11 26.4 24.8
12 21.8 26.8
13 14.9 15.4
14 17.4 14.9
15 20.0 18.1
16 13.2 16.3
17 28.4 31.3
18 25.9 31.2
19 18.9 18.0
20 13.8 15.6
on data of Table 1, the estimation results for parameters (β0, β1) of the ML, the proposed MM, and OLS
methods are provided in the Table 2.
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Table 2: Estimates for parameters (β0, β1) of real example
Estimates ML method MM method OLS method
βˆ1 1.0509 1.0698 0.8805
βˆ0 -0.7669 -1.1601 2.7864
Table 2 reveals clearly that the proposed MMM method has corrected the bias and supported the hypothesis
β0 = 0 β1 = 1, i.e., the two different methods of measurement are equivalent. The results of proposed
MMM method is better than both the MLM and OLS methods, whereas the estimator of MLM method is
acceptable more than the OLS estimator. Consequently, the performance of the MMM method in the real
data is superior to the other methods in this paper.
6 Simulation studies
This section presents the simulation studies to examine the performances of the MLM and OLS with the
proposed MMM for the (EIV) model with and without equation error. However, the λ = σ2ϵ /σ
2
δ = 1 for
model without equation error, while in EIV model with equation error the formula of λ will be (σ2ϵ +σ
2
e)/σ
2
δ
which is greater than one (for more details see Carroll and Ruppert, 1996). Therefore, the examination of
the estimators performances in these studies will conduct under assume λ ≥ 1. The simulation calculations
are based on following steps:
• Generate true normal random variable ξ ∼ N(0, 36)
• Generate normal random measurement errors δ ∼ N(0, 4)
• Calculate manifest explanatory variable xj = ξ + δj
• Generate normal random measurement errors ϵ ∼ N(0, 4)
• Generate normal random equation error e with mean=0 and multiple σ2e = 0, 0.5, 1, 2, to conduct four
different cases.
• Calculate true response variable ηj = β0 + β0ξj + ej .
• Calculate manifest response variable yj = ηj + ϵj = β0 + β0ξj + ej + ϵj .
All the simulation steps above are conducted based on 10,000 replications, sample size=20,30,40,50,60,
and true parameters β0 = 0 and β1 = 1. The results of the simulation studies are displayed in charts.
Moreover, the mean absolute errors of both the MMM and MLM estimators are displayed in charts. Note
that the simulation steps above produce four different scenarios as following:
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1. EIV model without equation error (σ2e = 0)
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Figure 1: Graph of the estimated slope (a) and the mean absolute error (b) for three different estimators when the variance of
equation error = 0
Figure 1(a) reveals that the performances of both the proposed MMM and MLM estimators are similar
and same as the true slope in the EIV model without equation error. Since the difference between
both of them is the proposed MMM estimator is better than the MLM estimator for small sample size
and vice versa. Whereas, the OLS estimator is clearly worst estimator and much far to the true slope.
Moreover, Figure 1(b) demonstrates that the mean absolute errors of both the proposed MMM and
MLM estimators are similar and smallest compared to the OLS estimator which has biggest MAE.
2. EIV model with equation error (σ2e = 0.5)
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(a) Estimators when the variance of equation error = 0.5
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Figure 2: Graph of the estimated slope (a) and the mean absolute error (b) for three different estimators when the variance of
equation error = 0.5
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3. EIV model with equation error (σ2e = 1)
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Figure 3: Graph of the estimated slope (a) and the mean absolute error (b) for three different estimators when the variance of
equation error = 1
4. EIV model with equation error (σ2e = 2.25)
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(a) Estimators when the variance of equation error =2.25
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Figure 4: Graph of the estimated slope (a) and the mean absolute error (b) for three different estimators when the variance of
equation error = 2.25
From Figures 2(a), 3(a), and 4(a) the MMM estimator is much closer to the true value of β1 than both
MLM and OLS estimators. The values of the OLS estimator for the slope are the lowest and far below the
true value of β1 = 1. While the values of MLM estimator are also away from the true value of β1, but they
appear to be slightly closer to the true value of β1 than the OLS estimator. Clearly, the performance of the
MMM method is superior to both MLM and OLS estimators for EIV model with equation error.
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7 Concluding remarks
There is a growing consensus that the errors-in-variables (EIV) models in real live often include equation
error. This paper focuses on the bivariate structural errors-in-variables model with equation error and both
response and explanatory variables are subject to errors. It shows that the maximum likelihood (MLM)
method is inappropriate to the bivariate structural errors-in-variables model with equation error. It provides
a new estimation method based on the modification of the explanatory variable.
This work demonstrates that the proposed MMM estimator is equivalent or asymptotically equivalent to
the maximum likelihood estimator when EIV model without equation error, and nearly asymptotically unbi-
ased to the parameters of EIV model includes equation error. Whereas, the OLS estimator is inappropriate
to the bivariate structural errors-in-variables model with or without equation error, and it is the lowest and
far below the true slope. Due to existing equation error assumption that the ratio of error variances λ = 1
is not quite true, where it makes λ greater than one. However, both the MMM and MLM estimators have
similar performances in EIV model without equation error, while for EIV model includes equation error the
proposed MMM estimator is superior to the MLM and OLS estimators. The mean absolute error of the
MMM estimator is lower than that of both the MLM and OLS estimators. The simulated results clearly
demonstrate that the proposed MMM estimator performs better than the MLM and OLS estimators in the
bivariate structural errors-in-variables model includes equation error.
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