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Abstract
Dynamic response of linear and nonlinear structural systems subjected to any arbitrary
excitation is often determined by solving the equations of motion using a direct integration
algorithm. Numerous direct integration algorithms have been developed in the past, which
are generally classified as either explicit or implicit. Explicit algorithms are generally
only conditionally stable, whereas implicit algorithms can provide unconditional stability.
Implicit algorithms that are unconditionally stable and have some form of numerical dis-
sipation are preferred for inertial problems where only a small number of low-frequency
modes dominate the response. Nevertheless, implicit algorithms require an iterative solution
procedure for nonlinear systems and can be computationally intense.
Because explicit algorithms are non-iterative, they are preferred for hybrid simulation
(HS) in earthquake engineering, an experimental method where the dynamic response of a
structural system is simulated from coupled domains of physical and analytical substructures.
Explicit algorithms are even more preferred for HS performed at the true time scale, known
as real-time hybrid simulation (RTHS). For such simulations involving a large number of
degrees of freedom, the need for unconditional stability and numerical dissipation within an
explicit formulation is well recognized. Consequently, a new class of ‘model-based’ explicit
methods evolved which can achieve unconditional stability through the use of model-based
integration parameters. However, limited studies were conducted to assess the accuracy of
model-based algorithms under nonlinear structural response. Furthermore, the studies on
dissipative model-based algorithms and assessment of their efficacy in eliminating spurious
participation of higher modes through actual tests are also limited.
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This research is focused on developing model-based algorithms for application to numer-
ical simulation and RTHS of inertial problems. Two new families of model-based algorithms,
namely, the semi-explicit-α (SE-α) and explicit-α (E-α) methods, are developed where the
former uses an explicit displacement and implicit velocity formulation, and the latter uses
explicit formulations for both displacement and velocity. These two methods are further
analyzed and four single-parameter subfamilies of algorithms having second-order accuracy,
unconditional stability, and controllable numerical dissipation with an optimal combination
of high-frequency and low-frequency dissipation are developed. In particular, the single-
parameter semi-explicit-α-1 (SSE-α-1) and single-parameter semi-explicit-α-2 (SSE-α-2)
methods from the SE-α method, and Kolay-Ricles-α (KR-α) and modified-Kolay-Ricles-α
(MKR-α) methods from the E-α method are developed. Numerical characteristics of these
four methods are studied for free and force vibrations of linear systems and the advantages
and limitations of these methods are presented. The results show that the controllable
numerical dissipation provided by these method negligibly influences the low-frequency
mode response while providing sufficient high-frequency dissipation to eliminate spurious
participation of higher modes. The analysis further show that the SSE-α-1 method possesses
the best numerical characteristics for linear systems compared with the other three methods.
When no numerical dissipation is used, the KR-α method shows some unusual tendency to
overshoot for higher modes which is however controlled with numerical dissipation. The
MKR-α method, which is designed to address this issue, further improves the overshoot
characteristics of the KR-α method. Stability characteristics of the proposed methods
applied to nonlinear systems are investigated using the concept of linearized stability and the
necessary stability conditions are derived. The results show that a stiffness softening-type
response is a necessary (may not be sufficient) condition for unconditional stability to be
achieved. The SSE-α-2 method compared with the SSE-α-1 method, and the MKR-α
method compared with the KR-α method are found to have enhanced stability characteris-
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tics for nonlinear systems. The enhanced stability characteristics of the SSE-α-2 method is
achieved at the cost of increased overshoot for higher frequencies.
Efficient implementation procedures are presented for linear and nonlinear dynamic
analysis using the proposed methods. Representative numerical examples of linear and
nonlinear systems are presented to complement the analytical findings on the numerical
characteristics of the proposed methods. The results show that the SSE-α-1 method produces
large damping forces for inelastic seismic response analysis of frame structures, which lead
to an inaccurate solution. The reason behind this is found to be associated with the semi-
explicit formulation of the method. The KR-α method, however, produces an accurate
solution for this type of problem. Application of the KR-α method for structural collapse
simulation is presented. The results indicate that the KR-α method is a computationally
efficient and accurate method for such applications.
Using the KR-α method, RTHS of a three-story 0.6-scale prototype steel building
with nonlinear elastomeric dampers are conducted with a ground motion scaled to the
design basis and maximum considered earthquake hazard levels. The RTHS configuration
consists of a moment resisting frame, gravity system, and seismic tributary masses modeled
as the analytical substructure, and a damped-braced frame modeled as the experimental
substructure. Inherent damping in the analytical substructure is defined using a form of
nonproportional damping model. Through numerical simulation using an implicit algorithm
it is found that the nonproportional damping model produces an accurate result that is
comparable with that obtained using mass and tangent stiffness proportional damping.
However, the nonproportional damping model when used with explicit integration algorithms
can require a small time step to achieve the desired accuracy in an RTHS involving a structure
with a large number of degrees of freedom. Restrictions on the minimum time step exist
in an RTHS that are associated with the computational demand. Integrating the equations
of motion in an RTHS with too large of a time step can result in spurious high-frequency
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oscillations in the member forces for elements of the structural model that undergo inelastic
deformations. The problem is circumvented by introducing the controllable numerical
energy dissipation provided by the KR-α method. The results show that controllable
numerical energy dissipation can significantly eliminate spurious participation of higher
modes and produce exceptional RTHS results.
Using the KR-α and MKR-α methods, RTHS of a two-story reinforced concrete (RC)
special moment resisting frame (SMRF) with a nonlinear viscous damper in the second story
are conducted with a ground motion scaled to the maximum considered earthquake hazard
level. The RC SMRF and the seismic masses are modeled analytically and the nonlinear
viscous damper is modeled physically in the laboratory. To better model the complex
hysteretic behavior of RC members, flexibility-based elements are considered. A new
implementation scheme for the state determination of flexibility-based elements is developed
based on a fixed-number of iterations for application to RTHS using explicit algorithms. The
influence of unbalanced section forces which exist because of the limited number of iterations
are studied numerically. The results show that the carrying over of the unbalanced section
forces to the next integration time step and applying the necessary corrections can lead to
an accurate solution with a small number of element level iterations. Inherent damping in
the analytical substructure is modeled using a combination of mass, initial stiffness, and
tangent stiffness proportional damping, where tangent stiffness is used for all flexibility-
based elements. The equivalent stiffness and damping coefficients of the experimental
substructure, which are required to determine the model-based integration parameters, are
estimated based on a nonlinear Maxwell damper model and found to be frequency dependent.
The parameters of the Maxwell model are identified from a suit of predefined sinusoidal
characterization tests conducted at various excitation frequencies. The influence of the
frequency dependency of the model-based parameters, which is due to the experimental
substructure, on the stability and accuracy of RTHS results are investigated based on the test
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results. The test data shows that controllable numerical energy dissipation provided by the
KR-α and MKR-α methods plays an important role on the stability characteristics of an
RTHS. Accuracy of RTHS results with respect to this frequency dependency and numerical
energy dissipation are assessed and found to be not sensitive. The influence of fixed-number
of element iterations are assessed using RTHS results. The investigation shows that the
proposed element implementation is efficient and accurate for application to RTHS.
5
Chapter 1
Introduction
1.1 Motivation
Extreme events, both natural (e.g., earthquake, strong wind) and man-made (e.g., blast,
explosions), continue to make civil infrastructure vulnerable to damage and demonstrate
the fragility of our built environment. In order to prevent a catastrophe and make our
civil infrastructure more resilient, the civil engineering community needs to improve their
knowledge and understanding of the response of existing and new innovative structural sys-
tems subjected to such extreme dynamic load events. Numerical analysis and experimental
techniques to understand dynamic response of structures prove to be indispensable.
In the field of earthquake engineering, the hybrid simulation (HS) technique which
combines both numerical and experimental methods has been introduced and developed
over the past decades to reproduce seismic effects on structures. In an HS, a complete
structural system is divided into coupled domains of analytical (numerical) and experimental
substructures and the response of the hybrid system subjected to a seismic excitation is
simulated based on an extended time scale. Due to the growing interest in rate dependent
supplemental energy dissipation devices as an effective and efficient means of hazard
mitigation, the HS technique has been extended to be performed in true time scale, which
led to the real-time hybrid simulation (RTHS) method. During the past decades HS and
RTHS have been shown to be viable alternative methods for simulating seismic response of
civil infrastructure.
In structural dynamics, mathematical modeling of continuous structural systems leads to
6
the initial boundary value problem of second order hyperbolic partial differential equations
(PDEs). These PDEs are first discretized into space either using finite element or finite differ-
ence methods, which leads to the approximate initial value problem in structural dynamics.
This initial value problem consists of a set of coupled second order ordinary differential
equations, known as the semi-discrete equations of motion, and the corresponding initial
conditions. Mathematical modeling of naturally discrete structural dynamic systems directly
leads to the semi-discrete equations of motion. For linear and nonlinear systems subjected
to arbitrarily varying excitations (e.g., earthquake loads), the solution of the equations of
motion is conveniently obtained numerically in discrete time using a direct integration,
also called time stepping, algorithm. In HS and RTHS, direct integration algorithms are
also used to solve the temporally discretized equations of motion. This study is focused
on the development of direct integration algorithms and their application to computational
and experimental research (e.g., HS and RTHS) in structural dynamics. The experimental
work presented in this study was conducted at the NEES@Lehigh Equipment Site, which
has become currently the NHERI Lehigh Experimental Facility, located in the ATLSS
Engineering Research Center of Lehigh University.
1.2 Problem Statement
Numerical methods for solution of the semi-discrete initial value problem in structural
dynamics has a long history of development. Since the 1950s several direct integration
algorithms (e.g., Houbolt, 1950; Newmark, 1959; Wilson, 1968; Hilber et al., 1977; Wood
et al., 1980; Bazzi and Anderheggen, 1982; Chung and Hulbert, 1993; Chang, 2002; Chen
and Ricles, 2008a) have been developed. These methods are generally classified as either
explicit or implicit. The explicit algorithms are generally only conditionally stable, whereas
the implicit algorithms can possess unconditional stability. For inertial problems, also
called structural dynamics problems, unconditionally stable algorithms are preferred over
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conditionally stable algorithms because in the former a relatively large time step can be em-
ployed based on the desired accuracy for the participating low-frequency modes. Therefore,
implicit algorithms that are unconditionally stable are well suited for such problems. In
addition to unconditional stability, some form of numerical dissipation is useful and often
required to reduce any spurious participation of high-frequency modes. Some examples of
unconditionally stable implicit algorithms with controllable numerical dissipation include
the methods developed by Hilber et al. (1977), Wood et al. (1980), and Chung and Hulbert
(1993). However, the implicit algorithms can be computationally intense, although they re-
quire a smaller number of time steps provided they are unconditionally stable. Furthermore,
for highly nonlinear problems implicit algorithms often encounter convergence issues to
satisfy equilibrium at the current time step associated with an iterative solution procedure.
These convergence issues are often solved by resorting to a different nonlinear iterative
scheme and/or reducing the time step size in a problem specific manner. For such problems
researchers have also tried to use explicit algorithms to avoid nonlinear iterations despite
being forced to use a smaller time step that is governed by the conditional stability limit of
such algorithms. In the past decade, unconditionally stable explicit algorithms (e.g., Chang,
2002; Chen and Ricles, 2008a) have been developed. However, limited studies have been
carried out on the application of these algorithms to highly nonlinear problems. Furthermore,
these algorithms do not possess any numerical dissipation.
Due to the growing interest in performance assessment and fragility estimates of the
civil infrastructure subjected to extreme events (e.g., earthquakes), researchers are using
nonlinear dynamic finite element analysis technique more than ever. In the field of earth-
quake engineering, numerical simulations of structures subjected to increasing magnitude
of seismic hazards up to, or near, collapse are often used to assess collapse potential. This
analysis technique, generally known as incremental dynamic analysis (IDA), often requires
hundreds to thousands of nonlinear time history analysis to be carried out. Consequently, the
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huge computation effort required for such analysis, in addition to the aforesaid convergence
issues have become important aspects to be considered. Due to the recent advances in com-
putational power, e.g., super computers with multi-core processors and parallel computing
capabilities, the computation time can be reduced significantly. Nevertheless, access to
such super computing facilities and availability of parallel computing features in standard
finite element programs can be limited. Therefore, studies need to be conducted to develop
alternative numerical methods to solve such computationally intense problems in an efficient
manner.
During late 1960s and early ‘70s, the HS technique was introduced to reproduce seismic
effects on civil infrastructure in an effective and efficient manner. Subsequently, the concept
of substructuring was introduced into the HS method, and it was also extended to RTHS
method, as mentioned earlier. In HS and RTHS, a complete structural system is divided into
two coupled domains consisting of analytical and experimental substructures, as mentioned
above. The equations of motion for the complete hybrid system are solved using a step-by-
step direct integration algorithm and the displacements are imposed on the experimental and
analytical substructures. The restoring forces from the experimental substructure are then
measured while a state determination is performed to compute the analytical substructure
restoring forces. These combined restoring forces are then fed back to the equations of
motion for determining the solution for the next time step. Explicit algorithms are generally
preferred for HS and RTHS so as to avoid nonlinear iterations that can lead to undesired
hysteresis due to loading and unloading of the experimental substructure during the iteration
process. However, explicit algorithms are generally only conditionally stable requiring
a small time step when used for multi-degree-of-freedom (MDOF) systems with a large
number of degrees of freedom (DOFs). This is a severe limitation for RTHS because
it imposes a restriction on the minimum time step that can exist due to the real-time
computation nature of the simulation. Furthermore, explicit algorithms tend to excite
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the spurious higher modes due to a propagation of experimental errors. To address this,
Nakashima et al. (1990) proposed an operator-splitting (OS) method for HS based on the
concept of this method originally proposed by Hughes et al. (1979). The OS method of
Hughes et al. (1979) is only conditionally stable and requires iteration for the implicit
elements. However, the OS method proposed by Nakashima et al. (1990) does not require
any iteration and can achieve unconditionally stability for stiffness softening-type response.
This is achieved by extrapolating the nonlinear restoring forces using the initial stiffness
matrix of the hybrid system. Wu et al. (2006) extended the OS method and successfully
applied it to RTHS. Recently, alternative explicit algorithms with unconditional stability for
linear systems were also developed and applied to HS (Chang, 2002) and RTHS (Chen and
Ricles, 2008a; Chen et al., 2009). These algorithms can also achieve unconditional stability
for stiffness softening-type response. However, these algorithms do not possess any form of
numerical dissipation to damp out any spurious participation of high-frequency modes.
1.3 Research Objectives and Scope
The overarching goal of this study is to develop computationally efficient robust direct
integration algorithms and apply them to solve inertial problems in computational and
experimental structural dynamics. To accomplish this goal, investigations are conducted
with the following objectives:
1. Review and evaluation of existing direct integration algorithms applied to linear and
nonlinear inertial problems with an emphasis on RTHS applications;
2. Development of families of second-order accurate unconditionally stable explicit
direct integration algorithms with controllable numerical dissipation;
3. Implementation and application of the proposed algorithms towards solving complex
problems in structural dynamics in a more computationally competitive manner;
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4. Implementation of the proposed algorithms and their application to RTHS.
To achieve these objectives the limitations of existing direct integration algorithms with
an emphasis on application to RTHS are identified. To address these limitations, new fami-
lies of explicit and semi-explicit model-based direct integration algorithms are developed.
Special subfamilies of these algorithms having second order accuracy, unconditional stability
and favorable numerical dispersion and dissipation characteristics are developed and ana-
lyzed further for linear and nonlinear systems. These special subfamilies are implemented
for solving inertial problems in numerical simulation and RTHS applications. Representa-
tive numerical examples of linear and nonlinear systems are presented to complement the
analytical findings. Application of the proposed algorithms to structural collapse simulation
is discussed. Large scale RTHS studies of a three-story steel moment frame building and
a two-story reinforced concrete frame building equipped with supplemental energy dissi-
pation devices are conducted using the proposed algorithms. Results from numerical and
experimental (RTHS) simulations are assessed for the efficacy of the proposed algorithms.
Limitations of the proposed algorithms are identified and recommendations are made for
further research.
1.4 Organization of Dissertation
The study presented in this dissertation is organized into ten chapters as follows:
Chapter 1 introduces the topic of the dissertation and presents the problem definition,
objectives, and scope of the current study.
Chapter 2 provides a background on the direct integration of the equations of motion
and briefly presents the classical approach of analyzing integration algorithms applied to
linear systems using the amplification matrix. Some of the well-known direct integration
algorithms used for computations in structural dynamics are briefly reviewed. A subset or a
variation of these algorithms applied to HS and RTHS are further reviewed. The concept of
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model-based direct integration algorithms are explained and some of the existing model-
based algorithms are reviewed for application to numerical simulation, HS, and RTHS. The
chapter closes with a summary on the direct integration of the equations of motion.
Chapter 3 presents an analysis of the implicit generalized-α (G-α) method (Chung and
Hulbert, 1993) using discrete control theory. Based on this analysis two new families, one
semi-explicit and the other explicit, model-based algorithms are developed. The model-
based integration parameters are determined using the closed-loop poles of the transfer
function of the G-α method for a linear single-degree-of-freedom (SDOF). The formulation
is extended to MDOF systems. The single-parameter subfamilies of each of the explicit and
semi-explicit families of algorithms having second-order accuracy, unconditional stability,
and favorable numerical dispersion and dissipation characteristics are summarized.
Chapter 4 presents an analysis of the proposed algorithms with an emphasis on the
special subfamilies for linear systems using the classical amplification matrix approach.
The criteria for second order accuracy, unconditional stability, improved overshoot, and
favorable numerical dissipation characteristics are derived for the single-parameter subfami-
lies of algorithms. Numerical characteristics of the proposed subfamilies of algorithms are
compared with existing algorithms featuring similar characteristics.
Chapter 5 presents stability analysis of the proposed methods applied to nonlinear
systems. The concept of linearized stability is employed, which provides only the necessary
condition for stability. For nonlinear SDOF systems, the discrete root-locus analysis tech-
nique is used and closed-form expressions for necessary stability conditions are derived. The
energy method, on the other hand, is employed for nonlinear MDOF systems to investigate
the stability characteristics of the proposed methods.
Chapter 6 presents the efficient implementation of the proposed methods for time history
analysis of linear and nonlinear systems. Some of the special subfamilies of algorithms are
implemented in OpenSees (OpenSees, 2016; McKenna, 1997), Open System for Earthquake
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Engineering Simulation. Representative numerical examples are presented to demonstrate
the efficacy and limitations of the proposed methods. Application of the KR-α method, one
of the single-parameter subfamilies of algorithms, to structural collapse simulation is briefly
discussed.
Chapter 7 presents a brief background on HS and RTHS. Efficient implementation
procedures are presented for conducting RTHS using the proposed methods. The proposed
methods are implemented in the HybridFEM software (Karavasilis et al., 2012), a MAT-
LAB/Simulink (MATLAB, 2015) based platform for nonlinear dynamic analysis and RTHS.
Influence of the model-based integration parameters that are based on the experimental
substructure are investigated using SDOF systems.
Chapter 8 presents a large scale RTHS study of a three-story steel moment frame
building conducted using the KR-α method, one of the single-parameter subfamilies of the
proposed explicit method. The efficacy of the controllable numerical dissipation characteris-
tics of the method is investigated numerically and experimentally using the RTHS results.
The sensitivity of the RTHS results to the model-based integration parameters are studied
experimentally.
Chapter 9 presents the efficient implementation of flexibility-based fiber elements for
application to RTHS. Using this implementation, RTHS of a two-story reinforced concrete
(RC) frame building with nonlinear viscous damper are conducted utilizing the KR-α and
MKR-α methods, two subfamilies of the proposed explicit method. Efficacy and accuracy of
the proposed flexibility-based element implementation scheme are investigated numerically
and experimentally. Influence and importance of the controllable numerical dissipation
provided by the KR-α and MKR-α are experimentally investigated. The sensitivity of
RTHS results to the model-based integration parameters are studied experimentally.
Chapter 10 summarizes the key findings and conclusions of this study, and presents
recommendations for potential future research.
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Chapter 2
A Review of Direct Integration Algorithms
2.1 Overview
The chapter begins with a classification of dynamics problems followed by a description of
the governing equations of motion for linear and nonlinear structural systems. The procedure
involved in directly integrating the equations of motion is then outlined. Some of the direct
integration algorithms commonly used for computations in structural dynamics are reviewed.
A subset or a variation of these algorithms applied to hybrid simulation (HS) and real-time
hybrid simulation (RTHS) are presented. The model-based algorithms are then introduced
followed by a review of some of the model-based algorithms available in the literature. The
chapter closes with some notes on modeling of mass and damping matrices.
2.2 Classification of Dynamics Problems
Linear and nonlinear dynamics problems are generally classified as either a wave propagation
or an inertial problem depending on the effect of the spectral characteristics of the excitation
on the system response (Dokainish and Subbaraj, 1989). The problems in which the behavior
at the wave front is of engineering importance are called wave propagation problems. In
these problems the intermediate and high frequency modes dominate the response. For
example, shock response of a structural system due to explosive or impact loadings is a
wave propagation type problem. On the other hand, all dynamics problems that are not
wave propagation type can be considered as inertial problems, often also called structural
dynamics problems. In these problems the response is generally dominated by a relatively
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small number of low frequency modes. Examples of this type of problems include seismic
response of civil structures. Note that the qualifiers ‘low’, ‘intermediate’, and ‘high’ refer
to the frequencies whose associated wavelengths are much larger than, of the order of, and
much smaller than the characteristic acoustic wavelengths, respectively (Dokainish and
Subbaraj, 1989). In practice, a combination of wave propagation and inertial type problems
are also encountered. For example, in a shock excited problem the initial transient response
may be dominated by higher frequencies (wave propagation type) which gradually decays
to a free vibration problem of inertial type. The topic of this dissertation falls under the
inertial, or structural dynamics problems.
2.3 Direct Integration of the Equations of Motion
To solve structural dynamics problems, the governing hyperbolic partial differential equa-
tions are first discretized in space using either finite element or finite difference methods.
This procedure is known as semi-discretization. The resulting semi-discrete equations of
motion for linear structural dynamics can be written as
MU¨(t)+CU˙(t)+KU(t) = F(t) (2.1a)
U(0) = X0 (2.1b)
U˙(0) = X˙0 (2.1c)
where M, C, and K are the mass, damping, and stiffness matrices of the system, respectively;
U(t), U˙(t), and U¨(t) are the displacement, velocity, and acceleration vectors, respectively;
F(t) is the external time (t) varying force; and X0 and X˙0 are the given vectors of initial
displacements and velocities, respectively. For nonlinear dynamics problems KU(t) is
replaced by the nonlinear restoring force R
(
U(t), U˙(t)
)
as a function of displacements U(t)
and velocities U˙(t).
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The solution of the initial value problem in Equation (2.1) is often required to be
determined numerically using a direct integration algorithm in discrete time. The term
‘direct’ means that prior to the numerical integration no transformation of the equations of
motion into a different form is carried out (Bathe, 1996). The key idea of direct integration
is that instead of satisfying Equation (2.1) at any time t, it is satisfied only at discrete time
intervals. Thus the time discretized form of Equation (2.1) at time tn can be written as
follows:
MX¨n+CX˙n+KXn = Fn; n ∈ {0,1, . . . ,N} (2.2)
where N is the number of time steps. Note that the continuous time variables U(tn), U˙(tn),
U¨(tn), and F(tn) of Equation (2.1) are replaced by the discrete time variables Xn, X˙n, X¨n,
and Fn, respectively, where Fn = F(tn); X0 and X˙0 are the initial conditions as defined
earlier. Considering that the response quantities Xn, X˙n, and X¨n, that satisfy Equation (2.2)
are known, Xn+1, X˙n+1, and X¨n+1 need to be determined satisfying Equation (2.1) at time
tn+1 = tn+∆t:
MX¨n+1+CX˙n+1+KXn+1 = Fn+1; n ∈ {0,1, . . . ,N−1} (2.3)
where ∆t is assumed to be a constant without much loss of generality. For this purpose,
two additional sets of equations are required that are derived by assuming a variation for
displacements, velocities, and accelerations within each time interval ∆t. This is elaborated
further in the following section. To lay the foundation for the development of the proposed
methods in Chapter 3, the assumed difference equations for some of the algorithms presented
below are derived from truncated Taylor series expansions of displacements and/or it’s time
derivative(s).
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2.3.1 Numerical Characteristics of Direct Integration Algorithms
Before proceeding further, it is worthwhile to review the relevant background required to
understand the numerical characteristics of a direct integration algorithm. To this end, it
is convenient to convert the coupled equations of motion to a series of single-degree-of-
freedom (SDOF) problems. Thus, consider the following initial value problem for an SDOF
system characterized by mass m, natural frequency ω (or stiffness coefficient k = mω2) and
damping ratio ξ (or damping coefficient c = 2ξmω) and subjected to an external force f (t):
u¨(t)+2ξω u˙(t)+ω2u(t) =
f (t)
m
(2.4a)
u(0) = x0 (2.4b)
u˙(0) = x˙0 (2.4c)
A direct integration algorithm employed to solve the homogeneous (i.e., f (t) = 0) initial
value problem in Equation (2.4) can succinctly be expressed by the following recurrence
relationship:
Yn+1 = AYn, n ∈ {0,1, . . . ,N−1} (2.5)
where Yn is a vector of state variables, and A is the amplification matrix. The idea of
Equation (2.5) is to determine the response of a system at any time tn+1 in terms of the
initial conditions Y0. For most of the direct integration algorithms Yn can be expressed as
either Yn = [ xn ∆tx˙n ]T or Yn = [ xn ∆tx˙n ∆t2x¨n ]T , where xn, x˙n, x¨n are the numerical
solutions for u(tn), u˙(tn), and u¨(tn), respectively. The difference equations in Equation (2.5)
is often referred to as a one-step, multivalue algorithm, where the number of values being
equal to the dimension of the vector Y (Hughes, 2000). The amplification matrix A can be
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expressed in terms of ξ , Ω= ω∆t, and the algorithmic free parameter(s), if any. For the one-
step two value and three value algorithms, A has two and three nonzero eigenvalues (roots),
respectively. The two eigenvalues and two of the three eigenvalues are complex conjugate
principal roots (λ1,2) for the one-step two value and three value algorithms, respectively, and
the third one (λ3) is the so-called spurious real root for the latter. The complex conjugate
principal roots can be expressed as
λ1,2 = σ ± iε = exp
[
Ω
(
−ξ ± i
√
1−ξ 2
)]
(2.6)
where σ = Re{λ1,2} and ε = Im{λ1,2}, i =
√−1, and ξ and Ω are given by
ξ =− ln
(
σ2+ ε2
)
2Ω
(2.7a)
Ω= ω∆t =
tan−1 (ε/σ)√
1−ξ 2
(2.7b)
ξ and ω = Ω∆t are termed as the equivalent damping ratio and apparent natural frequency,
respectively. Accuracy of a direct integration algorithm is often measured by the relative
period error (PE) defined by Equation (2.8) and the equivalent damping ratio ξ .
PE =
T −T
T
(2.8)
where T = 2piω and T =
2pi
ω , and are called the undamped natural period and apparent natural
period, respectively. An algorithm is said to be dissipative if ξ > 0 at any Ω = ω∆t > 0
when ξ = 0, otherwise it is nondissipative.
An integration algorithm is said to be unconditionally stable if the response produced by
Equation (2.5) does not grow without bound for any arbitrary initial conditions Y0 and time
step size ∆t otherwise it is conditionally stable. Mathematically, stability requires that ρ ≤ 1
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and the repeated eigenvalues, if any, satisfy |λ |< 1, where ρ = max{|λ1|, . . . , |λn|} and is
called the spectral radius of the amplification matrix A of dimension n×n and λ j is the
jth eigenvalue. Recall that n = 2 and 3 for a one-step two value and three value algorithms,
respectively. It should be noted here that the variation of spectral radius ρ with Ω gives
an indication about the dissipative characteristics of an algorithm. For example, ρ = 1 for
any Ω > 0 and ξ = 0 indicates that the considered algorithm is nondissipative. On the
other hand, if ρ < 1 for any Ω > 0 and ξ = 0 the algorithm is dissipative. The spectral
radius ρ in the limit Ω→ ∞ denoted as ρ∞ provides an indication about the high-frequency
dissipation characteristics. For example, ρ∞ = 0 indicates asymptotic annihilation that
is 100% numerical dissipation in the high-frequency limit Ω→ ∞. In this chapter and
throughout the dissertation ρ∞ will be used as an important parameter.
The order of accuracy of an integration algorithm is determined from its local truncation
error defined by (Hilber, 1976; Chung and Hulbert, 1993):
τ =
1
∆t2
[u(tn+∆t)−2A1u(tn)+A2u(tn−∆t)−A3u(tn−2∆t)] (2.9)
where A1 = 12 of trace of A, A2 = sum of principal minors of A, and A3 = determinant of
A. Using the finite Taylor Series expansion of Equation (2.9) about tn and substituting the
second and higher order derivatives of u (i.e., u¨(tn),
...u (tn), etc.) in terms of u(tn) and u˙(tn)
using Equation (2.4a), Equation (2.9) can be expressed as follows (Hilber, 1976):
τ =O(∆t p) (2.10)
where p is called the order of accuracy of the algorithm. Generally in structural dynamics
applications second-order accurate (p = 2) algorithms are preferred.
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2.4 Algorithms for Computational Structural Dynamics
Depending on the form of the assumed difference equations, the direct integration algorithms
used in structural dynamics applications can be classified as either explicit or implicit. An
algorithm is said to be explicit if the solution at the current time step depends only on
the response(s) at the previous time step(s), otherwise it is implicit. Consequently, under
nonlinear structural behavior, the implicit algorithms require forming a tangent matrix and
determining the solution iteratively (e.g., Newton-Raphson iteration) at each time step,
whereas the explicit algorithms do not require these calculations. Therefore, the explicit
algorithms are computationally more efficient, especially for highly nonlinear problems
having convergence issues within the time step. However, the explicit algorithms are gener-
ally only conditionally stable, which requires the time step size to be inversely proportional
to the highest natural frequency present in the system. In fact, an unconditionally stable
explicit algorithm amongst the class of linear multistep methods does not exist according
to the Dahlquist theorem (Dahlquist, 1963). However, there are explicit algorithms that
can attain unconditional stability through the use of model-based integration parameters,
unlike the conventional explicit algorithms that uses model-independent constant coefficients
and for which Dahlquist barrier theorem is applicable. Discussion of such model-based
explicit algorithms are deferred until Section 2.7. Conditional stability criteria can require
an unrealistically small time step for an MDOF system with a large number of DOFs, which
diminishes the computational advantage of an explicit algorithm. Therefore, the explicit
algorithms are generally not preferred except for wave propagation type problems where the
time step size needed for accuracy is of the same order as the stability limit. Examples of the
explicit algorithms include the central difference scheme (Bathe, 1996), and the Newmark
explicit (NE) method (Newmark, 1959). On the other hand, implicit algorithms can be
unconditionally stable if designed appropriately. Unconditionally stable algorithms are
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generally preferred for structural dynamics applications (i.e., inertial problems) because a
relatively large time step can be employed based on the desired accuracy for the partici-
pating low-frequency modes. One of the more widely used unconditionally stable implicit
algorithms is the average acceleration (AA) scheme, also called the trapezoidal rule, which
is member of the Newmark’s family of algorithms (Newmark method) (Newmark, 1959).
In addition to unconditional stability, controllable numerical dissipation is also pre-
ferred and often required for structural dynamics (inertial) problems to reduce any spurious
participation of high-frequency modes. These high-frequency modes are artifacts of the
semi-discretization process and not representative of the behavior of the governing par-
tial differential equations (Hughes, 2000). A number of algorithms featuring numerical
dissipation have been developed in the past, for example, the Houbolt’s scheme (Houbolt,
1950), Wilson-θ (W-θ ) method (Wilson, 1968), Hilber-Hughes-Taylor-α (HHT-α) method
(Hilber et al., 1977), Wood-Bossak-Zienkiewicz-α (WBZ-α) method (Wood et al., 1980),
and generalized-α (G-α) method (Chung and Hulbert, 1993). Hulbert and Chung (1996)
also proposed an explicit version of the implicit G-α method that possesses numerical
dissipation. The Newmark method also possesses controllable numerical dissipation char-
acteristics. However, the method is too dissipative at the important low-frequency modes
compared with the aforesaid dissipative algorithms and methods. This section presents
some of the aforementioned direct integration algorithms and methods for computations
in structural dynamics. Throughout this dissertation, the term ‘method’ is used to denote
a family of ‘algorithms’ or ‘schemes’ that has one or more free integration parameter(s)
which can take various values. Once the free parameter(s) is (are) selected a ‘method’
becomes an ‘algorithm’ or a ‘scheme’. For example, Newmark’s family of algorithms with
two free integration parameters γ and β will be referred to as the Newmark method (see
Section 2.4.3) and the average acceleration (AA) will be referred to as an algorithm which
is obtained from the Newmark method when γ = 12 and β =
1
4 . Note that only the direct
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integration algorithms/methods that are most relevant to the study of this dissertation are
reviewed in this chapter. Interested readers may refer to Gear (1971), Richtmyer and Morton
(1994), Bathe (1996), Hughes (2000), and Chopra (2012) for more details about the methods
presented here and other methods.
2.4.1 Central Difference (CD) Scheme
This algorithm is based on finite difference approximations of the first and second time
derivatives of displacements, i.e., velocities and accelerations, respectively. The algorithm
assumes that
X˙n =
1
2∆t
(Xn+1−Xn−1) (2.11a)
X¨n =
1
∆t2
(Xn+1−2Xn+Xn−1) (2.11b)
The above two finite difference equations can be derived as follows. Assuming U(t) (see
Equation (2.1)) to be smooth and continuous (i.e., infinitely differentiable), the Taylor series
expansion of U(tn+∆t) and U(tn−∆t) about tn are given by
U(tn+∆t) = U(tn)+
∆t
1!
U˙(tn)+
∆t2
2!
U¨(tn)+
∆t3
3!
...
U(tn)+
∆t4
4!
...
U(tn)+ . . . (2.12a)
U(tn−∆t) = U(tn)− ∆t1! U˙(tn)+
∆t2
2!
U¨(tn)− ∆t
3
3!
...
U(tn)+
∆t4
4!
...
U(tn)+ . . . (2.12b)
Subtraction of the second equation from the first in Equation (2.12) and the addition of the
two leads to the following:
U˙(tn) =
1
∆t
[U(tn+∆t)−U(tn−∆t)]+O(∆t2) (2.13a)
U¨(tn) =
1
∆t2
[U(tn+∆t)−2U(tn)+U(tn−∆t)]+O(∆t2) (2.13b)
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Finite difference approximations of Equation (2.13) are the assumed difference equations of
the CD scheme given by Equation (2.11). Observe that the truncation error in both velocity
and acceleration is second order (i.e., ∆t2).
Substituting Equation (2.11) in Equation (2.2) and rewriting to solve for Xn+1 one
obtains
[
1
∆t2
M+
1
2∆t
C
]
Xn+1 = Fn−
[
K− 2
∆t2
M
]
Xn−
[
1
∆t2
M− 1
2∆t
C
]
Xn−1 (2.14)
Observe that Xn+1 is based on the equations of motion at time tn. Consequently Xn+1 in
Equation (2.14) depends only on the responses at the previous time steps. For this reason the
CD scheme is termed as an explicit algorithm which does not require any iterative solution
procedure for nonlinear systems with restoring force of type Rn = R(Xn). Note that the
stiffness matrix K does not appear on the left hand side of Equation (2.14), which makes
the algorithms explicit when Rn = R(Xn). If the restoring force is also a nonlinear function
of velocity, that is, Rn = R
(
Xn, X˙n
)
then the CD scheme becomes implicit and requires
iteration to solve for Xn+1. This is clear from the appearance of C on the left hand side of
Equation (2.14). However, Rn =R
(
Xn, X˙n
)
occurs only when nonlinear velocity dependent
constitutive relationships are present in the system. Observe that the calculation for Xn+1 in
Equation (2.14) requires Xn−1. Therefore, X−1 is required to determine X1 at time tn = 0
(n = 0), which necessitates a special starting procedure. Specializing the two equations in
Equation (2.11) for n = 0 and combining them to eliminate X1 one obtains the expression
for X−1 as follows:
X−1 = X0−∆tX˙0+ ∆t
2
2
X¨0 (2.15)
where X0 and X¨0 are the given initial conditions as noted earlier and X¨0 can be calculated
using Equation (2.2).
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The CD scheme is only conditionally stable and the stability criteria for a linear MDOF
system having the smallest natural period Tmin and the corresponding largest natural fre-
quency ωmax = 2piTmin is given by the following:
∆t ≤ ∆tcrit = Tminpi or Ωmax = ωmax∆t ≤Ωcrit = 2 (2.16)
Note that the stability criteria in Equation (2.16) is also applicable in the presence of inherent
viscous damping in the system (Bathe, 1996). Equation (2.16) indicates that for a system
with a large number of DOFs the CD scheme can require a very small time step. Therefore,
this scheme is generally not preferred except for wave propagation type problems where
the time step size needed for accuracy is of the same order as the stability limit. However,
when a diagonal lumped mass matrix can be considered and the velocity dependent damping
forces can be neglected or C can be considered to be diagonal then Equation (2.14) does
not require a matrix factorization. Consequently the calculation for Xn+1 at each time step
becomes extremely efficient. A step-by-step procedure for direct integration of the equations
of motion using the CD scheme can be found in Bathe (1996) for linear systems and Chopra
(2012) for both linear and nonlinear systems.
2.4.2 Houbolt’s Scheme
Houbolt’s scheme (Houbolt, 1950) is one of the earliest algorithms developed for com-
putations in structural dynamics. This method is similar to the CD scheme in that the
accelerations and velocities are approximated in terms of displacements. In this scheme, the
following difference equations are assumed:
X¨n+1 =
1
∆t2
(2Xn+1−5Xn+4Xn−1−Xn−2) (2.17a)
X˙n+1 =
1
6∆t
(11Xn+1−18Xn+9Xn−1−2Xn−2) (2.17b)
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To solve for Xn+1, Equation (2.17) is substituted into the equations of motion at time tn+1
(i.e., Equation (2.3)), unlike the CD scheme where the equations of motion at time tn (i.e.,
Equation (2.2)) is used. This leads to the following for the Houbolt’s scheme (Bathe, 1996):
[
2
∆t2
M+
11
6∆t
C+K
]
Xn+1 = Fn+1+
[
5
∆t2
M+
3
∆t
C
]
Xn−
[
4
∆t2
M+
3
2∆t
C
]
Xn−1
+
[
1
∆t2
M+
1
3∆t
C
]
Xn−2 (2.18)
Observe that the stiffness matrix K appears on the left hand side of Equation (2.18) because
of the equilibrium considered at time tn+1. This is an important difference between the
Houbolt’s and CD schemes where in the latter K does not appear on the left hand side for
the solution of Xn+1 (see Equation (2.14)). Therefore, the Houbolt’s scheme is an implicit
algorithm and requires an iterative solution procedure for nonlinear systems. Also note that
the scheme requires a large pool of data from the previous times steps and a special starting
procedure. A step-by-step procedure for direct integration using this scheme for linear
systems can be found in Bathe (1996). In their stability analysis, Bathe and Wilson (1972)
showed that the scheme is unconditionally stable for linear systems. Therefore, the time
step size ∆t required for direct integration using this algorithm is governed by the desired
accuracy and not by stability. The Houbolt’s scheme also possesses numerical dissipation.
However, the dissipation characteristics cannot be controlled parametrically unlike some of
the parametrically dissipative methods presented later.
2.4.3 Newmark Method
Newmark’s family of algorithms (Newmark, 1959), hereafter referred to as the Newmark
method, is one of the more widely used methods for computations in structural dynamics.
The method assumes the following two difference equations for velocities and displacements,
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respectively:
X˙n+1 = X˙n+∆t
[
(1− γ)X¨n+ γX¨n+1
]
(2.19a)
Xn+1 = Xn+∆tX˙n+∆t2
[(
1
2
−β
)
X¨n+β X¨n+1
]
(2.19b)
where β and γ are the scalar integration parameter constants that determine the stability
and other numerical characteristics of the method. These two difference equations can
be obtained as explained below. Assuming U¨(t), U˙(t), and U(t) (see Equation (2.1)) to
be smooth and continuous (i.e., infinitely differentiable), the Taylor series expansion of
U¨(tn+∆tn), U˙(tn+∆tn), and U(tn+∆tn) about tn are given by
U¨(tn+∆t) = U¨(tn)+
∆t
1!
...
U(tn)+ . . . (2.20a)
U˙(tn+∆t) = U˙(tn)+
∆t
1!
U¨(tn)+
∆t2
2!
...
U(tn)+ . . . (2.20b)
U(tn+∆t) = U(tn)+
∆t
1!
U˙(tn)+
∆t2
2!
U¨(tn)+
∆t3
3!
...
U(tn)+ . . . (2.20c)
The Newmark method can be obtained by approximating the above three equations as
follows:
X¨n+1 = X¨n+∆t
...
Xn (2.21a)
X˙n+1 = X˙n+∆tX¨n+ γ∆t2
...
Xn (2.21b)
Xn+1 = Xn+∆tX˙n+
∆t2
2
X¨n+β∆t3
...
Xn (2.21c)
where γ and β are the integration parameters as noted earlier. Substituting
...
Xn from the
first equation of Equation (2.21) into the last two, one obtains the difference equations for
velocities and displacements of the Newmark method presented in Equation (2.19). To
solve for unknown displacement Xn+1 at the current time step, X¨n+1 and X˙n+1 can first be
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expressed in terms of Xn+1 using Equation (2.19) and then substituted into the equations of
motion at time tn+1 (Equation (2.3)). This results in the following:
[
1
β∆t2
M+
γ
β∆t
C+K
]
Xn+1 = Fn+1+
[
1
β∆t2
M+
γ
β∆t
C
]
Xn+
[
1
β∆t
M
+
(
γ
β
−1
)
C
]
X˙n+
[(
1
2β
−1
)
M+∆t
(
γ
2β
−1
)
C
]
X¨n (2.22)
Observe that the solution of Xn+1 is based on the equations of motion at time tn+1. As a
result the stiffness matrix K appears on the left hand side of Equation (2.22). Consequently
the Newmark method is implicit and requires an iterative solution procedure for nonlinear
systems. A complete step-by-step integration procedure for this method can be found in
Bathe (1996) for linear systems and Chopra (2012) for both linear and nonlinear systems.
When β = 0 is used in Equation (2.19b) one obtains the so-called Newmark explicit
(NE) method with explicit displacement but implicit velocity. In the NE method Xn+1 is first
determined using Equation (2.19b) with β = 0 and then Equations (2.19a) and (2.3) are used
together to solve for X˙n+1 and X¨n+1. Therefore, similar to the CD scheme the NE method
is explicit only when the restoring force is of type Rn+1 = R(Xn+1) and becomes implicit
when Rn+1 =R
(
Xn+1, X˙n+1
)
. In fact, the NE method with γ = 12 is the CD scheme. The NE
method is only conditionally stable because unconditional stability of the Newmark method
requires that 2β ≥ γ ≥ 12 . The stability criteria for the conditionally stable algorithms of
the Newmark method applied to a linear MDOF system is given by the following (Hughes,
2000):
Ωmax = ωmax∆t ≤Ωcrit =
ξ
(
γ− 12
)
+
√
γ
2 −β +ξ 2
(
γ− 12
)2( γ
2 −β
) (2.23)
where ξ is the modal damping ratio for the highest mode and all other symbols are as
defined earlier. Observe that for the CD scheme
(
γ = 12 ,β = 0
)
, Equation (2.23) becomes
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independent of ξ and identical to Equation (2.16).
Second-order accuracy is obtained in the Newmark method if and only if γ = 12 . The
Newmark method provides numerical dissipation for γ > 12 and the amount of numeri-
cal dissipation can be controlled using this parameter. If γ > 12 is used, then selecting
β = 14
(
γ+ 12
)2
provides unconditional stability and better high-frequency dissipation al-
though unconditional stability requires only β ≥ γ2 as stated earlier. This is because for
γ
2 < β <
1
4
(
γ+ 12
)2
, the eigenvalues of the amplification matrix of the method bifurcate
and become real beyond some Ω. The frequency at which bifurcation occurs is given by
(Hughes, 2000):
Ωbif =
ξ
2
(
γ− 12
)
+
[
1
4
(
γ+ 12
)2−β +ξ 2 (β − γ2)]12
1
4
(
γ+ 12
)2−β (2.24)
For the undamped case Equation (2.24) reduces to the following:
Ωbif =
1√
1
4
(
γ+ 12
)2−β (2.25)
The above equation indicates that bifurcation of the roots is avoided when
β =
1
4
(
γ+
1
2
)2
(2.26)
Thus, for γ ≥ 12 and β defined by Equation (2.26) a one-parameter (γ) subfamily of the
Newmark method is obtained with unconditional stability and controllable numerical dissi-
pation. Hereafter, this subfamily of algorithms will be referred to as the Newmark-γ (N-γ)
method. Observe that for γ = 12 , the N-γ method reduces to the second-order accurate
nondissipative average acceleration (AA) scheme, also called the trapezoidal rule. For γ > 12
the order of accuracy of the N-γ method reduces to first-order. As a result, the N-γ method
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Table 2.1: Well known members of the Newmark method.
Method/Algorithm Type γ β Stability
criteria
Order of
accuracy
Average acceleration
(trapezoidal rule)
Implicit 12
1
4 Unconditional 2
Linear acceleration Implicit 12
1
6 Ωcrit = 2
√
3 2
Fox-Goodwin Implicit 12
1
12 Ωcrit =
√
6 2
Central difference Explicit 12 0 Ωcrit = 2 2
N-γ method:
(a) ρ∞ = 1 Implicit 3−ρ∞2(1+ρ∞)
1
4
(
γ+ 12
)2 Unconditional 2
(b) ρ∞ ∈ (1,0] 1
N-γ method with ρ∞ = 1 is the average acceleration (AA) scheme.
with γ > 12 provides too much numerical dissipation at the important low-frequency modes
compared with the other second-order accurate dissipative algorithms presented below (see
Section 2.5). For the N-γ method, the parameter γ can further be expressed in terms of the
high-frequency spectral radius ρ∞ as follows:
γ =
3−ρ∞
2(1+ρ∞)
(2.27)
where ρ∞ ∈ [1,0]. Note that Equation (2.27) is obtained by setting the spectral radius
of the amplification matrix of the N-γ method in the limit Ω → ∞ equal to ρ∞ (i.e.,
max{|λ∞1,2|}= ρ∞). Thus the method expressed by Equations (2.3), (2.19), (2.26), and
(2.27) is the N-γ method parameterized with ρ∞ ∈ [1,0]. The special case of ρ∞ = 1 leads
to γ = 12 and β =
1
4 which is the AA scheme, whereas ρ∞ ∈ (1,0] results in γ > 12 leading
to the first-order accurate dissipative algorithms. Some of the well known members of
the Newmark method with their salient characteristics are presented in Table 2.1. Note
that the AA scheme is the only second-order accurate unconditionally stable algorithm of
the Newmark method. The linear acceleration scheme has a special significance in that
the acceleration within the time step interval ∆t varies linearly. Amongst the algorithms
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presented in the table, the Fox-Goodwin algorithm possesses the lowest period error in the
low-frequency regime (typically Ω= ω∆t ≤ 0.1pi) as shown later in Section 2.5.
2.4.4 Wilson-θ (W-θ ) Method
Wilson (1968) was the first to introduce parametrically controllable numerical dissipation in
direct integration algorithm by using the concept of ‘collocation’, which led to the Wilson-θ
(W-θ ) method. The idea of ‘collocation’ is to satisfy the equations of motion outside the
time interval under consideration at the θ or ‘collocation’ point (Hilber and Hughes, 1978).
The W-θ method can be viewed as an extension of the linear acceleration (see Table 2.1)
scheme, where the acceleration is assumed to vary linearly between time tn and tn+θ ; θ ≥ 1.
For θ = 1 the method reduces to the linear acceleration scheme which is only conditionally
stable (see Table 2.1). For unconditional stability the method requires θ ≥ 1.37 and usually
θ = 1.4 is employed (Bathe, 1996). The following equations are considered in the W-θ
method:
X˙n+θ = X˙n+
θ∆t
2
[
X¨n+ X¨n+θ
]
(2.28a)
Xn+θ = Xn+θ∆tX˙n+
θ 2∆t2
6
[
X¨n+ X¨n+θ
]
(2.28b)
MX¨n+θ +CX˙n+θ +KXn+θ = Fn+θ ; n ∈ {0,1, . . . ,N−1} (2.28c)
Fn+θ = (1−θ)Fn+θFn+1 (2.28d)
Observe that the equilibrium is considered at some intermediate time tn+θ (Equation (2.28c))
as noted earlier. Similar to the solution of Xn+1, X˙n+1, and X¨n+1 in the Newmark method
(Section 2.4.3), Xn+θ , X˙n+θ , and X¨n+θ are first determined using Equation (2.28). These
solutions are then substituted into the following equations to determine the response at time
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tn+1:
X¨n+1 = X¨n+
1
θ
[
X¨n+θ − X¨n
]
(2.29a)
X˙n+1 = X˙n+∆tX¨n+
∆t2
2θ
[
X¨n+θ − X¨n
]
(2.29b)
Xn+1 = Xn+∆tX˙n+
∆t2
2
X¨n+
∆t2
6θ
[
X¨n+θ − X¨n
]
(2.29c)
A step-by-step procedure for direct integration using the W-θ method can be found in Bathe
(1996) for linear systems.
The W-θ method described by Equations (2.28) and (2.29) is a one-parameter (θ ≥ 1.37)
family of unconditionally stable second-order accurate implicit algorithms with controllable
numerical dissipation. However, a major limitation of the method is that the numerical dissi-
pation cannot be continuously reduced to no dissipation. Furthermore, the least dissipative
member of the family is too dissipative at the important low-frequency modes of interest
(Hilber and Hughes, 1978).
2.4.5 Hilber-Hughes-Taylor-α (HHT-α) Method
As noted earlier, numerical dissipation in the N-γ method is too dissipative for the important
low-frequency modes and the method is only first-order accurate. In the Houbolt’s scheme
numerical dissipation cannot be controlled, whereas in the W-θ method it can be controlled
by the parameter θ . However, the least dissipative member of the W-θ family is too
dissipative at the important low-frequency modes as noted earlier. To improve upon this,
Hilber et al. (1977) developed a family of second-order unconditionally stable implicit
algorithms for application to structural dynamics problems. The difference equations for
velocities and displacements of the Newmark method presented in Equation (2.19) are
adopted in this method. The controllable numerical dissipation is introduced by suitably
combining the dissipation characteristics of the N-γ method with a low-frequency ‘negative
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α-dissipation’ through weighing the equations of motion at the bounds (beginning and end)
of a time step as follows (Hughes, 2000):
MX¨n+1+CX˙n+1−α f +KXn+1−α f = F
(
tn+1−α f
)
; n ∈ {0,1, . . . ,N−1} (2.30a)
MX¨0+CX˙0+KX0 = F(t0) (2.30b)
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n (2.30c)
Xn+1−α f = (1−α f )Xn+1+α f Xn (2.30d)
tn+1−α f = (1−α f )tn+1+α f tn (2.30e)
Note that Hilber et al. (1977) did not include the damping term and use any weight on
the excitation force F. Also Equation (2.30) is cast into the general form of the G-α
method presented below in Section 2.4.9 for ready comparison. Substituting α f = −α
in Equation (2.30) one obtains the equations presented in Hughes (2000) for the HHT-α
method. Also note that the negative α-dissipation refers to negative values of α which is
identical to positive values of α f in Equation (2.30).
Unconditional stability, second-order accuracy, and favorable numerical dissipation
are obtained in the HHT-α method when β (see Equation (2.19b)) is expressed by Equa-
tion (2.26) and γ (see Equations (2.19a) is related to α f as follows:
γ =
1
2
+α f (2.31)
The free parameter α f varies in the range α f ∈
[
0, 13
]
, where α f = 0 and 13 provide zero
and maximum numerical dissipation, respectively. A detailed analysis of the method can
be found in Hilber (1976). The parameter α f can further be related to the high-frequency
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spectral radius ρ∞ as follows (Chung and Hulbert, 1993):
α f =
1−ρ∞
1+ρ∞
(2.32)
where ρ∞ ∈
[
1, 12
]
is the free parameter and represents the spectral radius of the amplification
matrix in the limit Ω→ ∞. For ρ∞ = 1 the HHT-α method possesses no numerical dissi-
pation, and it becomes identical to the AA scheme of the Newmark method for the linear
homogeneous initial value problem. On the other hand, for ρ∞= 12 maximum high-frequency
dissipation is obtained. Observe that by substituting Equation (2.32) into Equation (2.31)
one obtains the expression for γ given by Equation (2.27) for the N-γ method parameterized
with ρ∞. Therefore, for the same ρ∞ ∈ [1, 12 ], in other words, for the same high-frequency
dissipation, the HHT-α and N-γ methods have the same γ and β values. However, the former
is second-order accurate and has favorable (small) low-frequency dissipation, whereas the
latter is only first-order accurate. These favorable characteristics of the HHT-α method
are achieved by suitably combining the dissipation characteristics of the N-γ method with
a low-frequency negative α-dissipation through weighing the equations of motion at the
bounds of a time step, as noted earlier.
2.4.6 Optimal Collocation (OC) Method
The concept of collocation was first introduced by Wilson (1968) (see Section 2.4.4). Hilber
and Hughes (1978) generalized and analyzed the concept of collocation and developed
a family of optimal collocation (OC) schemes. The following equations describe the
generalized collocation method:
MX¨n+θ +CX˙n+θ +KXn+θ = Fn+θ ; n ∈ {0,1, . . . ,N−1} (2.33a)
MX¨0+CX˙0+KX0 = F0 (2.33b)
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X¨n+θ = (1−θ)X¨n+θ X¨n+1 (2.33c)
X˙n+θ = (1−θ)X˙n+θ X˙n+1 (2.33d)
Xn+θ = (1−θ)Xn+θXn+1 (2.33e)
Fn+θ = (1−θ)Fn+θFn+1 (2.33f)
where θ is called the collocation parameter. Along with Equation (2.33) the difference equa-
tions for velocities and displacements of the Newmark method presented in Equation (2.19)
are used. Therefore, the method has three free parameters γ , β , and θ which govern the
numerical characteristics of the method. Observe that for θ = 1 the collocation method
reduces to the Newmark method (Section 2.4.3), and the W-θ (Section 2.4.4) method is
obtained when γ = 12 and β =
1
6 .
Of particular importance is the second-order accurate family of collocation schemes
that are obtained when γ = 12 . Thus, the second-order accurate collocation method has only
two free parameters β and θ . For unconditional stability the conditions on the two free
parameters are given by:
θ ≥ 1 (2.34a)
θ
2(θ +1)
≥ β ≥ 2θ
2−1
4(2θ 3−1) (2.34b)
Hilber and Hughes (1978) showed that for θ = θ ∗(β ), where θ ∗ is the smallest value
of θ for which the principal roots remain complex as Ω→ ∞, an unconditionally stable
family of optimal collocation (OC) schemes are obtained. The term ‘optimal’ indicates
that the maximum high-frequency dissipation and minimum period error are obtained
simultaneously. Table 2.2 presents the minimum θ values for various values of β that
were obtained numerically by Hilber and Hughes (1978). In the table, β = 14 provides
no numerical dissipation and the OC method reduces to the AA scheme. As the β value
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Table 2.2: Parameter values for OC method (Hilber and Hughes, 1978).
β θ = θ ∗(β )
1
4 1
0.24 1.021712
0.23 1.047364
0.22 1.077933
0.21 1.114764
0.20 1.159772
0.19 1.215798
0.18 1.287301
0.17 1.381914
1
6 1.420815
0.16 1.514951
reduces numerical dissipation increases. For intermediate values of β , linear interpolation
can be performed to get the value of θ using Table 2.2. However, Hilber and Hughes (1978)
showed that the numerical characteristics of the HHT-α method (Section 2.4.5) is better
than the OC method.
2.4.7 Wood-Bossak-Zienkiewicz-α (WBZ-α) Method
Inspired by the HHT-α method, Wood et al. (1980) presented another ‘α-modification’ of
the Newmark method which was originally suggested by Bossak. Hereafter, this method
will be referred to as the Wood-Bossak-Zienkiewicz-α (WBZ-α) method. In this method,
the inertia forces are weighted as presented below, unlike the HHT-α method where the
damping, restoring, and excitation forces are weighted.
MX¨n+1−αm +CX˙n+1+KXn+1 = Fn+1; n ∈ {0,1, . . . ,N−1} (2.35a)
MX¨0+CX˙0+KX0 = F0 (2.35b)
X¨n+1−αm = (1−αm)X¨n+1+αmX¨n (2.35c)
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The difference equations of the Newmark method presented in Equation (2.19) are adopted
by this method for velocities and displacements. Observe that for αm = 0, the WBZ-α
method reduces to the Newmark method.
Unconditional stability, second-order accuracy and the maximum high-frequency dissi-
pation are obtained if β is expressed by Equation (2.26) and
αm ≤ 0 (2.36)
γ =
1
2
−αm (2.37)
The WBZ-α method has characteristics similar to the HHT-α method. For αm =−α f (see
Section 2.4.5) both of the methods possess the same high-frequency dissipation character-
istics. However, the HHT-α method is slightly more accurate near αm =−α f =−13 (see
Section 2.5). A detailed comparison of the two methods can be found in Adams and Wood
(1983). The WBZ-α method register an advantage in that the numerical dissipation can be
continuously controlled to asymptotic annihilation (i.e., 100% numerical damping when
Ω→ ∞), whereas it cannot be achieved in the HHT-α method as shown later in Section 2.5.
Similar to Equation (2.32), αm can also be related to the high-frequency spectral radius ρ∞
as follows (Chung and Hulbert, 1993):
αm =
ρ∞−1
ρ∞+1
(2.38)
where ρ∞ ∈ [1,0] is the free parameter controlling numerical dissipation. For ρ∞ = 1 the
WBZ-α method possesses no numerical dissipation, and it becomes identical to the AA
scheme of the Newmark method for both linear and nonlinear initial value problems. On
the other hand, for ρ∞ = 0 asymptotic annihilation is obtained. Observe that substitution
of Equation (2.38) into Equation (2.37) results in the parameterized expression of γ for the
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N-γ method given by Equation (2.27). Thus, for the same ρ∞, in other words, for the same
high-frequency dissipation, the N-γ , HHT-α , and WBZ-α methods have the same γ and β
values, where ρ∞ ∈ [1, 12 ] for the HHT-α method and ρ∞ ∈ [1,0] for the other two methods.
Therefore, similar to the HHT-α method, WBZ-α method is also a suitable combination of
the dissipation characteristics of the N-γ method with low-frequency negative α-dissipation
through the modification of the equations of motion.
2.4.8 Bazzi-Anderheggen-ρ (BA-ρ) Method
Bazzi and Anderheggen (1982) proposed a one-parameter (ρ) family of unconditionally
stable parametrically dissipative algorithms for structural dynamics applications. The
parameter (ρ) that controls numerical dissipation varies in the interval [1,0], where ρ = 1
and 0 provides zero and the maximum numerical dissipation, respectively. They presented
the method in a slightly different form compared with all other algorithms/methods presented
in this chapter. Therefore, the governing equations of the method have been omitted here.
Nevertheless, the numerical characteristics of the method is of importance. In the absence of
inherent damping this method is second-order accurate and possesses improved numerical
dissipation characteristics compared with the HHT-α method. However, when inherent
damping is included the method becomes only first-order accurate.
2.4.9 Generalized-α (G-α) Method
Chung and Hulbert (1993) proposed a generalized α-modification of the Newmark method,
which is referred to as the generalized-α (G-α) method. This method essentially is a
combination of the HHT-α (Section 2.4.5) and WBZ-α (Section 2.4.7) methods. The
method is described by the velocity and displacement difference equations of the Newmark
method (Equation (2.19)) along with the following weighted equations of motion:
MX¨n+1−αm +CX˙n+1−α f +KXn+1−α f = F
(
tn+1−α f
)
; n ∈ {0,1, . . . ,N−1} (2.39a)
37
MX¨0+CX˙0+KX0 = F0 (2.39b)
X¨n+1−αm = (1−αm)X¨n+1+αmX¨n (2.39c)
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n (2.39d)
Xn+1−α f = (1−α f )Xn+1+α f Xn (2.39e)
tn+1−α f = (1−α f )tn+1+α f tn (2.39f)
Observe that for αm = α f = 0 the G-α method reduces to the Newmark method (Sec-
tion 2.4.3). Also the HHT-α and WBZ-α methods are obtained from the G-α method by
setting αm = 0 and α f = 0, respectively.
Second-order accuracy, unconditional stability and maximum high-frequency dissipation
are obtained when β is expressed by Equation (2.26) and
γ =
1
2
−αm+α f (2.40)
where αm ≤ α f ≤ 12 . For a given level of high-frequency dissipation, low-frequency dissipa-
tion is minimized and an optimal numerical dissipation characteristic is obtained when αm
and α f are further related to the high-frequency spectral radius ρ∞ as follows:
αm =
2ρ∞−1
ρ∞+1
(2.41)
α f =
ρ∞
ρ∞+1
(2.42)
where ρ∞ ∈ [1,0] is the user specified value of the high-frequency spectral radius. Thus, the
G-α method defined by Equations (2.19), (2.26), and (2.39)–(2.42) is a one-parameter (ρ∞)
family of second-order accurate unconditionally stable algorithms with optimal numerical
dissipation characteristics. For ρ∞ = 1 no numerical dissipation is obtained and the method
becomes identical to the AA scheme for the linear homogeneous initial value problem. On
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the other hand, for ρ∞ = 0 asymptotic annihilation, that is, 100% numerical damping in the
limit Ω→ ∞ is obtained. Also for ρ∞ = 0 the G-α and WBZ-α methods become identical.
The G-α method is considered by many to be the best available family of parametrically
dissipative algorithms having second-order accuracy and unconditional stability. Note that
substitution of Equations (2.41) and (2.42) into Equation (2.40) results in Equation (2.27)
as expected because this method is a synthesis of N-γ , HHT-α , and WBZ-α methods.
Interested readers may refer to Bonelli et al. (2002) and Erlicher et al. (2002) for analysis
of the G-α method applied to nonlinear structural dynamics problems. In Chapter 3, the
superior numerical characteristics of the G-α method have been analyzed using discrete
control theory, which paves the way for the development of the novel algorithms/methods
presented in this dissertation.
2.4.10 Explicit Predictor-Corrector (EPC) Algorithms
Any implicit direct integration algorithm can be cast into an explicit predictor-corrector
(EPC) form. For example, the explicit predictor-corrector form of the Newmark method
(EPC-Newmark) can be described as follows (Hughes and Liu, 1978a):
MX¨n+1+C ˜˙Xn+1+KX˜n+1 = Fn+1; n ∈ {0,1, . . . ,N−1} (2.43a)
MX¨0+CX˙0+KX0 = F0 (2.43b)˜˙Xn+1 = X˙n+∆t(1− γ)X¨n (2.43c)
X˜n+1 = Xn+∆tX˙n+∆t2
(
1
2
−β
)
X¨n (2.43d)
X˙n+1 = ˜˙Xn+1+∆tγX¨n+1 (2.43e)
Xn+1 = X˜n+1+∆t2β X¨n+1 (2.43f)
where ˜˙Xn+1 and X˜n+1 are the predicted velocities and displacements, respectively. The
corrector Equations (2.43e) and (2.43f) are identical to those of the Newmark method given
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by Equation (2.19). The stability criteria for the EPC-Newmark method applied to an MDOF
system is as follows (Hughes, 2000):
γ ≥ 1
2
(2.44a)
Ωmax = ωmax∆t ≤Ωcrit =
√
ξ 2+2γ−ξ
γ
(2.44b)
Observe that the stability criteria is independent of β unlike the conditionally stable algo-
rithms of the Newmark method (Equation (2.23)). Note that there exist no unconditionally
stable predictor-corrector algorithm because they are all explicit linear multistep methods.
At frequencies below Ωcrit the complex conjugate eigenvalues of the amplification matrix of
the method become real and bifurcate. The value of Ω at which bifurcation occurs is
Ωbif =
2(1−ξ )
γ+ 12
(2.45)
To ensure high-frequency dissipation Ω should be less than Ωbif when ξ < 1.
2.4.11 Operator-Splitting (OS) or Implicit-Explicit Methods
Unconditionally stable implicit algorithms permits a larger time step to be employed, but the
cost per time step is high. On the other hand, explicit algorithms are inexpensive per time
step but requires more number of time steps due to their conditional stability. There are some
problems where implicit algorithms are efficient and others where explicit algorithms are
efficient. However, in large-scale engineering problems with many different types of finite
elements and local mesh refinements, none of the two classes are efficient (Hughes and Liu,
1978a). To circumvent this problem a new class of algorithms were developed (Belytschko
and Mullen, 1978; Hughes and Liu, 1978a,b; Hughes et al., 1979; Hughes and Stephenson,
1981) that combines implicit and explicit algorithms. This combination allows part of the
mesh or operator to be treated implicitly and the remaining part to be treated explicitly.
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Because of their nature of splitting the mesh or operator and combining implicit and explicit
algorithms, these algorithms are often referred to as the operator-splitting (OS) and implicit-
explicit algorithms, respectively. In their study, Belytschko and Mullen (1978) combined the
AA and CD schemes together, but the implementation proved to be cumbersome (Hughes,
2000). The studies presented by Hughes and co-authors (Hughes and Liu, 1978a,b; Hughes
et al., 1979; Hughes and Stephenson, 1981) considered only one integration procedure
which resulted in a simple implementation of the scheme. The key idea of this scheme is
to divide the elements in a finite element model into two groups: the explicit elements and
the implicit elements. Then treat these groups with an explicit predictor-corrector (EPC)
form of a parent implicit algorithm. For example, the OS method based on the Newmark
method, hereafter referred to as the OS-Newmark, is given by Equations (2.43c)–(2.43f)
and the following modified time-discrete equations of motion:
MX¨n+1+CIX˙n+1+CE ˜˙Xn+1+KIXn+1+KEX˜n+1 = Fn+1 (2.46a)
where
M = MI +ME (2.46b)
C = CI +CE (2.46c)
K = KI +KE (2.46d)
F = FI +FE (2.46e)
In the above equation superscripts I and E refer to the implicit and explicit group of elements.
In particular, for the explicit group ME , CE , KE , and FE are the assembled mass, damping,
and stiffness matrices, and the excitation force vector, respectively. Similarly, for the
implicit group MI , CI , KI , and FI are the assembled mass, damping, and stiffness matrices,
and excitation force vector, respectively. All the aforementioned matrices are assumed
to be positive semidefinite. Observe that in Equation (2.46a), the explicit and implicit
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matrices multiply the predictor and corrector values, respectively. As a result, substitution
of Equations (2.43e) and (2.43f) into Equation (2.46) leads to the following:
[
M+CI +KI
]
X¨n+1 = Fn+1−C ˜˙Xn+1−KX˜n+1 (2.47)
where only the implicit parts of C and K appear on the left hand side. Observe that for the
special choices of
CI = C, KI = K (2.48a)
CE = 0, KE = 0 (2.48b)
one obtains the implicit Newmark method. Also, the EPC-Newmark method (Equa-
tion (2.43)) is obtained from the OS-Newmark method when
CI = 0, KI = 0 (2.49a)
CE = C, KE = K (2.49b)
Stability analysis of the OS-Newmark method via the energy method (Hughes and Liu,
1978a; Hughes, 2000) showed that unconditional stability may be achieved in the implicit
element group. Thus for a given value of γ ≥ 12 , β can be determined from the last row of
Table 2.1. The time step restriction for the method will then be governed by the explicit
group of elements and can be determined using Equation (2.44) or (2.45).
2.4.12 Unified Set of Single-Step Methods
In a series of publications Zienkiewicz and colleagues (Zienkiewicz et al., 1984; Wood, 1984;
Katona and Zienkiewicz, 1985) presented a unified formulation for single-step methods.
This formulation contains many of the popular direct integration algorithms for structural
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dynamics applications. The compact form of their formulation enables a number of different
algorithms/methods to be easily implemented in one program.
2.5 Comparison of Algorithms
In this section, the numerical characteristics of the α-methods, namely, the HHT-α , WBZ-α ,
and G-α methods are compared. These methods have the following common characteris-
tics: implicit, second-order accuracy, unconditional stability, and controllable numerical
dissipation. The results for the CD, Houbolt’s, and AA algorithms, and the N-γ method are
also included. Recall that the N-γ , HHT-α , WBZ-α , and G-α methods have the same free
parameter ρ∞, whereas the CD and Houbolt’s algorithms do not have any free parameter.
Therefore, for the former four methods comparison will be made based on the same ρ∞, in
other words for the same value of high-frequency dissipation. To this end, also recall that
ρ∞ ∈
[
1, 12
]
for the HHT-α method, whereas ρ∞ ∈ [1,0] for all other dissipative methods
considered for comparison. For the sake of simplicity inherent damping is considered to be
absent (i.e., ξ = 0) for the results presented in this section.
Figure 2.1 presents the variation of spectral radii of the amplification matrices of the
aforesaid algorithms/methods with Ω= ω∆t. The CD scheme is only conditionally stable
and the spectral radius becomes larger than unity (i.e., ρ > 1) at the stability limit Ω= 2.
All other algorithms/methods are unconditionally stable because ρ ≤ 1 as can seen in the
figure. The AA algorithm does not possess any numerical dissipation. Therefore, ρ = 1
for all values of Ω > 0. On the other hand, ρ < 1 for the dissipative α-methods and N-γ
method with ρ∞ < 1 and the Houbolt’s scheme. Observe that for the N-γ , HHT-α , WBZ-α ,
and G-α methods ρ → ρ∞ as Ω→ ∞ indicating high-frequency numerical dissipation. The
variation of ρ for the Houbolt’s scheme is identical to that of the WBZ-α and G-α methods
with ρ∞ = 0. Recall that for ρ∞ = 0, the G-α and WBZ-α are in fact identical. Considering
all the dissipative algorithms, the N-γ method has the smallest ρ in the low-frequency
43
10−2 10−1 100 101 102 103 104
Ω = 2pi∆t/T
0
0.2
0.4
0.6
0.8
1
1.2
ρ
ρ∞ = 0.75
ρ∞ = 0.50
ρ∞ = 0.25
ρ∞ = 0.0
ρ∞ = 1.0
G-α
HHT-α
Houbolt
WBZ-α
CD
AA, N-γ, HHT-α, WBZ-α, G-α
N-γ
Figure 2.1: Variation of spectral radius (ρ) with Ω for the CD, Houbolt and AA algorithms;
and N-γ , HHT-α , WBZ-α , and G-α methods for various values of ρ∞.
regime for a given value of ρ∞, which is the cause of the excessive low-frequency dissipation
in this method. On the other hand, the G-α method has the largest ρ close to unity in
the low-frequency regime, which indicates that this method possesses the best numerical
dissipation characteristics.
Figure 2.2 presents the variation of equivalent damping ratio ξ (see Equation (2.7)) with
Ω = ω∆t for two different ranges of frequencies: (a) low-frequency range (0 < Ω ≤ 1),
and (b) a wide range of frequencies
(
10−2 ≤Ω≤ 104). Figure 2.2(a) indicates that the N-γ
method is too dissipative for the important low-frequency modes because of the first-order
accuracy of the method. For ρ∞ = 0.5, the variation of ξ for the HHT-α and G-α methods
are identical and better than the WBZ-α method. For any value of ρ∞ ∈ (1,0), it can
be shown that the G-α method has the smallest value of ξ for a given value of Ω in the
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Figure 2.2: Variation of equivalent damping ratio
(
ξ
)
with Ω for the CD, Houbolt and
AA algorithms; and N-γ , HHT-α , WBZ-α , and G-α methods for various values of ρ∞: (a)
low-frequency regime, and (b) wide range of frequencies.
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low-frequency regime (i.e., small values of Ω) compared with the HHT-α and WBZ-α
methods. For this range of values of ρ∞, the results for only ρ∞ = 0.5 are plotted in the
figure for clarity. For ρ∞ = 0, ξ for the G-α and WBZ-α methods become identical because
for this case these two methods are in fact the same, as noted earlier. Figure 2.2(b) indicates
that for a given value of ρ∞ all of the dissipative methods have the same high-frequency
ξ in the limit Ω→ ∞, i.e., ξ∞, which is the basis for the comparison. To achieve this
comparison the α-methods and the N-γ method have been parameterized earlier with only
one free parameter ρ∞. Observe that the variation of ξ of the Houbolt’s scheme is identical
to that of the WBZ-α and G-α methods with ρ∞ = 0 and all of them attain asymptotic
annihilation, i.e., ξ∞ = 1. In fact, ρ∞ = 0 means asymptotic annihilation, i.e., ξ∞ = 1 which
is also observed in the N-γ method. Note that the HHT-α method cannot attain this because
ρ∞ ∈
[
1, 12
]
. From this comparison, it can be stated that the G-α method provides an optimal
combination of high-frequency and low-frequency dissipation that can be continuously
controlled from zero to asymptotic annihilation using the parameter ρ∞ ∈ [1,0]. Also note
that ξ = 0 for any Ω> 0 for the N-γ , HHT-α , WBZ-α , and G-α methods with ρ∞ = 1, and
the AA algorithm. For the CD scheme also ξ = 0 when 0 <Ω< 2, and ξ starts to become
negative at Ω= 2 indicating conditional stability of the algorithm.
Figure 2.3 shows the variation of the relative period error (PE) (see Equation (2.8)) with
Ω for various algorithms/methods. In addition to the algorithms/methods considered earlier
for comparison, the linear acceleration
(
γ = 12 ,β =
1
6
)
and Fox-Goodwin
(
γ = 12 ,β =
1
12
)
algorithms of the Newmark method (see Table 2.1) are included here. The figure shows
that the period shortens for the CD and Fox-Goodwin algorithms, whereas it elongates for
all other algorithms/methods. Furthermore, the Fox-Goodwin algorithm shows the lowest
PE amongst the well-known members of the Newmark method presented in Table 2.1. The
PE for the linear acceleration scheme is smaller compared with the AA scheme of the
Newmark method. However, the AA scheme has the smallest PE amongst the second-order
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Figure 2.3: Variation of period error (PE) with Ω for the CD, Fox-Goodwin, linear accel-
eration, AA, and Houbolt’s algorithms; and N-γ , HHT-α , WBZ-α , and G-α methods for
various values of ρ∞.
accurate unconditionally stable algorithms. As the numerical dissipation is introduced the
PE increases. Comparing different dissipative methods for a given ρ∞, it is interesting to
note that N-γ method possesses smaller PE compared with the other dissipative methods.
Therefore, a negative consequence of improving the dissipation characteristics of the N-γ
method through negative α-dissipation is the increase in the PE. Amongst the α-methods,
the G-α method shows the least PE, although this is not apparent from the figure when the
G-α and HHT-α methods are compared because these two methods have the same PE for
ρ∞ = 0.5 and results are not plotted for ρ∞ ∈
(
1, 12
)
for clarity.
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2.6 Algorithms for Experimental Structural Dynamics
During the past decades experimental methods to investigate dynamic effects of earthquakes
on civil structures have evolved significantly. Studies have been conducted to develop
alternative testing methods compared with the more expensive shake table testing method.
One such efficient alternative is hybrid simulation (HS), also known as the pseudo-dynamic
test method. The concept of HS was first introduced in the late 1960s by Japanese researchers
(Hakuno et al., 1969). The idea of this simulation is to combine both analytical and
experimental methods together to form a hybrid simulation method. In this method, the semi-
discrete equations of motion are solved analytically and the computed displacements are
imposed on an experimental specimen using either quasi-static jacks or hydraulic actuators
based on an extended time scale. The restoring forces from the experimental specimen
are measured and used to subsequently integrate the equations of motion for the next time
step. The simulation is performed in a quasi-static or pseudo-dynamic manner because the
dynamics effects are accounted for analytically through the equations of motion. Since its
inception, the HS method has undergone significant development and advancements. The
first major step in the development of hybrid simulation was the introduction of digital
computers and the use of discrete systems which led to the present form of HS (Takanashi,
1975). Interested readers may refer to Nakashima et al. (2008) for a historical perspective on
HS. The early work by Mahin and Shing (1985), Takanashi and Nakashima (1987), Mahin
et al. (1989), and Shing et al. (1996) investigated the applications of HS in structural research.
Another major advancement in HS was the introduction of the concept of substructuring. In
an HS based on the substructuring technique, only the critical parts of a complete system
are modeled physically in a laboratory, termed as the experimental substructure, and the rest
of the system is modeled analytically, termed as the analytical substructure. This technique
eliminated the need for a large laboratory to accommodate a large-scale specimen and
48
enabled researchers to include a larger system in a simulation. Thus, simulation of system
and local physical component response was made more economic and efficient.
The equations of motion for HS based on substructuring can be written as follows:
MX¨n+1+CX˙n+1+Ran+1+R
e
n+1 = Fn+1 (2.50)
where M, C are the analytically modeled mass and damping matrices, respectively; Ra and
Re are the analytically determined and experimentally measured restoring forces, respec-
tively. Note that before the introduction of substructuring Ra was absent in Equation (2.50)
and Re used to represent the restoring force for the entire system. Various direct integration
algorithms have been developed/used to solve Equation (2.50) or its weighted variants. For
example, the initial concept of HS (without substructuring) proposed by Takanashi (1975)
used the conditionally stable linear acceleration scheme of the Newmark method. Since,
the linear acceleration method is implicit it requires measuring the tangent stiffness of the
experimental specimen and nonlinear iterations to satisfy the equilibrium. Furthermore,
nonlinear iterations can lead to undesired hysteresis in the experimental specimen due to
loading and unloading during the iterations. Nakashima et al. (1995) showed the feasibility
of using explicit algorithms using an SDOF test on a steel shear panel. However, explicit
algorithms are only conditionally stable which requires the time step size to be inversely
proportional to the highest-frequency present in the system. This can require an unrealisti-
cally small time step size for an MDOF system with a large number of DOFs. Furthermore,
explicit algorithms can excite spurious higher-modes due to systematic undershoot errors
(Nakashima et al., 2008). To circumvent these issues, Nakashima et al. (1990) considered the
OS-Newmark method (Section 2.4.11) originally introduced by Hughes et al. (1979). The
OS method of Hughes et al. (1979) is only conditionally stable and requires iteration for the
implicit elements (Section 2.4.11). However, the OS method proposed by Nakashima et al.
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(1990) does not require any iteration and is unconditionally stable for linear systems. It can
also achieve unconditional stability for stiffness softening-type response. This is achieved by
approximating the nonlinear restoring forces using the initial stiffness matrix of the hybrid
system. The predictor-corrector (Bonelli and Bursi, 2004, 2005) and OS (Combescure
and Pegon, 1997; Ahmadizadeh and Mosqueda, 2008; Schellenberg, 2008) implementation
of the implicit methods, e.g., HHT-α and G-α methods, have also been explored for HS
applications. Shing et al. (1991) showed the ability to use the implicit HHT-α method using
a Newton-type iteration scheme. Bursi and Shing (1996) presented an evaluation of the
implicit algorithms applied to HS for their numerical and experimental error propagation
characteristics. Interested readers may refer to Takanashi and Nakashima (1987); Mahin
et al. (1989); and Shing et al. (1996) for more details on the HS method. Recently, Chang
(2002) developed an unconditionally stable explicit algorithm for application to HS. This
algorithm achieves unconditional stability within the framework of an explicit formulation
through the use of model-based integration parameters. More details about the model-based
algorithms are presented in Section 2.7.
Due to the growing interest in recent years in evaluating the performance of structures
with various innovative rate-dependent hazard mitigation devices, the HS method has been
extended to be performed at the true time scale of the hybrid system. The resulting simulation
method is known as the real-time hybrid simulation (RTHS) method. Unlike HS, in RTHS
the computed command displacements at each time step are imposed on the experimental
substructure in real time. This introduces additional challenges, including that the integration
algorithm must be computationally efficient so as to produce displacement commands in
real-time to avoid introducing any computational delay. Since the command displacements
are imposed in real time, physically measured restoring forces (Re in Equation (2.50)) in
an RTHS also include the inertia and damping forces of the experimental substructure.
Nakashima et al. (1992) first reported an RTHS using the conditionally stable explicit CD
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scheme (Section 2.4.1). Implicit algorithms, such as the HHT-α method (Section 2.4.5) have
also been implemented with a fixed number of iterations and used in RTHS (Jung and Shing,
2007; Mercan and Ricles, 2009). However, Chen and Ricles (Chen and Ricles, 2011) showed
that the HHT-α method with a fixed number of iterations is only conditionally stable and
proposed a modified form to increase the stability limit. The Newmark-based OS method,
originally proposed by Nakashima et al. (1990) for HS, was extended for RTHS by Wu
et al. (2006) using an explicit target velocity formulation. This algorithm is unconditionally
stable for linear systems and can achieve unconditional stability for nonlinear stiffness
softening-type structural behavior. Lamarche et al. (2009) used the unconditionally stable
explicit Rosenbrock-W method for RTHS of SDOF and MODF shear frame type structures.
However, being a multi-stage algorithm, it requires computation of structural responses at
intermediate steps. This in turn requires that the intermediate displacements to be imposed
on the experimental substructure and the corresponding restoring forces be measured, which
is not convenient for RTHS. More recently, Chen et al. (2009) implemented and used the
single-stage unconditionally stable explicit CR (Chen and Ricles, 2008a) algorithm for
RTHS of SDOF and MDOF systems with nonlinear elastomeric dampers and showed that
promising test results can be obtained using this algorithm. Similar to the Chang’s algorithm
(Chang, 2002), this algorithm also uses model-based integration parameters. More details
about this algorithm is presented in Section 2.7.2.1. The CR algorithm has been used by
numerous researchers for RTHS of large-scale structural systems (Chae, 2011; Chae et al.,
2013; Dong, 2015; Mahvashmohammadi, 2015; Cha et al., 2013; Castaneda et al., 2014)
due to its simplicity in implementation, in addition to being explicit and unconditionally
stable.
The essence of numerical energy dissipation to reduce spurious participation of higher
modes has long been recognized for dynamic time history analysis (Section 2.4) as well
as for HS (Shing and Mahin, 1987; Chang, 1997). The explicit dissipative algorithms by
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Shing and Mahin (1987) and Chang (1997) are only conditionally stable. The explicit
Rosenbrock-W method, that is shown to be unconditionally stable, possesses parametrically
controllable numerical energy dissipation (Lamarche et al., 2009). However, it requires
calculation of intermediate structural response as mentioned earlier. The OS implementations
of the HHT-α (Combescure and Pegon, 1997) and G-α methods (Schellenberg, 2008) are
unconditionally stable and possess numerical dissipation. However, limited studies have
been carried out to assess the efficacy of numerical energy dissipation provided by these
methods through actual test results.
2.7 Model-Based Algorithms
According to the Dahlquist theorem (Dahlquist, 1963) there exist no unconditionally stable
explicit algorithm amongst the linear multistep methods. However, the model-based algo-
rithms can achieve unconditional stability within the framework of an explicit formulation
through the use of model-based integration parameters. To explain this anomaly, it should be
noted that the Dahlquist theorem is applicable for multistep methods with constant model-
independent coefficients, whereas the model-based explicit algorithms use model-dependent
integration parameters.
In what follows, the underlying concept of the model-based explicit algorithms is
explained. Consider the conditionally stable so-called Newmark explicit (NE) method
(Section 2.4.3), which is obtained from the Newmark method by setting β = 0, and the
stability limit for the conditionally stable algorithms of the Newmark method given by
Equation (2.23). This equation indicates that the maximum value of Ω, i.e., Ωmax for an
MDOF system must be less than or equal to Ωcrit which is a function of the two scalar
integration parameter constants β and γ . Consequently, it is possible to modify the difference
equations of the NE method using some integration parameters that are not constants, rather
functions of Ωmax so as to eliminate any restriction on it; in other words to achieve Ωcrit =∞
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at least for linear elastic systems. If each mode is integrated separately in an MDOF
system then this can be easily achieved by expressing the modal integration parameters in
terms of the frequency of that mode and the time step size ∆t, in other words in terms of
Ω= ω∆t. However, this approach is not feasible because it requires an eigenvalue analysis
and it is limited to linear systems only. The modal integration parameters, however, can
be transferred back to the physical structure DOFs leading to the model-based integration
parameter matrices as presented in Chapter 3 for the proposed model-based methods. Thus,
unconditional stability can be achieved within the framework of an explicit formulation
through the use of the model-based integration parameters.
Based on the difference equations, the model-based algorithms proposed in the past
(Chang, 2002, 2007; Chen and Ricles, 2008a; Chang, 2013, 2014) and that developed in
this study can be classified as either semi-explicit (SE) or explicit (E). The SE algorithms
track their origin directly back to the NE method as explained above and use an explicit
difference equation for displacement which contains the model-based integration parameters,
whereas the velocity difference equation is implicit and model-independent. As a result,
these algorithms are explicit for the restoring force of type Rn+1 = R(Xn+1) and become
implicit when Rn+1 = R
(
Xn+1, X˙n+1
)
. The explicit (E) algorithms, on the other hand, can
directly be obtained by considering the first two and three terms of the Taylor series in
Equations (2.20b) and (2.20c), respectively, and introducing the model-based integration
parameters. The following sections present some of the model-based algorithms available in
the literature under the aforesaid two classes.
2.7.1 Semi-Explicit (SE) Algorithms
This section presents some of the model-based algorithms pertaining to the semi-explicit
(SE) class.
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2.7.1.1 Chang-1 (C-1) Algorithm
Chang (2002) proposed a model-based algorithm based on the NE method for application
to HS. Hereafter, this algorithm will be referred to as the Chang-1 (C-1) algorithm. The
algorithm assumes the following difference equations for velocities and displacements:
X˙n+1 = X˙n+
∆t
2
[
X¨n+ X¨n+1
]
(2.51a)
Xn+1 = Xn+∆tα 1X˙n+∆t2α 2X¨n (2.51b)
where α 1 and α 2 are the two model-based integration parameters. Observe that the dif-
ference equations for velocities in Equation (2.51a) is directly obtained from that of the
Newmark method in Equation (2.19a) by using γ = 12 , whereas the displacement difference
Equation (2.51b) is obtained by modifying that of the NE method (i.e., Equation (2.19b) with
β = 0) using the model-based integration parameters α 1 and α 2. To achieve unconditional
stability, the integration parameters are expressed in terms of the model mass M, damping
C, and stiffness K matrices as follows:
α 1 = 2α−1 [2M+∆tC] , (2.52a)
α 2 = 2α−1M (2.52b)
where
α =
[
4M+2∆tC+∆t2K
]
(2.52c)
A derivation of these model-based integration parameters using a pole-mapping technique
can be found in Chen and Ricles (2008a). For nonlinear systems, C and K in Equation (2.52)
are based on the initial properties of the system. This is the case for any model-based
algorithms presented in this dissertation. Therefore, the integration parameter matrices
for the model-based algorithms need to be determined only once at the beginning of a
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simulation.
In a step-by-step procedure, Xn+1 is determined first using Equation (2.51b) with the
response from the previous step n. Equation (2.51a) can be then be substituted into the
equations of motion at time tn+1 (Equation (2.3)) to solve for X¨n+1 as follows:
[
M+
1
2
∆tC
]
X¨n+1 = Fn+1−KXn+1−CX˙n− 12∆tCX¨n (2.53)
The left hand side of Equation (2.53) is required to be factorized only once at the beginning
of the simulation. Observe that the stiffness matrix K does not appear on the left hand side of
Equation (2.53) which makes the algorithm explicit. Therefore, for a nonlinear system with
restoring force of type Rn+1 = R(Xn+1) the C-1 algorithm does not require any iteration.
However, the algorithm becomes implicit when Rn+1 = R
(
Xn+1, X˙n+1
)
and requires an
iterative procedure because of the presence of C on the left hand side of Equation (2.53).
Because of this reason the algorithm is classified under the SE class.
The C-1 algorithm is second-order accurate and unconditionally stable for linear systems
and can achieve unconditional stability for stiffness softening-type nonlinear systems. The
algorithm possesses no numerical dissipation and its dispersion (PE) characteristics are
identical to that of the AA scheme of the Newmark method (see Section 2.5).
2.7.1.2 Chang-2 (C-2) Algorithm
To improve the error propagation characteristics in HS, Chang (2007) modified Equa-
tion (2.51b) by introducing an additional integration parameter matrix α 0, while keeping
the same velocity formulation of the C-1 algorithm (Equation (2.51a)) as follows:
Xn+1 = α 0Xn+∆tα 1X˙n+∆t2α 2X¨n (2.54)
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The three integration parameter matrices were defined to be the following:
α 0 = 2α−1 [2M+∆tC] (2.55a)
α 1 = α−1 [4M+∆tC] (2.55b)
α 2 = α−1M (2.55c)
where
α =
[
4M+2∆tC+∆t2K
]
(2.55d)
Hereafter, this algorithm will be referred to as the Chang-2 (C-2) algorithm. Although
Chang (2007) claimed the C-2 algorithm to be an ‘enhanced algorithm’, it fails to produce
an accurate solution even for a simple nonlinear SDOF problem (Kolay and Ricles, 2015).
2.7.1.3 Chang-3 (C-3) Algorithm
Chang (2010) proposed another variation of the C-1 algorithm to improve its stability
characteristics for nonlinear systems. In this algorithm, Equation (2.51) of the C-1 algorithm
was adopted but the model-based integration parameters were defined as follows:
α 1 = 2α−1 [2M+∆tC] , (2.56a)
α 2 = α−1 [2M−∆tC] (2.56b)
where
α =
[
4M+2∆tC+2∆t2K
]
(2.56c)
Hereafter, this algorithm will be referred to as the Chang-3 (C-3) algorithm. It should be
noted that the improvement in stability characteristics of the C-3 algorithm compared with
the C-1 algorithm is achieved at the cost of increased period error.
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2.7.1.4 Chang Semi-Explicit (CSE) Method
The recently developed family of dissipative algorithms by Chang (2014), referred to as the
Chang semi-explicit (CSE) method, can be described by Equation (2.19a) and
Xn+1 = (I−α 0)Xn−1+α 0Xn+∆tα 1X˙n+∆t2α 2X¨n (2.57a)
MX¨n+1+CX˙n+1+KXn+1−α f = Fn+1−α f (2.57b)
Xn+1−α f = (1−α f )Xn+1+α f Xn (2.57c)
Fn+1−α f = (1−α f )Fn+1+α f Fn (2.57d)
Observe that the weighted equations of motion in Equation (2.57b) is similar to that of the
HHT-α method presented in Equation (2.30a). The three model-based integration parameter
matrices were defined to be the following:
α 0 = I−α fβ∆t2α−1(κK), (2.58a)
α 1 = α−1 [M+ γ∆tC] , (2.58b)
α 2 =
1
2
α−1 [M+δ∆tC] (2.58c)
where
α =
[
M+ γ∆tC+(1−α f )β∆t2(κK)
]
(2.58d)
δ = (γ−2β ) (2.58e)
Note that K is the initial elastic stiffness matrix for a nonlinear system. Equation (2.58)
involves four model-independent parameters α f , β , γ , and κ(≥ 1) which govern the numeri-
cal properties, especially κ , which governs the stability characteristics for nonlinear systems
and is referred to as the stability amplification parameter (Chang, 2014). Note that for a
nonlinear system, the model-based algorithms can generally achieve stability for stiffness
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softening-type response. Therefore, if the initial stiffness matrix is multiplied by κ > 1,
the stability characteristics are expected to be enhanced. This aspect of the model-based
algorithms are further elaborated in Chapter 5 for the proposed model-based methods.
For favorable numerical dissipation α f , γ , and β were related and the relationships are
identical to that of the HHT-α method (Equations (2.31) and (2.26)) where α f ∈
[
0, 13
]
. The
parameter α f can further be related to the high-frequency spectral radius ρ∞ as given by
Equation (2.32) where ρ∞ ∈
[
1, 12
]
. The single-parameter (ρ∞) subfamily of the CSE method
defined by Equations (2.19a), (2.26), (2.31), (2.32), (2.57) and (2.58) with κ = 1 will be
referred to as the single-parameter Chang semi-explicit (SCSE) method. The parameter
ρ∞ ∈
[
1, 12
]
controls numerical dissipation. For ρ∞ = 1 no numerical dissipation is obtained
and the SCSE method become identical to the C-1 algorithm (Section 2.7.1.1). On the other
hand, for ρ∞ = 0.5 maximum numerical dissipation is obtained. It should be noted that the
SCSE method is second-order accurate if inherent damping is absent (ξ = 0) or ρ∞ = 1,
otherwise the method is first-order accurate.
Observe that the calculation of Xn+1 in the SCSE method (Equation (2.57a)) involves
four matrix-vector multiplication and data from the previous two time steps. Therefore, the
SCSE method is computationally more expensive in terms of computation time and storage
than the C-1 algorithm. In Chapter 3, a novel model-based method belonging to the SE
class has been developed, which possesses better numerical characteristics and requires less
computation effort compared with the SCSE method. Also it is shown that the proposed
method contains the C-1 algorithms as a special case.
2.7.2 Explicit (E) Algorithms
This section presents some of the model-based algorithms available in the literature that
belong the explicit (E) class.
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2.7.2.1 Chen-Ricles (CR) Algorithm
Chen and Ricles (2008a) proposed an explicit model-based algorithm, hereafter referred
to as the Chen-Ricles (CR) algorithm, which is defined by the following two difference
equations:
X˙n+1 = X˙n+∆tα 1X¨n (2.59a)
Xn+1 = Xn+∆tX˙n+∆t2α 2X¨n (2.59b)
Note that Equations (2.59a) and (2.59b) can be viewed as an approximation of the Taylor
series in Equations (2.20b) and (2.20c) with first two and three terms, respectively. Using a
pole-mapping technique, the model-based integration parameters were determined to be the
following:
α 1 = α 2 = 4α−1M (2.60a)
where
α =
[
4M+2∆tC+∆t2K
]
(2.60b)
In a step-by-step procedure, X˙n+1 and Xn+1 are determined first using Equation (2.59)
with the response from the previous step n. The equations of motion at time tn+1 (Equa-
tion (2.3)) is then used to solve for X¨n+1 as follows:
MX¨n+1 = Fn+1−KXn+1−CX˙n+1 (2.61)
Observe that in order to have a solution for X¨n+1 in Equation (2.61), M needs to be
strictly nonsingular. Also note that M needs to factorized only once at the beginning of
the simulation. If a nonsingular diagonal lumped mass matrix is used this factorization is
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avoided and the CR algorithm becomes very efficient. Also observe that C does not appear
on the left hand side of Equation (2.61) as opposed to Equation (2.53), which makes the
algorithm explicit. Therefore, for nonlinear system the CR algorithm does not require any
iteration even if the restoring forces are of type Rn+1 = R
(
Xn+1, X˙n+1
)
. Because of this
reason the algorithm is classified under the E class.
2.7.2.2 Modified Chen-Ricles (MCR) Algorithm
The CR algorithm is known to possess some overshooting for higher modes in which the
numerical response of a high-frequency mode characterized by a large Ω value overshoots
the exact solution. To reduce this overshooting and improve the stability property for
nonlinear systems, Chang (2013) modified the integration parameters of the CR algorithm
presented in Equation (2.60) by redefining α as follows:
α =
[
4M+2∆tC+2∆t2K
]
(2.62)
These improvements, however, are achieved at the cost of increased period error. Hereafter,
this algorithm will be referred to as the modified Chen-Ricles (MCR) algorithm.
It will be shown in Chapter 3 that the proposed explicit model-based method contains the
CR and MCR algorithms as special cases. The overshoot and period errors for the proposed
algorithms are presented in detail in Chapter 4 and the stability characteristics for nonlinear
systems are discussed in Chapter 5.
2.8 Modeling of Mass and Damping Matrices
2.8.1 Mass Matrix
In dynamic finite element analysis two types of mass matrices are used, namely, (i) consistent
mass matrix, usually nondiagonal, and (ii) diagonal lumped mass matrix. The consistent
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mass matrix requires more computation effort than the lumped mass matrix due to the
presence of the off-diagonal terms. However, the consistent mass matrix leads to greater
accuracy in the results and rapid convergence to the exact solution with increasing number of
elements (Chopra, 2012). The consistent mass matrix usually over-estimates the frequencies,
whereas the lumped masses underestimate (Dokainish and Subbaraj, 1989). Therefore,
the direct integration algorithms and mass matrices should be matched so that the induced
period error tend to cancel (Krieg and Key, 1973). For example, the lumped mass matrix
with the CD scheme and the consistent mass matrix with the AA scheme of the Newmark
method would be appropriate matches (Hughes, 2000), which is apparent from Figure 2.3.
2.8.2 Damping Matrix
It is impractical to determine the damping matrix directly from the structural dimensions,
structural member sizes, and the damping properties of the material used (Chopra, 2012).
Therefore, the damping matrix for a structure is often determined with specified modal
damping ratios. Rayleigh damping is one of the more widely used models for constructing a
damping matrix based on mass and stiffness matrices of the system, where:
C = aMM+aKK (2.63)
where aM and aK are the proportionality constants. The damping ratio for the nth mode with
natural frequency ωn is
ξn =
aM
2
1
ωn
+
aK
2
ωn (2.64)
The coefficients aM and aK can be determined from Equation (2.64) by specifying damping
ratios ξi and ξ j for the ith and jth modes, respectively. For the special case of two modes
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having the same specified damping ratio ξ , the coefficients become
aM = ξ
2ωiω j
ωi+ω j
(2.65)
aK = ξ
2
ωi+ω j
(2.66)
In nonlinear dynamic finite element analysis, the tangent stiffness matrix KT is often used
in Equation (2.63) in place of K so as to avoid unrealistically large damping forces. In a
recent study Chopra and McKenna (2016) argued that the tangent stiffness proportional
part of the damping matrix lacks physical significance. Furthermore, it has conceptual
implications such as hysteresis in damping force-velocity relationship and negative damping
at large displacements. They proposed to use a viscous damping matrix that is constructed by
superposition of modal damping matrices for nonlinear dynamic analysis. Alternatively, the
problem of large damping forces can also be alleviated by using a form of nonproportional
damping model where the initial stiffness matrix K in Equation (2.63) is replaced by
an initial stiffness matrix K∗I that excludes the contribution of the elements undergoing
significant inelastic deformations (Ricles and Popov, 1994). Interested readers may refer
to Hall (2006), Charney (2008), and Chopra and McKenna (2016) for further details on
modeling of damping for nonlinear dynamic analysis.
2.9 Summary
This chapter reviewed the direct integration procedure for the semi-discrete equations of
motion in structural dynamics. The classical approach of analyzing a direct integration
algorithm for its numerical dispersion and dissipation characteristics was presented. Some
of the well-known direct integration algorithms/methods used for computations in linear
and nonlinear structural dynamics applications were discussed. These algorithms can be
classified as either explicit or implicit. An algorithm is said to be explicit if the solution
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at the current time step can be determined based on the state of the previous time step(s),
otherwise it is implicit. Consequently, implicit algorithms require an iterative procedure
(e.g., Newton-Raphson) to satisfy equilibrium, whereas explicit algorithms do not require
any iteration. However, the explicit algorithms are generally only conditionally stable,
whereas implicit algorithms can attain unconditional stability. It was noted that some form
of numerical dissipation are often required to damp out any spurious participation of high-
frequency modes, which are artifacts of the discretization process. Numerical characteristics
of some of the second-order accurate implicit unconditionally stable parametrically dis-
sipative algorithms were compared. It was found that the implicit generalized-α (G-α)
method possesses an optimal combination of high-frequency and low-frequency dissipation.
Furthermore, numerical dispersion characteristics of this method was found to be superior
compared with other parametrically dissipative methods.
The algorithms/methods applied to experimental research in earthquake engineering,
namely, the hybrid simulation (HS) and real-time hybrid simulation (RTHS) were discussed.
It was noted that explicit algorithms are preferred for such applications. However, due to their
conditional stability characteristics and poor performance with regards to high-frequency
modes, implicit algorithms either using fixed number of iterations or based on the operator-
splitting concept have been applied in the past to HS and RTHS. Recently, unconditionally
stable explicit model-based algorithms have been used successfully in RTHS. The concept
of model based algorithms in achieving unconditional stability within the framework of
an explicit formulation was explained. Some of the existing model-based algorithms were
reviewed. The model-based algorithms were found to be promising for application to inertial
problems in structural dynamics, HS, and RTHS. However, limited studies were carried out
to assess these algorithms under nonlinear structural response. Furthermore, the number of
studies conducted to include numerical dissipation in the model-based algorithms is limited.
Investigation on the efficacy of numerical dissipation in reducing spurious participation of
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high-frequency modes in HS and RTHS have also been found to be limited. Finally, the
approaches in modeling of mass and damping matrices in linear and nonlinear dynamic
analysis were reviewed.
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Chapter 3
Development of Parametrically Dissipative Explicit
Model-Based Algorithms
3.1 Overview
The implicit generalized-α (G-α) method is analyzed using discrete control theory. Based
on the analysis, two new families of explicit and semi-explicit model-based algorithms
with controllable numerical dissipation are developed. Because of the model dependent
characteristics of the algorithms, linear single-degree-of-freedom (SDOF) systems are con-
sidered first. The model-based integration parameters are determined using the poles of the
transfer function of the G-α method. The formulation of the algorithms for SDOF systems
are then extended to linear multi-degree-of-freedom (MDOF) systems. Single-parameter
subfamilies of the proposed methods having second-order accuracy, unconditional stability,
and controllable numerical dissipation are summarized. The relationships between the
algorithmic parameters with the single parameter which enable the aforesaid characteristics
to be achieved are derived in Chapter 4.
3.2 Analysis of Implicit Generalized-α (G-α) Method
Chung and Hulbert (1993) combined the HHT-α (Section 2.4.5) and WBZ-α (Section 2.4.7)
methods into a one-parameter family of algorithms, referred to as the G-α method (Sec-
tion 2.4.9), and determined the relations amongst the algorithmic parameters for uncondi-
tional stability and an optimal combination of high-frequency and low-frequency numerical
dissipation. The G-α method is further considered here for analysis of its numerical charac-
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teristics using discrete control theory. The following equations describe the G-α method
applied to an SDOF system, characterized by mass m, damping coefficient c, and stiffness
coefficient k, and subjected to an external excitation f (t):
x˙n+1 = x˙n+∆t [(1− γ)x¨n+ γ x¨n+1] (3.1a)
xn+1 = xn+∆tx˙n+∆t2 [(0.5−β )x¨n+β x¨n+1] (3.1b)
mx¨n+1−αm + cx˙n+1−α f + kxn+1−α f = fn+1−α f , n ∈ {0,1, . . . ,N−1} (3.1c)
where
x¨n+1−αm = (1−αm)x¨n+1+αmx¨n (3.1d)
x˙n+1−α f = (1−α f )x˙n+1+α f x˙n (3.1e)
xn+1−α f = (1−α f )xn+1+α f xn (3.1f)
fn+1−α f = (1−α f ) fn+1+α f fn (3.1g)
x¨0 =
1
m
[ f0− cx˙0− kx0] (3.1h)
In the above equations, x, x˙, and x¨ represent displacement, velocity, and acceleration of the
SDOF system, respectively; N is the total number of time steps; ∆t is the time step size;
fn = f (tn) is the excitation force; γ , β , αm, and α f are integration parameters. In the original
formulation of the G-α method, the excitation force was defined as fn+1−α f = f
(
tn+1−α f
)
(see Equation (2.39a)), where tn+1−α f is determined using Equation (2.39f). For the analysis
of the G-α method presented in this section, the excitation force is assumed to vary linearly
within a time step which enables fn+1−α f to be calculated using Equation (3.1g). Note that
the G-α method described by Equation (3.1) has four free parameters γ , β , αm, and α f .
As presented earlier in Section 2.4.9, second-order accuracy, unconditional stability, and
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maximum high-frequency numerical dissipation are achieved in the G-α method when
γ =
1
2
−αm+α f (2.40 revisited)
β =
1
4
(
γ+
1
2
)2
(2.26 revisited)
and αm ≤ α f ≤ 12 . In order to minimize low-frequency dissipation, the parameters αm and
α f were further related to the high frequency spectral radius (ρ∞) as follows:
αm =
2ρ∞−1
ρ∞+1
(2.41 revisited)
α f =
ρ∞
ρ∞+1
(2.42 revisited)
where ρ∞ ∈ [1,0]. Recall from Chapter 2 that ρ∞ is the spectral radius of the amplification
matrix in the limit Ω = ω∆t → ∞. Thus, the G-α method described by Equations (2.26),
(2.40)–(2.42) and (3.1) has only one free parameter ρ∞, which can vary in the range of [1,0],
and the other parameters are determined using Equations (2.26) and (2.40)–(2.42).
For any one sided sequence, x[n] (where one sided means: x[n] = 0 for n < 0), the
discrete z-transform and its real translation property are defined (Ogata, 1995) as follows:
X(z) =Z {x[n]}=
∞
∑
n=0
x[n]z−n (3.2a)
x[n− k] = z−kX(z) (3.2b)
Applying the z-transform and real translation property (Equation (3.2)) to Equation (3.1)
of the G-α method, and defining Z (xn+1) = X(z), Z (x˙n+1) = Xv(z), Z (x¨n+1) = Xa(z),
and Z ( fn+1) = F(z), three equations involving three unknowns X(z), Xv(z), and Xa(z) can
be developed. These three equations can then be solved to determine X(z) in terms of the
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Table 3.1: Transfer function coefficients of the G-α method.
Numerator Denominator
n3 2(α f −1)β∆t2 d3 2
[
(αm−1)+(α f −1)(2γξ +βΩ)Ω
]
m
n2
[
(1+2γ−6β )α f
−(1+2γ−4β )]∆t2 d2
[
2(2−3αm)+4
{
(1−3γ)α f − (1−2γ)
}
ξΩ
+
{
(1+2γ−6β )α f − (1+2γ−4β )
}
Ω2
]
m
n1
[
2(3β −2γ)α f
−(1−2γ+2β )]∆t2 d1
[
2(3αm−1)+4
{
(3γ−2)α f +(1− γ)
}
ξΩ
+
{
2(3β −2γ)α f − (1−2γ+2β )
}
Ω2
]
m
n0 −(1−2γ+2β )α f∆t2 d0
[−2αm+4(1− γ)α f ξΩ− (1−2γ+2β )α fΩ2]m
system properties (m, c, k), the integration parameters (either γ , β , αm, and α f , or ρ∞), time
step size (∆t), and F(z). The solution leads to the discrete transfer function of the G-α
method which is defined as the ratio of z-transforms of output xn+1 and input fn+1, and
expressed in the following general form:
G(z) =
X(z)
F(z)
=
n3z3+n2z2+n1z+n0
d3z3+d2z2+d1z+d0
(3.3)
where the numerator (n0 . . .n3) and denominator (d0 . . .d3) coefficients are given in Table 3.1
and expressed in terms of Ω, ξ , and the integration parameters, where Ω= ω∆t, ω =
√
k
m ,
and ξ = c2mω (see Appendix A.1 for derivation). Note that the transfer function is expressed
in terms of the four integration parameters γ , β , αm, and α f . The reason behind this choice
will be apparent later. In Equation (3.3), the denominator polynomial when set equal to zero
is known as the characteristic equation of the method and is given by
d3z3+d2z2+d1z+d0 = 0 (3.4)
The roots of this characteristic equation and the roots of the numerator polynomial in
Equation (3.3) are known as the poles and zeros, respectively, of the transfer function G(z).
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The transfer function in Equation (3.3) can be written in a single difference equation as
follows:
d3xn+1+d2xn+d1xn−1+d0xn−2 = n3 fn+1+n2 fn+n1 fn−1+n0 fn−2 (3.5)
where n ∈ {2,3, . . . ,N−1}. The solution of Equation (3.5) can be written as
x j = xhj + x
p
j , j ∈ {0,1, . . . ,N} (3.6)
where the former and the latter terms on the right hand side represent the homogeneous
and particular solutions, respectively. It can be observed that xhj is governed by the initial
conditions and location of the poles in the complex z-domain, whereas xpj is governed by
the excitation force, and the location of the poles, as well as the zeros. Generally, numerical
characteristics of an integration algorithm are determined by the properties of the solution it
produces for a free vibration problem as noted earlier in Chapter 2. It can be shown that the
homogeneous solution of Equation (3.5) takes the following form (Oppenheim and Schafer,
2009):
x j =
3
∑
r=1
c′rz
j
r , j ∈ {0,1, . . . ,N} (3.7)
where zr and c′r (r = 1,2,3) are the poles of the transfer function of the method or the roots
of Equation (3.4) and the free vibration solution constants, respectively. The free vibration
solution constants c′r are determined from the given initial conditions. Two of these poles
(zr) are complex conjugate, whereas the third one is the so-called spurious real root. The
complex conjugate roots can be expressed as follows:
z1,2 = σ ± iε = exp
[
Ω
(
−ξ ± i
√
1−ξ 2
)]
(3.8)
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where i =
√−1, σ and ε are the real and imaginary parts of z1,2, respectively, and ξ and Ω
are as presented in Equation (2.7) which is repeated below for convenience.
ξ =− ln
(
σ2+ ε2
)
2Ω
Ω= ω∆t =
tan−1 (ε/σ)√
1−ξ 2
(2.7 revisited)
Substituting Equation (3.8) into Equation (3.7), the homogeneous solution can be written as
follows:
xn = exp(−ξωtn) [c1 cos(ωDtn)+ c2 sin(ωDtn)]+ c3zn3 (3.9)
where ωD = ω
√
1−ξ 2, tn = n∆t. The exact solution of this free vibration problem given
by Equation (2.4) with f (t) = 0 can be written as follows:
u(tn) = exp(−ξωtn) [ce1 cos(ωDtn)+ ce2 sin(ωDtn)] (3.10)
where u(t), u˙(t), and u¨(t) are function of continuous time t and denote displacement, velocity,
and acceleration, respectively; ωD = ω
√
1−ξ 2 is the damped natural frequency; and ce1
and ce2 are constants that are determined from initial conditions (x0, x˙0) as follows:
ce1 = x0 (3.11a)
ce2 =
x˙0+ξωx0
ωD
(3.11b)
Comparing Equation (3.9) with Equation (3.10), it can be observed that ω and ξ are the
discrete equivalent of the exact natural frequency ω , and damping ratio ξ , respectively.
Therefore, ω and ξ are referred to as the apparent natural frequency and equivalent damping
ratio, respectively. Generally, the relative period error (PE) (Equation (2.8)) and ξ (Equa-
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Σ G′(z)
k
fn+1 xn+1ln+1
H(z)
F (z) L(z) X(z)
Figure 3.1: Block diagram representation of the G-α method for linear SDOF systems.
tion (2.7)) are used as indicators of the accuracy of the discrete solution as noted earlier in
Chapter 2.
Equation (2.7), which is revisited above, indicates that ω and ξ are functions of the
location of the poles in the complex z-domain. Therefore, it may be worthwhile to study
the location of the poles in the complex z-domain for the G-α with varying Ω. For this
purpose, the characteristic equation given by Equation (3.4) can be solved for varying Ω
values. However, it is more convenient to use the open loop root-locus analysis technique.
To this end, the weighted equation of motion given by Equation (3.1c) can be written as
follows:
mx¨n+1−αm + cx˙n+1−α f = fn+1−α f − kxn+1−α f def= ln+1 (3.12)
where all the terms are as defined earlier. The G-α method can now be represented by
a closed loop block diagram as shown in Figure 3.1, which also indicates the discrete z-
transforms of the signals entering or exiting a block. Applying the discrete z-transform and
real translation property (Equation (3.2)) to Equations (3.1a), (3.1b), and (3.12), the discrete
transfer function G′(z) (see Figure 3.1) can be obtained and expressed by the following
general form:
G′(z) =
X(z)
L(z)
=
n′3z
3+n′2z
2+n′1z+n0
d′3z3+d
′
2z
2+d′1z+d
′
0
(3.13)
where the coefficients are given in Table 3.2 (see Appendix A.2). Using the definition of
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Table 3.2: Coefficients of G′(z) of the G-α method.
Numerator Denominator
n′3 −2β∆t2 d′3 2
[
(αm−1)m+(α f −1)γc∆t
]
n′2 −(1+2γ−4β )∆t2 d′2 2
[
(2−3αm)m+
{
(1−3γ)α f − (1−2γ)
}
c∆t
]
n′1 −(1−2γ+2β )∆t2 d′1 2
[
(3αm−1)m−
{
(2−3γ)α f − (1− γ)
}
c∆t
]
n′0 0 d
′
0 2
[−αmm+(1− γ)α f c∆t]
ln+1 in Equation (3.12), the transfer function H(z) (see Figure 3.1) can be determined as
follows:
H(z) =
L(z)
F(z)− kX(z) = (1−α f )+
α f
z
(3.14)
The closed loop transfer function, which is identical with that in Equation (3.3), is deter-
mined as
G(z) =
X(z)
F(z)
=
H(z)G′(z)
1+ kH(z)G′(z)
(3.15)
Now the root-loci for the characteristic equation given by Equation (3.4) can be drawn
using the open-loop transfer function H(z)G′(z) with the help of MATLAB (MATLAB,
2015). A branch of a root-loci begins at a open loop pole and ends at a open-loop zero
(or goes to infinity if a zero is not present) as k is varied between zero to infinity, which
means Ω is also varying between zero to infinity. Note that the roots of the numerator and
denominator polynomials of the transfer function H(z)G′(z) are known as the open-loop
zeros and open-loop poles, respectively. Therefore, the open-loop zeros are the location of
the closed-loop poles in the limit Ω→∞. Figure 3.2 shows the root-loci of the characteristic
equation (Equation (3.4)) of the G-α for three different values of ρ∞. The figure also
presents the constant ξ and Ω loci obtained using Equation (2.7), which is revisited earlier.
As shown in the figure, the open-loop transfer function H(z)G′(z) has three poles and three
zeros, and thus three root-loci branches for ρ∞ ∈ (1,0]. Note that all three zeros are at the
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Figure 3.2: Root-loci of the characteristic equation of the G-α method for linear SDOF
systems with no inherent damping (ξ = 0) and various values of ρ∞. The dashed and
dashed-dotted lines represent the loci of ξ and Ω, respectively.
same location z=−ρ∞, whereas two of the poles are at z= 1, and the third one lies between
−1 ≤ z ≤ 0.5 depending on the value of ρ∞. Two of the branches correspond to the two
complex conjugate roots, whereas the third one corresponds to the so-called spurious real
root. For the special case of ρ∞ = 1, the spurious open-loop pole and a zero cancel each
other out leading to only two complex conjugate roots, and the method becomes identical to
the average acceleration (AA) scheme of the Newmark method. It should be recognized that
the spurious open-loop pole location and all three zeros being at the same location make the
complex poles (principal roots) follow the desired loci so as to have minimum and maximum
numerical dissipation at lower and higher frequencies, respectively, as shown in the figure.
Using Figure 3.2, an approximate relation between ρ∞ and the equivalent damping ratio
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in the limit Ω→ ∞, denoted as ξ∞, can now be obtained. It can be seen from Figure 3.2
that ρ∞ indicates the distance of the open-loop zeros (i.e., closed-loop poles for Ω→ ∞)
from the origin. Furthermore, these open-loop zeros are always on the real axis between
−1≤ z≤ 0 for ρ∞ ∈ [1,0] because they are always located at z=−ρ∞ as noted earlier. With
this, one can consider Ω≈ pi , ε ≈ 0, σ ≈−ρ∞ for the closed-loop poles in the limit Ω→ ∞.
Substitution of these parameters into Equation (2.7a) results in the following for ρ∞.
ρ∞ ≈ exp(−piξ∞) (3.16)
Equation (3.16) provides a means to select a value of ρ∞ based on the desired percentage
of equivalent damping at high-frequency ξ∞. It should be noted that the aforesaid analysis
can also be performed using the classical amplification matrix approach which was briefly
discussed in Section 2.3.1. It should also be noted that the closed-loop poles of the transfer
function of an integration algorithm are the eigenvalues of the amplification matrix of that
algorithm.
3.3 Development of Algorithms for SDOF Systems
Motivated by the superior numerical characteristics of the implicit G-α method as presented
above, two new families of parametrically dissipative model-based algorithms, namely,
the semi-explicit-α (SE-α) and explicit-α (E-α) methods belonging to the semi-explicit
(SE) and explicit (E) classes, respectively, are developed in this section for linear SDOF
systems. Recall from Chapter 2 (Section 2.7) that the SE class of algorithms use an explicit
displacement but implicit velocity difference equation, whereas the E class of algorithms
use explicit difference equations for both displacement and velocity. The two methods
developed in this chapter contain various nondissipative algorithms and single-parameter
subfamilies of dissipative algorithms. Therefore, a summary of these algorithms is provided
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Single-parameter
subfamilies of  
algorithms
[Free parameter: 𝜌∞]
Model-based algorithms
Sec. 2.7
Semi-explicit (SE)
Sec. 2.7.1
Explicit (E)
Sec. 2.7.2
SE-𝛼
Sec. 3.3.1, 3.4.1
Eqs. (3.28), (3.29),
(3.34)
E-𝛼
Sec. 3.3.2, 3.4.2
Eqs. (3.29), (3.35),
(3.36)
Single-parameter
SE-𝛼-2 (SSE-𝛼-2)
Sec. 3.5.4
Chang-1 (C-1)
Sec. 2.7.1.1
Modified CR (MCR)
Sec. 2.7.2.2
Kolay-Ricles-𝛼
(KR-𝛼)
Sec. 3.5.1
Chen-Ricles (CR)
Sec. 2.7.2.1
𝜌∞ = 1
Classes of
algorithms 
Families of
algorithms
[Free parameters:
𝛾, 𝛽, 𝛼𝑚, and 𝛼𝑓]
Nondissipative
algorithms
[No free parameter]
𝛼𝑚 = 𝛼𝑓 = 0
𝛾 = 𝛽 = 1/2
Chang-1 (C-3)
Sec. 2.7.1.3
Single-parameter
SE-𝛼-1 (SSE-𝛼-1)
Sec. 3.5.3
Modified Kolay-
Ricles-𝛼 (MKR-𝛼)
Sec. 3.5.2
𝛼𝑚 = 𝛼𝑓 = 0
𝛾 = 2𝛽 = 1/2
𝜌∞ = 1 𝜌∞ = 1𝜌∞ = 1
𝛼𝑚 = 𝛼𝑓 = 0
𝛾 = 𝛽 = 1/2
𝛼𝑚 = 𝛼𝑓 = 0
𝛾 = 2𝛽 = 1/2
Eqs. (2.40), (2.42),
(3.37), (3.38)
Eqs. (2.26),
(2.40)–(2.42)
Eqs. (2.26),
(2.40)–(2.42)
Eqs. (2.40), (2.42),
(3.37), (3.38)
Figure 3.3: Proposed model-based methods and their single-parameter subfamilies of
algorithms and nondissipative algorithms. The sections describing the algorithms/methods
are noted inside the blocks, and the equation(s) relating two blocks is (are) noted next to the
connecting arrow, as applicable.
in Figure 3.3 which will be referred and explained throughout the rest of the chapter.
3.3.1 Semi-Explicit-α (SE-α) Method
To develop a model-based algorithm that has explicit displacement and implicit velocity
formulation consider the difference equations of the G-α method in Equation (3.1), which
are adopted from the Newmark method as mentioned in Section 2.4.9. The implicit velocity
difference Equation (3.1a) can be directly adopted while the implicit displacement difference
Equation (3.1b) needs to be modified to an explicit form and model-based integration
parameters need to be introduced. In other words, the explicit difference equation of the
Newmark explicit (NE) method, which is obtained by setting β = 0 in Equation (3.1b)
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(see Sections 2.4.3 and 2.7), needs to be modified by introducing model-based integration
parameters. The objective at the moment is to achieve unconditional stability through the
use of model-based integration parameter as explained in Section 2.7. Thus, consider the
following two difference equations:
x˙n+1 = x˙n+∆t [(1− γ)x¨n+ γ x¨n+1] (3.17a)
xn+1 = xn+∆tα1x˙n+∆t2α2x¨n (3.17b)
where α1 and α2 are the two model-based integration parameters, that need to be expressed
in terms of the model properties. Note that Equation (3.17) with γ = 12 and γ as a parameter
were used by Chang (2002, 2014) for the C-1 algorithm (Section 2.7.1.1) and the CSE
method (Section 2.7.1.4), respectively. If the time discretized conventional equation of
motion for an SDOF system (i.e., mx¨n+1+ cx˙n+1+ kxn+1 = fn+1) is considered along with
Equation (3.17), the integration parameters α1 and α2 can be determined by using the poles
of the transfer function of the N-γ method (see Section 2.4.3). Thus, the resulting method
will have the two complex conjugate poles of the transfer function or the eigenvalues of the
amplification matrix of the N-γ method. Consequently, the resulting method will inherit
the numerical dispersion and dissipation characteristics of the N-γ method. However, the
N-γ method is first-order accurate and too dissipative at the important low-frequency modes
for γ > 12 , as discussed in Section 2.4.3. Therefore, the concept of negative α-dissipation
employed by the α-methods (see Sections 2.4.5, 2.4.7 and 2.4.9) including the G-α method
needs to be introduced. In other words, the transfer function of the method to be developed
herein need to inherit the three poles (two complex conjugate and one spurious real) of the
G-α method (see Figure 3.2), which features the best numerical dissipation characteristics
amongst the α-methods as discussed in Chapter 2. For this purpose, a third integration
parameter (α3) is required, which is based on the logical extension of the fact that the
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two integration parameters (α1 and α2) can enable inheriting the two poles of the N-γ
method as discussed above. This means that the weighted equation of motion of the G-α
method in Equation (3.1c) need to modified by introducing the third integration parameter
α3. To this end, αm is replaced by α3 recognizing that the model-based parameters become
matrices for MDOF systems (see Section 2.7) and that the two different types of weights in
Equation (3.1c). The resulting modified weighted equation of motion read
m̂¨xn+1+ cx˙n+1−α f + kxn+1−α f = fn+1−α f , n ∈ {0,1, . . . ,N−1} (3.18a)
where
̂¨xn+1 = (1−α3)x¨n+1+α3x¨n (3.18b)
x˙n+1−α f = (1−α f )x˙n+1+α f x˙n (3.18c)
xn+1−α f = (1−α f )xn+1+α f xn (3.18d)
fn+1−α f = (1−α f ) fn+1+α f fn (3.18e)
x¨0 =
1
m
[ f0− cx˙0− kx0] (3.18f)
In the above equations, the terms are as defined earlier for the G-α method. The proposed
method described by Equations (3.17) and (3.18) is referred to as the semi-explicit-α (SE-α)
method. Observe that the SE-α method now has three model-based parameters α1, α2, α3
and two model-independent parameter γ and α f that govern the numerical characteristics of
the method.
The task now is to express the model-based parameters α1, α2, and α3 in terms of the
model properties so that the proposed method inherits the stability, numerical dispersion,
and dissipation characteristics of the G-α method. Based on the discussion above, it is
apparent that the transfer function of the proposed SE-α method needs to inherit the poles of
that of the G-α method, in other words, the characteristic equation of the former needs to be
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Table 3.3: Transfer function coefficients of the proposed SE-α method.
Numerator Denominator
n3 0 d3
[
(α3−1)+2(α f −1)γξΩ
]
m
n2 (α f −1)(γα1+α2)∆t2 d2
[
(2−3α3)+2{(1−3γ)α f − (1−2γ)}ξΩ
+(α f −1)(γα1+α2)Ω2
]
m
n1
[
(α f −1)α1− (2α f −1)
(γα1+α2)]∆t2
d1
[
(3α3−1)+2{((3γ−2)α f )+(1− γ)}ξΩ
+{(α f −1)α1− (2α f −1)(γα1+α2)}Ω2
]
m
n0 [(γ−1)α1+α2]α f∆t2 d0
[−α3+2(1− γ)α f ξΩ−{(1− γ)α1
−α2}α fΩ2
]
m
identical to that of the latter. Following the procedure presented earlier for the G-α method,
the transfer function of the SE-α method can be determined and expressed in the general
form of Equation (3.3). The numerator and denominator coefficients of this transfer function
are presented in Table 3.3 in terms of the system properties (m, ξ , Ω= ω∆t), time step size
∆t, and the integration parameters γ , α f , α1, α2, and α3 (see Appendix B.1). Because the
weighted equations of motion of the SE-α method (Equation (3.18)) is similar in form to
that of the G-α method (Equation (3.1c)), the characteristic equation of the former also has
the same form as that of the latter and can be described by the form of Equation (3.4). In
particular, the SE-α method also has three poles similar to the G-α method. However, the
coefficients of the characteristic equations for the two methods are different, as expected
(see Tables 3.3 and 3.1). Three simultaneous equations can be now developed in order to
make the characteristic equation of the SE-α method identical to that of the G-α method as
follows:
dNew2 = d
α
2
dNew3
dα3
(3.19a)
dNew1 = d
α
1
dNew3
dα3
(3.19b)
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dNew0 = d
α
0
dNew3
dα3
(3.19c)
where the dNewi and d
α
i for i ∈ {0, ...,3}, are the characteristic equation coefficients of
the SE-α and G-α methods as given in Tables 3.3 and 3.1, respectively. The solution of
these three equations leads to the following for the model-based integration parameters (see
Appendix B.1):
α1 =
1+2γξΩ
1+2γξΩ+βΩ2
(3.20a)
α2 =
1+2(γ−2β )ξΩ
2 [1+2γξΩ+βΩ2]
(3.20b)
α3 =
αm+2αmγξΩ+α fβΩ2
1+2γξΩ+βΩ2
(3.20c)
where β and αm are the same parameters as used in the G-α method. Using Ω = ω∆t,
ω =
√
k
m , and ξ =
c
2mω , the integration parameters in Equation (3.20) can also be expressed
as follows:
α1 =
m+ γ∆tc
m+ γ∆tc+β∆t2k
(3.21a)
α2 =
m+(γ−2β )∆tc
2 [m+ γ∆tc+β∆t2k]
(3.21b)
α3 =
αmm+αmγ∆tc+α fβ∆t2k
m+ γ∆tc+β∆t2k
(3.21c)
Thus, the SE-α method has now four free parameters γ , β , αm, and α f which govern the
numerical characteristics of the method. If these parameters are related and expressed
in terms of ρ∞ using Equations (2.26) and (2.40)–(2.42), which are revisited above in
Section 3.2, a single-parameter (ρ∞) subfamily of unconditionally stable algorithms having
the same numerical dispersion and dissipation characteristics of the G-α method are obtained.
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Other single-parameter subfamilies of unconditionally stable parametrically dissipative
algorithms can also be derived from the SE-α method by appropriately relating the four
integration parameters γ , β , αm, and α f . Therefore, this discussion is treated separately later
in Section 3.5. Hereafter, the SE-α method will refer to a family of algorithms described by
Equations (3.17), (3.18), and (3.20) or (3.21) with four free integration parameters γ , β , αm
and α f .
For the special case of αm = α f = 0, and γ = 2β = 12 , the integration parameters in
Equation (3.20) and (3.21) reduces to the following:
α1 =
4(1+ξΩ)
4+4ξΩ+Ω2
=
2 [2m+∆tc]
4m+2∆tc+∆t2k
(3.22a)
α2 =
2
4+4ξΩ+Ω2
=
2m
4m+2∆tc+∆t2k
(3.22b)
α3 = 0 (3.22c)
The expressions for α1 and α2 in Equation (3.22) are identical to that of the C-1 algorithm
presented in Section 2.7.1.1. Furthermore, αm = α f = α3 = 0 in Equation (3.18) removes
all the weights at time tn and makes the weights at time tn+1 equal to unity, which is the
conventional equation of motion. Thus, for αm = α f = 0, and γ = 2β = 12 the C-1 algorithm
is obtained from the SE-α method as depicted in Figure 3.3.
For another special case of αm = α f = 0, and γ = β = 12 , the integration parameters
presented in Equations (3.20) and (3.21) reduce to the following:
α1 =
4(1+ξΩ)
4+4ξΩ+2Ω2
=
2 [2m+∆tc]
4m+2∆tc+2∆t2k
(3.23a)
α2 =
2(1−ξΩ)
4+4ξΩ+2Ω2
=
2m−∆tc
4m+2∆tc+2∆t2k
(3.23b)
α3 = 0 (3.23c)
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The expressions for α1 and α2 in Equation (3.23) are identical to that of the C-3 algorithm
presented in Section 2.7.1.3. Furthermore, αm = α f = α3 = 0 reduces Equation (3.18) to
the conventional equation of motion as before. Therefore, for αm = α f = 0, and γ = β = 12
the SE-α method reduces to the C-3 algorithms as shown in Figure 3.3.
3.3.2 Explicit-α (E-α) Method
Similar to the development of the SE-α method, a family of explicit model-based algorithms
with controllable numerical dissipation can also be developed. Recall from Chapter 2
(Section 2.7) that the difference equations for the explicit class of model-based algorithms
can directly be obtained from the Taylor series expansion for velocity and displacement
given by Equation (2.20b) and (2.20c), respectively. Thus, considering the first two and
three terms in the aforesaid two equations, respectively, and introducing the model-based
integration parameters, the following two difference equations can be obtained:
x˙n+1 = x˙n+∆tα1x¨n (3.24a)
xn+1 = xn+∆tx˙n+∆t2α2x¨n (3.24b)
where α1 and α2 are the two model-based integration parameters. Note that Equation (3.24)
was also used by Chen and Ricles (2008a) for the CR algorithm (Section 2.7.2.1), and
Chang (2013) for the MCR algorithm (Section 2.7.2.2). To introduce controllable numerical
dissipation the weighted equation of motion of the SE-α method in Equation (3.18) is
adopted. Hereafter, the direct integration method described by Equations (3.24) and (3.18)
will be referred to as the explicit-α (E-α) method. Observe that the E-α method has four
integration parameters α1, α2, α3, and α f , where the first three are model-based and the last
one is model-independent.
Following the procedure outlined to determine the model-based parameters of the SE-α
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Table 3.4: Transfer function coefficients of the proposed E-α method.
Numerator Denominator
n3 0 d3 [α3−1]m
n2 (α f −1)α2∆t2 d2
[
(2−3α3)+2(α f −1)α1ξΩ+(α f −1)α2Ω2
]
m
n1
[
(α f −1)(α1−α2)
−α fα2
]
∆t2 d1
[
(3α3−1)+2(1−2α f )α1ξΩ +
{
(α f −1)α1
−(2α f −1)α2
}
Ω2
]
m
n0 (α2−α1)α f∆t2 d0
[−α3+2α fα1ξΩ+α f (α2−α1)Ω2]m
method, these parameters for the E-α method can also be determined so that this method
also inherits the stability, numerical dispersion and dissipation characteristics of the G-α
method. To this end, the transfer function coefficients of the E-α method are determined and
presented in Table 3.4 in terms of the model-properties (m, ξ , Ω= ω∆t), time step ∆t, and
the integration parameters α1, α2, α3, and α f (see Appendix B.2). Using Equation (3.19),
and Tables 3.1 and 3.4, the three integration parameters are determined to be the following
(see Appendix B.2):
α1 =
1
1+2γξΩ+βΩ2
=
m
m+ γ∆tc+β∆t2k
(3.25a)
α2 =
(
1
2
+ γ
)
α1 (3.25b)
α3 =
αm+2α f γξΩ+α fβΩ2
1+2γξΩ+βΩ2
=
αmm+α f γ∆tc+α fβ∆t2k
m+ γ∆tc+β∆t2k
(3.25c)
Observe that the E-α method described by Equations (3.24), (3.18), and (3.25) is a family
of algorithms with four free parameters γ , β , αm, and α f , that govern the numerical
characteristics of the method. If these parameters are related and expressed in terms of
ρ∞ using Equations (2.26) and (2.40)–(2.42), which are revisited above in Section 3.2,
a single-parameter (ρ∞) subfamily of unconditionally stable algorithms having the same
numerical dispersion and dissipation characteristics of the G-α method is obtained. Because
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other unconditionally stable single-parameter subfamilies of algorithms can also be derived
from the E-α method by appropriately relating the four integration parameters γ , β , αm, and
α f , this discussion is deferred until Section 3.5.
For the special case of αm = α f = 0, and γ = 2β = 12 , the integration parameters in
Equation (3.25) reduce to the following:
α1 = α2 =
4
4+4ξΩ+Ω2
=
4m
4m+2∆tc+∆t2k
(3.26a)
α3 = 0 (3.26b)
The expressions for α1 and α2 in Equation (3.26) are identical to that of the CR algorithm
presented in Section 2.7.2.1. Furthermore, αm = α f = α3 = 0 reduces Equation (3.18) to
the conventional equation of motion. Therefore, the CR algorithm is a special case of the
proposed E-α method when αm = α f = 0, and γ = 2β = 12 as shown in Figure 3.3.
Similarly, for the special case of αm = α f = 0, and γ = β = 12 , the integration parameters
in Equation (3.25) reduce to the following:
α1 = α2 =
4
4+4ξΩ+2Ω2
=
4m
4m+2∆tc+2∆t2k
(3.27a)
α3 = 0 (3.27b)
The expressions for α1 and α2 in Equation (3.27) are identical to that of the MCR algorithm
presented in Section 2.7.2.2. Also for this special case the equation of motion reduces to
the conventional one. Thus, the MCR algorithms is also a special case of the proposed E-α
method when αm = α f = 0, and γ = β = 12 as shown in Figure 3.3.
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3.4 Development of Algorithms for MDOF Systems
In the previous section two families of model-based algorithms, namely, the SE-α and E-α
method were developed for linear SDOF systems. The task now is to extend the formulation
to linear MDOF systems as presented below.
3.4.1 Semi-Explicit-α (SE-α) Method
The SE-α method described earlier for SDOF systems (see Equation (3.17)) can be written
as follows for MDOF systems:
X˙n+1 = X˙n+∆t
[
(1− γ)X¨n+ γX¨n+1
]
(3.28a)
Xn+1 = Xn+∆tα 1X˙n+∆t2α 2X¨n (3.28b)
Note that the model-based integration parameters α 1 and α 2 in the above equations are now
matrices, which need to be determined. The weighted equations of motion in Equation (3.18)
can be modified for MDOF systems as follows:
M ̂¨Xn+1+CX˙n+1−α f +KXn+1−α f = Fn+1−α f , n ∈ {0,1, . . . ,N−1} (3.29a)
where ̂¨Xn+1 = (I−α 3)X¨n+1+α 3X¨n (3.29b)
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n (3.29c)
Xn+1−α f = (1−α f )Xn+1+α f Xn (3.29d)
Fn+1−α f = (1−α f )Fn+1+α f Fn (3.29e)
MX¨0 = F0−CX˙0−KX0 (3.29f)
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where I is the identity matrix; α 3 is another integration parameter matrix; and the other
terms are as defined earlier.
Now the crucial task is to determine the model-based integration parameters α 1, α 2,
and α 3 in terms of the system matrices M, C, and K. Using the modal expansion of
displacement, velocity, and acceleration vectors: X = ΦX∗, X˙ = ΦX˙∗, and X¨ = ΦX¨∗,
respectively, Equations (3.28) and (3.29) can be transformed to modal coordinates X∗, X˙∗,
and X¨∗ as follows:
X˙∗n+1 = X˙
∗
n+∆t
[
(1− γ)X¨∗n+ γX¨∗n+1
]
(3.30a)
X∗n+1 = X
∗
n+∆tα
∗
1X˙
∗
n+∆t
2α ∗2X¨
∗
n (3.30b)
M∗ ̂¨X∗n+1+C∗X˙∗n+1−α f +K∗X∗n+1−α f =ΦT Fn+1−α f (3.30c)
where ̂¨X∗n+1 = (I−α ∗3)X¨∗n+1+α ∗3X¨∗n (3.30d)
X˙∗n+1−α f = (1−α f )X˙∗n+1+α f X˙∗n (3.30e)
X∗n+1−α f = (1−α f )X∗n+1+α f X∗n (3.30f)
In the above, Φ = [φ1 φ2 ... φJ ]T is the modal matrix, and φ j is the eigenvector of jth mode
( j ∈ {1,2, . . . ,J}). Employing the modal orthogonality and also considering the damping
matrix C to be classical, the modal mass M∗=ΦT MΦ, damping C∗=ΦT CΦ, and stiffness
K∗ =ΦT KΦ matrices become diagonal. In Equation (3.30), the integration parameters (α ∗1,
α ∗2, and α
∗
3) in modal coordinates are defined by (see Appendix C.1)
α ∗1 =Φ
−1α 1Φ (3.31a)
α ∗2 =Φ
−1α 2Φ (3.31b)
α ∗3 =Φ
−1α 3Φ (3.31c)
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Considering α ∗1, α
∗
2, and α
∗
3 to be diagonal, each of the Equations (3.30a)–(3.30f) represent
a set of J uncoupled simultaneous equations. Therefore, the integration parameters for any
mode j ∈ {1,2, . . . ,J} can be determined based on the integration parameters for an SDOF
system presented in Equations (3.20) and (3.21) as follows:
α∗1 j =
1+2γξ jΩ j
1+2γξ jΩ j +βΩ2j
=
M∗j + γ∆tC∗j
M∗j + γ∆tC∗j +β∆t2K∗j
(3.32a)
α∗2 j =
1+2(γ−2β )ξ jΩ j
2
[
1+2γξ jΩ j +βΩ2j
] = M∗j +(γ−2β )∆tC∗j
2
[
M∗j + γ∆tC∗j +β∆t2K∗j
] (3.32b)
α∗3 j =
αm+2αmγξ jΩ j +α fβΩ2j
1+2γξ jΩ j +βΩ2j
=
αmM∗j +αmγ∆tC∗j +α fβ∆t2K∗j
M∗j + γ∆tC∗j +β∆t2K∗j
(3.32c)
where M∗j , C∗j = 2M∗jω jξ j, and K∗j = M∗jω2j are the modal mass, damping coefficient, and
stiffness coefficient, respectively, for the jth mode. Based on these integration parameters,
diagonal integration parameter matrices in modal coordinates can be determined as follows:
α ∗1 = α
∗−1 [M∗+ γ∆tC∗] (3.33a)
α ∗2 =
1
2
α ∗−1 [M∗+(γ−2β )∆tC∗] (3.33b)
α ∗3 = α
∗−1 [αmM∗+αmγ∆tC∗+α fβ∆t2K∗] (3.33c)
where
α ∗ =
[
M∗+ γ∆tC∗+β∆t2K∗
]
(3.33d)
Premultiplying and postmultiplying the first three of the above equations by Φ and Φ−1,
respectively, and using Equation (3.31), the integration parameters α 1, α 2, and α 3 are
determined to be the following (see Appendix C.1):
α 1 = α−1 [M+ γ∆tC] (3.34a)
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α 2 =
1
2
α−1 [M+(γ−2β )∆tC] (3.34b)
α 3 = α−1
[
αmM+αmγ∆tC+α fβ∆t2K
]
(3.34c)
where
α =
[
M+ γ∆tC+β∆t2K
]
(3.34d)
and α f , αm, γ , and β are the four model independent parameters as noted earlier for SDOF
systems. Thus, for linear MDOF systems Equations (3.28), (3.29) and (3.34) define the
SE-α method having four free parameters γ , β , αm, and α f . Note that the C-1 and C-3
algorithms are contained in the SE-α method as shown earlier for SDOF systems and also
depicted in Figure 3.3.
3.4.2 Explicit-α (E-α) Method
The E-α method described earlier for SDOF systems can be written for MDOF systems as
follows:
X˙n+1 = X˙n+∆tα 1X¨n (3.35a)
Xn+1 = Xn+∆tX˙n+∆t2α 2X¨n (3.35b)
where α 1 and α 2 are two model-based integration parameter matrices. Similar to the SE-α
method, controllable numerical dissipation is introduced into this method by using the
weighted equations of motion in Equation (3.29). Following the procedure presented above
for the SE-α method, the integration parameters of the E-α method for MDOF systems are
determined to be the following:
α 1 = α−1M (3.36a)
α 2 =
(
1
2
+ γ
)
α 1 (3.36b)
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α 3 = α−1
[
αmM+α f γ∆tC+α fβ∆t2K
]
(3.36c)
where
α =
[
M+ γ∆tC+β∆t2K
]
(3.36d)
In summary, Equations (3.29), (3.35) and (3.36) describes the E-α method for linear MDOF
systems having four free integration parameters γ , β , αm, and α f . Note that as shown earlier
for SDOF systems and depicted in Figure 3.3 the CR and MCR algorithms are contained in
the E-α method as the special cases.
3.5 Single-Parameter Subfamilies of Algorithms
The SE-α and E-α methods developed earlier using the poles of the G-α method have four
free parameters γ , β , αm, and α f . Based on an analysis of the SE-α and E-α methods for
linear systems, single-parameter subfamilies of algorithms having unconditional stability,
second-order accuracy, and an optimal numerical dissipation characteristic are designed in
Chapter 4 (see Section 4.3), where these four parameters are related to a single-parameter.
In this section, these single-parameter subfamilies of algorithms are briefly summarized in
order to provide an outline of all the methods developed in this study using Figure 3.3.
3.5.1 Kolay-Ricles-α (KR-α) Method
Similar to the implicit G-α method, second-order accuracy, unconditional stability, and
maximum high-frequency dissipation are obtained in the E-α method when γ and β are
expressed by Equation (2.40) and Equation (2.26), respectively, and αm ≤ α f ≤ 12 . For a
given level of high-frequency dissipation, low-frequency dissipation is minimized when
αm and α f are expressed in terms of the high-frequency spectral radius ρ∞ as presented
in Equations (2.41) and (2.42) for the G-α method, where ρ∞ ∈ [1,0]. Thus, utilizing the
relationships for the four parameters with ρ∞ as proposed by Chung and Hulbert (1993)
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for the G-α method, a single-parameter (ρ∞ ∈ [1,0]) subfamily of second-order accurate,
unconditionally stable explicit model-based algorithms with an optimal dissipation charac-
teristic is obtained. It should be pointed out that this happens only because the poles of the
transfer function or the eigenvalues of the amplification matrix of the G-α and E-α methods
are identical when both of them are described by the four parameters γ , β , αm and α f . In
Chapter 4 (Section 4.3), Equations (2.26) and (2.40)–(2.42) are derived for the E-α method.
Hereafter, this subfamily of the E-α method described by Equations (2.26), (2.40)–(2.42),
(3.29), (3.35) and (3.36) is referred to as the Kolay-Ricles-α (KR-α) method as depicted
in Figure 3.3. Figure 3.4 shows the variation of the parameters γ , β , αm, and α f with ρ∞
along with the equations relating these parameters. For ρ∞ = 1 no numerical dissipation is
obtained and the KR-α method reduces to the CR algorithm as noted in Figure 3.3. This
is due to the fact that α 1 and α 2 of the former become identical to that of the latter, and
α 3 = 12I and α f = 0.5 which along with Equation (3.29f) reduces Equation (3.29a) to the
conventional equations of motion. For ρ∞ = 0, asymptotic annihilation is achieved. The
parameter ρ∞ can be chosen based on the desired amount of high-frequency dissipation
according to Equation (3.16).
3.5.2 Modified Kolay-Ricles-α (MKR-α) Method
The KR-α method has a tendency to overshoot for high-frequency modes when no numerical
dissipation is used (i.e., ρ∞ = 1). To improve upon this, the E-α method is analyzed as
presented in Chapter 4 (Section 4.3) and a single-parameter (ρ∞) subfamily of algorithms
featuring unconditional stability, second-order accuracy, improved overshoot, and an op-
timal combination of high-frequency and low-frequency dissipation is obtained. In the
E-α method, unconditional stability, second-order accuracy, and an improved overshoot
characteristics are obtained when γ is expressed by Equation (2.40), and β is expressed by
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Figure 3.4: Variation of model-independent parameters γ , β , αm, and α f with ρ∞ ∈ [1,0]
for the proposed single-parameter subfamilies of algorithms and the G-α method.
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(see Section 4.3.4 for derivation)
β =
1
2
(
γ+
1
2
)
(3.37)
and αm ≤ α f ≤ 12 . Furthermore, an optimal combination of high-frequency and low-
frequency dissipation is obtained when α f is related to ρ∞ as given by Equation (2.42) and
αm is determined as follows (see Section 4.3.5 for derivation):
αm =
2ρ3∞+ρ2∞−1
ρ3∞+ρ2∞+ρ∞+1
(3.38)
where ρ∞ ∈ [1,0]. Hereafter, this subfamily of the E-α method described by Equations (2.40),
(2.42), and (3.35)–(3.38) is referred to as the modified Kolay-Ricles-α (MKR-α) method as
shown in Figure 3.3. The stability characteristics of the KR-α method applied to nonlinear
systems are also enhanced by the MKR-α method, which will be discussed further in
Chapter 5 (see Section 5.2). Figure 3.4 shows the variation of γ , β , αm and α f with ρ∞
along with the equations relating these parameters. For ρ∞ = 1 no numerical dissipation
is obtained and the MKR-α method reduces to the MCR algorithm as noted in Figure 3.3.
This is because of the similar reason mentioned earlier to explain how the KR-α method
with ρ∞ = 1 reduces to the CR algorithm. For ρ∞ = 0, asymptotic annihilation is achieved.
It can be observed from Figure 3.4 that the KR-α and MKR-α methods become identical
when ρ∞ = 0. The parameter ρ∞ of the MKR-α method can be chosen based on the desired
amount of high-frequency dissipation as follows (see Section 4.4.2 for derivation):
ρ∞ ≈ exp(−piξ∞/2) (3.39)
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3.5.3 Single-Parameter Semi-Explicit-α-1 (SSE-α-1) Method
Using the relationships between the four integration parameters with ρ∞ used for the G-α
and KR-α methods, a single-parameter (ρ∞) subfamily of algorithms having unconditional
stability, second-order accuracy, and an optimal numerical dissipation characteristic can be
constructed from the SE-α method as shown later in Section 4.3. Hereafter, this subfamily of
the SE-α method described by Equations (2.26), (2.40)–(2.42), (3.28), (3.29) and (3.34) will
be referred to as the single-parameter semi-explicit-α-1 (SSE-α-1) method (see Figure 3.3).
This method features the same numerical dispersion and dissipation characteristics of the
G-α and KR-α methods because the relationships between γ , β , αm, and α f with ρ∞ for
these methods are identical as noted earlier and also shown in Figure 3.4. For ρ∞ = 1 no
numerical dissipation is obtained and the SSE-α-1 method reduces to the C-1 algorithm
(Section 2.7.1.1) as shown in Figure 3.3. For ρ∞ = 0, asymptotic annihilation is achieved.
The parameter ρ∞ can be chosen based on the desired amount of high-frequency dissipation
according to Equation (3.16).
3.5.4 Single-Parameter Semi-Explicit-α-2 (SSE-α-2) Method
Using the relationships between the four integration parameters with ρ∞ used for the MKR-α
method, a single-parameter (ρ∞) subfamily of algorithms having improved stability charac-
teristics for nonlinear systems (discussed later in Section 5.2) can be constructed from the
SE-α method. Hereafter, this subfamily of the SE-α method described by Equations (2.40),
(2.42), (3.28), (3.29), (3.34), (3.37) and (3.38) will be referred to as the single-parameter
semi-explicit-α-2 (SSE-α-2) method as shown in Figure 3.3. This method features the same
numerical dispersion and dissipation characteristics of the MKR-α method because they
share the same relationships for γ , β , αm, α f with ρ∞ as noted earlier and also shown in Fig-
ure 3.4. For ρ∞ = 1 no numerical dissipation is obtained and the SSE-α-2 method reduces
to the C-3 algorithm (Section 2.7.1.3) as shown in Figure 3.3. For ρ∞ = 0, asymptotic anni-
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hilation is achieved. Figure 3.4 shows that for this case (ρ∞ = 0), the SSE-α-1 and SSE-α-2
methods become the same. The parameter ρ∞ of the SSE-α-2 method can be chosen based
on the desired amount of high-frequency dissipation according to Equation (3.39).
3.6 Summary
The implicit, dissipative generalized-α (G-α) method is analyzed using discrete control
theory. The transfer function and the characteristic equations are derived using the discrete
z-transform. The relation between numerical energy dissipation and shape of the root-loci
of the characteristic equation is examined. Based on this analysis and the concept of model-
based algorithms, two new families of model-based dissipative algorithms, namely, the
semi-explicit-α (SE-α) and explicit-α (E-α) methods having four model independent free
parameters (γ , β , αm, and α f ) are developed for linear single-degree-of-freedom (SDOF)
systems. The model-based parameters are expressed in terms of the system properties,
time step size, and the aforesaid four parameters so that the proposed methods inherit the
poles of the transfer function of the G-α method. The development is then extended to
linear multi-degree-of-freedom (MODF) systems. Two single-parameter (ρ∞) subfamilies
of algorithms from each of the parent SE-α and E-α methods having second-order accuracy,
unconditional stability, and controllable numerical dissipation are summarized by relating
the aforesaid four parameters to the single-parameter ρ∞. Based on the analysis of the SE-α
and E-α methods, these relationships are derived in Chapter 4 (Section 4.3).
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Chapter 4
Assessment of Algorithms for Linear Systems
4.1 Overview
The model-based explicit and semi-explicit methods developed in Chapter 3, namely, the
explicit-α (E-α) and semi-explicit-α (SE-α) methods, respectively, are analyzed for linear
systems. Based on this analysis two single-parameter subfamilies of model-based algo-
rithms from each of the E-α and SE-α methods having unconditional stability, second-order
accuracy, and an optimal combination of high-frequency and low-frequency dissipation are
developed. High-frequency overshoot characteristics are also considered to be important
criteria in designing these methods. It is also shown that several other single-parameter
subfamilies of algorithms with unconditional stability and second-order accuracy can be
developed from the two proposed methods. However, the aforesaid four single-parameter
subfamilies of algorithms having an optimal numerical dissipation characteristic are con-
sidered further for assessment of their numerical characteristics when applied to solve free
vibration and forced vibration problems for linear systems.
4.2 The Initial Value Problem of Structural Dynamics
For analysis of a direct integration algorithm, it is convenient to convert the coupled equations
of motion for an MDOF system presented in Section 2.3 to a series of uncoupled equations as
mentioned before in Section 2.3.1. Thus, one obtains the second-order ordinary differential
equation of motion for an SDOF system presented earlier in Equation (2.4), which is
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revisited below.
u¨(t)+2ξω u˙(t)+ω2u(t) =
f (t)
m
u(0) = x0
u˙(0) = x˙0
(2.4 revisited)
It is of interest to study the characteristics of the solution of Equation (2.4) obtained using the
model-based algorithms developed in Chapter 3. To this end, the E-α and SE-α methods are
analyzed first and single-parameter subfamilies of algorithms are developed. Subsequently,
these single-parameter subfamilies of algorithms are assessed for solving Equation (2.4)
considering the two cases: (i) free vibration, i.e., f (t) = 0 (homogeneous solution); and (ii)
forced vibration with f (t) when x0 = 0 and x˙0 = 0 (particular solution) as presented below.
4.3 Analysis of Proposed Methods and Design of Single-
Parameter Subfamilies of Algorithms
In this section, the E-α and SE-α methods developed in Chapter 3 are analyzed to design
single-parameter subfamilies of algorithms. In other words, through this analysis the free
parameters γ , β , αm, and α f of the E-α and SE-α methods are related to the high-frequency
spectral radius ρ∞ for the KR-α , MKR-α , SSE-α-1, and SSE-α-2 methods which have
been summarized earlier in Section 3.5. The desired characteristics for the single-parameter
subfamilies of algorithms can be stated as follows:
(i) Unconditional stability for linear systems
(ii) Second-order accuracy
(iii) Parametrically controllable numerical dissipation that can be continuously controlled
between zero dissipation to asymptotic annihilation.
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(iv) Maximum high-frequency dissipation and minimum low-frequency dissipation for a
given level of high-frequency dissipation. In other words, an optimal combination of
high-frequency and low-frequency numerical dissipation
(v) Controlled overshooting for high-frequency modes
(vi) Enhanced stability for nonlinear stiffening type systems
It will be apparent through the course of this analysis that all of the aforesaid six characteris-
tics cannot be achieved simultaneously within a single-parameter subfamily of algorithms.
Nevertheless, any single-parameter subfamily of algorithms must satisfy the first three
characteristics.
When the model-based E-α and SE-α methods are applied to solve the free vibration
problem in Equation (2.4) with f (t) = 0, the algorithmic equations can succinctly be written
in the following recurrence relationship:
[
xn+1 ∆tx˙n+1 ∆t2x¨n+1
]T
= A
[
xn ∆tx˙n ∆t2x¨n
]T
(4.1)
where the amplification matrix A ∈ R3×3 is a function of Ω= ω∆t, ξ , and the algorithmic
parameters γ , β , αm, and α f . Note that the analysis of an integration algorithm using the
amplification matrix approach was briefly reviewed in Chapter 2 (Section 2.3.1). This ap-
proach will be used here to analyze the proposed methods. Therefore, some of the equations
presented earlier will be revisited in this chapter for convenience. The amplification matrices
of the E-α and SE-α methods are determined to be the following (see Appendices D.1 and
D.2 for derivation):
96
Explicit-α (E-α) method:
A =

1 1 α2
0 1 α1
Ω2
α3−1
2ξΩ+(1−α f )Ω2
α3−1
α3+2(1−α f )α1ξΩ+(1−α f )α2Ω2
α3−1
 (4.2)
Semi-explicit-α (SE-α) method:
A =

1 α1 α2
γΩ2
D
1
D
[
(α3−1)+2α f γξΩ 1D [(α3+ γ−1)
+(1−α f )γα1Ω2
]
+(1−α f )γα2Ω2
]
Ω2
D
1
D
[
2ξΩ+(1−α f )α1Ω2
] 1
D
[
α3+2(1− γ)(1−α f )ξΩ
+(1−α f )α2Ω2
]

(4.3a)
where
D = (α3−1)+2(α f −1)γξΩ (4.3b)
Note that the integration parameters α1, α2, and α3 in the above equations are functions of
ξ , Ω, γ , β , αm, and α f as presented in Equations (3.25) and (3.20) for the E-α and SE-α
methods, respectively. The eigenvalues of the amplification matrices can be determined by
solving the following characteristic equation:
|A−λ I|= λ 3−2A1λ 2+A2λ −A3 = 0 (4.4)
where I is the identity matrix of the same dimension of A; λ denotes an eigenvalue; A1 = 12
of trace of A; A2 = sum of principal minors of A; and A3 = determinant of A. Using the
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coefficients A1, A2, and A3 in Equation (4.4), it can be shown that this equation is identical
to the characteristic Equation (3.4) where the coefficients (d3, d2, d1, and d0) have been
presented in Tables 3.3 and 3.4 for the SE-α and E-α methods, respectively. Therefore, the
coefficients of these two equations are related as follows:
A1 =− d22d3 (4.5a)
A2 =
d1
d3
(4.5b)
A3 =−d0d3 (4.5c)
Thus, it is apparent that the closed-loop poles (i.e., roots of Equation (3.4)) of the transfer
function of an integration algorithm are the eigenvalues (roots of Equation (4.4)) of the
amplification matrix of that algorithm. Hence, for any Ω ∈ (0,∞) the eigenvalues of the
amplification matrices of the proposed E-α and SE-α methods are the same as that of the
G-α method when the latter is described in terms of the parameter αm, α f , γ , and β .
4.3.1 Unconditional Stability
An integration algorithm is said to be unconditionally stable if the free vibration response
calculated using Equation (4.1) does not grow without bound for any arbitrary initial condi-
tions and time step size ∆t, especially for large Ω= ω∆t. It can be shown mathematically
that the free vibration response produced by Equation (4.1) will always be bounded if ρ ≤ 1
and the repeated eigenvalues, if any, satisfy |λ | < 1, where ρ = max{|λ1|, |λ2|, |λ3|} and
is called the spectral radius of the amplification matrix A and λ j is the jth eigenvalue (see
Appendix E for derivation). Because the eigenvalues of A of the SE-α and E-α methods are
made equal to that of the implicit G-α method, the stability conditions of the latter applies
to the former methods. The G-α method is unconditionally stable, provided the following
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Table 4.1: Design criteria and parameter conditions for the KR-α and SSE-α-1 methods.
Design criteria α f αm γ β
S ≤ 12 12 − (γ−α f )≤ αm ≤ 12 ≥ 12 ≥ γ2
S & S.O.A. ≤ 12 ≤ α f 12 +α f −αm ≥ γ2
S, S.O.A & M.H.D. ≤ 12 ≤ α f 12 +α f −αm 14
(
γ+ 12
)2
S, S.O.A & O.D.P. ρ∞ρ∞+1
2ρ∞−1
ρ∞+1
1
2 +α f −αm 14
(
γ+ 12
)2
Note:
(i) S: Stability; S.O.A.: Second order accuracy; M.H.D.: Maximum high-frequency dissipation; O.D.P.:
Optimal dissipation with parameterization.
(ii) All the design criteria and the parameter conditions in this table apply to the G-α method.
(iii) The first two rows also apply to the MKR-α and SSE-α-2 methods.
conditions hold (Erlicher et al., 2002):
α f ≤ 12 (4.6a)
1
2
− (γ−α f )≤ αm ≤ 12 (4.6b)
γ ≥ 1
2
(4.6c)
β ≥ γ
2
(4.6d)
Therefore, the E-α and SE-α methods become unconditionally stable if Eq. (4.6) holds.
Thus, all of the single-parameter subfamilies of algorithms must satisfy Equation (4.6).
These conditions are summarized in the first row of Table 4.1 which apply to the KR-α and
SSE-α-1 methods, as well as the MKR-α and SSE-α-2 methods. Note that the remaining
rows of this table will be explained throughout the rest of this section.
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4.3.2 Second-Order Accuracy
The method laid out in Hilber (1976) is followed here to check for consistency and determine
the order of accuracy of the proposed methods. A single difference equation in displacement
can be obtained by the repeated use of Equation (4.1) as follows (see Appendix F.1 for
derivation):
xn+1−2A1xn+A2xn−1−A3xn−2 = 0; n ∈ {2,3, ...,N−1} (4.7)
where the coefficients A1, A2, and A3 are as defined earlier. Note that this difference equation
is identical to the homogeneous form of the displacement difference Equation (3.5), which
was derived using discrete control theory, because the coefficients in these two equations
are related as described by Equation (4.5). The local truncation error in replacing the
homogeneous form of the differential Equation (2.4) by the difference Equation (4.7) is
given by Equation (2.9) which is revisited below.
τ =
1
∆t2
[u(tn+∆t)−2A1u(tn)+A2u(tn−∆t)−A3u(tn−2∆t)] (2.9 revisited)
where u(t) is the homogeneous solution of the differential Equation (2.4). Assuming u(t)
to be continuously differentiable up to any order the finite Taylor series expansion of
Equation (2.9) results in the following (see Appendix F.2):
τ =
L
∑
l=0
Tl∆t l−2u(l)+O(∆tL−1) (4.8)
where u(l) denotes the lth derivative of u(t) and Tl is given by the following:
T0 = 1−2A1+A2−A3 (4.9a)
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Tl =
1
l!
[
1+(−1)lA2− (−2)lA3
]
(4.9b)
Second and higher derivatives of u(t) in Equation (4.8) can be eliminated by using the
homogeneous form of Equation (2.4). For example, L = 4 leads to the following for the
local truncation error for the E-α and SE-α methods (see Appendices D.1 and D.2 for
derivation):
τ =
1
d
[
γ−
(
1
2
−αm+α f
)][
2ξω2u(tn)− (1−4ξ 2)ω u˙(tn)
]
Ω+O(∆t2) (4.10a)
where
d = (αm−1)+2(α f −1)γξΩ+(α f −1)βΩ2 (4.10b)
The difference Equation (4.7) is said to be consistent with the differential Equation (2.4)
(homogeneous) if τ = O(∆t p) in which p > 0. Furthermore, p is termed as the order of
accuracy. Equation (4.10) indicates that τ = O(∆t), which leads to p > 0. Therefore, the
consistency requirement is proven for the SE-α and E-α methods. Furthermore, these
two methods are in general first-order accurate (p = 1). Equation (4.10) also indicates
that second-order accuracy (p = 2) is obtained in the SE-α and E-α methods when γ is
expressed by Equation (2.40) which is as follows:
γ =
1
2
−αm+α f (2.40 revisited)
The parameter conditions for combined stability and second-order accuracy are summarized
in the second row of Table 4.1 which applies to the KR-α and SSE-α-1 methods, as
well as the MKR-α and SSE-α-2 methods. Note that the second row and third column
entry in this table is determined by requiring that γ ≥ 12 (i.e., fourth column of first row),
whereby γ = 12 −αm+α f ≥ 12 which results in αm ≤ α f . Also note that consistency and
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stability ensures convergence (Richtmyer and Morton, 1994). Therefore, the E-α and
SE-α methods, and their subfamilies of algorithms, namely, the KR-α , MKR-α , SSE-α-1,
SSE-α-2 methods are all convergent.
4.3.3 Maximum High-Frequency Dissipation
In general, A3 6= 0 in Equation (4.4) except for the non-dissipative C-1, C-3, CR, and MCR
algorithms, which belong to the proposed families of algorithms as shown in Figure 3.3.
Therefore, Equation (4.4) has, in general, three nonzero roots (λ1,λ2,λ3), two of which are
principal roots and the third one is the so-called real root. The principal roots are complex
conjugate and can be expressed by Equation (2.6) which is repeated below.
λ1,2 = σ ± iε = exp
[
Ω
(
−ξ ± i
√
1−ξ 2
)]
(2.6 revisited)
where σ =Re{λ1,2}, ε = Im{λ1,2}, i=
√−1, and ξ andΩ are as presented in Equation (2.7).
In order to maximize high-frequency dissipation, that is maximize ξ , the principal roots must
remain complex conjugate ∀Ω ∈ (0,∞) and become real when Ω→ ∞, (i.e., limΩ→∞ ε = 0)
(Chung and Hulbert, 1993). In the limit Ω→ ∞, the roots of the E-α and SE-α methods are
the same and given by the following (see Appendices D.1 and D.2):
λ∞1,2 = 1−
1
2β
(
γ+
1
2
)
± i
β
√
β − 1
4
(
γ+
1
2
)2
(4.11a)
λ∞3 =
α f
α f −1 (4.11b)
where the superscript on λ indicates the aforesaid limit of Ω. Note that the eigenvalues of
the E-α and SE-α methods in the above equations are identical to that of the G-α method,
as expected. Equation (4.11a) indicates that the principal roots become real in the limit
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Ω→ ∞ when β and γ are related by Equation (2.26) which is
β =
1
4
(
γ+
1
2
)2
(2.26 revisited)
Thus, Equation (2.26) is required to be satisfied to maximize high-frequency dissipation.
This criteria is satisfied by the KR-α and SSE-α-1 methods. Therefore, the parameter
conditions for the maximum high-frequency dissipation combined with the stability and
second-order accuracy for the KR-α and SSE-α-1 methods are summarized in the third row
of Table 4.1. The relationship between β and γ for the MKR-α and SSE-α-2 methods are
presented next.
4.3.4 Overshoot
Overshoot is a phenomenon where numerical response of a high-frequency mode char-
acterized by a large Ω value overshoots the exact solution usually in the first few time
steps (Hilber and Hughes, 1978). On the other hand, overshoot does not occur for the
important low-frequency modes characterized by small Ω values because the frequently
used algorithms in structural dynamics, e.g., all the algorithms reviewed in Chapter 2, are
convergent. Note that the proposed E-α and SE-α methods are also convergent as shown
earlier in Section 4.3.2. Nevertheless, the important low-frequency mode response in a
step-by-step direct integration of an MDOF system may get contaminated by the overshoot
of high-frequency modes present in the system. The overshoot tendency of an integration
algorithm for high-frequency modes can be assessed numerically by studying the free vibra-
tion response of an undamped SDOF system integrated with a large ∆t, i.e., a large value of
Ω as presented later in Section 4.4.5. Alternatively, the limit Ω→ ∞ is considered in the
recurrence relation (Equation (4.1)) to obtain an approximate expression for displacement
and velocity at the first time step (n = 1) in terms of the initial conditions (Hilber and
Hughes, 1978). Thus, the displacement and velocity at the first time step are obtained
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Table 4.2: Displacement and velocity at the first time step (n = 1) for the E-α , SE-α and
G-α methods when Ω→ ∞.
Method x1 x˙1
E-α
[
1− 1β
(
γ+ 12
)]
x0+∆tx˙0 x˙0
SE-α
(
1− 12β
)
x0
(
γ
2β −1
)
Ωωx0+
(
1− γβ
)
x˙0
G-α
[
1− 1−αm2(1−α f )β
]
x0
(
γ
2β −1
)
Ωωx0+
(
1− γβ
)
x˙0
for the E-α and SE-α methods for Ω→ ∞ as presented in Table 4.2 (see Appendices D.1
and D.2). The results for the G-α method are also included in the table for comparison
purpose. The first row of the table indicates that the E-α method does not have a tendency to
overshoot the exact solution due to initial displacement x0, whereas a tendency to overshoot
in displacement linearly with ∆t due to initial velocity x˙0 is observed. The second and third
rows of the table show that the SE-α and G-α methods do not show a tendency to overshoot
in displacement but in velocity linearly with Ω when γ 6= 2β . However, substitution of the
third row of Table 4.1, which was derived in the previous section for the KR-α method, into
the expression for x1 of the E-α method leads to the following:
x1 ≈
[
1− 4
1+α f −αm
]
x0+∆tx˙0 (4.12a)
where
αm ≤ α f ≤ 12 (4.12b)
Note that an approximately equal sign is used in the above equation because the expressions
in Table 4.1 were derived considering the limit Ω→ ∞. For the special case of αm = α f ,
which is the case for the CR algorithm (αm = α f = 0) and the KR-α method with ρ∞ = 1(
αm = α f = 12
)
(see Figure 3.3), the coefficient of x0 in Equation (4.12) is equal to −3.
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This indicates overshoot in displacement in the first time step because
∣∣∣x1x0 ∣∣∣= 3 > 1 when
x˙0 = 0 is used. Also recall from Chapter 3 that the KR-α method with ρ∞ = 1 is actually
the CR algorithm as noted in Figure 3.3. Furthermore, for this algorithm, the overshoot in
displacement grows with time. In fact, using Equation (4.1) recursively and considering the
limit Ω→ ∞, the following approximate relations can be obtained for the KR-α method
with ρ∞ = 1:
xn ≈ (−1)n [(2n+1)x0−nx˙0∆t] (4.13a)
x˙n ≈ (−1)n+1(2n−1)x˙0 (4.13b)
Equation (4.13) indicates that the displacement xn and velocity x˙n grow linearly with time
step n, where the former is due to x0 6= 0 and x˙0 6= 0, and the latter is due to x˙0 6= 0. This
kind of overshoot is unusual, because as noted earlier overshoot, if any, is usually observed
only in the first few time steps.
To eliminate this overshoot consider again the expression of x1 for the E-α method in
the first row of Table 4.2. If the magnitude of the square bracketed term in this expression
is set equal to unity this unusual overshoot is completely eliminated. In other words, this
condition ensures that xn and x˙n will not grow with time step n unlike Equation (4.13)
when no numerical dissipation is used, that is, ρ∞ = 1. This condition along with γ ≥ 12
(Equation (4.6c)) leads to Equation (3.37) which is as follows:
β =
1
2
(
γ+
1
2
)
(3.37 revisited)
Equation (3.37) is used in the MKR-α method to control the undesired overshoot char-
acteristics of the KR-α method. Observe the difference in the relation between β and γ
of the KR-α method (Equation (2.26) derived in Section 4.3.3) and the MKR-α method
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Table 4.3: Design criteria and parameter conditions for the MKR-α and SSE-α-2 methods.
Design criteria α f αm γ β
S, S.O.A. & I.O.C. &/or
I.S.NL
≤ 12 ≤ α f 12 +α f −αm 12
(
γ+ 12
)
S, S.O.A, I.O.C. &/or
I.S.NL, & O.D.P
ρ∞
ρ∞+1
2ρ3∞+ρ2∞−1
ρ3∞+ρ2∞+ρ∞+1
1
2 +α f −αm 12
(
γ+ 12
)
Note:
(i) S: Stability; S.O.A.: Second order accuracy; I.O.C.: Improved overshoot characteristics; I.S.NL.:
Improved stability for nonlinear stiffening-type systems; O.D.P.: Optimal dissipation with
parameterization.
(ii) I.O.C does not apply to the SSE-α-2 method.
(iii) See the first two rows of Table 4.1 for S; and S and S.O.A
(Equation (3.37)). Note that the use of Equation (3.37) in the MKR-α method eliminates
the overshoot tendency given by Equation (4.13). But the overshoot tendency of the method
in displacement linearly with ∆t due to x˙0 6= 0 remains, which is probably impossible to
eliminate due to the completely explicit formulation of the method (see Equation (3.24)).
Nevertheless, the overshoot characteristics of the MKR-α method are significantly improved
compared with the KR-α method, as also illustrated later numerically. Equation (3.37) and
the previously presented parameter conditions for stability and second-order accuracy are
summarized in the first row of Table 4.3 for the MKR-α method.
Comparing Equations (2.26) and (3.37) it can be seen that for a given value of γ ∈ [12 , 32],
the value of β for the MKR-α method is larger than that of the KR-α and SSE-α-1 methods,
as also shown in Figure 4.1. Note that for this comparison that the lower limit of γ
(
γ = 12
)
is considered based on the stability criteria presented in Equation (4.6c). The upper limit
γ = 32 is based on the maximum value of γ used in the N-γ method to achieve asymptotic
annihilation given by Equation (2.27) which corresponds to ρ∞ = 0. To this end, also
recall from Chapter 2 (e.g., Section 2.4.5) that all the α-dissipation methods, including
those proposed in this dissertation, uses the concept of γ-dissipation of the N-γ method.
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Figure 4.1: Variation of β with γ for the proposed single-parameter subfamilies of algorithms
and G-α method
Now referring to the equations for the model-based integration parameters of the SE-α
method in Equation (3.21) it is observed that the stiffness k is multiplied by the parameter β .
Therefore, if a large value of β is used, an enhanced stability characteristics for nonlinear
stiffening-type systems may be achieved. This is further discussed in Chapter 5. With this
understanding, Equation (3.37) will be used for the SSE-α-2 method. Thus, the parameter
conditions for the MKR-α method which are already summarized in Table 4.3 apply to the
SSE-α-2 method. However, note that the design criteria for using Equation (3.37) in the
SSE-α-2 method is not improved overshoot as noted earlier and also noted below Table 4.3.
It should be noted here that this relation between β and γ (Equation (3.37)) might introduce
other limitations into the SSE-α-2 method compared with the SSE-α-1 method, which will
be studied later in this chapter.
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4.3.5 Optimal Numerical Dissipation
Substituting γ from Equation (2.40) and β from either Equation (2.26) or (3.37), which
are derived above, into Equation (4.11a), the principal eigenvalues of the E-α and SE-α
methods in the limit Ω→ ∞ are determined to be the following (Appendices D.1 and D.2):
λ∞1,2 =−
1+αm−α f
1−αm+α f when β =
1
4
(
γ+
1
2
)2
(4.14)
λ∞1,2 =±i
√
1+αm−α f
1−αm+α f when β =
1
2
(
γ+
1
2
)
(4.15)
Observe that the eigenvalues in Equation (4.14) are real, whereas those in Equation (4.15)
are in general complex with no real part. Recall that combined stability and second order-
accuracy for the E-α and SE-α methods require αm ≤ α f ≤ 12 as summarized in the second
row of Table 4.1. Now using either Equation (2.26) or (3.37), which are derived above,
the E-α and SE-α methods can be described by the remaining two parameters αm and α f
as shown in Figure 4.2. In this figure the stability region indicated by two shaded areas
are bounded by (i) α f = 12 which corresponds to λ
∞
3 =−1 (by Equation (4.11b)), and (ii)
α f = αm which corresponds to either λ∞1,2 = −1 in Figure 4.2(a) (by Equation (4.14)) or
|λ∞1,2|= 1 in Figure 4.2(b) (by Equation (4.15)). It should be noted that Figure 4.2(a) was
originally formulated by Chung and Hulbert (1993) for the G-α method.
In the low-frequency range typically the magnitude of the principal roots are greater
than that of the spurious root, i.e., |λ1,2|> |λ3|. For the spectral radius to decrease smoothly
as Ω increases, |λ1,2| ≥ |λ3| is required for all Ω ∈ [0,∞). Violation of this condition results
in a ‘cusp’ in the spectral radius plot, where ρ increases with Ω (Chung and Hulbert, 1993).
Therefore, exploiting this condition in the high-frequency limit (i.e., |λ∞1,2| ≥ |λ∞3 |) and
introducing the user defined high-frequency spectral radius as the free parameter, one can
define ρ∞ = |λ∞1,2|. Now with this definition and using Equation (4.14) a single-parameter
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Figure 4.2: Classification of the E-α and SE-α methods in αm – α f space with
γ = 12 −αm+α f and: (a) β = 14
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γ+ 12
)2
; and (b) β = 12
(
γ+ 12
)
.
subfamily of algorithms having numerical dispersion and dissipation characteristics of the
HHT-α method (Section 2.4.5) can be constructed from each of the E-α and SE-α methods.
To this end, recall from Section 2.4.9 that the HHT-α method is obtained from the G-α
method by setting αm = 0. Therefore, the single-parameters subfamilies of the E-α and
SE-α methods having the numerical dispersion and dissipation characteristics of the HHT-α
method are obtained by using the following:
αm = 0 (4.16)
α f =
1−ρ∞
1+ρ∞
(2.32 revisited)
where ρ∞ ∈
[
1, 12
]
. In the αm – α f space in Figure 4.2(a), these two equations represent the
vertical line between α f = 0 and 13 and is annotated as HHT-α . Note that Equation (2.32)
is derived by substituting Equation (4.16) into Equation (4.14) and using the aforesaid
definition of ρ∞ = |λ∞1,2|. Similarly, a single-parameter subfamily of algorithms having
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the same numerical dispersion and dissipation characteristics of the WBZ-α method (Sec-
tion 2.4.7), which is obtained from the G-α method by setting α f = 0 (see Section 2.4.9),
can be constructed from each of the E-α and SE-α methods as follows:
αm =
ρ∞−1
ρ∞+1
(2.38 revisited)
α f = 0 (4.17)
where ρ∞ ∈ [1,0]. In the αm – α f space in Figure 4.2(a), these two equations represent
the horizontal line between αm = 0 and −1 and is annotated as WBZ-α . Note that Equa-
tion (2.38) is derived by substituting Equation (4.17) into Equation (4.14) and making use
of ρ∞ = |λ∞1,2|.
However, it is of particular interest to develop single-parameter subfamilies of algo-
rithms from each of the E-α and SE-α methods having the optimal numerical dissipation
characteristic of the G-α method. Chung and Hulbert (1993) found that for a given level of
high-frequency dissipation, low-frequency dissipation in the G-α method is minimized when
λ∞3 = λ
∞
1,2. This was explained earlier using the root-locus of the transfer function of the
G-α method in Chapter 3 (Section 3.2). Now invoking this condition using Equations (4.14)
and (4.11b) the following relationship between αm and α f is obtained:
αm = 3α f −1 (4.18)
Note that the above equation is identical to that of the G-α method and is identified in
Figure 4.2(a). Now, parameterizing αm and α f in terms of ρ∞ by utilizing ρ∞ = |λ∞1,2|= |λ∞3 |,
one obtains Equations (2.41) and (2.42) as follows:
αm =
2ρ∞−1
ρ∞+1
(2.41 revisited)
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α f =
ρ∞
ρ∞+1
(2.42 revisited)
where ρ∞ ∈ [1,0]. The above equations are used in the KR-α and SSE-α-1 methods and
are identical to that of the G-α method as noted in Figure 4.2(a), where the straight line
between
(
αm = 12 ,α f =
1
2
)
and
(
αm =−1,α f = 0
)
is represented by these two equations.
The conditions for combined stability, second-order accuracy, maximum high-frequency
dissipation, and an optimal combination of high-frequency and low-frequency dissipation
with parameterization are presented in the last row of Table 4.1 for the KR-α and SSE-α-1
methods. Note that all the conditions presented in this table are the same as that of the G-α
method. Therefore, the KR-α , SSE-α-1, and G-α methods have the same eigenvalues for
any Ω and ρ∞ ∈ [1,0].
Now consider the case of β given by Equation (3.37) which was derived in Section 4.3.4
for the MKR-α method to improve the overshoot characteristics of the KR-α method.
For this case the principal eigenvalues in the high-frequency limit λ∞1,2 are presented in
Equation (4.15), which are in general complex as noted earlier. Therefore, the criteria of
Chung and Hulbert (1993), that is λ∞1,2 = λ
∞
3 , as discussed above cannot be adopted to
minimize low-frequency dissipation. Nevertheless, it was found that for a given level of
high-frequency dissipation, low-frequency dissipation is minimized when |λ∞1,2|= |λ∞3 |,
which leads to
αm =
2α3f −2α2f +3α f −1
2α2f −2α f +1
(4.19)
This equation is identified in the αm – α f space in Figure 4.2(b). Observe the difference
between Equation (4.18) and (4.19). Now parameterizing α f and αm as before using the
high-frequency spectral radius based on ρ∞ = |λ∞1,2|= |λ∞3 |, and utilizing Equation (4.11b)
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and (4.15), one obtains Equations (3.38) and (2.42) as follows:
αm =
2ρ3∞+ρ2∞−1
ρ3∞+ρ2∞+ρ∞+1
(3.38 revisited)
α f =
ρ∞
ρ∞+1
(2.42 revisited)
where ρ∞ ∈ [1,0]. The above equations are used in the MKR-α and SSE-α-2 meth-
ods as noted in Figure 4.2(b), where the curved line between
(
αm = 12 ,α f =
1
2
)
and(
αm =−1,α f = 0
)
is represented by these two equations. The conditions for combined
stability, second-order accuracy, improved overshoot and/or improved stability for nonlinear
stiffening-type systems, and an optimal combination of high-frequency and low-frequency
dissipation with parameterization are presented in the last row of Table 4.3 for the MKR-α
and SSE-α-2 methods. Thus, the MKR-α and SSE-α-2 methods have the same eigenvalues
for any Ω and ρ∞ ∈ [1,0].
4.3.6 Design Summary
Referring to Figure 4.2 it can be noted that several single-parameter subfamilies of algorithms
with unconditional stability, second-order accuracy, and controllable numerical dissipation
can be constructed from the proposed E-α and SE-α methods, as pointed out earlier.
Nevertheless, the four subfamilies of algorithms identified in the figure and also summarized
in Tables 4.1 and 4.3 are of interest because most of the six criteria outlined at the beginning
of Section 4.3 are satisfied by these methods. For example, the KR-α method satisfies
criteria (i) through (iv), whereas the SSE-α-1 method satisfies all except the last one.
On the other hand, the MKR-α method satisfies all except criteria (iv) which is partially
satisfied because the high-frequency dissipation cannot be maximized by making λ∞1,2 real.
Nevertheless, desired high-frequency dissipation is provided by this method as also shown
later. Furthermore, an optimal combination of high-frequency and low-frequency dissipation
112
is obtained with improvement in the overshoot characteristics. The SSE-α-2 method was
constructed to enhance the stability characteristics of the SSE-α-1 method when applied
to nonlinear stiffening-type problems. However, this improvement comes at the cost of
some overshooting as demonstrated later. Thus the SSE-α-2 method satisfies (i)–(iii), (vi),
and partially satisfies (iv). Throughout the rest of this chapter these four single-parameter
subfamilies of algorithms will be further assessed for their numerical characteristics when
applied to solve the initial value problem in Equation (2.4) which was revisited at the
beginning of this chapter. In passing it should be noted that ρ∞ = 0 leads to α f = 0,
αm =−1, γ = 32 , and β = 1 for all of the four single parameters subfamilies of algorithms
(see the last row of Tables 4.1 and 4.3). Therefore, for this case (ρ∞ = 0) the eigenvalues
of the four subfamilies of algorithms become the same and identical to that of the G-α
method for anyΩ. Furthermore, for this case the KR-α and MKR-α methods in fact become
identical. Similarly, the SSE-α-1 and SSE-α-2 methods also become identical for this case.
4.4 Assessment of Algorithms for Free Vibration
In this section, the four single-parameter subfamilies of algorithms designed above, namely,
the KR-α , MKR-α , SSE-α-1, and SSE-α-2, methods are assessed for their numerical
characteristics when applied to solve the free vibration problem in Equation (2.4) with
f (t) = 0. For the sake of simplicity no inherent damping (ξ = 0) is considered for the
results presented in this section. Results from the G-α method parameterized with respect
to ρ∞ are also considered for the purpose of comparison.
4.4.1 Spectral Radius
Of particular interest is the variation of spectral radius ρ of the amplification matrix A
for the single-parameter subfamilies of algorithms presented in Figure 4.3. The figure
shows that for a given value of ρ∞ ∈ [1,0], the variation of spectral radius for the KR-α
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Figure 4.3: Variation of spectral radius (ρ) with Ω for the proposed single-parameter
subfamilies of algorithms and G-α method for various values of ρ∞. The curves for the
KR-α and SSE-α-1 methods are identical to that of the G-α method.
and SSE-α-1 methods are the same and identical to that of the G-α method. This is due
to the fact that these three methods have the same eigenvalues for any Ω and ρ∞ ∈ [1,0] as
discussed earlier. Similarly, the MKR-α and SSE-α-2 methods also have the same variation
of spectral radius because these two methods possess the same eigenvalues as noted earlier.
The figure also indicates that for a given value of ρ∞ ∈ (1,0), the spectral radius (ρ) at the
low-frequency regime (i.e., for small Ω values) is smaller for the MKR-α and SSE-α-2
methods compared with that of the KR-α and SSE-α-1 methods. Therefore, the MKR-α
and SSE-α-2 methods have more numerical damping at the low-frequency regime compared
with the KR-α and SSE-α-1 methods. For ρ∞ = 1 and 0, the corresponding spectral radius
for all of the aforesaid four methods become identical. In fact for ρ∞ = 0, the KR-α and
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Figure 4.4: Loci of the eigenvalues in the complex plane for the proposed single-parameter
subfamilies of algorithms for: (a) ρ∞ = 1, (b) ρ∞ = 0.5, and (c) ρ∞ = 0. Note that the for
any ρ∞ ∈ [1,0] the loci of the KR-α and SSE-α-1 methods are identical to that of the G-α
method.
MKR-α methods become identical; and the SSE-α-1 and SSE-α-2 methods also become
identical, as shown previously.
4.4.2 Loci of the Eigenvalues in Complex Plane
Figure 4.4 shows the loci of the eigenvalues (λ1,2 and λ3) of the four subfamilies of algo-
rithms in the complex plane for ρ∞ = 1, 0.5, and 0. The figure also presents the constant ξ
and Ω curves obtained using Equation (2.7), where ξ = 0 is the unit circle. The eigenvalues
in the limits Ω→ 0 and Ω→ ∞ denoted as λ 0 and λ∞, respectively, are also depicted
in the figure using cross (×) and circle (©) markers, respectively, and the directions of
increasing Ω are indicated by the arrows. Observe that λ∞1,2 of the KR-α and SSE-α-1
methods are equal and real for all of the three values of ρ∞, whereas they are complex
conjugate for the MKR-α and SSE-α-2 methods for ρ∞ = 1 and 0.5 (Figure 4.4(a) and
(b)), as expected from Equations (4.14) and (4.15). For ρ∞ = 0, the loci for all of the four
methods are the same (Figure 4.4(c)) because they have the same parameter values as given
by α f = 0, αm = −1, γ = 32 , and β = 1, which leads to the same eigenvalues, as noted
earlier. The figure indicates that Ω ∈ [0,∞) is mapped approximately into Ω ∈ [0,pi) for the
115
KR-α and SSE-α-1 methods with any ρ∞ ∈ [1,0], and Ω ∈ [0,pi/2) for the MKR-α and
SSE-α-2 methods with any ρ∞ ∈ [1,0). This causes increased period error for the latter two
methods compared with the former two when ρ∞ ∈ [1,0). Nevertheless, for the important
low-frequency modes of interest the increase in period error is negligible as illustrated later.
Observe that for ρ∞ = 1, all of the methods are nondissipative (Figure 4.4(a)), whereas
they show asymptotic annihilation, i.e., ξ∞ = 1 for ρ∞ = 0 (Figure 4.4(c)), where ξ∞ is
the equivalent damping ratio (ξ ) in the limit Ω→ ∞. On the other hand, Figure 4.4(b)
indicates that for ρ∞ = 0.5, ξ∞ of the MKR-α and SSE-α-2 methods is greater than that of
the KR-α and SSE-α-1 methods, which holds for any ρ∞ ∈ (1,0). Therefore, for assessing
other numerical characteristics, it is more logical to consider values of ρ∞ that yield the
same ξ∞ for all of the four methods. An approximate relationship between ρ∞ and ξ∞ was
derived in Chapter 3 for the G-α method as presented in Equation (3.16), which applies
to the KR-α and SSE-α-1 methods. Now to derive a similar relationship for the MKR-α
and SSE-α-2 methods, that is to derive Equation (3.39) consider again Figure 4.4. Observe
that in the limit Ω→∞ and ρ∞ ∈ [1,0), Ω≈ pi , σ = Re{λ}=−ρ∞, ε = Im{λ}= 0 for the
KR-α and SSE-α-1 methods, whereas Ω≈ pi/2, σ = Re{λ}= 0, ε = Im{λ}= ρ∞ for the
MKR-α and SSE-α-2 methods. Substitution of these parameters into Eq. (2.7a) leads to the
following:
ρ∞ ≈

exp
(
−piξ∞
)
for KR-α , SSE-α-1, and G-α methods
exp
(
−piξ∞/2
)
for MKR-α and SSE-α-2 methods
(4.20)
where ρ∞ ∈ [1,0). Observe that the above equation includes Equations (3.16) and (3.39).
Combining the above two equations for the same value of ξ∞ and recalling that the eigen-
values of all of the four methods become the same (see Figure 4.4(c)) for ρ∞ = 0, the
high-frequency spectral radius ρ∞ of these methods can be related by introducing a new
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parameter ρ∗∞ as follows:
ρ∗∞ =

ρ∞ for KR-α , SSE-α-1, and G-α methods
(ρ∞)2 for MKR-α and SSE-α-2 methods
(4.21)
where any ρ∗∞ ∈ [1,0] provides the same high-frequency dissipation in all of the four proposed
methods and the G-α method. Equation (4.21) can alternatively be derived as explained
below. Substitution of the expressions for α f and αm into that of γ using the last rows of
Tables 4.1 and 4.3 one obtains the following:
γ =

3−ρ∞
2(1+ρ∞)
for KR-α , SSE-α-1, and G-α methods
3−ρ2∞
2(1+ρ2∞)
for MKR-α and SSE-α-2 methods
(4.22)
Now recall from Chapter 2 (e.g., Section 2.4.5) that the concept of the α-dissipation
methods (HHT-α , WBZ-α , G-α) including those developed in Chapter 3 is to combine the
γ-dissipation characteristics of the N-γ method (Section 2.4.3) with a negative α-dissipation.
Furthermore, in the high-frequency limit Ω→ ∞, the numerical dissipation is controlled
by the parameter γ . Because of this reason the same expression of γ in terms of ρ∞ for
the HHT-α , WBZ-α , and G-α methods (i.e., Equation (2.27)) provides the same high-
frequency dissipation for any ρ∞ ∈ [1,0] as shown in Figure 2.2(b). Therefore, to attain
the same high-frequency dissipation in the KR-α , SSE-α-1, G-α , MKR-α , and SSE-α-2
methods, the γ value expressed in terms of ρ∞ in Equation (4.22) must be the same. This
condition directly leads to the relationship in Equation (4.21). Hereafter, in this chapter and
all subsequent chapters the parameter ρ∗∞ will be used.
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Figure 4.5: Variation of relative period error (PE) with Ω for the proposed single-parameter
subfamilies of algorithms and G-α method for various values of ρ∗∞.
4.4.3 Numerical Dispersion and Energy Dissipation
Numerical dispersion and energy dissipation are generally measured in terms of relative
period error (PE) and equivalent damping ratio ξ as presented in Equations (2.8) and (2.7),
respectively. Figures 4.5 and 4.6 show the variation of PE and ξ with Ω for various values
of ρ∗∞ for the four single-parameter subfamilies of algorithms. Note that the PE and ξ
curves for the KR-α and SSE-α-1 methods are identical to that of the G-α method because
they have the same eigenvalues for any Ω ∈ (0,∞) and ρ∗∞ ∈ [1,0]. For ρ∗∞ = 1, the KR-α
and SSE-α-1 methods have the same PE as that of the average acceleration (AA) scheme
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because the eigenvalues of the G-α method with ρ∗∞ = ρ∞ = 1 and the AA scheme are
identical (also see Figure 2.3). On the other hand, the MKR-α and SSE-α-2 methods have
the same variation of PE and ξ because they share the same eigenvalues for any Ω ∈ (0,∞)
and ρ∗∞ ∈ [1,0]. For the special case of ρ∗∞ = 0, all of the methods show the same variation of
PE and ξ because they have the same eigenvalues for this particular case for any Ω ∈ (0,∞),
as noted earlier. The two figures indicate that the PE and ξ increase with increasing Ω and
decreasing values of ρ∗∞. For any given value of Ω, the maximum and minimum PE and
ξ occur for ρ∗∞ = 0 and 1, respectively. However, in the low-frequency regime, typically
defined by Ω≤ 0.1pi or ∆tT ≤ 120 , the PE and ξ for all of the methods are small irrespective of
the value of ρ∗∞, which indicates that the low-frequency mode response in an MDOF system
is negligibly influenced by numerical damping. On the other hand, the increase of ξ with Ω
indicates that any undesired high-frequency mode response can be adequately damped out
using the controllable numerical damping. Observe in Figure 4.6(b) that for any ρ∗∞ ∈ [1,0]
all of the methods achieve the same high-frequency dissipation in the limit Ω→ ∞, which
was the motivation behind introducing the parameter ρ∗∞ (see Equation (4.21)).
It is of interest now to compare the PE and ξ between the two groups of methods: (i)
KR-α , SSE-α-1, and G-α ; and (ii) MKR-α and SSE-α-2. Figure 4.5 indicates that for any
ρ∗∞ ∈ [1,0), the PE of the latter group of methods is larger than that of the former group
of methods because of the reasons explained earlier in Section 4.4.2. Nevertheless, in the
low-frequency regime (typically Ω≤ 0.1pi), the increase in the PE for the latter group of
methods is not significant. For example, for Ω= 0.1pi and ρ∗∞ = 1 the PE is equal to 0.8%
and 2.0% for the two groups of methods, respectively. This difference in the PE, however,
reduces with Ω and ρ∗∞ as can be seen in Figure 4.5. Furthermore, in the low-frequency
regime, the PE of the latter group of methods can be reduced to be equal to that of the former
group of methods with a small reduction in time step size. For example, when ρ∗∞ = 1 a PE
of 0.8% in the latter group of methods (MKR-α and SSE-α-2) requires Ω= 0.06pi which
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with Ω for the proposed single-
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is only 40% smaller than that required by the former group of methods. The comparison
of the equivalent damping ratio
(
ξ
)
in Figure 4.6(a) shows that for a given value of ρ∗∞
the latter group of methods (MKR-α and SSE-α-2) is more dissipative compared with the
former (KR-α , SSE-α-1, and G-α) except at higher frequencies (i.e., Ω→ ∞), as expected.
Nevertheless, in the low-frequency regime (typically Ω≤ 0.1pi), ξ is small for both group
of methods. For example, for Ω= 0.1pi and ρ∗∞ = 0.5, ξ is equal to 0.05% and 0.14% for
these two groups of methods, respectively. Therefore, the increase in ξ in the latter group
of methods is negligible. Furthermore, similar to the PE, the difference in ξ between the
two groups of methods also reduces with Ω as can be observed in Figure 4.6(a). Moreover,
ξ of the latter group of methods can be reduced to be equal to that of the former group of
methods with a slight reduction in time step size. For example, when ρ∗∞ = 0.5 a ξ value of
0.05% in the latter group of methods requires Ω= 0.07pi , which is only 30% smaller than
that required by the former group of methods.
4.4.4 Discrete Solution Constants and the Spurious Root
The exact homogeneous solution of Equation (2.4) with f (t) = 0 was presented earlier in
Equations (3.10) and (3.11) which are revisited below.
u(tn) = e−ξωtn [ce1 cos(ωDtn)+ c
e
2 sin(ωDtn)] (3.10 revisited)
ce1 = x0
ce2 =
x˙0+ξωx0
ωD
(3.11 revisited)
where ωD = ω
√
1−ξ 2 is the damped natural frequency, and ce1 and ce2 are constants.
Because the eigenvalues of the amplification matrices of the proposed methods are distinct
for any Ω ∈ (0,∞) as shown earlier, the displacement difference Equation (4.7) admits a
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solution of the form (Hilber, 1976):
xn = c′1λ
n
1 + c
′
2λ
n
2 + c
′
3λ
n
3 , n ∈ {0,1, ...,N} (4.23)
where the constants c′l (l = 1,2,3) are determined from the initial conditions and all other
symbols are as defined earlier. Substituting Equation (2.6), which was revisited earlier in
Section 4.3.3, into Equation (4.23), the discrete homogeneous solution can be written as
follows (see Appendix G):
xn = e−ξωtn [c1 cos(ωDtn)+ c2 sin(ωDtn)]+ c3λ n3 (4.24)
where ωD = ω
√
1−ξ 2; tn = n∆t; ω and ξ are termed as the apparent frequency and
equivalent damping ratio, respectively, as noted earlier. Observe that Equations (3.9)
and (4.24) are essentially the same, where the former is derived using discrete control
theory and the latter using the amplification matrix approach. This is because the closed-
loop poles of the transfer function of an algorithm are the same as the eigenvalues of the
amplification matrix, as shown earlier in Section 4.3 for the proposed methods. Comparison
of Equation (4.24) with (3.10) indicates that the accuracy of xn not only depends on the
complex conjugate eigenvalues (λ1,2) but also on the coefficients c1, c2, and c3, and the
spurious root λ3. Of particular interest is the low-frequency accuracy because xn→ u(tn)
as Ω→ 0 if PE → 0, ξ → ξ , c1ce1 → 1,
c2
ce2
→ 1, and c3λ3→ 0. It has already been shown
that PE → 0 and ξ → 0 when ξ = 0 as Ω→ 0 as shown in Figures 4.5 and 4.6. It is of
interest now to study the effects of these coefficients on the free vibration response. These
coefficients can be determined numerically using Equations (4.1) and (4.24) with the initial
conditions: x0, ∆tx˙0, and ∆t2x¨0, where ∆t2x¨0 is determined from the equation of motion in
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Equation (3.18f) with f0 = 0 as follows:
∆t2x¨0 =−2ξΩ∆tx˙0−Ω2x0 (4.25)
Observe that x˙0 and x¨0 are multiplied by ∆t and ∆t2 in order to make c1, c2, and c3 functions
of ξ , Ω, algorithmic free parameters (e.g., ρ∗∞) and the initial conditions. Alternatively,
closed-from expression for these coefficients can also be determined using the displacements
of the first three steps, i.e., x0, x1, and x2 as follows (Hilber, 1976) (see Appendix G for the
derivation):
c3 =
x2−2σx1+ r2x0
λ 23 −2σλ3+ r2
(4.26a)
c1 = x0− c3 (4.26b)
c2 =
1
ε
(x1−σc1−λ3c3) (4.26c)
where r =
√
σ2+ ε2 and all other terms are as defined earlier. Note that x1 and x2 can be
determined by using Equation (4.1) once and twice, respectively. Now the influence of c1,
c2 and c3 for various initial conditions (x0 and ∆tx˙0) can be studied by comparing them with
their respective exact counter parts (i.e., ce1, c
e
2 and 0). This comparison, however, can be
made more conveniently by rewriting Equations (4.24) and (3.10) as follows:
xn = Aexp(−ξωtn)cos(ωDtn+θ)+ c3λ n3 (4.27)
u(tn) = Ae exp(−ξωtn)cos(ωDtn+θ e) (4.28)
The amplitude and phase of the numerical (A and θ ) and exact (Ae and θ e) solutions are
A =
√
c21+ c
2
2 (4.29a)
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Ae =
√
ce1
2+ ce2
2 (4.29b)
θ =− tan−1
(
c2
c1
)
(4.29c)
θ e =− tan−1
(
ce2
ce1
)
(4.29d)
In order to express Ae and θ e in terms of x0, ∆tx˙0, ξ and Ω, ce2 is expressed in terms of these
parameters by multiplying the numerator and denominator of Equation (3.11b) by ∆t.
Figures 4.7 and 4.8 show the variation of the normalized amplitude coefficient AAe ,
the phase error in the numerical solution (θ −θ e), spurious root coefficient c3, and c3λ3
with Ω for two different initial conditions: (i) x0 = 1 and ∆tx˙0 = 0; and (ii) x0 = 0 and
∆tx˙0 = 1, respectively, and various values of ρ∗∞. The results for the implicit G-α method
are also presented for the purpose of comparison. The two figures indicate that AAe → 1 and
(θ −θ e)→ 0 as Ω→ 0 for all of the methods for any ρ∗∞ ∈ [1,0], as expected, because all
of them are convergent.
For the ease of understanding consider first the case of no numerical dissipation, that
is, ρ∗∞ = 1 for all of the methods. Figures 4.7 and 4.8 show that the numerical amplitude
(A) and phase (θ ) have practically no error (i.e., AAe = 1 and (θ −θ e) = 0) for the SSE-α-1
and G-α methods for both set of initial conditions. The SSE-α-2 method also shows
practically no error in A and θ for the first set of initial conditions. For the second set
of initial conditions the SSE-α-2 method also shows practically no error in θ with some
small error in A in the low-frequency regime (typically Ω≤ 0.1pi) (i.e., (θ −θ e) = 0, and
A
Ae ≈ 1). On the other hand, for the KR-α and MKR-α methods, AAe ≈ 1 in the low-frequency
regime and its value increases with Ω indicating that these methods may have a tendency
to overshoot the exact solution as Ω increases. Note that overshoot, generally, is not of
concern for the low-frequency modes, rather the high-frequency modes (i.e., when Ω→ ∞),
as discussed in detail in the following section. With regard to the phase error, Figure 4.7
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Figure 4.7: Variation of normalized amplitude coefficient (A/Ae), phase error (θ e−θ ), coef-
ficient of spurious root (c3) and c3λ3 with Ω for the proposed single-parameter subfamilies
of algorithms and G-α method for various values of ρ∗∞ when x0 = 1 and ∆tx˙0 = 0.
indicates that both the KR-α and MKR-α methods show an undesired variation in (θ −θ e)
for the first set of initial conditions, although the error is small (i.e., (θ −θ e) ≈ 0) in the
low-frequency regime. Note that the phase error (θ −θ e) is of no importance as Ω→ ∞.
On the other hand, for the second set of initial conditions, Figure 4.8 shows practically no
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ficient of spurious root (c3) and c3λ3 with Ω for the proposed single-parameter subfamilies
of algorithms and G-α method for various values of ρ∗∞ when x0 = 0, and ∆tx˙0 = 1.
phase error (i.e., (θ −θ e) = 0) for the KR-α and MKR-α methods like the other methods
noted earlier. Numerical studies show that (θ −θ e) = 0 for these two methods for any value
of ∆tx˙0 provided x0 = 0. The reason behind the undesired variation of (θ − θ e) with Ω
for the KR-α and MKR-α methods with the first set of initial conditions can be attributed
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to their completely explicit formulation, which is advantageous otherwise. Consequently,
the explicit (E) class of algorithms (e.g., KR-α and MKR-α methods), compared with the
semi-explicit (SE) (e.g., SSE-α-1 and SSE-α-2 methods), can require a smaller time step to
achieve the same desired accuracy for free vibration with x0 6= 0. Observe in Figures 4.7 and
4.8 that c3 = 0 for all of the methods for the no numerical dissipation case considered so far
for discussion (i.e., ρ∗∞ = 1) because of the absencse of the spurious root. Now with regard
to the influence of numerical damping, Figures 4.7 and 4.8 both indicate that the errors in
A and θ increase as ρ∗∞ reduces and the spurious root is introduced. Nevertheless, in the
low-frequency regime (typically Ω≤ 0.1pi), A≈ Ae and θ ≈ θ e irrespective of the value of
ρ∗∞. This indicates that the numerical damping does not influence the lower mode solution.
Furthermore, Figures 4.7 and 4.8 also indicate that c3 ≈ 0 and c3λ3 ≈ 0 in the low-frequency
regime for all of the dissipative methods even though λ3 does not tend to zero as Ω→ 0.
For the proposed SE-α and E-α methods, the spurious root λ3 in the limit Ω→ 0, denoted
as λ 03 , is determined to be the following (see Appendices D.1 and D.2 for the derivation):
λ 03 =
αm
αm−1 (4.30)
The above equation indicates that generally λ 03 6= 0 except when αm = 0 which occurs only if
ρ∗∞ = 12 for the SSE-α-1 and KR-α methods, and ρ
∗
∞ ≈ 0.432 for the SSE-α-2 and MKR-α
methods (see Tables 4.1 and 4.3 and Equation (4.21)). Nevertheless, the spurious root has
negligible influence on the low-frequency accuracy as discussed above based on Figures 4.7
and 4.8.
4.4.5 Numerical Overshoot Response
The phenomenon of overshoot in which numerical response of high-frequency modes
characterized by large value of Ω overshoots the exact solution in the first few time steps
has been discussed earlier in Section 4.3.4. Also, control of high-frequency overshoot has
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been considered as an important aspect for designing the MKR-α method. In this section,
numerical results are presented to complement the analytical findings discussed earlier. To
demonstrate high-frequency overshoot characteristics of the four subfamilies of algorithms,
the KR-α , MKR-α , SSE-α-1, and SSE-α-2 methods, an undamped (ξ = 0) SDOF system
with a large value of Ω, for example Ω = 20pi is considered. Numerical response of the
SDOF system are obtained for two sets of initial conditions: (i) x0 = 1 and ∆tx˙0 = 0; and
(ii) x0 = 0 and ∆tx˙0 = 1. Recall from the previous section that x˙0 is multiplied by ∆t so as
to describe the response in terms of ξ , Ω, ρ∗∞, and the initial conditions. The time history of
normalized displacement
( xn
Ae
)
, velocity
( x˙n
ωAe
)
, and total energy
(
log
(
En
E0
))
for the first set
of initial conditions are presented in Figures 4.9 and 4.10 for the explicit (E) class (KR-α
and MKR-α methods) and semi-explicit (SE) class (SSE-α-1 and SSE-α-2 methods) of
algorithms, respectively. In Figures 4.11 and 4.12 these results are presented for the second
set of initial conditions for the two classes of algorithms, respectively. The total energy at
time tn is calculated as follows:
En =
1
2
[
mx˙2n+ kx
2]= m
2∆t2
[
(∆tx˙n)2+Ω2x2n
]
(4.31)
Thus, the normalized total energy becomes
En
E0
=
(∆tx˙n)2+Ω2x2n
(∆tx˙0)2+Ω2x20
(4.32)
Because of the normalization of the responses,
∣∣ xn
Ae
∣∣ > 1, ∣∣ x˙nωAe ∣∣ > 1, and log(EnE0) > 0
indicates overshoot in displacement, velocity, and total energy, respectively.
Now consider the results for the first set of initial conditions (x0 = 1 and ∆tx˙0 = 0)
presented in Figures 4.9 and 4.10. Figure 4.9 indicates that the KR-α method with ρ∗∞ = 1
shows significant overshoot in displacement but no overshoot in velocity due to the first
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Figure 4.9: Overshoot response of the KR-α and MKR-α methods for various values of ρ∗∞
when x0 = 1 and ∆tx˙0 = 0.
set of initial conditions (x0 = 1 and x˙0∆t = 0). The overshoot in displacement leads to
overshoot in total energy. This overshoot, however, reduces significantly with the addition
of numerical dissipation. Equation (4.13), which is derived considering Ω→ ∞, indicates
that the displacement response from the KR-α method with ρ∗∞ = 1 grows with time step
n and becomes unbounded. In Figure 4.9, the displacement response for this case also
grows with time step n but does not become unbounded because the Ω value considered
(= 20pi) is finite. On the other hand, no overshoot is observed for the MKR-α method due
to the first set of initial conditions as desired during the design of the method. Figure 4.10
for the SE class of algorithms demonstrates that the SSE-α-1 method does not overshoot
in displacement and shows minor overshoot in velocity when ρ∗∞ < 1. Observe that this
type of minor overshooting in velocity is also present in the G-α method when ρ∗∞ < 1.
To understand this, recall using the second and third rows of Table 4.2 that the SE-α and
G-α methods have a tendency to overshoot in velocity linearly with Ω due to x0 6= 0 when
γ 6= 2β . Also recall that ρ∗∞ < 1 leads to γ 6= 2β in the SSE-α-1 and G-α methods. The
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Figure 4.10: Overshoot response of the SSE-α-1 and SSE-α-2 methods for various values
of ρ∗∞ when x0 = 1 and ∆tx˙0 = 0.
SSE-α-2 method also does not show any overshoot in displacement but shows overshoot
in velocity when ρ∗∞ = 1 which leads to overshoot in total energy. For this method, ρ∗∞ = 1
leads to γ = β (see last row of Table 4.3) which causes velocity overshoot linearly with Ω
due to x0 6= 0 as explained for the SSE-α-1 and G-α methods. This overshoot damps out
with time depending on the value of ρ∗∞ used as can be seen in the figure.
Now consider the results for the second set of initial conditions (x0 = 0 and ∆tx˙0 = 1)
presented in Figures 4.11 and 4.12. Figure 4.11 indicates that the KR-α method with
ρ∗∞ = 1 significantly overshoots in both displacement and velocity as explained earlier using
Equation (4.13), which leads to significant total energy overshoot. This overshoot reduces
with the introduction of numerical dissipation. On the other hand, the MKR-α method
significantly reduces the overshoot in displacement and eliminates it from the velocity
without requiring to use any numerical dissipation (i.e., ρ∗∞ = 1). As a result, the total
energy overshoot reduces significantly compared with that of the KR-α method when
ρ∗∞ = 1. The overshoot in displacement of the MKR-α method is further reduced with the
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Figure 4.11: Overshoot response of the KR-α and MKR-α methods for various values of
ρ∗∞ when x0 = 0 and ∆tx˙0 = 1.
introduction of numerical dissipation. Recall that for x˙ 6= 0, the MKR-α method cannot
completely eliminate the displacement overshoot as explained previously (see the first row
and second column of Table 4.2), based on extensive studies the phenomenon is attributed
to the completely explicit formulation of the method. Nevertheless, for this set of initial
conditions, the MKR-α method reduces the displacement overshoot significantly and makes
it independent of the time step unlike the KR-α method with ρ∗∞ = 1 (see Equation (4.13)).
Thus, the overshoot behavior of the KR-α method is significantly improved by the MKR-α
method, which was the design basis for the MKR-α method. Figure 4.12 on the other hand
shows that the SSE-α-1 and SSE-α-2 do not have a tendency to overshoot for the second
set of initial conditions, which is consistent with the earlier discussion based on the second
row of Table 4.2.
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Figure 4.12: Overshoot response of the SSE-α-1 and SSE-α-2 methods for various values
of ρ∗∞ when x0 = 0 and ∆tx˙0 = 1.
4.5 Assessment of Algorithms for Forced Vibration
So far, the four subfamilies of algorithms have been assessed based on the free vibration
response. Now consider Equation (2.4) with any arbitrary excitation f (t) and initial con-
ditions: x0 = 0 and x˙0 = 0. Applying the Laplace transform (L ) to Equation (2.4), the
continuous-time transfer function (Franklin et al., 2010) of the linear SDOF system is
obtained as
Gs(s) =
U(s)
F(s)
=
1
m(s2+2ξωs+ω2)
(4.33)
where s ∈ C, U(s) =L {u(t)} and F(s) =L { f (t)}. Any arbitrary excitation f (t) can be
represented by its Fourier integral and the response u(t) can be determined by combining
the response to individual harmonic excitation term in the Fourier integral (Chopra, 2012).
Therefore, considering the steady-state response to a single harmonic f (t) = eiω˜t , one
obtains the complex frequency response function by setting s = iω˜ into Equation (4.33) as
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follows, where i =
√−1:
Gs(iω˜) =
1
k
[(
1− (ω˜/ω)2
)
+ i(2ξ ω˜/ω)
] (4.34)
The normalized magnitude (Rd) and phase (φ ) of Gs(iω˜) read
Rd =
|Gs(iω˜)|
(ust)0
=
1√
[1− (ω˜/ω)2]2+[2ξ (ω˜/ω)]2
(4.35a)
φ = tan−1
2ξ (ω˜/ω)
1− (ω˜/ω)2 (4.35b)
where (ust)0 =
1
k is the maximum static deformation and Rd is termed as the dynamic
magnification factor or the deformation response factor (Chopra, 2012).
When an integration algorithm is applied to solve the time discretized form of Equa-
tion (2.4), the discrete-time transfer function relating the applied force fn+1 and the inte-
grated displacement xn+1 can be determined by taking the z-transform (Z ) of the algorithmic
equations as presented in Chapter 3 for the G-α and proposed E-α and SE-α methods. The
general form of the discrete transfer function Gz(z) is presented earlier in Equation (3.3)
where the numerator and denominator coefficients are presented in Tables 3.1, 3.3, and
3.4 for the G-α , SE-α , and E-α methods, respectively. Note that the subscript ‘z’ in the
discrete transfer function (Gz(z)) is introduced in this chapter so as to distinguish it from
the continuous transfer function Gs in Equation (4.33). Now recalling that the steady-state
response is of interest, the complex frequency response function in discrete-time can be
obtained from Gz(z) by setting z = eiω˜∆t = e
i ω˜ωΩ. Similar to Equation (4.35), the numerical
dynamic magnification factor and phase can be determined as
Rnumd = k
∣∣∣Gz(eiω˜∆t)∣∣∣ (4.36a)
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φnum = ∠Gz(eiω˜∆t) (4.36b)
where Rnumd and φ
num are functions of ξ , ω˜ω , Ω, and the algorithmic free parameter ρ
∗
∞.
Figure 4.13 shows the variations of Rnumd with the frequency ratio
ω˜
ω for two different
values of Ω for the proposed and G-α methods when ξ = 0.10. The figure indicates that
Rnumd ≈ Rd for small values of Ω irrespective of the value of ρ∗∞ (see curves for Ω = 0.1).
This indicates that the lower mode response is accurately determined by all of the methods
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and the influence of numerical damping on such response is negligible. On the other
hand, as Ω increases the numerical resonance peak shifts to the left indicating a period
elongation in the numerical solution (see curves for Ω= 5). Also observe that the numerical
resonance peak for the MKR-α and SSE-α-2 methods for Ω= 5 is to the left of the KR-α
and SSE-α-1 methods when ρ∗∞ 6= 0, because the former two methods possess increased
PE as shown earlier. These results indicate that the higher modes in an MDOF system
having large ω , consequently large Ω, present a risk of numerical resonance due to the
shifting of the numerical resonance peak to the left in Figure 4.13. Furthermore, for large Ω,
(Rnumd )max >> (Rd)max for all of the proposed methods when no numerical dissipation is
used (ρ∗∞= 1), whereas (Rnumd )max≈ (Rd)max for the G-α method with ρ∗∞= 1. Furthermore,
the KR-α method shows the largest (Rnumd )max, whereas the SSE-α-2 method show the
smallest amongst the four model-based methods. This indicates that the numerical resonance
of the higher modes, if occurs, can significantly contaminate the response with spurious
high-frequency oscillations when a model-based algorithm is used. Nevertheless, (Rnumd )max
for higher modes can be reduced by using an appropriate amount of numerical damping, as
can be seen from this figure. Also observe in Figure 4.13 that for a given value of ρ∗∞ ∈ [1,0)
(Rnumd )max for Ω= 5 are not equal for all of the proposed methods even though they have
the similar numerical dissipation characteristics as shown earlier. In particular, recall that for
any ρ∗∞ ∈ [1,0] the numerical dissipation characteristics of the KR-α and SSE-α-1 and G-α
methods are identical, whereas these characteristics of the MKR-α and SSE-α-2 are also
the same. This is due to the fact that numerical dissipation characteristics presented earlier
depend only on the eigenvalues of the amplification matrix or the poles of Gz(z), whereas
Rnumd depends on both the poles and zeros of Gz(z). To this end, it should be noted that an
explicit or semi-explicit algorithm can inherit the poles of an implicit algorithm but cannot
inherit the zeros. It can be easily understood by comparing the numerator coefficients of the
transfer functions of the SE-α and E-α methods with that of the G-α method presented in
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Tables 3.3, 3.4, and 3.1, respectively. Observe that the implicit G-α method has three zeros
(i.e., numerator polynomial is third order), whereas both SE-α and E-α methods have only
two zeros (i.e., numerator polynomial is second order). In fact in explicit algorithms where
the response at the end of a time step is based on the equilibrium at the beginning of the
time step, the number of zeros must be less than the number of poles. Therefore, one may
characterize the numerical dissipation for free vibration and steady-state force vibration
separately as suggested by Pegon (2001), where these are referred to as time damping and
frequency damping, respectively. However, for the purpose of this study, Figure 4.13 is
sufficient to demonstrate that the numerical damping is even more important for model-based
explicit and semi-explicit algorithms compared with the implicit algorithms. With regard to
the comparison of phase φ and φnum, it is found again that for small values of Ω, the two
compares well for all of the methods considered. Therefore, these results are not presented.
Note that for large values of Ω, the comparison of phase is of no importance because these
modes are not well represented and need to be damped out.
4.6 Summary
The model-based explicit-α (E-α) and semi-explicit-α (SE-α) methods developed in Chap-
ter 3 are analyzed using the amplification matrix approach for free vibration of linear
single-degree-of-freedom (SDOF) systems. Based on this analysis single-parameter subfam-
ilies of algorithms having unconditional stability, second-order accuracy and controllable
numerical dissipation from zero dissipation to asymptotic annihilation are developed. In
particular the single-parameter subfamilies of algorithms, namely, the KR-α and MKR-α
methods are developed from the E-α method; and the SSE-α-1 and SSE-α-2 methods are
developed from the SE-α method. It is shown that several other single-parameter subfam-
ilies of algorithms with unconditional stability, second-order accuracy, and controllable
numerical dissipation can also be developed from the E-α and SE-α methods. Nevertheless,
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the aforesaid four subfamilies of algorithms are considered for further studies because all
of them possess an optimal combination of high-frequency and low-frequency numerical
dissipation. In particular, the numerical dissipation and dispersion characteristics of the
KR-α and SSE-α-1 methods are identical to that of the implicit G-α method. On the other
hand, these characteristics of the MKR-α and SSE-α-2 methods are also identical. The free
parameter (ρ∞) of these methods are related to another parameter ρ∗∞ so as to have the same
high-frequency dissipation in all of the aforesaid methods. For ρ∗∞ = 1 and 0, the proposed
methods become nondissipative and asymptotically annihilating, respectively. The numer-
ical dispersion characteristics (PE) of the proposed KR-α and SSE-α-1 methods and the
G-α method for ρ∗∞ = 1 are identical to that of the average acceleration (AA) scheme of the
Newmark method. For a given value of ρ∗∞ ∈ [1,0], the MKR-α and SSE-α-2 methods are
slightly more dissipative and dispersive (increased period error) in the low-frequency regime
compared with the KR-α , SSE-α-1, and G-α methods. Nevertheless, the low-frequency
mode response is not significantly influenced by numerical dissipation in all of the proposed
methods.
It is shown that the numerical free vibration response is not only governed by the complex
conjugate eigenvalues but also by the discrete solution coefficients and the spurious root,
which are closely related with the form of the algorithmic difference equations. Therefore,
these coefficients for the four subfamilies of algorithms are studied in the low-frequency
regime for two different initial conditions. It is found that the explicit methods (KR-α
and MKR-α) have an undesired variation in the numerical phase error with dimensionless
frequency Ω when a nonzero initial displacement condition is used. On the other hand, the
semi-explicit methods (SSE-α-1 and SSE-α-2) do not show any undesired variation in the
amplitude and phase error in the numerical solution. Therefore, it may be concluded that
such undesired variations in the KR-α and MKR-α methods are due to their completely
explicit formulation (i.e., both displacement and velocity are explicit) which is advantageous
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otherwise as studied in the later chapters. The influence of these coefficients for high-
frequency modes, that is, for large values of Ω, are manifested in the overshoot characteristic
of an integration algorithm. This characteristic is studied both analytically and numerically.
It is found that the KR-α method has an unusual tendency to overshoot when no numerical
dissipation is used. However, this overshoot tendency is reduced significantly with numerical
dissipation. Furthermore, the MKR-α method is specially designed to address this issue and
shown to improve the overshoot characteristic of the KR-α method. On the other hand, the
overshoot characteristic of the SSE-α-1 method is similar to that of the implicit G-α method
which shows minor overshooting in velocity due to initial displacement when numerical
damping is used. The SSE-α-2 method has a tendency to overshoot in velocity linearly with
Ω due to initial displacement which is damped out when numerical damping is used.
For steady-state forced vibration it is found that all of the model-based algorithms show
overshoot in numerical dynamic magnification factor when no numerical dissipation is used.
This is due to the fact that the magnitude of the numerical dynamic magnification factor is
not only influenced by the poles of the numerical transfer function or the eigenvalues of the
amplification matrix but also by the zeros of the transfer function. It should be noted that
an explicit or semi-explicit algorithm can inherit the poles from an implicit algorithm but
cannot inherit the zeros. Nevertheless, overshoot in the numerical dynamic magnification
factor emphasizes the need for numerical dissipation in the model-based explicit and semi-
explicit algorithms. It is demonstrated that the numerical dissipation can indeed control
high-frequency overshoot for steady-state response.
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Chapter 5
Stability Analysis of Algorithms for Nonlinear Systems
5.1 Overview
The stability characteristics of the proposed explicit-α (E-α) and semi-explicit-α (SE-α)
methods were studied in Chapter 4 for linear systems. Specifically, the concept of spectral
stability of the amplification matrix was employed. Unconditionally stable (for linear sys-
tems) single-parameter subfamilies of algorithms, namely, the KR-α , MKR-α , SSE-α-1,
and SSE-α-2 methods, with second-order accuracy and an optimal numerical dissipation
characteristic were developed. In this chapter, stability characteristics of these four subfam-
ilies of algorithms are investigated for application to nonlinear systems. The concept of
linearized stability is employed to study the stability characteristics of the proposed methods
applied to nonlinear SDOF and MDOF systems. It should be noted that the linearized
stability concept provides only necessary conditions for stability which may not be sufficient.
In the case of SDOF systems, the discrete root-locus analysis technique proposed by Chen
and Ricles (2008b) is employed on the linearized system within a given time step. On
the other hand, for MDOF systems the energy method advocated in Hughes et al. (1979)
and Hughes (1983) is employed to investigate the linearized stability characteristics of the
proposed methods.
5.2 SDOF Systems
Consider first the case of a linear elastic SDOF system. The weighted equation of motion
for the proposed SE-α and E-α methods in Equation (3.18) can be written in the form of
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Table 5.1: Coefficients of G′(z) (see Figure 3.1) of the proposed SE-α method.
Numerator Denominator
n′3 0 d
′
3 (α3−1)m+
(
α f −1
)
γc∆t
n′2 −(γα1+α2)∆t2 d′2
(
2−3α f
)
m+
{
(1−3γ)α f − (1−2γ)
}
c∆t
n′1 [(γ−1)α1+α2]∆t2 d′1 (3α3−1)m−{(2−3γ)α f − (1− γ)}c∆t
n′0 0 d
′
0 −α3m+(1− γ)α f c∆t
Equation (3.12) as follows:
m̂¨xn+1+ cx˙n+1−α f = fn+1−α f − kxn+1−α f def= ln+1, n ∈ {0,1, . . . ,N−1} (5.1)
where all the terms are as defined before and repeated below for convenience.
̂¨xn+1 = (1−α3)x¨n+1+α3x¨n
x˙n+1−α f = (1−α f )x˙n+1+α f x˙n
xn+1−α f = (1−α f )xn+1+α f xn
fn+1−α f = (1−α f ) fn+1+α f fn
(3.18(b)–(e) revisited)
Similar to the block-diagram representation of the G-α method (Section 3.2), the SE-α
method described by Equations (5.1) and (3.17), and the E-α method described by Equa-
tions (5.1) and (3.24) can be represented by the closed loop block diagram of the G-α
method in Figure 3.1. Now applying the z-transform and real translation property (Equa-
tion (3.2)) to Equations (5.1) and (3.17) for the SE-α method, and Equations (5.1) and
(3.24) for the E-α method, the coefficients of the open-loop transfer function G′(z) can be
determined (see Appendix H) as given in Tables 5.1 and 5.2, respectively. Note that the
definition of ln+1 in Equation (5.1) is same as that in Equation (3.12). Therefore, H(z) (see
Figure 3.1) for the proposed methods remains identical to that given in Equation (3.14).
Now to incorporate structural nonlinearity, the equation of motion in Equation (5.1) can
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Table 5.2: Coefficients of G′(z) (see Figure 3.1) of the proposed E-α method.
Numerator Denominator
n′3 0 d
′
3 (α3−1)m
n′2 −α2∆t2 d′2 (2−3α3)m+(α f −1)α1c∆t
n′1 (α2−α1)∆t2 d′1 (3α3−1)m+(1−2α f )α1c∆t
n′0 0 d
′
0 −α3m+α fα1c∆t
be rewritten as follows:
m̂¨xn+1+ cx˙n+1−α f = fn+1−α f − rn+1−α f def= ln+1, n ∈ {0,1, . . . ,N−1} (5.2)
where rn+1−α f is the restoring force of the system and can be determined using any of the
following two approaches:
(i) the generalized trapezoidal rule (TR)
rn+1−α f = (1−α f )rn+1+α f rn (5.3a)
(ii) the generalized mid-point rule (MR)
rn+1−α f = r
(
xn+1−α f
)
= r
(
(1−α f )xn+1+α f xn
)
(5.3b)
Note that in Equation (5.2) the damping coefficient is assumed to remain constant. Recall
from prior chapters that when no numerical dissipation, that is, ρ∗∞ = 1 (Equation (4.21))
is used in the four subfamilies of algorithms, α f = αm = 12 (see the last rows of Tables 4.1
and 4.3). This leads to α3 = 12 and α 3 =
1
2I for SDOF and MDOF systems, respectively,
as noted in Chapter 3 (see Equations (3.20), (3.25), (3.34), and (3.36)). Also recall that the
equation(s) of motion for the proposed methods at time tn = 0 (n = 0) is the conventional
unweighted equation(s) of motion given by Equations (3.18f) and (3.29f) for SDOF and
MDOF systems, respectively. With these facts, it can be observed that for nonlinear systems
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if the TR approach (Equation (5.3a)) is used the equation(s) of motion become(s) unweighted
when ρ∗∞ = 1 for both SDOF and MDOF systems. Furthermore, referring to Figure 3.3,
which presents a summary of the proposed methods and various special cases for linear
systems, it can be readily observed that for ρ∗∞ = 1 the SSE-α-1, SSE-α-2, KR-α , and
MKR-α methods reduce to the C-1, C-3, CR, and MCR algorithms (see Section 2.7),
respectively, for nonlinear systems as well when the TR approach is used. On the other
hand, when the MR approach (Equation (5.3b)) is used the equation(s) of motion remain(s)
weighted for both SDOF and MDOF systems.
Equation (5.2) can be written in the following incremental form:
m∆̂¨xn+ c∆x˙n−α f = ∆ fn−α f −∆rn−α f = ∆ln (5.4)
Defining the incremental displacement, velocity, acceleration, and applied force as ∆xn =
xn+1− xn, ∆x˙n = x˙n+1− x˙n, ∆x¨n = x¨n+1− x¨n, and ∆ fn = fn+1− fn, respectively, the incre-
ments appearing in Equation (5.4) can be expressed as follows:
∆̂¨xn = ̂¨xn+1− ̂¨xn = (1−α3)∆x¨n+α3∆x¨n−1 (5.5a)
∆x˙n−α f = x˙n+1−α f − x˙n−α f = (1−α f )∆x˙n+α f∆x˙n−1 (5.5b)
∆xn−α f = xn+1−α f − xn−α f = (1−α f )∆xn+α f∆xn−1 (5.5c)
∆rn−α f = rn+1−α f − rn−α f =

(1−α f )∆rn+α f∆rn−1 for TR
r
(
xn+1−α f
)− r(xn−α f ) for MR (5.5d)
∆ fn−α f = fn+1−α f − fn−α f = (1−α f )∆ fn+α f∆ fn−1 (5.5e)
∆ln = ln+1− ln (5.5f)
For small values of ∆t, the incremental restoring force ∆rn−α f , defined in Equation (5.5d),
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Figure 5.1: Approximation of the incremental restoring force ∆rn−α f when the generalized
(a) trapezoidal rule (TR), and (b) mid-point rule (MR) are used.
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Figure 5.2: Block diagram representation of the proposed SE-α and E-α methods for
nonlinear structural behavior.
can be approximated as
∆rn−α f = kt∆xn−α f = (1−α f )kt∆xn+α f kt∆xn−1 (5.6)
where kt is the tangent stiffness for the current time step as shown in Figure 5.1 when the
TR and MR approaches are used. With this linearization, Equation (5.4) can be represented
by the block diagram shown in Figure 5.2, where the z-transform of each signals entering or
exiting a block are also noted. Using the definition of increments in Equation (5.5) and those
preceding the equation, the transfer function for each block in Figure 5.2 can be determined
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as explained below. The transfer function H1(z) can be determined by applying the z-
transform and real translation property (Equation (3.2)) to Equation (5.5e) and recalling that
∆ fn = fn+1− fn and ∆ fn−1 = fn− fn−1 as follows:
H1(z) =
∆Fα f (z)
F(z)
=
[
(1−α f )+ α fz
](
1− 1
z
)
(5.7)
Similarly, using Equation (5.5c) the transfer function H2(z) can be determined and shown to
be equal to the inverse of H1(z) as follows:
H2(z) =
X(z)
∆Xα f (z)
=
1[
(1−α f )+ α fz
](
1− 1
z
) = 1
H1(z)
(5.8)
Applying the same procedure one obtains ∆L(z)L(z) =
(
1− 1z
)
from Equation (5.5f). Now, com-
bining this and X(z)∆Xα f (z)
from Equation (5.8), the transfer function G1(z) can be determined
to be the following:
G1(z) =
∆Xα f (z)
∆L(z)
=
[
(1−α f )+ α fz
]
X(z)
L(z)
(5.9)
Recall that the for linear systems the proposed methods can be represented by the block-
diagram in Figure 3.1, where G′(z) = X(z)L(z) and H(z) is defined by Equation (3.14). Now, it
is readily observed that the right hand side of the above equation is the open-loop transfer
function of the block-diagram in Figure 3.1, that is,
G1(z) = H(z)G′(z) (5.10)
Thus, the open-loop transfer function of the block diagram in Figure 5.2 for nonlinear
systems becomes identical to that for linear systems presented in Figure 3.1. Note that the
coefficients of G′(z) for the proposed method have been determined earlier and presented
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in Tables 5.1 and 5.2 for the SE-α and E-α methods, respectively. Now the closed-loop
transfer function for the entire block diagram in Figure 5.2 can be determined as
GNLCL(z) =
X(z)
F(z)
= H1(z)
G1(z)
1+ ktG1(z)
H2(z) =
H(z)G′(z)
1+ ktH(z)G′(z)
(5.11)
where the final form on the right hand side is obtained using Equations (5.7), (5.8), and
(5.10). For a linear system with kt = k, the closed-loop transfer function in Equation (5.11)
becomes identical to that in Equation (3.15).
A discrete-time linear time invariant (LTI) system is stable if all the poles of the closed-
loop transfer function of the system lie on or inside the unit circle in the complex z-domain
(Franklin et al., 2006). Because of the linearization introduced in Equation (5.6) a nonlinear
SDOF system at any given time step becomes LTI. Therefore, the linearized stability
characteristics of the proposed methods applied to a nonlinear system can be investigated
by studying the location of closed-loop poles in the complex z-domain with varying kt .
This can conveniently be obtained by plotting the root-locus of the open-loop transfer
function H(z)G′(z) using MATLAB (2015). Note that G′(z) is a function of the integration
parameters α1, α2, and α3 (see Tables 5.1 and 5.2), which are based on the initial stiffness
(k) of the system. Figures 5.3–5.6 show the root-locus of H(z)G′(z) of the SSE-α-1,
SSE-α-2, KR-α , and MKR-α methods with ∆t = 0.01 s and three different values of ρ∗∞
(see Equation (4.21)) when applied to two different nonlinear SDOF systems with unit mass,
initial frequencies ω = 10pi rad/s (Ω= 0.1pi) and ω = 1000pi rad/s (Ω= 10pi) and damping
ratios of ξ = 0 and ξ = 0.1 for each system. Note that a flexible (ω = 10pi rad/s) and a stiff
system (ω = 1000pi rad/s) are considered. The reason behind this choice will be apparent
later. The figures show three open-loop poles and two open-loop zeros (for ρ∗∞ = 1, one set
of zero and pole cancels out). When ρ∗∞ ∈ (1,0], as kt is increased from 0 to ∞, two of the
root-loci branches originating at two open-loop poles end at two open-loop zeros, and the
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third branch starting at a open-loop pole goes to infinity. When ρ∗∞ = 1, one of the root-loci
branches that originates at an open-loop pole ends at the open-loop zero, while the remaining
root-loci branch goes to infinity. The figures also show the location of the closed-loop poles
for kt = k. For ρ∗∞ = 1, one of the root-loci branches leaves the unit circle at z =−1 except
for the SSE-α-2 method with inherent damping for which two branches leave the unit circle
somewhere between z= 1 and z=−1 (Figures 5.4 and 5.6). For ρ∗∞ = 0, one of the root-loci
branches leaves the unit circle at z = −1 for all of the methods. On the other hand, for
ρ∞ ∈ (1,0), two of the root-loci branches leave the unit circle somewhere between z= 1 and
z=−1 for the flexible system (ω = 10pi rad/s, Ω= 0.1pi) (Figures 5.3 and 5.4), whereas for
the stiff system (ω = 1000pi rad/s, Ω= 10pi) one of the root-loci branches leaves the unit
circle at z=−1 except for the SSE-α-2 method with inherent damping (Figures 5.5 and 5.6).
These results indicate that beyond a certain value of kt all of the methods become unstable.
However, it is apparent from all of the four figures that in no case the root-loci branches
between open-loop poles and the corresponding closed-loop poles for kt = k, represented
by triangles in the figure, go outside the unit circle. This indicates that the methods are
stable within the current time step when kt ≤ k and can become unstable if kt > k. It should
be noted that the stability within a given time step cannot guaranty stability through the
entire time history of a simulation. Therefore, one can state that for unconditional stability a
necessary (may not be sufficient) condition for these four methods is given by kt ≤ k, that is,
stiffness softening-type response.
It is of further interest to determine the limiting value of kt for stability as a function
of the system and algorithmic parameters. If it is known at what value(s) of z the root-loci
branch(es) leave(s) the unit circle, one can determine closed-form expressions for kt by
substituting the known z value into the following characteristic equation:
1+ ktH(z)G′(z) = 0 (5.12)
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Figure 5.3: Root-locus of the open-loop transfer function H(z)G′(z) of the proposed methods
with ∆t = 0.01 s and various values of ρ∗∞ when applied to a nonlinear SDOF system with
m = 1, initial frequency ω = 10pi rad/s and damping ratio ξ = 0.
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Figure 5.4: Root-locus of the open-loop transfer function H(z)G′(z) of the proposed methods
with ∆t = 0.01 s and various values of ρ∗∞ when applied to a nonlinear SDOF system with
m = 1, initial frequency ω = 10pi rad/s and damping ratio ξ = 0.1.
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Figure 5.5: Root-locus of the open-loop transfer function H(z)G′(z) of the proposed methods
with ∆t = 0.01 s and various values of ρ∗∞ when applied to a nonlinear SDOF system with
m = 1, initial frequency ω = 1000pi rad/s and damping ratio ξ = 0.
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Figure 5.6: Root-locus of the open-loop transfer function H(z)G′(z) of the proposed methods
with ∆t = 0.01 s and various values of ρ∗∞ when applied to a nonlinear SDOF system with
m = 1, initial frequency ω = 1000pi rad/s and damping ratio ξ = 0.1.
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However, this is not known except for a few special cases. Referring to the four figures again
and recalling the above discussion, the following special cases can be considered when one
of the branches leaves the unit circle at z =−1:
(i) ρ∗∞ = 1 for the SSE-α-1, KR-α , and MKR-α methods with any ξ ≥ 0; and the
SSE-α-2 method with only ξ = 0 (see the first column of plots in Figures 5.3–5.6).
(ii) ρ∗∞ = 0 for all of the methods (see the last column of plots in Figures 5.3–5.6).
(iii) ρ∗∞ ∈ [1,0] and a large value of Ω (i.e., Ω→ ∞) for the SSE-α-1, KR-α , and MKR-α
methods with any ξ ≥ 0; and the SSE-α-2 method with only ξ = 0 (see Figures 5.5
and 5.6).
Now substituting z=−1 into Equation (5.12) the following stability conditions are obtained
for the first two cases (Appendix H):
No numerical dissipation (ρ∗∞ = 1):
kt ≤

k+
2c
∆t
+
4m
∆t2
for SSE-α-1 with c≥ 0
2k+
4m
∆t2
for SSE-α-2 with c = 0
k+
4m
∆t2
for KR-α with c≥ 0
2k+
4m
∆t2
for MKR-α with c≥ 0
(5.13)
Asymptotic annihilation (ρ∗∞ = 0):
kt ≤

4
3
[
k+
c(18m+9c∆t+ k∆t2)
∆t(6m+5c∆t)
+
3m
∆t2
]
for SSE-α-1 and SSE-α-2
4
3
[
k+
c
∆t
+
3m
∆t2
]
for KR-α and MKR-α
(5.14)
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It should be noted that the stability condition in Equation (5.13) for the KR-α with ρ∗∞ = 1 is
identical to that of the CR algorithm (Chen and Ricles, 2008b). This is expected because for
ρ∗∞= 1 the KR-α method reduces to the CR algorithm for linear systems (see Figure 3.3) and
also for nonlinear systems when the TR approach is used for rn+1−α f (see Equation (5.3a))
as discussed earlier. Furthermore, the linearized stability analysis presented here is not
influenced by the TR and MR approaches because of the approximation introduced in
Equation (5.6). Observe that for ρ∗∞ = 1 the stability conditions for the KR-α and MKR-α
methods are independent of damping, whereas it is dependent on damping for the SSE-α-1
method. For the SSE-α-2 method with ρ∗∞ = 1 such a closed-form expression cannot be
obtained when ξ > 0 because the two root-loci branches leave the unit circle somewhere
between z = 1 and z = −1 as discussed earlier (see Figures 5.4 and 5.6). On the other
hand, for the asymptotic annihilation case (ρ∗∞ = 0), the stability conditions are dependent
on damping for all of the methods. Now using k = mω2, c = 2ξmω , and Ω = ω∆t the
stability conditions in the above two equations can conveniently be rewritten in the following
normalized form:
No numerical dissipation (ρ∗∞ = 1):
kt
k
≤

1+
4ξ
Ω
+
4
Ω2
for SSE-α-1 with ξ ≥ 0
2+
4
Ω2
for SSE-α-2 with ξ = 0
1+
4
Ω2
for KR-α with ξ ≥ 0
2+
4
Ω2
for MKR-α with ξ ≥ 0
(5.15)
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Asymptotic annihilation (ρ∗∞ = 0):
kt
k
≤

4
3
[
1+
ξ
(
18+18ξΩ+Ω2
)
Ω(3+5ξΩ)
+
3
Ω2
]
for SSE-α-1 and SSE-α-2
4
3
[
1+
2ξ
Ω
+
3
Ω2
]
for KR-α and MKR-α
(5.16)
Equations (5.15) and (5.16) indicate that a necessary condition for unconditional stability
of the four methods applied to nonlinear SDOF system is given by ktk ≤ η , where η > 1
and its value depends on Ω, ξ , ρ∗∞ and the method considered. In other words, stiffness
softening-type response (i.e., kt ≤ k) is a necessary condition for unconditional stability
of the proposed methods applied to nonlinear SDOF systems. Equations (5.16) and (5.15)
also indicate that the stability limit associated with ktk is enhanced for the SSE-α-1 and
KR-α methods when numerical damping is introduced because the η value is increased
by about 33% for ρ∗∞ = 0 from that for ρ∗∞ = 1. Furthermore, for ρ∗∞ = 1 the SSE-α-2
(with ξ = 0) and MKR-α methods increase the stability limit associated with ktk by a
factor of 2 when compared with the SSE-α-1 and KR-α methods, respectively. However,
as numerical damping is introduced in the SSE-α-2 and MKR-α methods the stability
limit associated with ktk reduces and becomes identical to that of the SSE-α-1 and KR-α
methods, respectively, for ρ∗∞ = 0. To this end, recall that for ρ∗∞ = 0 the SSE-α-1 and
SSE-α-2 methods are the same; and that the KR-α and MKR-α methods are also the same
(Section 4.3.6). Therefore, unconditional stability can also be achieved in all of the methods
for a stiffening-type of response (i.e., kt > k) when numerical dissipation is used. However,
for this type of response the MKR-α and SSE-α-2 methods are deemed to be more useful
because of their enhanced stability characteristics.
Now consider the previously stated special case (iii). In other words, it is of interest to
determine the stability limit associated with ktk for any ρ
∗
∞ ∈ [1,0]whenΩ→∞, that is, k→∞.
Referring to Equations (5.15) and (5.16) it can be readily observed that Ω→ ∞ provides
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a lower-bound value of ktk . Again setting z =−1 in the characteristic Equation (5.12) and
considering the limit Ω→ ∞ the following is obtained for any ρ∗∞ ∈ [1,0] (see Appendix H):
lim
Ω→∞
kt
k
≤


4
3+2ρ∗∞− (ρ∗∞)2
if ξ = 0
8
5+4ρ∗∞− (ρ∗∞)2
if ξ > 0
for SSE-α-1

4
3−ρ∗∞
if ξ = 0
8
5
if ξ > 0 & ρ∗∞ = 0
for SSE-α-2
4
3+2ρ∗∞− (ρ∗∞)2
for KR-α with ξ ≥ 0
4
3−ρ∗∞
for MKR-α with ξ ≥ 0
(5.17)
Observe that for the SSE-α-1 method, inherent damping increases the stability limit asso-
ciated with ktk . For the SSE-α-2 method such a closed-form expression cannot be derived
when ξ > 0 except for the case of ρ∗∞ = 0 as discussed earlier using the root-locus results.
On the other hand, the stability limit associated with ktk for the KR-α and MKR-α methods
are independent of inherent damping which is consistent with Equations (5.15) and (5.16).
Also observe that when ξ = 0 the stability conditions for the SSE-α-1 and KR-α methods
are the same. Similarly, the stability conditions for the SSE-α-2 and MKR-α methods are
also the same for ξ = 0. Note that Equation (5.17) provides the lower-bound value of the
stability limit associated with ktk for any ρ
∗
∞ ∈ [1,0].
In the analytical results presented above the stability characteristics of the SSE-α-2
method with inherent damping for any ρ∞ ∈ [1,0) cannot be studied due to the reason
mentioned earlier. Therefore, numerical results are sought in order to study the stability
characteristics of this method with inherent damping and to complement the analytical
findings presented above for all of the methods. Recall that the linearized system within
154
10−1
100
101
102
103
Ω
cr
it
ρ
∗
∞
= 1
ξ = 0
ρ
∗
∞
= 0.5
ξ = 0
ρ
∗
∞
= 0
ξ = 0
0 1 2 3 4 5
kt/k
10−1
100
101
102
103
Ω
cr
it
ξ = 0.1
0 1 2 3 4 5
kt/k
ξ = 0.1
0 1 2 3 4 5
kt/k
ξ = 0.1
SSE-α-1 SSE-α-2 KR-α MKR-α
Figure 5.7: Variation of critical values of Ω (Ωcrit) with kt/k for the proposed methods
applied to nonlinear SDOF systems for ρ∗∞ = 1, 0.5, and 0; and ξ = 0, and 0.1. The vertical
lines denote the kt/k∞ values obtained using Equation (5.17).
a given time step is stable if the closed-loop poles of the system remain on or inside the
unit circle in the complex z-domain. Invoking this condition, critical values of Ω denoted as
Ωcrit can be obtained for various values of ktk so that all the roots (poles) of the characteristic
Equation (5.12) remain on or inside the unit circle in the complex z-domain. Figure 5.7
presents the variation of Ωcrit with ktk for the four methods with three values of ρ
∗
∞ and ξ = 0
and ξ = 0.1 in each case. The ktk values obtained using Equation (5.17) are indicated in
the figure by vertical lines. It can readily be observed that the numerical results presented
in the figure are consistent with the analytical findings discussed above. In particular, the
155
figure shows that unconditional stability is achieved within a given time step which can
lead to overall stability if ktk ≤ η , where η > 1 and its value depends on Ω, ξ , ρ∗∞ and the
method considered. Furthermore, observe that the lower bound values of ktk in the figure
are identical to that obtained using Equation (5.17). The figure also indicates that when
inherent damping is included the stability limit associated with ktk for the SSE-α-2 method
with ρ∗∞ = 1 reduces to that of the SSE-α-1 method. However, this limit increases with the
introduction of numerical damping. Furthermore, the figure indicates that when numerical
damping is used without any inherent damping that Ωcrit reduces to zero for systems with
kt
k > 1 except for ρ
∗
∞ = 0. This means that the conditional stability limit applicable for
systems with ktk is reduced significantly. Inherent damping, however, helps to increase the
conditional stability limit.
5.3 MDOF Systems
The linearized stability analysis presented above for SDOF systems using discrete control
theory can be extended to MDOF systems (e.g., see Chen and Ricles, 2010). However,
such analysis is more involved for MDOF systems because of the multi-input multi-output
(MIMO) nature of the problem. The transfer function of an SDOF system becomes a matrix
of transfer functions, often called the transfer matrix, for MDOF systems. Furthermore,
root-locus analysis for MDOF systems does not lead to any closed-form stability conditions
similar to that presented earlier in Equations (5.13) and (5.14) for SDOF systems. Therefore,
an alternative technique is sought. In particular, the linearized stability concept using
the energy method presented in Hughes et al. (1979) and Hughes (1983) is employed for
determining the necessary stability conditions, which may not be sufficient. The analysis
is restricted to the nondissipative algorithms of the four methods (i.e., ρ∗∞ = 1) with the
TR approach for nonlinear restoring forces, which leads to the conventional unweighted
equations of motion (Equation (2.3)) as noted earlier at the beginning of Section 5.2. To this
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end, note that ρ∗∞ = 1 leads to β = 14 for the SSE-α-1 and KR-α methods, β =
1
2 for the
SSE-α-2 and MKR-α methods, and γ = 12 for all of them (see the last rows of Tables 4.1
and 4.3). The reason for considering only the nondissipative algorithms is mentioned later.
Furthermore, only the free vibration (F = 0) is considered which is sufficient for stability
analysis (Hughes, 2000).
5.3.1 Semi-Explicit-α (SE-α) Method
The first step in determining the linearized stability conditions of an algorithm is to define
a consistent linear algorithm (Hughes, 1983). For the nondissipative (ρ∗∞ = 1) cases of
the SSE-α-1 and SSE-α-2 methods, which belong to the SE-α method, the linearized
algorithms can be defined as follows:
Mδ X¨n+1+Cδ X˙n+1+KTδXn+1 = 0; n ∈ {0,1, . . . ,N−1} (5.18a)
δ X˙n+1 = δ X˙n+
∆t
2
(
δ X¨n+δ X¨n+1
)
(5.18b)
δXn+1 = δXn+∆tα 1δ X˙n+∆t2α 2δ X¨n (5.18c)
α 1 = 2α−1 {2M+∆tC} (5.18d)
α 2 = α−1 {2M− (4β −1)∆tC} (5.18e)
α = 4M+2∆tC+4β∆t2K (5.18f)
where KT is the tangent stiffness matrix. Note that Equation (5.18a) is obtained from
the unweighted equations of motion in Equation (2.3); Equations (5.18b) and (5.18c) are
from Equations (3.28a) and (3.28b), respectively; and Equations (5.18d)–(5.18f) are from
Equations (3.34) where γ = 12 is used. Also note that β is left as a variable because its values
are different for the SSE-α-1 and SSE-α-2 methods with ρ∗∞ = 1. In the above equations δ
is used to denote the variations or small perturbations of the respective response quantities.
Thus, the above equations govern the growth/decay properties of small perturbations, or
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variations. In the subsequent calculations it is assumed that the matrices, namely, M, C, K,
and KT , appearing in the above equations are constant. The notion of stability that will be
employed here is that δXn, δ X˙n, and δ X¨n are uniformly bounded for arbitrary initial values
δX0, δ X˙0, and δ X¨0 (Hughes et al., 1979). A vector sequence xn is said to be uniformly
bounded if ||xn||< c, where || · || denotes any vector norm and also the associated matrix
norm and c is a nonnegative constant.
In order to derive the stability criteria employing the above notion, it will be assumed
that M, C, K and KT are symmetric; M, K, and KT are positive definite (i.e., M  0,
K  0, KT  0); and C is a classical damping matrix and is positive semidefinite (i.e.,
C 0). To simplify the subsequent discussion the jump (undivided forward difference) and
mean value operators [·] and 〈·〉, respectively, are introduced, where [gn] = gn+1−gn and
〈gn〉= 12 (gn+1+gn). Note that these two operators are specific to this section (Section 5.3)
and the square brackets used elsewhere should not be confused with the [·] operator. Now
the equations in Equation (5.18) may be combined to form the following identity involving
energy-like norms (see Appendix I.1):
1
2
δ X¨Tn+1Bδ X¨n+1+
1
2
δ X˙Tn+1KTα 1δ X˙n+1 =
1
2
δ X¨Tn Bδ X¨n+
1
2
δ X˙Tn KTα 1δ X˙n
−∆t
2
〈δ X¨n〉T D〈δ X¨n〉
(5.19)
where
B =
(
M− ∆t
2
2
KTα 2
)
(5.20)
D = {∆tKT (2α 2−α 1)+2C} (5.21)
It should be noted that in deriving the above equation KTα 1, and KTα 2 are assumed to be
symmetric in addition to the assumptions made earlier. For linear systems it can be shown
that Kα 1 and Kα 2 are symmetric (see Appendix I.1). If B and D are positive definite (i.e.,
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B 0 and D 0), then Equation (5.19) implies that
1
2
δ X¨Tn+1Bδ X¨n+1+
1
2
δ X˙Tn+1KTα 1δ X˙n+1 ≤
1
2
δ X¨Tn Bδ X¨n+
1
2
δ X˙Tn KTα 1δ X˙n (5.22)
The above equation recursively implies that
1
2
δ X¨Tn Bδ X¨n+
1
2
δ X˙Tn KTα 1δ X˙n ≤
1
2
δ X¨T0 Bδ X¨0+
1
2
δ X˙T0 KTα 1δ X˙0 (5.23)
where n = 1,2, . . . ,N. The above equation indicates that δ X¨n and δ X˙n are uniformly
bounded for arbitrary initial values δ X¨0 and δ X˙0 if B and D are positive definite (i.e., B 0
and D 0). If δ X¨n and δ X˙n are uniformly bounded, from Equation (5.18a) it can be seen
that δXn is also uniformly bounded if K−1T exists. Now it remains to be investigated under
what conditions B and D become positive definite (i.e., B 0 and D 0). Substitution of
α 1 and α 2 from Equations (5.18d)–(5.18f) into Equations (5.20) and (5.21) results in the
following:
B = ∆t2
{(
4M
∆t2
+
2C
∆t
+4βK−KT
)
α−1M+
∆t
2
(4β −1)KTα−1C
}
(5.24)
D = 8β∆t2
{
M
β∆t2
+
C
2β∆t
+K−KT
}
α−1C (5.25)
Substituting β = 14 and
1
2 which correspond to ρ
∗
∞= 1 in the SSE-α-1 and SSE-α-2 methods,
respectively, into the above two equations and using B  0 and D  0, the following
necessary stability conditions are obtained:
KT ≺

K+
2C
∆t
+
4M
∆t2
SSE-α-1 when C 0
2K+
4M
∆t2
SSE-α-2 when C = 0
K+
C
∆t
+
2M
∆t2
SSE-α-2 when C 0
(5.26)
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where for any two matrices P and Q, P ≺ Q indicates that Q−P  0, i.e., (Q−P) is
positive definite. Observe that for the SSE-α-1 method B 0 and D 0 lead to the same
condition (first line), whereas for the SSE-α-2 method B 0 and D 0 govern the stability
conditions for zero and nonzero inherent damping, (i.e., C = 0 and C 0) respectively. It
should be emphasized that the conditions in Equation (5.26) are only necessary conditions
for nonlinear systems. These conditions become both necessary and sufficient for linear
systems. It can be readily observed by substituting KT =K into Equation (5.26) that the two
considered methods are unconditionally stable for linear systems. For nonlinear systems,
Equation (5.26) indicates that for stiffness softening-type MDOF systems unconditional
stability can be achieved in the SSE-α-1 and SSE-α-2 methods with ρ∗∞ = 1. Observe that
for SDOF systems the stability conditions in Equation (5.26) (first two lines) are identical
to those in Equation (5.13) (first two lines). Equation (5.26) (last two lines) indicates that
when inherent damping is present (i.e., C 0) the stability limit associated with KT of the
SSE-α-2 method with ρ∗∞ = 1 reduces compared with the no inherent damping (i.e., C = 0)
case which is consistent with Figure 5.7 for SDOF systems. Note that the stability condition
for the SSE-α-2 method with ρ∗∞ = 1 and ξ > 0 could not be obtained for SDOF systems
using the root-locus approach presented earlier.
In passing, it should be noted that an identity similar to Equation (5.19) was also derived
for the SE-α method for the weighted equations of motion. But because of the presence of
some terms that can be either positive or negative, an inequality similar to Equation (5.22)
cannot be obtained, even for linear systems. Similar findings are reported by Erlicher et al.
(2002) for the G-α method, where it was shown that the energy inequalities are not applicable
to the G-α method, which can be viewed as the parent implicit method of the proposed
methods. Nevertheless, the G-α and the two subfamilies of the SE-α methods (i.e., SSE-α-1
and SSE-α-2) are unconditionally stable for linear systems as shown in the previous chapter.
Furthermore, the linearized stability characteristics of the SSE-α-1 and SSE-α-2 methods
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for any ρ∗∞ ∈ [1,0] are investigated earlier for SDOF systems. It was shown that stiffness
softening-type response is a necessary condition for unconditional stability when applied to
nonlinear SDOF systems. Moreover, numerical damping is shown to enhance the stability
characteristics of these two methods when applied to nonlinear SDOF systems. Therefore,
the derivation of necessary conditions for stability of the SSE-α-1 and SSE-α-2 methods
applied to nonlinear MDOF systems for any ρ∗∞ ∈ [1,0] using other notion of stability is
deemed to be redundant.
5.3.2 Explicit-α (E-α) Method
For the nondissipative cases of the KR-α and MKR-α methods, which belong to the E-α
method, the linearized algorithms can be defined as follow:
Mδ X¨n+1+Cδ X˙n+1+KTδXn+1 = 0; n ∈ {0,1, . . . ,N−1} (5.27a)
δ X˙n+1 = δ X˙n+∆tα 1δ X¨n (5.27b)
δXn+1 = δXn+∆tδ X˙n+∆t2α 1δ X¨n (5.27c)
α 1 = 4α−1M (5.27d)
α = 4M+2∆tC+4β∆t2K (5.27e)
where KT is the tangent stiffness matrix as noted earlier for the SSE-α-1 and SSE-α-2
methods. Note that Equations (5.27b) and (5.27c) are obtained from Equations (3.35a) and
(3.35b), respectively, and Equations (5.27d) and (5.27e) are from Equations (3.36) where
γ = 12 is used. As before, it will be assumed that M, C, K and KT are symmetric; M, K,
and KT are positive definite (i.e., M  0, K  0, KT  0); and C is a classical damping
matrix and is positive semidefinite (i.e., C 0). To simplify the subsequent discussion the
jump (undivided forward difference) and mean value operators [·] and 〈·〉, respectively, are
introduced as before, where [gn] = gn+1−gn and 〈gn〉= 12 (gn+1+gn). Now the equations
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in Equation (5.27) may be combined to form the following identity involving energy-like
norms (see Appendix I.2):
1
2
δ X¨Tn+1α
T
1 Mδ X¨n+1+
1
2
δ X˙Tn+1KTδ X˙n+1 =
1
2
δ X¨Tnα
T
1 Mδ X¨n+
1
2
δ X˙Tn KTδ X˙n
−[δ X˙n]T
(
C+
∆t
2
KT
)
[δ X˙n]+
∆t
2
[δ X¨n]Tα T1 M[δ X¨n]
(5.28)
Note that the last two energy-like norms on the right hand side without their signs are positive.
But the two terms combined together where one has a negative sign and the other has a
positive sign can be either positive or negative or zero. Therefore, an inequality involving
energy-like norms similar to Equation (5.22) cannot be derived from Equation (5.28) unless
∆t→ 0. Therefore, the uniform boundedness of δ X¨n and δ X˙n cannot be proven in terms
of energy. This is also true for linear systems for the KR-α and MKR-α methods with
ρ∗∞ = 1. Because of this reason high-frequency (i.e., for large Ω values) energy overshoots
are observed in these methods as shown earlier in Chapter 4 (see Figures 4.9 and 4.11).
However, it was also shown that numerical damping can significantly reduce this overshoot.
Furthermore, these two methods are unconditionally stable for linear systems as shown
earlier in Chapter 4, and the necessary conditions for unconditional stability for nonlinear
systems are derived earlier considering SDOF systems. It was shown that stiffness softening-
type response is a necessary condition for unconditional stability of the KR-α and MKR-α
methods applied to nonlinear SDOF systems.
5.4 Summary
The stability characteristics of the proposed single-parameter subfamilies of algorithms,
namely, the SSE-α-1, SSE-α-2, KR-α , and MKR-α methods applied to nonlinear SDOF
and MDOF systems are investigated. The concept of linearized stability is employed to
derive the necessary conditions for stability. For nonlinear SDOF systems, discrete root-
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locus analysis technique used in control theory is employed for the linearized system at a
given time step. It is shown that stiffness softening-type response is a necessary condition
for unconditional stability of the four subfamilies of algorithms applied to nonlinear SDOF
systems. The SSE-α-2 method compared with the SSE-α-1, and MKR-α method compared
with the KR-α are shown to possess enhanced stability characteristics and may be used for
nonlinear stiffening type systems. Furthermore, numerical damping is found to enhance
the stability characteristics of these methods, except for the MKR-α method, when applied
to nonlinear SDOF systems. The energy method is employed for investigation of the
linearized stability characteristics of these methods applied to nonlinear MDOF systems.
The analysis is restricted to the special nondissipative algorithms of the four methods for
which the equations of motion reduce to the conventional unweighted one. An identity
involving energy-like norms at the bounds (beginning and end) of a time step are derived
for these nondissipative algorithms. Using this identity, necessary conditions for uniform
boundedness of small variations in displacement, velocity, and acceleration are derived for
the SSE-α-1 and SSE-α-2 methods with ρ∗∞ = 1. It is shown again that stiffness softening-
type response is a necessary condition for stability. For the nondissipative algorithms of
the KR-α and MKR-α method similar identity involving energy-like norms at the bounds
of a time step are also derived. However, uniform boundedness of the small variations
in displacement, velocity, and acceleration cannot be proven due to the presence of some
energy-like norms that can together be either positive or negative. Nevertheless, as shown
for nonlinear SDOF systems that the KR-α and MKR-α methods can achieve unconditional
stability for nonlinear systems provided the response is of stiffness softening-type.
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Chapter 6
Implementation and Application to Computational
Structural Dynamics
6.1 Overview
This chapter presents efficient implementations of the proposed semi-explicit-α (SE-α) and
explicit-α (E-α) methods for linear and nonlinear dynamic analysis with an emphasis on
the four subfamilies of algorithms, namely, the SSE-α-1, SSE-α-2, KR-α , and MKR-α
methods. These four methods are implemented into HybridFEM (Karavasilis et al., 2012), a
MATLAB and Simulink (MATLAB, 2015) based software platform for conducting nonlinear
time history analysis and real-time hybrid simulations. The KR-α and MKR-α methods are
also implemented in OpenSees (OpenSees, 2016), an open-source software framework for
conducting earthquake engineering simulations. Selected numerical examples of SDOF and
MDOF systems are presented to demonstrate the numerical characteristics of the proposed
methods and complement the analytical findings presented in Chapters 4 and 5. Application
of the KR-α method to collapse simulation of reinforced concrete (RC) structures performed
by Feng et al. (2015) is briefly discussed. Finally, the chapter closes with a summary
and some remarks on the advantages and limitations of the proposed methods for solving
complex problems in structural dynamics.
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6.2 Implementation for Nonlinear Dynamic Analysis
For nonlinear structural response, the weighted equations of motion of the proposed SE-α
and E-α methods presented in Equation (3.29) can be written as follows:
M ̂¨Xn+1+CX˙n+1−α f +Rn+1−α f = Fn+1−α f , n ∈ {0,1, . . . ,N−1} (6.1a)
MX¨0 = F0−CX˙0−R
(
X0, X˙0
)
(6.1b)
where the time discrete combinations of X¨, X˙, and X are as defined in Equation (3.29) which
are repeated below for convenience.
̂¨Xn+1 = (I−α 3)X¨n+1+α 3X¨n
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n
Xn+1−α f = (1−α f )Xn+1+α f Xn
(3.29b–d revisited)
Note that while developing the proposed methods in Chapter 3, the excitation forces Fn+1−α f
were linearly interpolated between the beginning and end of the time step, as presented
in Equation (3.29e) which is revisited below. The nonlinear restoring forces Rn+1−α f
can also be considered to develop similar to the inertia, damping, and excitation forces
as a linear combination of that at the beginning and end of the time step, as shown in
Equation (6.2a). This approach is often referred to as the generalized trapezoidal rule (TR).
Alternatively, Fn+1−α f and Rn+1−α f can also be calculated at the generalized mid-point
time tn+1−α f and displacement Xn+1−α f , respectively, as presented in Equations (6.2b) and
(6.2c), respectively. This approach is referred to as the generalized mid-point rule (MR).
Note that the nonlinear restoring forces can also be a nonlinear function of velocity as
indicated in the following equations:
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(i) the generalized trapezoidal rule (TR)
Fn+1−α f = (1−α f )Fn+1+α f Fn (3.29e revisited)
Rn+1−α f = (1−α f )R
(
Xn+1, X˙n+1
)
+α f R
(
Xn, X˙n
)
(6.2a)
(ii) the generalized mid-point rule (MR)
Fn+1−α f = F
(
tn+1−α f
)
= F
(
(1−α f )tn+1+α f tn
)
(6.2b)
Rn+1−α f = R
(
Xn+1−α f , X˙n+1−α f
)
(6.2c)
For linear systems, both approaches for restoring forces Rn+1−α f (Equations (6.2a) and
(6.2c)) become identical. Similarly, for excitation forces that are defined only at discrete
times and assumed to vary linearly within a time step, e.g., effective earthquake forces
based on recorded ground acceleration data, Equations (3.29e) and (6.2b) become identical.
For small time step sizes both the TR and MR approaches produce practically the same
solution. Furthermore, the difference in solutions between the two approaches reduces with
ρ∗∞ (see Equation (4.21)). This is due to the fact that α f → 0 as ρ∗∞→ 0 (see Table 6.1)
and a reduction in α f means that the displacements, restoring, and excitation forces are
weighted less at the beginning of a time step than that at the end. For ρ∗∞ = 0, the two
approaches in fact become the same because for this case α f = 0. However, it is desired
that the conventional equations of motion defined at the beginning or end of each time step
are retrieved when no numerical dissipation is used (i.e., ρ∗∞ = 1). To this end, note that in
Section 5.2 the aforesaid two approaches (TR and MR) were introduced only for Rn+1−α f
while keeping Fn+1−α f weighted linearly until the current chapter. It was also shown in
Section 5.2 that the conventional equations of motion are retrieved for ρ∗∞ = 1 when the TR
approach is used for Rn+1−α f . Similarly, it can be shown that if the TR approach is used for
both Rn+1−α f and Fn+1−α f the conventional unweighted equations of motion are retrieved.
Furthermore, a distinct advantage of the TR approach is that the state determination needs
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to be performed only once for each time step, whereas for the MR approach the state
determination is required twice if the state of the structure is sought by an user at the end
or beginning of each time step. In the numerical simulations presented in this chapter the
TR approach is used for both Rn+1−α f and Fn+1−α f . Nevertheless, the implementation
procedures presented below are general and independent of the two approaches. It must
be noted that the damping matrix C in Equation (6.1) can be modeled in various ways as
discussed earlier in Chapter 2 (see Section 2.8.2). Recall from Section 3.4 that the damping
matrix C was assumed to be classical in deriving the model-based integration parameters.
Nevertheless, a nonclassical damping matrix can also be used for the proposed methods
as demonstrated later in this chapter through numerical examples and in the subsequent
chapters for real-time hybrid simulations.
Recall from Chapter 3 (see Sections 3.3.1 and 3.3.2) that the proposed SE-α and E-α
methods each have four model-independent integration parameters, namely, α f , αm, β ,
γ . In Chapter 4, these parameters are related to ρ∞ and the single-parameter subfamilies
of algorithms, namely, the SSE-α-1 and SSE-α-2 from the SE-α method; and KR-α and
MKR-α from the E-α methods are developed (see Section 4.3, and Tables 4.1 and 4.3).
Furthermore, to achieve the same high-frequency dissipation
(
ξ∞
)
in all of the single-
parameter subfamilies of algorithms, a new parameter ρ∗∞ is introduced and related to ρ∞ as
presented in Equation (4.21). Thus, the parameters α f , αm, γ , and β are all related to ρ∗∞ as
summarized in Table 6.1 for easy reference. The first step for performing dynamic analysis
using any of the four single-parameter subfamilies of algorithms is to select an appropriate
value of ρ∗∞ such that the spurious higher modes are adequately damped out, while the
response of the participating modes of interest are negligibly affected. A preliminary
estimate of ρ∗∞ can be obtained by using the following equation for a desired value of
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Table 6.1: Summary of model-independent integration parameters for the single-parameter
subfamilies of algorithms in terms of ρ∗∞.
Method ρ∞ α f αm γ β
SSE-α-1 and KR-α ρ∗∞
ρ∞
ρ∞+1
2ρ∞−1
ρ∞+1
1
2 +α f −αm 14
(
γ+ 12
)2
SSE-α-2 and MKR-α
√
ρ∗∞
ρ∞
ρ∞+1
2ρ3∞+ρ2∞−1
ρ3∞+ρ2∞+ρ∞+1
1
2 +α f −αm 12
(
γ+ 12
)
equivalent high frequency damping ratio ξ∞:
ρ∗∞ ≈ exp
(
piξ∞
)
(6.3)
Note that Equation (6.3) is obtained by combining Equations (4.20) and (4.21), and is
applicable for all of the four subfamilies of algorithms. For such a chosen value of ρ∗∞, one
must ensure that the effects of numerical energy dissipation on the participating modes is
minimal, in other words ξ ≈ ξ , where ξ is the inherent damping ratio for the participating
mode of interest. This may be achieved by using Figure 4.6 as a guide. However, a more
rigorous procedure can be used as presented in Table 6.2. This procedure can easily be
implemented using any programming tool, e.g., MATLAB (MATLAB, 2015). Once the
value of ρ∗∞ is selected dynamic analysis can be performed using the procedure presented
below. It should be noted that the following procedures for dynamic analysis are generalized
for the SE-α and E-α methods so that the two single-parameter subfamilies of algorithms for
each of these two methods can be accommodated within the same computer implementation.
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Table 6.2: Recommended procedure for selection of ρ∗∞ for dynamic analysis using the
proposed methods.
1. Choose the frequency of the highest contributing mode of interest ωc, and a
frequency above which modes can be considered as spurious ωs.
2. Select the integration time step ∆t based on the desired accuracy of contributing
modes. Calculate Ωc = ωc∆t and Ωs = ωs∆t.
3. Determine the inherent modal damping ratios ξc and ξs corresponding to ωc and
ωs, respectively.
4. Select the desired value of ξ∞ and estimate the initial value of ρ∗∞ using Equation
(6.3).
5. Use Table 6.1 to determine α f , αm, γ , and β .
6. Using the values of these parameters and Equation (3.20) for the SSE-α-1 and
SSE-α-2 methods, or Equation (3.25) for the KR-α and MKR-α methods,
determine α1, α2, and α3 for the selected two sets of Ω and ξ values from Steps 2
and 3.
7. Determine d0 through d3 using Table 3.3 for the SSE-α-1 and SSE-α-2 methods or
Table 3.4 for the KR-α and MKR-α methods.
8. Solve the characteristic Equation (3.4) for z and set σ = Re(z) and ε = Im(z),
where z is one of the two complex conjugate roots.
9. Determine ξ using Equation (2.7).
10. Examine the effects and adequacy of ξ for the frequency ranges of interest for the
participating modes and the spurious modes. Note that for an accurate solution that
ξ c should be approximately equal to ξc.
11. If the results in Step 10 is satisfactory, then continue with the dynamic analysis
presented in Table 6.3 for the SSE-α-1 and SSE-α-2 methods or Table 6.4 for the
KR-α and MKR-α methods, otherwise modify the value of ρ∗∞ and repeat Steps (5)
to (10)
Note: Step 7 and 8 are identical to determining the amplification matrix A using Equation (4.3) for the
SSE-α-1 and SSE-α-2 methods or (4.2) for the KR-α and MKR-α methods and solving for the
eigenvalues (λ ) of A. An eigenvalue λ is equal to z in Step 8.
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6.2.1 Semi-Explicit-α (SE-α) Method
In order to develop the implementation procedure for the SE-α method, it is convenient to
repeat the difference equations of the method given by Equation (3.28) as follows:
X˙n+1 = X˙n+∆t
[
(1− γ)X¨n+ γX¨n+1
]
Xn+1 = Xn+∆tα 1X˙n+∆t2α 2X¨n
(3.28 revisited)
The model-based integration parameters of the method presented in Equation (3.34) are also
repeated below for convenience.
α 1 = α−1 [M+ γ∆tC]
α 2 =
1
2
α−1 [M+(γ−2β )∆tC]
α 3 = α−1
[
αmM+αmγ∆tC+α fβ∆t2K
]
α =
[
M+ γ∆tC+β∆t2K
]
(3.34 revisited)
Following the procedure presented above ρ∗∞ can be selected (see Table 6.2) and the values
of α f , αm, γ , and β can be determined using Table 6.1. Now the model-based integration
parameters α 1, α 2, and α 3 can be calculated from Equation (3.34) using these four parame-
ters and the system matrices M, C and K, where C and K are the initial damping and initial
elastic stiffness matrices of the system, respectively. Note that the model-based integration
parameter matrices need to be calculated only once at the beginning of a simulation. For
each time step, displacement Xn+1 is calculated first using Equation (3.28b) followed by a
state determination for the restoring forces. The restoring forces Rn+1−α f can be calculated
using either Equation (6.2a) or (6.2c). Note that the velocity vector X˙n+1 is not available yet.
Therefore, this method becomes implicit if the restoring forces are nonlinearly dependent
on velocity. Hence, the method will be applied to problems where the restoring forces are
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only dependent on displacement and not on velocity. Once Rn+1−α f is determined, the
accelerations X¨n+1 can the be calculated by substituting Equation (3.28a) into Equation (6.1)
which results in the following:
M̂1X¨n+1 = Fn+1−α f −Rn+1−α f −CX˙n−M̂2X¨n (6.4)
where M̂1 and M̂2 are given by
M̂1 = M(I−α 3)+(1−α f )γ∆tC (6.5)
M̂2 = Mα 3+(1−α f )(1− γ)∆tC (6.6)
Once the accelerations X¨n+1 are calculated by solving Equation (6.4), velocities X˙n+1 can
be calculated using Equation (3.28a). Observe that if the damping matrix C remains constant
during the analysis, then M̂1 and M̂2 needs to be formed only once at the beginning of a
simulation. Thus, for solving Equation (6.4) for X¨n+1, M̂1 needs to be factorized only once
at the beginning of the simulation. On the other hand, if C does not remain constant, e.g.,
C constructed based on mass matrix M and tangent stiffness matrix KT , then M̂1 and M̂2
need to be formulated for each time step, which diminishes the computational advantage
of the method. Therefore, the method is well suited when the damping matrix C remains
constant during the analysis. Assuming that C remains constant and the nonlinear restoring
forces are of the form Rn+1 = R(Xn+1), the aforesaid time history analysis procedure is
summarized in Table 6.3.
For determination of X¨n+1 and X¨n+1 an alternative procedure can also be adopted
as explained below. The velocity vector X˙n+1 in Equation (3.28a) can be written into a
predictor-corrector form, where:
˜˙Xn+1 = X˙n+∆t(1− γ)X¨n (6.7)
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X˙n+1 = ˜˙Xn+1+∆tγX¨n+1 (6.8)
Now substituting Equation (6.8) into Equation (6.1) the following is obtained:
M̂1X¨n+1 = Fn+1−α f −Rn+1−α f −C ˜˙Xn+1−α f −M̂2X¨n (6.9)
where M̂1 is given by Equation (6.5), and M̂2 and ˜˙Xn+1−α f are as follows:
M̂2 = Mα 3 (6.10)˜˙Xn+1−α f = (1−α f )˜˙Xn+1+α f X˙n (6.11)
After determining Rn+1−α f , this alternative implementation procedure involves determining˜˙Xn+1 and ˜˙Xn+1−α f using Equations (6.7) and (6.11), respectively. Then Equation (6.9) is
solved for X¨n+1, which in turn is used in Equation (6.8) to determine X˙n+1. This alternative
procedure is also summarized in Table 6.3. Observe that in this method, displacements Xn+1
are predicted based on equilibrium at the beginning of the time step and the velocities X˙n+1
and accelerations X˙n+1 are calculated by satisfying equilibrium (weighted) at the end of the
time step.
6.2.2 Explicit-α (E-α) method
For implementation of the E-α method the difference equations and the integration parame-
ters presented in Equations (3.35) and (3.36), respectively, are revisited below.
X˙n+1 = X˙n+∆tα 1X¨n
Xn+1 = Xn+∆tX˙n+∆t2α 2X¨n
(3.35 revisited)
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Table 6.3: Nonlinear dynamic analysis procedure using the SSE-α-1 and SSE-α-2 methods.
1. Initial calculations
1.1. Choose a value for ∆t and ρ∗∞.
1.2. Determine integration parameters α f , αm, γ , β using Table 6.1; and α 1, α 2,
and α 3 using Equation (3.34).
1.3. Form M̂1 using Equations (6.5) and factorize it.
1.4. Determine M̂2 using (6.6) or (6.10) for the alternative procedure.
1.5. Solve Equation (6.1b) for X¨0
1.6. Determine Fn+1−α f using either Equation (3.29e) or (6.2b) for all time steps.
2. Calculations for each time step, n
2.1. Determine Xn+1 using Equation (3.28b).
2.2. Perform the state determination and calculate Rn+1−α using either
Equation (6.2a) or (6.2c) where the restoring forces are of the type
Rn+1 = R(Xn+1).
2.3. Determine X¨n+1 using Equation (6.4).
2.4. Determine X˙n+1 using Equation (3.28a).
2. Alternative calculations for each time step, n: Replace (2.3) and (2.4) by the
following:
2.3. Determine ˜˙Xn+1 and ˜˙Xn+1−α f using Equations (6.7), and (6.11), respectively.
2.4. Determine X¨n+1 using Equation (6.9).
2.5. Determine X˙n+1 using Equation (6.8).
3. Repetition for the next time step. Replace n by n+1 and repeat Step 2.
α 1 = α−1M
α 2 =
(
1
2
+ γ
)
α 1
α 3 = α−1
[
αmM+α f γ∆tC+α fβ∆t2K
]
α =
[
M+ γ∆tC+β∆t2K
]
(3.36 revisited)
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Unlike the SE-α method, both displacements and velocities in the E-α method can be
calculated simultaneously for each time step using Equation (3.35). This calculation,
however, can be simplified by recognizing that the integration parameters α 1 and α 2 are
related by a scalar as indicated by Equation (3.36b), which is revisited above. By defining a
velocity-like vector ̂˙X, Equation (3.35) can be rewritten as follows:
̂˙Xn = ∆tα 1X¨n (6.12a)
X˙n+1 = X˙n+ ̂˙Xn (6.12b)
Xn+1 = Xn+∆tX˙n+∆t
(
1
2
+ γ
) ̂˙Xn (6.12c)
Observe that the two matrix-vector multiplications (α 1X¨n and α 2X¨n) in Equation (3.35)
are reduced to one (α 1X¨n) in Equation (6.12). Now following the procedure presented
above (see Table 6.2) ρ∗∞ can be selected and the parameters α f , αm, γ , and β can be
determined using Table 6.1. The model-based integration parameters α 1 and α 3 can
be calculated from Equation (3.36) using the aforesaid four parameters and the system
matrices M, C and K, where C and K are the initial damping and initial elastic stiffness
matrices of the system, respectively. Note that α 2 is not required to be determined because
Equation (3.35b) is implemented as presented in Equation (6.12c). Also note that these
two model-based integration parameter matrices need to be calculated only once at the
beginning of a simulation. For each time step, the velocity-like vector ̂˙Xn is calculated
first using Equation (6.12a). Then velocities X˙n+1 and displacements Xn+1 are calculated
using Equations (6.12b) and (6.12c), respectively. Now the state of the structure can be
determined and Rn+1−α f can be calculated using either Equation (6.2a) or (6.2c). Note that
unlike the SE-α method, E-α method remains explicit even when the restoring forces are
of the type Rn+1 = R
(
Xn+1, X˙n+1
)
. The acceleration vector X¨n+1 can then be determined
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using Equation (6.1) as follows:
M̂1X¨n+1 = Fn+1−α f −Rn+1−α f −CX˙n+1−α f −M̂2X¨n (6.13)
where M̂1 and M̂2 are defined as follows:
M̂1 = M(I−α 3) (6.14)
M̂2 = Mα 3 (6.15)
Observe that M̂1 needs to be factorized only once at the beginning of a simulation. Further-
more, observe that to have a solution for X¨n+1 in Equation (6.13) the mass matrix M must
be nonsingular. Once the accelerations are calculated, the procedure can be repeated for the
subsequent time steps until the end of the simulation. Table 6.4 summarizes the procedure
for nonlinear dynamic analysis using the KR-α and MKR-α methods. Observe that in the
E-α method the displacements Xn+1 and velocities X˙n+1 are predicted based on equilibrium
at the beginning of the time step and the accelerations X˙n+1 are calculated by satisfying
equilibrium (weighted) at the end of the time step.
6.3 Representative Numerical Examples
This section presents some representative numerical examples to complement the analytical
findings presented in Chapters 4 and 5 and to demonstrate the applications of the methods for
solving problems in computational structural dynamics. Both linear and nonlinear problems
are considered. Wherever applicable, numerical solutions computed using the proposed
methods are compared with a reference solution. The errors in the solutions of the proposed
methods with respect to the reference solution are determined using the following two error
metrics:
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Table 6.4: Nonlinear dynamic analysis procedure using the KR-α and MKR-α methods.
1. Initial calculations
1.1. Determine integration parameters α f , αm, γ , β using Table 6.1; and α 1 and
α 3 using Equation (3.36).
1.2. Form M̂1 using Equations (6.14) and factorize it.
1.3. Determine M̂2 using (6.15).
1.4. Solve Equation (6.1b) for X¨0
1.5. Determine Fn+1−α f using either Equation (3.29e) or (6.2b) for all time steps.
2. Calculation for each time step, n
2.1. Determine ̂˙Xn using Equation (6.12a).
2.2. Determine X˙n+1 and Xn+1 using Equations (6.12b) and (6.12c), respectively.
2.3. Perform the state determination and calculate Rn+1−α f using either
Equation (6.2a) or (6.2c) where the restoring forces can be of the type
Rn+1 = R
(
Xn+1, X˙n+1
)
.
2.4. Determine X¨n+1 using Equation (6.13).
3. Repetition for the next time step. Replace n by n+1 and repeat Step 2.
(i) Normalized energy error (NEE)
NEE =
∣∣∣∣∣∣∣∣
N
∑
n=1
(xn)
2−
N
∑
n=1
(x̂n)
2
N
∑
n=1
(x̂n)
2
∣∣∣∣∣∣∣∣ (6.16)
(ii) Normalized root-mean square error (NRMSE)
NRMSE =
√
1
N
N
∑
n=1
(xn− x̂n)2
max(x̂)−min(x̂) (6.17)
where x̂ and x are the responses from the proposed methods and reference solution, respec-
tively; N is the length of the samples which is equal to the length of vectors x and x̂. It
should be noted that the NEE involves signal energy and is sensitive to amplitude differences,
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whereas the NRMSE shows high sensitiveness to frequency variation and is less sensitive to
amplitude differences (Bursi et al., 2014).
6.3.1 Linear Problems
6.3.1.1 Example 1 – Undamped Free Vibration of a Linear Three DOF System
In Section 4.4.5 high-frequency overshoot characteristics of the proposed methods were
numerically studied. The free vibration response of an undamped SDOF system with a high
Ω value (Ω= 20pi) was determined for two different initial conditions and various values of
ρ∗∞ as presented in Figures 4.9–4.12. These figures clearly depict how the high-frequency
mode responses can be damped out using the controllable numerical dissipation present
in the proposed methods. To demonstrate further that the high-frequency mode response
can be damped out without significantly influencing the low-frequency mode response, a
three-story undamped linear elastic shear frame is considered. The frame is designed to
have a high frequency for the third mode of vibration. For the three modes the natural
frequencies are ω1 = 13.72, ω2 = 36.08, and ω3 = 504.99 rad/s; and the mass normalized
(i.e., ΦT MΦ = I) modes are
φ1 = [ 0.9506 1.5433 1.5445 ]T (6.18a)
φ2 = [ 1.5587 −0.9412 −0.9461 ]T (6.18b)
φ3 = [ 0.0005 −0.2561 12.7823 ]T (6.18c)
Consider the free vibration of the frame initiated by two different initial displacements
X10 = (φ1+φ2) inches and X
2
0 = (φ1+φ2+0.2φ3) inches while keeping the initial velocity
X˙0 = 0 for both the cases. For X10, the system responds only in the first two modes, whereas
the third mode also gets excited for X20. The idea is to damp out the third mode response for
X20 without significantly influencing the response associated with the lower frequency of the
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Figure 6.1: Comparison of roof (DOF-3) displacement response of the shear frame in
Example 1 subjected to initial condition X10 = (φ1+φ2) inches for the proposed methods
with ρ∗∞ = 1 and ∆t = 0.01 s.
Table 6.5: Errors (%) in roof displacement response of the shear frame in Example 1
computed by the proposed methods with ∆t = 0.01 s and ρ∗∞ = 1 for up to 2 s with respect
to the exact solution.
Error Metrics SSE-α-1 SSE-α-2 KR-α MKR-α
NEE 1.37 3.04 2.54 4.36
NRMSE 5.98 13.55 4.27 11.95
first-two modes.
Before proceeding further, it is worthwhile to compare the response for X10 obtained using
the proposed methods with the exact closed-form solution. Figure 6.1 presents a comparison
of the roof (DOF-3) displacement response for X10 obtained using the proposed methods with
∆t = 0.01 s and ρ∗∞ = 1 with the exact solution. The figure indicates that all of the methods
show visible errors with respect to the exact solution. The errors in the numerical solutions
are determined using Equations (6.16) and (6.17) and presented in Table 6.5. The table
indicates that the errors in SSE-α-1 and KR-α method solutions are comparable and smaller
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than those for the SSE-α-2 and MKR-α methods. Recall from Chapter 4 (see Section 4.4.3)
that the numerical dispersion (i.e., PE) and dissipation characteristics (i.e., ξ ) of the SSE-α-1
and KR-α methods are the same, while these characteristics for the SSE-α-2 and MKR-α
methods are also the same. Nevertheless, the errors in Table 6.5 for the SSE-α-1 and KR-α
methods are not the same, and these errors for the SSE-α-2 and MKR-α methods are also
different. To understand this recall from Section 4.4.4 that the numerical solutions are not
only influenced by the PE and ξ but also by the discrete solution constants c1 and c2 (c3 = 0
for the present case because ρ∗∞ = 1) or the numerical amplitude A and phase θ . It should
be noted that reducing ∆t will reduce the errors in numerical solutions for all of the methods
because these methods are all convergent as shown in Section 4.3.2.
Now consider both of the initial conditions (X10 and X
2
0) and recall that the idea is to
damp out the third mode response for X20. The roof (DOF-3) displacement response is
obtained using the proposed methods with ∆t = 0.01 s for X10 and X
2
0 and presented in
Figure 6.2. Observe in the figure that ρ∗∞ = 1, 0.75, and 0.50 are considered for X20. The
figure indicates that for X10 and X
2
0 with ρ
∗
∞ = 1, the first two modes and all of the modes are
excited, respectively, as expected. The figure clearly depicts that when numerical dissipation
is used that the third mode response is damped out. The rate at which the third mode
response is dissipated depends on the value of ρ∗∞; smaller the value of ρ∗∞ the larger is the
rate of dissipation. The figure also depicts that when the third mode response is completely
dissipated that the response for X20 becomes almost the same as that for the X
1
0. This clearly
demonstrates that the numerical dissipation does not influence the low frequency mode
response. The PE and ξ values for the three modes are presented in Table 6.6, which also
demonstrates the negligible influence of numerical dissipation on the first two modes. One
may observe in Figure 6.2 that the amplitude of the third mode response is higher for the
KR-α method with ρ∗∞ = 1. This is because of the high-frequency overshoot tendency of the
method presented earlier in Sections 4.3.4 and 4.4.5. Also observe that for a given value of
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Figure 6.2: Roof (DOF-3) displacement response of the shear building in Example 1 with
two initial conditions X10 = φ1+φ2 and X
2
0 = φ1+φ2+0.5φ3 and various values of ρ
∗
∞.
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Table 6.6: PE (%) and ξ (%) for all three modes of the undamped shear frame in Example 1.
Accuracy
measure
ρ∗∞
Mode 1 (Ω1 = 0.137) Mode 2 (Ω1 = 0.361) Mode 3 (Ω1 = 5.050)
SSE-α-1
KR-α
SSE-α-2
MKR-α
SSE-α-1
KR-α
SSE-α-2
MKR-α
SSE-α-1
KR-α
SSE-α-2
MKR-α
PE (%)
1.0 0.157 0.391 1.076 2.673 - -
0.75 0.171 0.396 1.174 2.701 - -
0.50 0.235 0.418 1.600 2.824 - -
ξ (%)
1.0 0 0 0 0 0 0
0.75 0.0004 0.0047 0.0066 0.0783 2.42 7.65
0.50 0.0047 0.012 0.0813 0.204 11.00 17.85
Note: A ‘-’ indicate that the PE is not calculated for the high-frequency third mode which needs to be
damped out.
ρ∗∞ the rates at which the third mode is dissipated are slightly different for different methods
because of their different numerical characteristics in an overall sense.
6.3.1.2 Example 2 – Seismic Response of a Nonclassically Damped Linear System
In Chapter 3, the damping matrix C was assumed to be classical in deriving the expres-
sions for the model-based integration parameter matrices for the proposed methods (see
Section 3.4). Therefore, it is of interest to study the behavior of the proposed methods when
the damping matrix is nonclassical. To this end, consider the two story shear frame with the
following system matrices (see Example 14.10 of Chopra, 2012):
M =
[
2m 0
0 m
]
, K =
[
3k −k
−k k
]
, C =
[
c 0
0 0
]
(6.19)
where c =
√
km, k = 2pi2m, m = 100 kips/g, and g is acceleration due to gravity. Using
the natural modes it can be easily shown that the damping matrix C is not diagonalized.
Therefore, the system is nonclassically damped. Floor displacement responses of the system
subjected to the H-E11230 component of the 1979 Imperial Valley earthquake recorded at
the El Centro Array # 11 (USGS Station 5058) are obtained using the proposed methods
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Figure 6.3: Example 2 – Two story linear nonclassically damped shear frame: (a) input
ground acceleration, (b) first floor displacement response, and (c) second floor displacement
response. ρ∗∞ = 1 and ∆t = 0.005 s for the proposed methods.
and compared with a reference solution as shown in Figure 6.3. In the proposed methods
ρ∗∞ = 1, and ∆t = 0.005 s which is equal to the sampling period of the accelerogram, are
used. The reference solution is obtained using the average acceleration (AA) scheme of the
Newmark method (see Table 2.1) with the same ∆t. The figure indicates that the solutions
from the proposed methods match extremely well with the reference solution. The NEE and
NRMSE are also calculated using Equations (6.16) and (6.17). Considering all the methods,
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a maximum NEE of 0.06% and a maximum NRMSE of 0.01% are found. These errors are
negligibly small. Therefore, this example clearly demonstrates that the proposed methods
can be used for nonclassically damped systems although the integration parameter matrices
were derived assuming classical damping.
6.3.2 Nonlinear Problems
6.3.2.1 Example 3 – Free Vibration Response of a Duffing Oscillator
In order to numerically study the behavior of the proposed methods for a simple nonlinear
system, an undamped Duffing oscillator is considered. The nonlinear restoring force of the
Duffing oscillator is of the form r(x) = k1x
(
1+ k2x2
)
. For k2 < 0, k2 = 0, and k2 > 0 the
oscillator response become stiffness softening, linear elastic, and stiffening type, respectively.
For the numerical simulation, mass m = 1, initial period T = 1 s, k1 = m
(2pi
T
)2
= 39.48 and
k2 =±0.5k1, in which any consistent set of units are considered. The system is subjected
to an initial displacement of x0 = 1.25 and initial velocity of x˙0 = 0 in the same units.
The free vibration response of the system is determined using the proposed methods with
ρ∗∞ = 1 and ∆t = 0.01 s and compared with a reference solution as shown in Figures 6.4
and 6.5, where the former and latter figures are for k2 =−0.5k1 (softening) and k2 = 0.5k1
(stiffening), respectively. The reference solution is obtained using the AA scheme of the
Newmark method (see Table 2.1) with the same ∆t. The response presented in the figures
are normalized as indicated. The two figures indicate that the proposed methods produce
accurate solutions for both softening and stiffening type response. However, it should be
noted here that the proposed methods become only conditionally stable for stiffening-type
response, which is demonstrated in the next example. In passing, it should be noted that
the free vibration response from the proposed methods in Example 1 (Figure 6.1) shows
noticeable error, while here in Example 3 that there is practically no error in the free vibration
solution. This is due to the fact that in Example 1 the comparison was made with the exact
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Figure 6.4: Normalized responses of the Duffing softening oscillator in Example 3: (a)
displacement, (b) velocity, (c) acceleration, (d) force – displacement, and (e) velocity –
displacement.
closed-form solution, whereas in this example a reference solution obtained using the AA
scheme is used for comparison. If the AA scheme is also used for comparison in Example 1,
it can be shown that the errors in the proposed method solutions are much smaller than
those presented in Table 6.5. In fact, the SSE-α-1 method with ρ∗∞ = 1 when compared with
the AA algorithm for Example 1 would show practically no error. However, this type of
comparison was not presented in Example 1 because the objective was to emphasize the
influence of the PE, and the discrete solution constants as discussed earlier in the first part
of Example 1 (see discussion for Figure 6.1). On the other hand, here in Example 3 the
184
-1
-0.5
0
0.5
1
x
/x
0
(a)
-1
0
1
x˙
/(
ω
x
0
)
(b)
0 1 2 3 4 5
t/T
-2
-1
0
1
2
x¨
/(
ω
2
x
0
)
(c)
-1 -0.5 0 0.5 1
x/x0
-2
-1
0
1
2
r/
(m
ω
2
x
0
)
(d)
-1 -0.5 0 0.5 1
x/x0
-1.5
-1
-0.5
0
0.5
1
1.5
x˙
/(
ω
x
0
)
(e)
Reference KR-α MKR-α SSE-α-1 SSE-α-2
Figure 6.5: Normalized responses of the Duffing stiffening oscillator in Example 3: (a)
displacement, (b) velocity, (c) acceleration, (d) force – displacement, and (e) velocity –
displacement.
AA scheme is used to obtain the reference solution because of the nonlinear nature of the
problem.
6.3.2.2 Example 4 – Geometrically Nonlinear System
Using the linearized stability analysis for SDOF systems, it was shown in Chapter 5 that the
stability characteristics of the SSE-α-2 and MKR-α methods are enhanced compared with
the SSE-α-1 and KR-α methods, respectively, when applied to nonlinear stiffening-type
systems (see Section 5.2). In this example, the enhanced stability characteristics of only
185
XY
𝑝 𝑡 = 𝑝0 sin 𝜔𝑡
𝑚 = 100 kg
𝐴 = 1000 mm2
𝐼 = 1 × 107 mm4
𝐸 = 200 GPa
1.5m
0.5 m
1
2
3
4
5
6
𝑝0 = 500 kN
𝜔 = 2𝜋 rad/s
𝜃
Figure 6.6: FE model of the structure in Example 4
the MKR-α method compared with the KR-α method is demonstrated because the analysis
is performed using OpenSees where only the KR-α and MKR-α methods are currently
implemented. To this end, consider the inclined beam structure shown in Figure 6.6. The
structure has a lumped mass at the right support which is constrained to move only in
the vertical direction and a sinusoidal force is applied on the mass as shown in the figure.
Because of the second-order P-∆ effects, the system exhibit stiffening and softening behavior
when the right support moves up and down, respectively. The beam is modeled using five
elastic beam-column elements having three DOFs at each node resulting in a total of 15
DOFs (unrestrained) for the structure. Since the KR-α and MKR-α methods require a
nonsingular mass matrix as noted earlier (see Equation (6.13)), the system mass matrix is
formed considering the lumped mass and using a consistent element mass matrix formulation
with a small distributed mass of 10−3 kg/m. The fundamental period of the structure is
T1 = 0.559 s. Second-order elastic dynamic analysis of the system is performed using the
KR-α and MKR-α methods with ∆t = 0.005 s and ρ∗∞ = 1, and compared with the reference
solution obtained using the implicit AA algorithm as shown in Figure 6.7. Figure 6.7(a)
indicates that the solution for the KR-α method with ρ∗∞ = 1 becomes unbounded near
the beginning (around 0.3 s) of the analysis due to the stiffening behavior of the system,
whereas the MKR-α method with ρ∗∞ = 1 produces a stable and accurate solution due to its
enhanced stability characteristics. The NEE and NRMSE in the MKR-α method solution
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Figure 6.7: Response of the system in Example 4: (a) vertical displacement time history
at Node 6; and (b) force-displacement response of the system. ρ∗∞ = 1 in the KR-α and
MKR-α methods.
calculated using Equations (6.16) and (6.17) are only 0.13% and 0.34%, respectively. To get
an idea about the amount of stiffening, the vertical reaction at Node 1 (downward positive)
is plotted against the displacement at Node 6 (upward positive) in Figure 6.7(b). The figure
indicates that the stiffness of the system in this force-displacement space increases by 35%
when Node 6 reaches the maximum upward displacement. Recall from Section 5.2 that
the KR-α and MKR-α methods become only conditionally stable for a nonlinear SDOF
system when kt > ηk where η ∈ [1, 43 ] and η ∈ [2, 43 ], respectively, for ρ∗∞ ∈ [1,0] (see
Equations (5.15)–(5.17), and Figure 5.7). As a result, for the problem at hand the KR-α
method is only conditionally stable with any value of ρ∗∞, whereas the MKR-α method can
achieve unconditional stability for ρ∗∞ values equal to and close to unity.
6.3.2.3 Example 5 – Inelastic Seismic Response of a Two Story Steel Moment-Frame
The analytical findings presented earlier in Chapter 4 demonstrate that the SE-α method
(i.e., SSE-α-1 and SSE-α-2), in general, have better numerical characteristics compared
with the E-α method (i.e., KR-α and MKR-α) when applied to linear systems. Further-
more, the SSE-α-1 method is found to possess the best numerical characteristics for linear
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Figure 6.8: Two-story moment resisting frame (MRF) in Example 5: (a) FE model, (b)
element DOFs and fiber section discretization, (c) hysteretic steel material model.
systems amongst the proposed subfamilies of algorithms. Nevertheless, it was found that
for nonlinear dynamic analysis of frame structures modeled using finite elements and sub-
jected to seismic excitations, the SE-α method cannot produce an accurate result with a
reasonable time step size unlike the E-α method. To illustrate this and understand the
underlying reasons, consider the seismic response simulation of the steel moment-resisting
frame (MRF) shown in Figure 6.8 using the SSE-α-1 and KR-α methods, which belong to
the SE-α and E-α methods, respectively (see Figure 3.3). The beams and columns of the
MRF are modeled using nonlinear displacement-based beam-column fiber elements having
3-DOFs at each node (Figure 6.8(b)). The gravity load resisting system associated with the
MRF is modeled using a lean-on column composed of linear elastic beam-column elements
with second-order P-∆ effects. At each floor level, the seismic floor masses are lumped
at the lean-on column nodes which are constrained in the horizontal direction with the
center node of the respective floor beams in order to simulate rigid floor diaphragm action
as shown in the figure. Note that the KR-α method requires a nonsingular mass matrix
as mentioned earlier in Section 6.2.2. Therefore, a consistent mass matrix formulation is
used for the beam-column elements to construct the element mass matrix that is based on
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the density of the steel material. The hysteretic behavior of the steel material is modeled
using a bilinear stress-strain relationship as shown in Figure 6.8(c). In total, the structure
has 33 nodes 32 elements, and 91 DOFs. The first two modal periods of the structure
are equal to T1 = 0.63 s and T2 = 0.12 s, respectively, whereas the period of the highest
mode is T91 = 4.8× 10−6 s. Inherent damping in the system is modeled using the mass
and initial stiffness proportional Rayleigh damping model (see Section 2.8.2) to assign 2%
damping to the first and second mode of the system. Hereafter, this damping model is
referred to as the proportional damping (PD) model. Note that such a damping model can
produce unrealistically large damping forces in elements that undergo significant inelastic
deformations as shown later in Chapter 8 (also see Ricles and Popov, 1994; Charney, 2008).
Therefore, mass and tangent stiffness proportional damping models are often preferred for
numerical simulations. However, unlike the implicit algorithms, model-based algorithms do
not require the tangent stiffness matrix to be formed due to the explicit nature of calculations.
Therefore, forming the tangent stiffness matrix to model the damping at each time step adds
to the computation cost and can be avoided using a nonproportional damping (NPD) model
as shown later in Chapter 8 (also see Ricles and Popov, 1994). Nevertheless, it is intended
to first study the behavior of the algorithms when the PD model is used for the structural
system under consideration.
6.3.2.3.1 Proportional Damping (PD) The response of the system subjected to the 1994
Northridge earthquake record scaled by a factor of 3.0 is obtained using the SSE-α-1 and
KR-α methods with ∆t = 0.005 s, and compared with the reference solution as presented in
Figures 6.9–6.11. The scale factor of 3.0 is chosen so that the structure develops significant
nonlinear deformations. The reference solution is obtained using the implicit AA scheme of
the Newmark method (see Table 2.1) with the same ∆t. For the SSE-α-1 and KR-α methods,
a value of ρ∗∞ = 0.75 was used, although numerical damping is not critical for this problem
when the PD model is used. However, it helps to reduce spurious high-frequency oscillations
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Figure 6.9: Comparison of the seismic response of the frame in Example 5, PD model:
(a) horizontal displacement of floor-2; and, (b) hysteretic response of Element 1 (see
Figure 6.8(a)).
in the accelerations of the nodes in the MRF. Comparison of the horizontal floor displacement
and the hysteretic response of Element 1 (see Figure 6.8a) presented in Figure 6.9 indicates
that the KR-α method compares well with the reference solution, whereas the SSE-α-1
method does not produce an accurate response. A convergence study was carried out by
reducing the time step for each of these methods and found that these responses converged
with ∆t = 0.005 s for the AA algorithm and KR-α method. However, these responses do
not converge for the SSE-α-1 method with ∆t = 0.005 s, as apparent from this figure. This
seems to be in contradiction with all the favorable characteristics of the SSE-α-1 method
demonstrated earlier in Chapter 4 for linear systems. In order to understand this behavior
of the SSE-α-1 method, note that for the SE-α method, equilibrium at the current time
step is satisfied by distributing the effects of the unbalanced forces into the velocities and
accelerations, whereas it is satisfied by calculating only accelerations in the E-α method as
noted earlier (see Sections 6.2.1 and 6.2.2). Therefore, as the state of the system changes
within a time step for a nonlinear system, the velocities and accelerations are affected
in the SE-α method, whereas only the accelerations are affected in the E-α method. To
demonstrate this, Figure 6.10 presents the displacements, velocities, and accelerations in the
X-, Y -, and θ -directions at Node 2 (see Figure 6.8(a)) in the MRF. The figure indicates that
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Figure 6.10: Comparison of the seismic response of the frame in Example 5 at Node 2 (see
Figure 6.8(a)), PD model: (a) displacements (D); (b) velocities (V ); and (c) accelerations
(A).
the displacements and velocities of the KR-α method compare well with that of the reference
solution, whereas spurious accelerations in the KR-α method and spurious velocities and
accelerations in the SSE-α-1 method are generated due to the aforesaid reason. Note that
the velocities and accelerations of the nodes in the MRF associated with small masses (e.g.,
Node 2) are typically of no importance to a structural analyst. However, the large spurious
velocities at these nodes for the SSE-α-1 method develop large spurious damping forces as
shown in Figure 6.11 for the same node. These large damping forces cause the system to
be unrealistically too highly damped which affects the response quantities of interest to a
structural analyst, such as those presented in Figure 6.9.
6.3.2.3.2 Non-Proportional Damping (NPD) It was noted earlier that the NPD model
can be used to realistically model the damping forces in a nonlinear structure without
requiring to form the tangent stiffness matrix at each time step. In this damping model,
the stiffness contribution of the elements undergoing significant inelastic deformations
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Figure 6.11: Comparison of the seismic response of the frame in Example 5, PD model—
damping forces at Node 2.
are neglected in forming the damping matrix. In Chapter 8, it is demonstrated that the
numerical damping is not only desired but also essential for the KR-α method to produce
an accurate solution when an NPD model is used. However, numerical damping must be
used carefully because too much numerical damping can influence the response of the
important lower modes. To study the behavior of the SSE-α-1 method with the NPD model,
numerical simulations were performed for the same structure using ∆t = 0.005 s, as used
earlier, and ρ∗∞ ∈ [1,0] with an interval of 0.25. It was found that the SSE-α-1 method
requires a larger amount of numerical damping (i.e., a smaller value ρ∗∞) compared with
the KR-α method to produce an accurate solution. To this end, Figure 6.12 shows the
comparison of the second floor displacement time history for these two methods compared
with the reference solution, which was obtained using the implicit AA algorithm as earlier.
The figure indicates that the KR-α method compares well with the reference solution for
both ρ∗∞ = 1 and 0.75 (Figure 6.12(a)). On the other hand, for an accurate response, the
SSE-α-1 method requires ρ∗∞ ≤ 0.25 as shown Figure 6.12(b). Note that the results for
all ρ∗∞ > 0.25 are not shown in Figure 6.12(b) for sake of clarity. Figure 6.13 shows the
normalized moment history of Element 1 in the MRF (Figure 6.8(a)) which undergoes
inelastic deformations, where Mp = 757 kN-m. The figure indicates that for ρ∗∞ = 1, the
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Figure 6.12: Comparison of the seismic response of the frame in Example 5, NPD model—
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Figure 6.13: Comparison of the seismic response of the frame in Example 5, NPD model—
normalized moment at Node 2 of Element 1 obtained for various values of ρ∗∞ using: (a)
KR-α; and (b) SSE-α-1 methods.
moment history is significantly contaminated by spurious high-frequency oscillations for
both the KR-α and SSE-α-1 methods. This spurious oscillation is, however, eliminated
with ρ∗∞ ≤ 0.75 for the former method while the latter method requires more numerical
damping as noted earlier. Furthermore, the moment time history for the KR-α and SSE-α-1
methods with ρ∞ = 0.75 and 0.25, respectively, compare well with the reference solution
as shown in Figure 6.13. In order to examine how the semi-explicit nature of the SSE-α-1
method influences the solution, the damping forces at the same node (Node 2) are plotted in
Figure 6.14 for ρ∗∞ = 0.75 and 0.25 for the KR-α and SSE-α-1 methods, respectively. The
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damping forces at Node 2.
figure shows that the damping forces are much smaller compared to those in Figure 6.11
because the stiffness contributions of the elements adjoining this node (Node 2) have been
neglected in forming the NPD model as stated earlier. However, the SSE-α-1 method
(ρ∗∞ = 0.25) still produces larger damping forces compared with the reference solution,
whereas the KR-α method (ρ∗∞ = 0.75) compares well with the reference solution. Based
on the results presented in this example, one may infer that the SE class of algorithms
which include the SE-α method (see Figure 3.3) in general suffer from the same limitation
as demonstrated herein using the SSE-α-1 method for typical simulation problems in
earthquake engineering. Therefore, the use of the SE class of algorithms needs to be avoided
for such simulations. In passing it should be noted that if the explicit central difference (CD)
scheme is used for the frame structure under discussion, the conditional stability criteria
(see Equation (2.16)) will require ∆t ≤ T91pi = 1.52×10−6 s, where T91 is the period of the
highest mode noted earlier. Therefore, this example clearly demonstrates that similar to
the SSE-α-1 and SSE-α-2 methods the KR-α method can attain unconditional stability for
nonlinear MDOF systems, which could not be proven using the energy method in Chapter 5
(see Section 5.3.2).
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6.4 Application to Structural Collapse Simulation
Recently, the assessment of collapse potential of civil structures through nonlinear dynamic
finite element analysis has received significant research interest. However, the intrinsic
nonlinear nature of the problem that arise from severe geometric and material nonlinearities
makes it a challenging task, both in terms of accurate modeling of the nonlinear structural
behavior and integrating the equations of motion. When implicit algorithms are used to
integrate the equations of motion, convergence issues are often encountered during the
iteration process within a time step. Such convergence issues are sometimes solved by
reducing the time step size and/or adopting to a different nonlinear solution algorithm (e.g.,
modified Newton-Raphson, Krylov-Newton). However, often times such problems may
not be practically solvable by these techniques. Therefore, collapse simulations studies
are also carried out using ‘conventional’ explicit algorithms, e.g., the CD scheme (see
Section 2.4.1). Because the explicit algorithms do not require any iteration, convergence
problems are avoided. However, since ‘conventional’ explicit algorithms are generally only
conditionally stable, they require an unrealistically small time step size. This makes the
simulation computationally expensive. The ability of the KR-α method to produce an accu-
rate response under nonlinear structural behavior as shown above for seismic analysis and
attain unconditional stability under softening-type response makes it a potential candidate
for collapse simulation. Motivated by this idea, Feng et al. (2015) used the KR-α method for
collapse simulation of reinforced-concrete (RC) frame structures. Two collapse simulation
examples were presented: (i) progressive collapse of a six-story three bay planar frame
initiated by sudden removal of a column; and, (ii) collapse of a ten-story spatial frame due
to seismic ground excitation. The frame members in each example were modeled using
nonlinear force-based fiber elements with a plastic-hinge length based element integration
scheme (see Section 9.4.1 for more details). The concrete fiber constitutive law was modeled
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using a uniaxial damage model with due consideration for confined and unconfined concrete
fibers located in the core and cover of each RC member cross section, respectively. The steel
reinforcement skeleton stress-strain curve was modeled using a simplified bilinear model
for a reinforcement bar embedded in concrete (Hsu and Mo, 2010). In order to account for
the Bauschinger effect, the model proposed by Menegotto and Pinto (1973) was adopted to
simulate unloading and reloading paths. Geometric nonlinearities were accounted for using
the co-rotational transformation (Crisfield and Moita, 1996). The following two sections
briefly discuss the findings of Feng et al. (2015) on the efficacy of the KR-α method for
collapse simulation based on the aforesaid two examples.
6.4.1 Progressive Collapse Initiated by a Column Removal
The six-story three bay planar frame shown in Figure 6.15 was used for the progressive
collapse simulation initiated by sudden column removal. The model has a total of 84 DOFs.
Inherent damping in the system was modeled using mass and tangent stiffness proportional
damping to assign 5% damping to the first and third modes of the system. Two analysis
cases were considered: (1) the interior column C2 was removed; and, (2) the exterior column
C1 was removed. For each case the simulation was performed using the KR-α method with
∆t = 0.001 s and ρ∗∞ = 0.5; both values were determined through a convergence study. For
the purpose of comparison the AA scheme of the Newmark method was adopted as the
reference solution using the same ∆t. For the AA algorithm, the Newton-Krylov algorithm
with a convergence tolerance of 10−8 on the energy norm and a maximum of 200 iterations
per time step was used. Figure 6.16 shows the comparison of the vertical displacement
at node N2 at the top of column C2 (see Figure 6.15) following its removal. The results
presented in Figure 6.16 indicate that the KR-α method produces an accurate solution
that match well with the reference solution. The NRMSE (see Equation (6.17)) for the
displacement response in Figure 6.16 was found to be 0.17%, while a maximum NRMSE of
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Figure 6.15: Layout of the six-story three bay planar RC frame for column removal analysis
(Feng et al., 2015).
1.02% was observed in the internal forces among all of the members. These small errors are
indicative of the good accuracy that was achieved by the KR-α method. The computational
time required for the KR-α method and AA scheme are summarized in Table 6.7 (see
Case 1).
In the second analysis case the exterior column C1 was removed as noted earlier. The
simulations were performed using the KR-α method and the AA algorithm with the same
analysis parameters noted earlier. The vertical displacement of node N1 at the top of column
C1 (see Figure 6.15) upon its removal is presented in Figure 6.17. The AA algorithm
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Figure 6.16: Vertical displacement of node N2 at the top of column C2 following its removal
(Feng et al., 2015).
Table 6.7: Computational time for collapse simulation of the six-story RC planar frame.
Case Direct integration scheme Computational time (s)
1 Newmark AA 208
KR-α 188
2
Newmark AA -*
KR-α 16
Central difference (CD) > 36000
* Newmark AA algorithm failed to converge at t = 0.745 s.
failed to converge at time 0.745 s when the vertical displacement is 1.16 m, which is not
sufficient to identify whether the structure can resist the gravity load. On the other hand,
the KR-α method is able to compute the solution until the structure collapsed, which was
considered to be the situation when the second floor reaches the ground, i.e., displacement
of node N1 is 4.2 m. Figure 6.17 also indicates that the response from the KR-α method
compares well with the AA algorithm until the latter failed to converge at 0.745 s. However,
to verify the accuracy of the KR-α solution beyond 0.745 s, a second algorithm, the CD
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Figure 6.17: Vertical displacement of node N1 at the top of column C1 following its removal
(Feng et al., 2015).
scheme was adopted with a time step of ∆t = 10−7 s. Note that such a small time step is
required because the CD scheme is only conditionally stable. The comparison between the
CD scheme and the KR-α method in Figure 6.17 indicates that both algorithms produce
practically the same solution. Furthermore, considering the CD scheme to be the new
reference solution, the NRMSE was determined and found to be 0.75%, which is negligibly
small. The computational time required for the simulations is summarized in Table 6.7 (see
Case 2). The table shows that the KR-α method took 16 s to complete the analysis, whereas
the CD scheme took more than 10 hours which is 2250 times of the computational time
taken by the KR-α method. The aforesaid results (accuracy and computation time) clearly
indicate that the KR-α method is a computationally efficient and accurate direct integration
method for application to progressive collapse simulations of frame structures.
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Figure 6.18: Ten-story three dimensional model of the RC frame building for seismic
collapse simulation (Feng et al., 2015).
6.4.2 Seismic Collapse Simulation of a Ten-Story Spatial RC Frame
In this example the collapse potential of a ten-story RC spatial frame shown in Figure 6.18
was studied. The FE model of the frame has a total of 1584 DOFs. In the long direction
of the floor plan of the building the model was subjected to the north-south component of
the 1940 Imperial Valley earthquake recorded at the El-Centro station, while in the short
direction the east-west component of the same ground motion was applied. Analysis was
performed using the KR-α method with ρ∗∞ = 0.25 and ∆t = 0.005 s and the AA algorithm
using the same ∆t. For the AA algorithm the Krylov-Newton algorithm was used with a
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Table 6.8: Computational time (s) for collapse simulation of the ten-story RC building.
Direct integration scheme Simulation up to t = 25 s Complete simulation
Newmark AA 668 -
KR-α 294 344
* Newmark AA algorithm failed to converge at t = 25 s.
convergence tolerance of 10−8 on the energy norm and a maximum of 200 iterations per
time step. To study the collapse potential the ground acceleration records were scaled to a
peak ground acceleration of 0.9g and analysis was performed using both algorithms. The
responses were compared and found to agree well until the AA algorithm failed to converge
at 25 s. However, it was not clear whether the structure has the ability to sustain the gravity
load and resist the seismic excitation beyond this point in time. Nevertheless, the KR-α
method can compute the complete collapse response of the structure. The deformed shape
of the building at selected time instances are presented in Figure 6.19. The figure indicates
that at 28 s the first floor reaches the ground and the building collapses, as determined
using the KR-α method. These results indicate that the KR-α method can perform a more
comprehensive collapse analysis compared to the AA algorithm because the former can
compute the structural state near and after collapse. Table 6.8 presents the computational
time taken by the Newmark AA algorithm and the KR-α method. The table shows that the
KR-α method took less than a half of the computational time taken by the AA scheme for
simulation up to t = 25 s when the latter failed to converge.
6.5 Summary
Efficient implementation procedures for the proposed SE-α and E-α methods with an
emphasis on the four subfamilies of algorithms (i.e., SSE-α-1, SSE-α-2, KR-α and MKR-α
methods) are presented for linear and nonlinear dynamic analysis of MDOF systems. A
procedure for the selection of the user defined free parameter ρ∗∞ for the SSE-α-1, SSE-α-2,
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Figure 6.19: Deformed shape of the ten-story RC frame at selected time instants during
seismic collapse simulation using: (a) AA algorithm, and (b) KR-α method (Feng et al.,
2015).
KR-α and MKR-α is outlined so as to ensure that only the required amount of numerical
dissipation is provided because too much numerical dissipation can be detrimental to the
important low-frequency modes. Two approaches, namely, the generalized trapezoidal
rule (TR) and the generalized mid-point rule (MR) are discussed for the calculation of the
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weighted nonlinear restoring forces that appear in the weighted equations of motion. All
of the proposed methods are implemented in HybridFEM using the TR approach, and the
KR-α and MKR-α methods are also implemented in OpenSees using both the TR and MR
approaches.
Selected numerical examples of SDOF and MDOF systems are presented to complement
the analytical findings on the numerical characteristics of the proposed methods presented in
Chapters 4 and 5. In Chapter 5 (Section 5.3.2) it was found that the energy method cannot be
employed to determine the linearized stability conditions for the nondissipative algorithms
of the E-α method applied to nonlinear MDOF systems. Nevertheless, Example 5 and the
collapse simulation studies discussed in the chapter clearly indicates that the KR-α method,
which belong to the E-α method, can achieve stability for nonlinear MDOF systems. The
MKR-α method features enhanced stability behavior compared with the KR-α method
as shown in Chapter 5 for SDOF systems. Therefore, this method is expected to feature
better stability characteristics for nonlinear MDOF systems. Despite all the favorable
characteristics of the SSE-α-1 method it is found that the method fails to produce an
accurate solution for inelastic seismic response analysis of frame structures (see Example 5).
The reason behind this is investigated and found to be associated with the semi-explicit
formulation of the method associated with velocity which results in large spurious damping
forces. This in turn causes inaccurate structural response. On the contrary, the semi-explicit
formulation of the SSE-α-1 method is superior compared to the KR-α method for linear
systems (see Chapter 4). Therefore, it is recommended that the use of SE-α method be
avoided for inelastic seismic response simulation of damped frame structures and the KR-α
and MKR-α methods be used. For linear and nonlinear dynamic analysis of lightly damped
or undamped systems, the SE-α method, in particular the SSE-α-1 and SSE-α-2 methods
may be better alternatives compared with the E-α method (i.e., KR-α and MKR-α). This
is because the presence of inherent damping causes the system to be too highly damped
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under nonlinear structural response for the SE-α method. Otherwise, the SE-α method
possesses better numerical characteristics compared with the E-α method as noted earlier.
The collapse simulation studies using the KR-α method conducted by Feng et al. (2015),
which is reviewed in this chapter, indicates that the KR-α method is a computationally
efficient and accurate method for such application. Since the MKR-α method is an improved
form of the KR-α method as presented earlier in Chapters 4 and 5, it may be expected that
the MKR-α method will outperform the KR-α method for this type of application.
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Chapter 7
Implementation and Application to Experimental
Structural Dynamics
7.1 Overview
This chapter begins with a brief background on structural dynamic testing which includes
shake table testing (STT), effective force testing (EFT), hybrid simulation (HS), and real-
time hybrid simulation (RTHS). In the latter two testing methods the equations of motion
need to be solved numerically often using a direct integration algorithm. Furthermore, for
HS and RTHS applications second-order accurate explicit direct integration algorithms with
unconditional stability and controllable numerical dissipation are preferred. The studies
presented in Chapters 3–6 show that the four single-parameter subfamilies of algorithms,
namely, the SSE-α-1, SSE-α-2, KR-α , and MKR-α methods have these favorable character-
istics. Therefore, following a background on RTHS which encompasses HS, these methods
are implemented for RTHS application. Determination of the model-based integration
parameters for RTHS are discussed. The influence of the model-based integration parame-
ters of the proposed methods on the accuracy of hybrid simulation results is numerically
investigated using an SDOF system. The problem of spurious high-frequency oscillations in
RTHS is discussed. Finally some remarks and recommendations are made for the selection
of the free parameter ρ∗∞ which controls numerical dissipation.
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7.2 Structural Dynamic Testing
Testing of a structural system subjected to any time varying excitation (e.g., force, dis-
placement, acceleration) may be referred to as a structural dynamic testing. The dynamic
excitations can arise from various sources, such as earthquake, wind, blast, impact, and
mechanical vibration of equipments. In the field of earthquake engineering, dynamic testing
of structures under seismic excitations are broadly classified into: (i) shake table testing
(STT), (ii) effective force testing (EFT), and (iii) hybrid simulation (HS) which includes
real-time hybrid simulation (RTHS).
In an STT, a structural model is mounted on a shake table which is then subjected to an
input seismic excitation, typically using dynamic actuators along one or multiple direction(s).
Dynamic shaking of the table and the mounted structure causes inertia forces to develop
throughout the structure. These forces together with the damping and restoring forces form
the dynamic equilibrium. In an STT, the structural response is directly measured from the
physical specimen mounted on the table. Shake table tests are considered by many to be the
most realistic means of seismic response simulation of structures in a laboratory. However,
the size of a structural model is governed by the capacity of the table which often leads to
small scale testing.
In an EFT, effective seismic forces are applied to the test specimen using dynamic
actuators based on a force-control technique. The structural response is directly measured
from the specimen. A disadvantage of this method is that all of the structural masses need to
be physically present in the laboratory. However, in neither STT nor EFT the equations of
motion are required to be solved. Therefore, these testing methods are not relevant to the
scope of the present study.
On the other hand, both experimental and analytical methods are combined together in an
HS. As discussed previously in Section 2.6, the HS technique, since its inception in the late
206
1960s, has undergone significant advancement. In the present day HS, a structural system
is divided into experimental (physical) and analytical (numerical) substructures, where
the former represent the part of the system that cannot be accurately modeled analytically
and the latter is the remaining part of the system. The equations of motion for the hybrid
system are solved in discrete time typically using a direct integration algorithm. The
computed displacements are imposed on the experimental and analytical substructures, and
the associated restoring forces are measured and determined using a state determination
procedure, respectively. These restoring forces are then subsequently used to integrate
the equations of motion for the next time step. In a conventional, slow HS, the computed
displacements are applied on the experimental substructure using quasi-static jacks or
hydraulic actuators based on an extended time scale. In this simulation, the inertia and
damping forces are simulated analytically through the equations of motion.
As noted previously in Section 2.6, HS technique was recently extended to be performed
at the true time scale so as to enable investigation of the rate dependent behavior of ex-
perimental substructure, if there is any. For example, an experimental substructure with
rate dependent seismic hazard mitigation devices. This method of testing is referred to as
the real-time hybrid simulation (RTHS). The real-time nature of RTHS introduces many
challenges compared with HS as will be discussed in the following sections. In Section 2.6,
it was further noted that explicit, unconditionally stable direct integration algorithms with
controllable numerical dissipation are well suited for HS and RTHS applications. Therefore,
in the following sections the proposed methods are implemented for RTHS after providing a
background on the implementation of RTHS in the Natural Hazards Engineering Research
Infrastructure (NHERI) Real-Time Multi-Directional (RTMD) laboratory (previously NEES
RTMD) located in the ATLSS Engineering Research Center of Lehigh University. It should
be noted here that the HS and RTHS methods are not limited to only seismic applications
and may be applied for other kinds of dynamic loads, such as those noted at the beginning
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of this section.
Recently, RTHS have also been conducted using a shake table (e.g., Ashasi-Sorkhabi
et al., 2015), and both a shake table and actuators (e.g., see Shao et al., 2011). The proposed
direct integration methods may also be well suited for this type of RTHS application. How-
ever, because of the model-based nature of the proposed methods, different implementation
procedures than those presented in this chapter are required for such application, which will
be considered in a future study.
7.3 Background on Real-Time Hybrid Simulation
Consider the structural system shown in Figure 7.1(a) having a linear damper in the first story
and a nonlinear damper in the second story that is subjected to seismic ground excitation.
Also consider that for the seismic response simulation, the structural system excluding the
nonlinear damper in the second story can be modeled accurately. Therefore, an RTHS is
considered as a means of simulating the seismic response of the system, where the nonlinear
damper is modeled physically in a laboratory (experimental substructure) and the remaining
part is modeled numerically using the finite element method (analytical substructure) as
shown in Figure 7.1(b). Now the equations of motion for the complete hybrid system can be
described by Equation (2.50) which is repeated below.
MX¨n+1+CX˙n+1+Ran+1+R
e
n+1︸ ︷︷ ︸
Rn+1
= Fn+1 (2.50 revisited)
where M and C are the analytically modeled mass and damping matrices, respectively; Ran+1
and Ren+1 are the analytically determined and experimentally measured restoring forces,
respectively, at time tn+1; and X¨n+1, X˙n+1, and Fn+1 are the acceleration, velocity, and
effective earthquake force vectors, respectively, at time tn+1. Throughout this chapter and
the following two chapters the superscripts a and e will be used to denote the analytical
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Figure 7.1: Real-time hybrid simulation: (a) an example structural system subjected to
seismic excitation, and (b) a schematic representation of real-time hybrid simulation for the
example structural system.
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and experimental substructures, respectively. The analytically determined restoring forces
Ran+1 may be a function of displacements and velocities, that is, R
a
n+1 = R
a (Xan+1, X˙an+1),
as in the present case due to the analytical modeling of the linear damper (see Figure 7.1(b)).
The experimentally measured restoring forces Ren+1, on the other hand, include the inertia,
damping, and restoring forces developed in the experimental substructure due to the real-
time nature of the simulation. Therefore, M and C in Equation (2.50) need to be formulated
accordingly. Often times the mass of the experimental substructure may be small and
negligible compared with the total mass of the system. For example, the mass of the
physical nonlinear damper may be neglected compared to the total mass of the system for
the schematic shown in Figure 7.1(b). Now, for each time step the equations of motion
in Equation (2.50) need to be solved for the hybrid system in real time throughout the
simulation. As shown in Figure 7.1(b), the components involved in an RTHS can be divided
into three primary modules: (i) simulation coordinator, (ii) analytical substructure, and (iii)
servo-hydraulic actuator control and experimental substructure.
7.3.1 Simulation Coordinator
The role of the simulation coordinator is to solve the equations of motion in Equation (2.50)
and generate command displacements Xn+1 and velocities X˙n+1. These commands are then
divided into their analytical Xan+1, X˙
a
n+1, and experimental X
e
n+1, X˙
e
n+1 parts corresponding
to the associated substructures DOFs. The simulation coordinator is also responsible
for receiving the restoring forces Ran+1 and R
e
n+1 from the analytical and experimental
substructures, respectively.
Equation (2.50) is often solved using a direct integration algorithm. Observe that if
an implicit direct integration algorithm is used to solve Equation (2.50) that an iterative
procedure is required to determine the response at time tn+1 based on the equilibrium at
time tn+1. Such an iteration process may introduce undesired hysteresis because of loading
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and unloading of the experimental substructure during the iterations within the time step.
Furthermore, the iterative procedure for each time step may not converge to a solution
within the computation time available for the time step due to the real time nature of the
simulation. Therefore, the number of iterations needs to be fixed (e.g., see Jung and Shing,
2006; Mercan and Ricles, 2009). However, unconditionally stable implicit algorithms
when implemented with a fixed number of iterations can become only conditionally stable
(Chen and Ricles, 2011). On the other hand, if an explicit algorithm is used no iteration
is required. However, ‘conventional’ explicit algorithms (e.g., central difference scheme)
are only conditionally stable which can require an unrealistically small time step size for
a hybrid system with a large number of DOFs. In an RTHS, restrictions exist on the
minimum time step size that arise from the real time computation demand and the sampling
frequency of the servo controller used to control the dynamic actuators. Therefore, the
‘conventional’ explicit algorithms that are only conditionally stable are not well suited for
RTHS application. On the other hand, the model-based direct integration methods developed
in this study seem to be promising for conducting RTHS because these methods are explicit
and unconditionally stable for linear systems and can achieve unconditional stability for
nonlinear stiffness softening-type response. Furthermore, controllable numerical dissipation,
which is available in the proposed methods, is also desired and often required for RTHS
application as demonstrated later in Chapters 8 and 9.
7.3.2 Analytical Substructure
The analytical substructure, shown in Figure 7.1(b), is responsible for determining the
restoring forces Ran+1 based on the command displacements X
a
n+1 and velocities X˙
a
n+1
using a state determination procedure. In the RTHS studies presented later in Chapters 8
and 9, HbridFEM (Karavasilis et al., 2012) was used to model the analytical substructure.
HybridFEM is a finite element (FE) program for conducting nonlinear time history anal-
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ysis and RTHS, and was developed using the MATLAB and Simulink software platform
(MATLAB, 2015). In the HybridFEM, various material and element modeling options are
available for creating FE models of complex analytical substructures. The material library
of the HybridFEM currently includes elastic, bilinear elasto-plastic, hysteretic, Bouc-Wen,
trilinear, stiffness degrading, Kent-Scott-Park concrete, tension stiffening concrete, and
Giuffre´-Menegotto-Pinto steel material models. The element library currently includes
linear-elastic beam-column, elastic spring (experimental), inelastic plastic hinge, nonlinear
panel-zone, nonlinear strength and stiffness deterioration, displacement-based fiber beam-
column, force-based fiber beam-column, zero-length, and nonlinear dummy (for P-∆ effect)
elements. The force-based fiber beam-column element was implemented as part of this,
study as presented in Chapter 9.
7.3.3 Servo-Hydraulic Actuator Control and Experimental
Substructure
This module is responsible for receiving the displacement command Xen+1 and providing
the experimentally measured restoring forces Ren+1. As shown in Figure 7.1(b), this module
consists of several components which are explained below.
7.3.3.1 Ramp Generator and Kinematic Transformation
In an RTHS, the integration time step size ∆t used must be greater than or equal to the
sampling period δ t of the digital servo controller that is used to control the servo-hydraulic
actuators. The servo-controller used in this study has a sampling rate of 1024 Hz, that is,
δ t = 11024 s. Furthermore, to ensure smooth and continuous movement of the servo-hydraulic
actuators, ∆t is chosen to be an integer (J) multiple of δ t, that is, ∆t = Jδ t, and the command
displacements Xen+1 are ramped using a ramp generator. In this study, a linear ramp generator
is used because of its simplicity and ease of implementation. The ramped displacement for
the jth substep of the (n+1)th time step, that is, at time t( j)n+1 = (Jn+ j)δ t, is determined as
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follows:
Xe( j)n+1 = X
e
n+
j
J
(
Xen+1−Xen
)
where j ∈ {1,2, ...,J} (7.1)
Xe( j)n+1 is then transformed to each actuator DOF based on a kinematic transformation as
required. Thus, the target displacement for each actuator DOF, denoted as xt( j)n+1, is obtained.
The term ‘target’ indicates that this displacement is targeted to be achieved at the associated
specimen DOF after the deformation of the specimen. In other words, it is targeted that the
specimen measured displacement at the associated DOF, denoted as xm( j)n+1 , be equal to x
t( j)
n+1.
7.3.3.2 Adaptive Time Series (ATS) Compensator
The dynamics of the combined servo-hydraulic system and the experimental substructure
inevitably causes a time delay and a change in amplitude of the actual achieved specimen
displacement. Furthermore, the amount of time delay and amplitude error can potentially
vary throughout the simulation. Numerous compensation techniques (e.g., Chen and Ricles,
2009, 2012; Chae et al., 2013; Phillips et al., 2013) have been developed in the past that
modify the input actuator displacement so as to reduce the difference between the target
displacement xt( j)n+1 and measured specimen displacement x
m( j)
n+1 . In this study, the second-
order adaptive time series (ATS) compensator developed by Chae et al. (2013) is used as
depicted in Figure 7.1(b) for each actuator target displacement xt . The formulation of the
ATS compensator is briefly discussed here using the notation consistent with the presentation
of this dissertation. To simplify the subsequent presentation another time variable t[k] defined
as t[k] = kδ t is introduced, which is related to t
( j)
n+1 and tn+1 as t[Jn+ j] = t
( j)
n+1 = (Jn+ j)δ t
and t[Jn+J] = tn+1 = (n+1)Jδ t, respectively. The compensated displacement x
c( j)
n+1 at time
t( j)n+1 is calculated as follows:
xc( j)n+1 = a0
( j)
n+1x
t( j)
n+1+a1
( j)
n+1x˙
t( j)
n+1+a2
( j)
n+1x¨
t( j)
n+1 (7.2a)
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or using the alternative notation at time t[k],
xc[k] = a0[k]x
t
[k]+a1[k]x˙
t
[k]+a2[k]x¨
t
[k] (7.2b)
where a0
( j)
n+1, a1
( j)
n+1, and a2
( j)
n+1 are adaptive coefficients, and x˙
t( j)
n+1 and x¨
t( j)
n+1 are the target
velocity and acceleration at time t( j)n+1, respectively. Alternatively, a0[k], a1[k], and a2[k] are
the adaptive coefficients, and xt[k] and x˙
t
[k] are the target velocity and acceleration at time t[k],
respectively. The coefficients a0 and a1 were shown by Chae et al. (2013) to be related to
the amplitude error
(
xm
xt
)
and time delay (τ) that would occur if no compensation is used as
follows: x
m
xt ≈ 1a0 and τ ≈
a1
a0
. Observe that a linear ramp generator given by Equation (7.1)
leads to a constant velocity and zero acceleration within the time step ∆t. Furthermore, at
the end of each time step there is a jump in the velocity of the linear ramp generator which
leads to an acceleration. To avoid this problem, x˙t( j)n+1 and x¨
t( j)
n+1 at time t
( j)
n+1, alternatively, x˙
t
[k]
and x¨t[k] are determined for the compensator as follows:
x˙t( j)n+1 =
1
∆t
[
xt( j)n+1− xt( j)n
]
⇔ x˙t[k]=
1
∆t
[
xt[k]− xt[k−J]
]
(7.3)
x¨t( j)n+1 =
1
∆t
[
x˙t( j)n+1− x˙t( j)n
]
⇔ x¨t[k]=
1
∆t
[
x˙t[k]− x˙t[k−J]
]
(7.4)
Now using only the alternative notation, the values of the coefficients a0[k], a1[k], and a2[k]
are identified using the measured specimen displacement xm as well as the velocity and
acceleration based on xm data over a previous qδ t duration of time, where q is an user
defined input parameter, as follows:
a =
(
xTmxm
)−1 xTmxc (7.5a)
where
a =
[
a0[k] a1[k] a2[k]
]T
(7.5b)
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xm =

xm[k−1] x˙
m
[k−1] x¨
m
[k−1]
xm[k−2] x˙
m
[k−2] x¨
m
[k−2]
...
...
...
xm[k−q] x˙
m
[k−q] x¨
m
[k−q]
 (7.5c)
xc =
[
xc[k−1] x
c
[k−2] · · · xc[k−q]
]T
(7.5d)
In this study qδ t = 1 s was used, which leads to q = 1024 because δ t = 11024 s as noted
earlier. To reduce the computational effort to solve Equation (7.5) for the coefficients a,
the number of rows in xm is reduced by decimating the dataset and retaining the samples at
every 16th δ t within the 1 s window. This reduces the length of xm from 1024 to 64.
To start the compensation procedure using the ATS compensator an initial qδ t = 1 s set
of data is required. Furthermore, when the specimen measured displacement xm is small at
the beginning and end of a simulation, the coefficients calculated using Equation (7.5) may
vary significantly which can cause an RTHS to become unstable. To avoid this problem,
the compensator is designed to be activated and deactivated when a threshold on the xm
is reached. Chae et al. (2013) suggested to activate and deactivate the compensator based
on a threshold value on the peak measured displacement during the previous 1 s window.
However, Dong (2015) reported that a threshold value on the root-mean-square (RMS) of
xm over the previous 1 s window works better to activate and deactivate the compensator
and suggested a value of 1 mm for the threshold. Predefined initial values of the coefficients
are used before the compensator is activated at the beginning of a simulation. When the
compensator is deactivated towards the end, the last set of values of the identified coefficients
are retained and subsequently used for the rest of the simulation. The initial values of the
coefficients are determined based on band-limited white noise tests as discussed later in
Chapter 9.
Furthermore, when the actuator displacement is small the coefficients may not be
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accurate due to the noise present in the measured displacement, and the matrix xTmxm in
Equation (7.5) may be ill conditioned. This can in turn cause an RTHS to become unstable.
Therefore, Chae et al. (2013) recommended to use lower (floor) and upper (ceiling) limit
values on the coefficients and suggested the following: a0 ∈ (0.7,1.30), a1 ∈ (0,0.04) s, and
a2 ∈ (0,0.0008) s2. However, these limit values may need to be adjusted depending on the
hybrid system (analytical and experimental) under consideration, numerical characteristics
of the direct integration algorithm used, and the associated interaction between the servo-
hydraulic system and the experimental substructure.
The ATS compensator is generally found to work well. However, it tends to amplify the
higher frequencies present in the target displacement xt . Furthermore, the larger the values
of the coefficients, especially a1 and a2, the greater is the amplification of higher-frequencies.
To get an idea about the amount of high-frequency amplification, the transfer function of the
compensator can be derived. Applying the discrete z-transform and real-translation property
(Equation (3.2)) to Equations (7.2b), (7.3) and (7.4), the discrete transfer function of the
ATS compensator is determined to be the following (see Appendix J):
GATS(z) =
Xc(z)
X t(z)
=
1
∆t2z2J
[(
∆t2a0[k]+∆ta1[k]+a2[k]
)
z2J− (∆ta1[k]+2a2[k])zJ +a2[k]] (7.6)
where Xc(z) =Z
(
xc[k]
)
, X t(z) =Z
(
xt[k]
)
, δ t is the sampling period, and ∆t = Jδ t. Ob-
serve that the transfer function in Equation (7.6) is (2J)th order, where J is the number of
substeps used in the ramp generator. Therefore, although the ATS compensator is second-
order in continuous time domain its discrete transfer function is (2J)th order due to the
determination of the discrete derivatives x˙t[k] and x¨
t
[k] by Equations (7.3) and (7.4). For the
special case of J = 1, that is, ∆t = δ t, the discrete transfer function becomes second-order.
The complex frequency response function for the ATS compensator can be determined by
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Figure 7.2: Magnitude of the complex frequency response function of the ATS compensator
for J = 3
(
∆t = 31024
)
s and three sets of values of the coefficients.
substituting z = eiω˜δ t into Equation (7.6) which results in the following:
GATS(iω˜) =
1
∆t2e2iω˜∆t
[(
∆t2a0[k]+∆ta1[k]+a2[k]
)
e2iω˜∆t− (∆ta1[k]+2a2[k])eiω˜∆t +a2[k]]
(7.7)
where ω˜ is the frequency of the input sinusoidal excitation and i =
√−1. Observe that
the complex frequency response function in Equation (7.7) is second-order when ∆t is
considered to be the sampling period. The magnitude of the GATS(iω˜) can now be studied
for various given values of the coefficients. Figure 7.2 shows the magnitude plot of the
complex frequency response function for J = 3, that is, ∆t = 31024 s and three sets of values for
the coefficients. In the figure the values a0 = 1, a1 = 0, and a2 = 0 represent the case where
no compensation is used and the magnitude is unity. The values a0 = 0.984, a1 = 0.0172,
and a2 = 9.767×10−5 are the initial values of an RTHS described in Chapter 9. The last set
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of values a0 = 1.3, a1 = 0.04, and a2 = 0.0008 are the maximum values of the coefficients
suggested by Chae et al. (2013). The figure clearly indicates that higher-frequencies that
may be within the bandwidth of the servo-hydraulic system (equal to 30 Hz for the RTMD
facility) are amplified by the compensator depending on the values of the coefficients. Too
much amplification of higher-frequencies may cause an RTHS to become unstable. On
the other hand, too much restriction on the upper limits of the coefficients will eventually
result in poor compensation in the desired frequency range of interest. This means that the
accuracy of the test result is compromised. Furthermore, too much delay that is caused due to
excessive restriction on the coefficients may again lead to instability. Thus, trial runs may be
required to tune the upper limit values of the coefficients. However, amplification of higher
frequencies can be reduced and better actuator control may be achieved by incorporating
higher order terms in Equation (7.2) as suggested by Chae et al. (2013). However, they also
noted that the determination of the coefficients for the higher order terms may not be accurate
due to the presence of the noise in the measured displacement. Another efficient means is
to use controllable numerical dissipation to damp out any high-frequency oscillation in the
target displacement. Therefore, the proposed methods are well suited for RTHS application
where the ATS compensator is used.
7.3.3.3 Servo Controller
The servo controller receives the compensated displacement command, communicates
with all the servo-valves, actuators, transducers, hydraulic service manifold (HSM) control
box, and applies the command to the hydraulic actuators. For RTHS studies presented
in Chapters 8 and 9, the servo-test controller (DCS2000) was used. As noted earlier the
sampling period of the controller is δ t = 11024 s. The controller has a built-in PID loop which
is not shown in Figure 7.1(b). Typically for RTHS, the PID gains P = 20, I = D = 0 are
used. It should be noted that the initial values of the ATS compensator parameters may
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depend on the PID gains. However, due to the real time updating of the coefficients, the
ATS compensator can still produce an accurate actuator control when the PID gains (only P
gain because I = D = 0) are changed (Chae et al., 2013).
7.3.3.4 Servo-Hydraulic System and Experimental Substructure
The servo-hydraulic system which includes the dynamic actuators and hydraulic power
supply system enables the application of the command displacement on the experimental
substructure within the time duration of the ramp function. The RTMD facility has five
large capacity dynamic actuators with a stroke range of ±500 mm, two of the actuators have
a force capacity of ±2300 kN and the remaining three have a force capacity of ±1700 kN
at 20.7 MPa (3000 psi) hydraulic pressure. Figure 7.3 shows the hydraulic power envelope
curves for the aforesaid two types of actuators. Each actuator is ported for three servo-valves.
The maximum velocity that can be achieved by the 2300 kN and 1700 kN actuators are
840 mm/s and 1140 mm/s, respectively, (see Figure 7.3) when three servo-valves are placed
on the actuators. Each servo-valve has a maximum flow capacity rate of 550 gpm at a
hydraulic supply pressure of 20.7 MPa (3000 psi). The hydraulic power supply system
consists of 5 pumps, each with a flow rate capacity of 450 lpm (120 gpm), and 16 piston
accumulators connected to 9 gas bottles, each piston with 190 liters (50 gallons) of flow
and each gas bottle with 1,325 liters (350 gallons) of Nitrogen. This configuration enables
RTHS of a four-story (4-actuators) 0.6-scale frame structure to be performed with a typical
earthquake record for a duration of 30 s with the supply pressure maintained between 20.7
to 24.1 MPa.
As noted earlier, the experimental substructure is the component of the hybrid system
that cannot be modeled analytically and is modeled physically in a laboratory with the
appropriate boundary conditions. As the actuators impose the command displacement on
the specimen, the actuator load cells simultaneously measure the restoring forces at each
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Figure 7.3: Hydraulic actuator power curves for (a) 1700 kN actuators, and (b) 2300 kN
actuators at 20.7 MPa supply pressure (RTMD, 2013).
substep. These restoring forces are transformed to the global structure DOFs using a force
transformation. If the measured restoring forces Ren+1 is fed back after each specimen DOF
reaches the target displacement xt(J)n+1, a delay equal to the sampling time δ t is introduced
in the calculation for the next time step. To avoid this delay, often referred to as the
‘communication delay’, an extrapolation technique similar to that proposed by Chen et al.
(2009) can be adopted using the stiffness Ke and supplemental damping Ce, if any, matrices
of the experimental substructure as follows:
Ren+1 = R
m(J−1)
n+1 +K
e
[
Xen+1−Xe(J−1)n+1
]
+Ce
[
X˙en+1−Ve(J−1)n+1
]
(7.8)
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where Rm(J−1)n+1 is the measured restoring force vector corresponding to the imposed dis-
placement Xe(J−1)n+1 ; V
e(J−1)
n+1 is the velocity of the ramp generator in Equation (7.1); and the
other parameters are as defined earlier. Theoretically, the most accurate results would be
obtained if the tangent stiffness and damping matrices are used in Equation (7.8). However,
these tangent matrices are difficult to measure and not readily available in an RTHS using
an explicit integration algorithm. For a single elastomeric damper as the experimental
substructure, Chen et al. (2009) studied the influence of Ke and Ce on the RTHS results
considering three extreme cases: (i) extrapolation using initial stiffness and damping, (ii)
extrapolation using initial stiffness only, and (ii) no extrapolation. They showed that the test
results are not sensitive to this extrapolation, since the sampling time δ t = 11024 s is small.
A similar study was carried out involving RTHS of a three-story 0.6-scale prototype steel
building as presented Chapter 8, where it will be shown that the results are not sensitive for
the same aforesaid reason.
7.3.4 Real-Time Integrated Control Architecture
Figure 7.4 shows the integrated control architecture of the RTMD IT system, which is
designed to enable RTHS of large-scale structural systems to be performed at the RTMD
facility. The backbone of the RTMD IT infrastructure is the shared common RAM net-
work (SCRAMNet) which is a ring-based network that facilitates real-time data sharing
amongst the various modules of the RTMD IT system. The servo-hydraulic control system
(RTMDctrl), data acquisition system (RTMDdaq), simulation coordinator workstation (RT-
MDsim), real-time xPC target systems (RTMDxPC) and telepresence server (RTMDtele)
are connected to SCRAMNet as shown in the figure. The RTMDctrl systems are designed to
control multiple hydraulic actuators under displacement and/or load control at 1024 Hz and
run real-time simulations in conjunction with communications with the RTMDxPC. The
RTMDsim and RTMDxPC share a host-target relationship via Ethernet cables. A Simulink
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Figure 7.4: Real-time integrated control architecture of the RTMD facility, ATLSS Center at
Lehigh University (NHERI Lehigh, 2016).
model for a hybrid system which includes the integration algorithm, ramp generator, kine-
matic transformation, ATS compensator, restoring force transformation block, and the state
determination procedure for the analytical substructure (using HybridFEM) is developed and
compiled in the RTMDsim. The compiled model is then downloaded onto the RTMDxPC
which runs then the simulation in real time. The RTMDxPC also synchronizes data channels
from the RTMDctrl and RTMDdaq with simulation data, and triggers camera snapshots
aligned with simulation data. The RTMDtele includes a system of digital high quality video
cameras, network video cameras, flexTPS video server and a Data Turbine data server. The
RTMDdaq is a variable speed 304-channel data acquisition system capable of acquiring data
at 4000 Hz per channel. More details about the RTMD IT infrastructure can be found in the
RTMD (2013).
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7.4 Implementation of Proposed Methods for Real-Time
Hybrid Simulation
In this section, the four single parameter subfamilies of algorithms, namely, the SSE-α-1,
SSE-α-2, KR-α , and MKR-α methods are implemented for application to RTHS. The
implementation procedures are generalized and presented for the SE-α and E-α methods,
where the former includes the SSE-α-1 and SSE-α-2 methods, and the latter includes
the KR-α and MKR-α methods. In order to develop the implementation procedure it is
convenient to revisit the equations of motion for the proposed methods for nonlinear systems
presented in Equation (6.1).
M ̂¨Xn+1+CX˙n+1−α f +Rn+1−α f = Fn+1−α f , n ∈ {0,1, . . . ,N−1}
MX¨0 = F0−CX˙0−R
(
X0, X˙0
) (6.1 revisited)
where the time discrete combinations of X¨, X˙, and X are as defined in Equation (3.29) which
are repeated below for convenience.
̂¨Xn+1 = (I−α 3)X¨n+1+α 3X¨n
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n
Xn+1−α f = (1−α f )Xn+1+α f Xn
(3.29b–d revisited)
For RTHS applications, M and C in the above equations are the analytically modeled mass
and inherent damping matrices, respectively, for the complete hybrid system. As noted
earlier in Section 7.3, these matrices are modeled considering the fact that inertia and
damping forces from the experimental substructure are included in the measured restoring
forces. The inherent damping matrix C, the effects of which are not accounted for through
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the analytical and/or experimental substructure restoring forces, can be modeled as
C = CaID+C
e
ID (7.9)
where CaID and C
e
ID are the inherent damping matrices for the analytical and experimental
substructures, respectively. If the Rayleigh damping formulation is used for example, CaID
and CeID can be determined as
CaID = aMM+aKK
a
Rayleigh (7.10a)
CeID = aMM
e+aKKeRayleigh (7.10b)
where KaRayleigh and K
e
Rayleigh are the stiffness matrices of the analytical and experimental
substructures used to define the damping matrices, respectively; Me is the mass matrix of
the experimental substructure; M is as defined earlier; and aM and aK are the proportionality
constants determined to assign a certain percentage of damping ratios to two selected modes
of the complete system (Chopra, 2012).
For the determination of the nonlinear restoring forces Rn+1−α f in Equation (6.1), which
is revisited above, two approaches, namely, the generalized trapezoidal rule (TR) and
generalized mid-point rule (MR) were presented in Equations (6.2a) and (6.2c), respectively.
However, for RTHS application it is convenient to use the TR approach because in this
approach Rn+1−α f is determined as a linear combination of Rn+1 and Rn unlike the MR
approach where it is determined at the generalized mid-point displacements Xn+1−α f and
velocities X˙n+1−α f . Therefore, for the implementation presented in this chapter the TR
approach is used for the restoring forces Rn+1−α f and also for the excitation forces Fn+1−α f
(see Equation (3.29e)). As discussed above, in an RTHS a part of the restoring forces is
measured from the physical experimental substructure and added to that determined from the
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analytical substructure (see Section 7.3). Therefore, using the TR approach (Equation (6.2a)),
the restoring force vector Rn+1−α f becomes
Rn+1−α f = (1−α f )
(
Ran+1+R
e
n+1
)︸ ︷︷ ︸
Rn+1
+α f (Ran+R
e
n)︸ ︷︷ ︸
Rn
(7.11)
where Ran+1 and R
e
n+1 are the restoring forces at time tn+1 for the analytical and exper-
imental substructures, respectively, as noted earlier. The following sections present the
implementation procedures for the SE-α and E-α methods.
7.4.1 Semi-Explicit-α (SE-α) Method
In order to develop the implementation procedure for the SE-α method for RTHS, the
algorithmic difference equations are revisited below:
X˙n+1 = X˙n+∆t
[
(1− γ)X¨n+ γX¨n+1
]
Xn+1 = Xn+∆tα 1X˙n+∆t2α 2X¨n
(3.28 revisited)
Once an appropriate value of ρ∗∞ is selected (discussed later in Section 7.6) the model-
independent parameters α f , αm, γ , and β can be determined using Table 6.1 for the SSE-α-1
and SSE-α-2 methods. The model-based integration parameters need to be determined
next. For RTHS applications, the model-based parameters must be based on the system
matrices of the complete hybrid system. Therefore, using Equation (3.34), the model-based
parameters can be rewritten as follows:
α 1 = α−1 [MIP+ γ∆tCIP] (7.12a)
α 2 =
1
2
α−1 [MIP+(γ−2β )∆tCIP] (7.12b)
α 3 = α−1
[
αmMIP+αmγ∆tCIP+α fβ∆t2KIP
]
(7.12c)
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where
α =
[
MIP+ γ∆tCIP+β∆t2KIP
]
(7.12d)
Observe that the system matrices M, C, and K that appeared in Equation (3.34) are replaced
by MIP, CIP, and KIP, respectively, in Equation (7.12), where the subscript IP denotes
integration parameter. Determination of MIP, CIP, and KIP are discussed later in Section 7.5.
For each time step, the displacements Xn+1 are calculated using Equation (3.28b) which
is then divided into its analytical Xan+1 and experimental X
e
n+1 parts based on the associated
DOFs. Xan+1 and X
e
n+1 are imposed on the analytical and experimental substructures,
respectively, and the corresponding restoring forces Ran+1 and R
e
n+1 are obtained as discussed
earlier in the background section (see Section 7.3). Observe that the velocity vector X˙n+1 is
not available yet. Therefore, for the application of this method it will be assumed that the
analytical substructure restoring forces Ran+1 depend only on Xn+1. For the experimental
substructure, if the measured restoring forces at the last substep Rm(J−1)n+1 are extrapolated as
discussed in Section 7.3.3.4, the extrapolation in Equation (7.8) needs to be based on Ke
only because X˙en+1 is not available yet. Once R
a
n+1 and R
e
n+1 are obtained Equation (7.11)
can be used to determine Rn+1−α f and the accelerations X¨n+1 can be determined using
Equation (6.4). However, recognizing the fact that only the TR approach will be used for
Rn+1−α f and Fn+1−α f as discussed earlier, a part of the right hand side of Equation (6.4)
can be determined in parallel with the application of Xan+1 and X
e
n+1 and determination of
Ran+1 and R
e
n+1 as follows:
M̂1X¨n+1 = Fn+1−α f −Rn+1−α f −CX˙n−M̂2X¨n (6.4 revisited)
= (1−α f )(Fn+1−Rn+1)− F̂n (7.13)
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where F̂n is defined as follows:
F̂n = M̂2X¨n+CX˙n+α f (Rn−Fn) (7.14)
Because F̂n depends on the response at time tn, it can be determined in parallel with the
determination of Rn+1. M̂1 and M̂2 in the above equations are given by Equations (6.5)
and (6.6), respectively, and are repeated below for convenience.
M̂1 = M(I−α 3)+(1−α f )γ∆tC (6.5 revisited)
M̂2 = Mα 3+(1−α f )(1− γ)∆tC (6.6 revisited)
Note that Rn+1 and Rn in Equations (7.13) and (7.14), respectively, are the total restoring
forces obtained from the analytical and experimental substructures. The accelerations
X¨n+1 can be determined by solving Equation (7.13) where the matrix M̂1 is calculated
and factorized at the beginning of the simulation. Alternatively, the inverse of M̂1 can be
calculated at the beginning of the simulation which is then multiplied to the right hand side
of Equation (7.13) to determine X¨n+1. Now the velocity vector X˙n+1 can be calculated
using Equation (3.28a) which is revisited at the beginning of this section. Repeating the
above procedure, a simulation is performed for the subsequent time steps until the end of
the excitation. This procedure is summarized in Figure 7.5, where the circled blocks 1 to 5
are related to the Simulink model described below.
Figure 7.6 presents the Simulink model of the SE-α method for RTHS. As shown
in the figure, the Simulink model consists of five main blocks: (1) CalcCommand, (2)
NumElemCalc, (3) ExptSubs, (4) EffForcePrevStep, and (5) CalcAccelVel. These
blocks perform the tasks of block 1 to 5, respectively, of the flowchart in Figure 7.5. In
particular, the CalcCommand block generates the command displacement Xn+1 using the
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Figure 7.5: Implementation of the SE-α method for RTHS. The circled blocks 1 to 5
are CalcCommand, NumElemCalc, ExptSubs, EffForcePrevStep, and CalcAccelVel,
respectively, of the Simulink model in Figure 7.6.
equation presented in block 1 of the flowchart in Figure 7.5. The NumElemCalc block (block
2 in Figure 7.5) is the FE model of the analytical substructure developed using HybridFEM
which performs the state determination at each time step. The ExptSubs block (block 3 in
Figure 7.5) represents the experimental substructure, which includes the ramp generator,
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kinematic transformation for each actuator DOF, the ATS compensator, and the transforma-
tion of the measured experimental restoring forces from each actuator/specimen DOF to
global structure DOF. The EffForcePrevStep performs the calculation presented in block
4 of the flowchart in Figure 7.5. The CalcAcclVel block performs the extrapolation for
the last substep, determines the total restoring forces, and then determines the accelerations
X¨n+1 and velocities X˙n+1 based on the equations presented in block 5 of the flowchart
in Figure 7.5. During an RTHS, the Simulink model runs at the sampling period of the
servo-controller which is equal to δ t = 11024 s using the fixed-step discrete solver option.
The CalcCommand, ExptSubs, CalcAccelVel blocks run at sample rate of δ t, while the
NumElemCalc and EffForcePrevStep run at rate of ∆t = Jδ t, where ∆t is the integration
time step size. The blocks running at two different rates (i.e., δ t, and ∆t) are connected
and synchronized using rate transition (RT) blocks as shown in Figure 7.6. Although the
CalcCommand and CalcAccelVel blocks run at a rate of δ t, the calculation is triggered
only once at the beginning of the first and last substeps, that is, at clock time tn and t
(J−1)
n+1 ,
respectively, using pulse generators (Command Timing and Acceleration Timing) as
shown in Figure 7.6. This triggering aspect is further demonstrated in Figure 7.7 using
∆t = 4δ t = 41024 s, where the block numbers correspond to the flowchart and Simulink model
described above. Before performing an actual RTHS, the following need to be ensured so as
to avoid any computational delay in the simulation:
1. CalcCommand block (block 1 in Figure 7.7) must finish the computation within the
duration of δ t so that the ramped displacement for the first substep ( j = 1) can be
computed and made available to the servo-controller;
2. NumElemCalc (block 2 in Figure 7.7) and EffForcePrevStep (block 4 in Figure 7.7)
blocks must finish the respective computations before the beginning of the last substep
so as to ensure that the inputs for the CalcAccelVel (block 5 in Figure 7.7) are
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14 18
Clock time (× 1
1024
) s
Measured restoring force
Ramped displacement
1 1
2 2
4 4
3 33
55
Ramp initiates
Figure 7.7: Timing of various blocks in Simulink model of the SE-α and E-α methods when
J = 4, that is, ∆t = 41024 s. The block numbers are identified in the Simulink models of the
SE-α and E-α methods in Figures 7.6 and 7.9, respectively.
available.
3. CalcAccelVel (block 5 in Figure 7.7) must finish the computation within the duration
of δ t so that no delay is introduced for the next time step.
These three conditions are pictorially depicted in Figure 7.7. Observe in Figure 7.7 that
the CalcAccelVel (block 5) uses the measured restoring force from the beginning of the
last substep. For models involving a large system matrices, where the computation of the
CalcAccelVel block requires more time than δ t, this block must be triggered and the
extrapolation of the measured restoring forces needs to be modified accordingly.
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7.4.2 Explicit-α (E-α) Method
For the implementation of the E-α method for RTHS application, it is convenient to revisit
the implemented displacement and velocity difference equations presented in Chapter 6.
These equations are repeated as follows:
̂˙Xn = ∆tα 1X¨n
X˙n+1 = X˙n+ ̂˙Xn
Xn+1 = Xn+∆tX˙n+∆t
(
1
2
+ γ
) ̂˙Xn
(6.12 revisited)
Similar to the SE-α method, a value of ρ∗∞ needs to be selected first, as discussed later in
Section 7.6. Using the selected value of ρ∗∞, the model-independent parameters α f , αm,
γ , and β are determined using Table 6.1 for the KR-α and MKR-α methods. Then the
model-based integration parameters need to be determined based on the system matrices of
the complete hybrid system. In particular, the M, C, and K matrices in Equation (3.36) are
replaced by MIP, CIP, and KIP, respectively, and the equations are rewritten as follows:
α 1 = α−1MIP (7.15a)
α 2 =
(
1
2
+ γ
)
α 1 (7.15b)
α 3 = α−1
[
αmMIP+α f γ∆tCIP+α fβ∆t2KIP
]
(7.15c)
where
α =
[
MIP+ γ∆tCIP+β∆t2KIP
]
(7.15d)
As noted earlier for the SE-α method, discussion on the determination of MIP, CIP, and
KIP is deferred until Section 7.5.
For each time step, the velocities X˙n+1 and displacements Xn+1 are calculated first using
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Equation (6.12), which is repeated above, based on the response Xn, X˙n, and X¨n at time tn.
The displacements Xn+1 and velocities X˙n+1 are divided into their analytical Xan+1, X˙
a
n+1
and experimental Xen+1, X˙
e
n+1 parts corresponding to their respective substructure DOFs.
Xan+1 and X˙
a
n+1 are imposed on the analytical substructure and R
a
n+1 is determined using
a state determination procedure. Simultaneously, Xen+1 is imposed on the experimental
substructure and Ren+1 is obtained as discussed earlier in Section 7.3. Observe that unlike
the SE-α method, in this method the velocity vector X˙en+1 is available for extrapolation
of the restoring forces using Equation (7.8) for the last substep. Once Ran+1 and R
e
n+1 are
determined, Equation (7.11) is used to determine Rn+1−α f . Now the accelerations X¨n+1 can
be determined by solving Equation (6.13), which is revisited and rewritten below.
M̂1X¨n+1 = Fn+1−α f −Rn+1−α f −CX˙n+1−α f −M̂2X¨n ( 6.13 revisited)
= Fn+1−α f −Rn+1−α f −FIDn+1−α f − F̂n (7.16)
where M̂1, M̂2, FIDn+1−α f , and F̂n are defined as follows:
M̂1 = M(I−α 3) (6.14 revisited)
M̂2 = Mα 3 (6.15 revisited)
FIDn+1−α f = CX˙n+1−α f = C
[
(1−α f )X˙n+1+α f X˙n
]
(7.17)
F̂n = M̂2X¨n (7.18)
Observe that during the time Xn+1 and X˙n+1 are imposed on the substructures and Rn+1−α f
is determined, FIDn+1−α f and F̂n can be determined in parallel. Also note that for the
calculation of X¨n+1, M̂1 is calculated and factorized at the beginning of the simulation.
Alternatively, the inverse of M̂1 can be determined at the beginning of the simulation and
used to multiply the right hand side of Equation (7.16) to obtain X¨n+1. Once X¨n+1 is
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Figure 7.8: Implementation of the E-α method for RTHS. The circled blocks 1 to 5 are
CalcCommand, NumElemCalc, ExptSubs, ForcesPrevStep, and CalcAccel, respectively,
of the Simulink model in Figure 7.9
determined the simulation can be performed for the subsequent time steps by repeating the
above procedure. This procedure is summarized in Figure 7.8 where the circled blocks 1 to
5 are related to the Simulink model described below.
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Figure 7.9 shows the Simulink model of the E-α method for RTHS. Similar to the
SE-α method, the Simulink model of the E-α method also consists of five main blocks: (1)
CalcCommand, (2) NumElemCalc, (3) ExptSubs, (4) ForcesPrevStep, and (5) CalcAccel
which are represented by blocks 1 to 5, respectively, in Figure 7.8. Unlike the SE-α method,
the CalcCommand block of the E-α method generates both command displacements Xn+1
and velocities X˙n+1 using the equations presented in block 1 of the flowchart in Figure 7.8.
The NumElemCalc block (block 2 in Figure 7.8) performs the state determination of the FE
model of the analytical substructure as discussed earlier for the SE-α method. It should
be mentioned here that X˙an+1 is available for state determination unlike the SE-α method.
The ExptSubs block (block 3 in Figure 7.8) represents the experimental substructure, as ex-
plained earlier for the SE-α method. The ForcesPrevStep performs the computations pre-
sented in block 4 of the flowchart in Figure 7.8. The CalcAccl block performs the restoring
force extrapolation for the last substep using both Ke and Ce as presented in Equation (7.8)
and also depicted in block 5 of the flowchart in Figure 7.8. This block then determines the
total restoring forces and the accelerations X¨n+1 based on the equations presented in block
5 of the flowchart in Figure 7.8. As noted earlier for the SE-α method, the Simulink model
for the E-α method also runs at the sampling period of the servo-controller which is equal
to δ t = 11024 s using the fixed-step discrete solver option. The CalcCommand, ExptSubs,
CalcAccel blocks run at sample rate of δ t, while the NumElemCalc and ForcesPrevStep
run at rate of ∆t = Jδ t, where ∆t is the integration time step size. The CalcCommand and
CalcAccel are triggered only once at the beginning of the first and last substeps as noted
earlier for the SE-α method. To avoid computational delay, the conditions presented earlier
for the SE-α method and demonstrated using Figure 7.7 must be met for the E-α method.
The above procedure, however, can be made computationally more efficient for an RTHS
by recognizing that the accelerations X¨n+1 are only required to determine the velocity-
like vector ̂˙Xn+1 for the next time step (see blocks 1 and 5 in Figure 7.8). Therefore,
235
D
is
pl
ac
em
en
t
Ac
ce
l
Ve
l
F_
ID
Fh
at
_I
Fo
rc
es
Pr
ev
St
ep
 (4
)
R
T
R
T
R
T
Ac
ce
l
Ta
rg
et
 D
is
pl
ac
em
en
t
Ta
rg
et
 V
el
oc
ity
C
al
cC
om
m
an
d 
(1
)
F_
ID
Fh
at
_I
Nu
m
RF
Ex
pr
RF
Ta
rg
et
 A
cc
el
er
at
io
n
C
al
cA
cc
el
 (5
)
Ac
ce
le
ra
tio
n
Ti
m
in
g
1/
z
Ve
lo
ci
ty
Ac
ce
le
ra
tio
n
R
T
R
T
R
T
C
om
m
an
d
Ti
m
in
g
Di
sp
la
ce
m
en
t
Ve
lo
ci
ty
Nu
m
RF
El
em
en
tR
es
po
ns
e
xP
CE
le
m
en
tR
es
po
ns
e
N
um
El
em
C
al
c 
(2
)
El
em
en
tR
es
po
ns
e
N
um
R
es
to
rin
gF
or
ce
Di
sp
Ve
l
Ex
pt
 R
F
Ex
pt
Su
bs
 (3
)
Ex
pe
rim
en
ta
lR
es
to
rin
gF
or
ce
Fi
gu
re
7.
9:
Si
m
ul
in
k
bl
oc
k
di
ag
ra
m
of
th
e
im
pl
em
en
te
d
E
-α
m
et
ho
d
fo
r
R
T
H
S.
C
a
l
c
C
o
m
m
a
n
d
,
N
u
m
E
l
e
m
C
a
l
c
,
E
x
p
t
S
u
b
s
,
F
o
r
c
e
s
P
r
e
v
S
t
e
p
,a
nd
C
a
l
c
A
c
c
e
l
pe
rf
or
m
th
e
ca
lc
ul
at
io
ns
of
th
e
ci
rc
le
d
bl
oc
ks
1
to
5,
re
sp
ec
tiv
el
y,
of
Fi
gu
re
7.
8
236
the calculation of X¨n+1 can be omitted and ̂˙Xn+1 can directly be calculated by using
Equations (6.12a) and (7.16) as follows:
̂˙Xn+1 = A[Fn+1−α f −Rn+1−α f −FIDn+1−α f − F̂In] (7.19)
where
A = ∆tα 1 [M−Mα 3]−1 (7.20)
Substituting Equation (6.12b), which is revisited above, into Equation (7.17), FIDn+1−α f
can be expressed as follows:
FIDn+1−α f = C
[
X˙n+(1−α f )̂˙Xn] (7.21)
Also substituting X¨n from Equation (6.12a) into Equation (7.18), F̂n can be determined as
follows:
F̂In = B
̂˙Xn (7.22)
where
B =
1
∆t
Mα 3α−11 (7.23)
The accelerations, if required, can be retrieved from ̂˙Xn+1 after completion of the simulation
as follows:
X¨n+1 = D ̂˙Xn+1 (7.24)
where
D =
1
∆t
α−11 (7.25)
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Figure 7.10: Alternative implementation of the E-α method for RTHS.
The matrices A, B, and D need to be determined only once at the beginning of a simulation
using Equations (7.20), (7.23) and (7.25), respectively. Note that the initial conditions
for this alternative implementation are X0, X˙0, and ̂˙X0, where ̂˙X0 is determined from
Equation (6.12a) after determining X¨0 using Equation (6.1b). Figure 7.10 summarizes
this alternative more efficient implementation for performing RTHS. Observe in the figure
that FIDn+1−α f and F̂n can be determined in parallel with the application of the command
displacements and velocities on the substructures. This alternative implementation was not
used in an actual RTHS because the previous implementation was computationally efficient
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enough for the studies presented in Chapters 8 and 9. Therefore, a Simulink model was
not developed. This implementation will be useful for performing future RTHS involving a
large number of DOFs and elements.
7.5 Model-Based Integration Parameters for Real-Time
Hybrid Simulation
The model-based integration parameters of the SE-α and E-α methods applied to RTHS are
expressed in terms of MIP, CIP, and KIP in Equations (7.12) and (7.15), respectively. The
matrices MIP, CIP, and KIP need to be determined based on the complete hybrid system
and can be expressed as follows:
MIP = M+Me (7.26a)
CIP = C+Caeq+C
e
eq (7.26b)
KIP = KaI +K
e
eq (7.26c)
where M is the analytically defined mass matrix of the complete hybrid system which
excludes Me, as noted earlier; Me is the mass matrix of the experimental substructure; C is
the inherent damping matrix of the complete hybrid system and is given by Equation (7.9)
which excludes Caeq and Ceeq; Caeq and Ceeq are the equivalent damping matrices of the
analytical and experimental substructures, respectively, and are associated with supplemental
damping devices, if any; KaI and K
e
eq are the initial elastic stiffness matrix of the analytical
substructure and equivalent initial elastic stiffness matrix of the experimental substructure,
respectively. It should be mentioned that for the E-α method, the mass matrix M needs to
be nonsingular as also noted earlier in Chapter 6 for nonlinear time history analysis (see
Equation (6.13)). Often times the mass the experimental substructure is small compared with
239
mass of the complete hybrid system. Therefore, Me in Equation (7.26a) may be neglected.
The determination of Ceeq and Keeq can be based on a system identification study and/or a
model of the experimental substructure in a problem-dependent manner. This is further
discussed in Chapters 8 and 9 for RTHS of a three-story steel frame building with nonlinear
elastomeric dampers in each story and a two-story reinforced concrete frame building with
one nonlinear viscous damper in the second story, respectively. Furthermore, the influence of
these matrices on the RTHS results are studied experimentally as presented in the following
two chapters.
Nevertheless, to develop an insight into the influence of Ceeq and Keeq on the RTHS
results a numerical investigation is performed. To this end, consider a linear SDOF mass-
spring-damper system with mass m, stiffness coefficient k = mω2, and damping coefficient
c = 2ξmω , where ω and ξ are the frequency and damping ratio of the system, respectively.
Further consider that the mass is analytically modeled while the stiffness and damping are
modeled physically in a laboratory (experimental substructure). Therefore, there will be
inevitable error in the estimation of the actual stiffness and damping coefficients of the
system. Consider that the estimated stiffness and damping coefficients are keeq and c
e
eq,
respectively, and are related to their respective true values as follows:
ceeq = ηcc (7.27a)
keeq = ηkk (7.27b)
For the determination of the integration parameters the mass m, estimated damping coeffi-
cient ceeq, and estimated stiffness coefficient k
e
eq can be used in Equations (3.21) and (3.25)
for the SE-α and E-α methods, respectively. Alternatively, the integration parameters can
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be determined from Equations (3.20) and (3.25) using ΩIP and ξIP where
ΩIP = ωIP∆t =
√
keeq
m
∆t =
√
ηkΩ (7.28a)
ξIP =
ceeq
2mωIP
=
ηcc
2m
√
ηkω
=
ηc√
ηk
ξ (7.28b)
Note that Ω= ω∆t as used throughout this dissertation.
Now the numerical dispersion and dissipation characteristics of the proposed methods
can be studied for various values of ηc and ηk, where ηc = 1 and ηk = 1 denote the
system with true damping and stiffness coefficients. Figures 7.11 and 7.12 present the
variations of the relative period error (PE) (Equation (2.8)) and equivalent damping ratio ξ
(Equation (2.7)), respectively, with Ω for various values of ηc when ηk = 1 and ξ = 0.10.
Note that ξ = 0.1 is chosen to represent supplemental damping and not the inherent damping.
Figure 7.11 indicates that the PE for the SSE-α-1 and SSE-α-2 methods is not sensitive
to the variation in ηc, whereas the PE for the KR-α and MKR-α methods increases with
ηc. In other words, underestimation (ηc < 1) and overestimation (ηc > 1) of the damping
coefficient lead to reduced and increased PE for the KR-α and MKR-α methods, whereas the
PE for the SSE-α-1 and SSE-α-2 methods is not influenced significantly by the estimation
error in the damping coefficient. Figure 7.12 indicates that in the low-frequency regime ξ
for all of the methods is not sensitive to ηc, which means that the accuracy of low-frequency
modes is not influenced significantly by the estimation error in the damping coefficient.
On the other hand, ηc > 1 in the SSE-α-1 and SSE-α-2 methods and ηc < 1 in the KR-α
method leads to negative damping for higher frequencies, which indicates that the methods
become unstable. For the MKR-α method ξ is seen to remain greater than or equal to zero
in Figure 7.12. However, numerical dissipation in all of the methods increases ξ as expected.
Thus, numerical dissipation helps to eliminate the occurrence of negative damping and
ensure stability if there is any overestimation error (ηc > 1) in the damping coefficient for
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Figure 7.11: Variation of relative period error (PE) with Ω for the proposed methods applied
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the SSE-α-1 and SSE-α-2 methods and underestimation error (ηc < 1) in the KR-α method.
A comparison between the SSE-α-1 and SSE-α-2 methods (see first two rows of plots in
Figure 7.12) indicates that the ξ characteristic of the latter method is better than the former
when numerical dissipation is present and is useful if there is any overestimation error.
Similarly, the comparison between the KR-α and MKR-α methods (last two rows of plots
in Figure 7.12) indicates that the latter method possesses better ξ characteristic compared
with the former and becomes useful if there is any underestimation error. Considering
both the PE and ξ (Figures 7.11 and 7.12) one may infer that slight underestimation of the
damping coefficient along with the use of numerical dissipation is an optimal choice for all
the methods.
Now consider the case when the stiffness coefficient is not estimated correctly. Fig-
ures 7.13 and 7.14 present the variations of the PE and ξ , respectively, with Ω for various
values of ηk when ηc = 1 and ξ = 0.10. Figure 7.13 indicates that for all of the methods
the PE increases with ηk. In other words, an underestimation (ηk < 1) and overestimation
(ηk > 1) leads to reduced and increased PE for all of the methods, respectively. Figure 7.14,
on the other hand, shows that ξ is not sensitive to ηk in the low-frequency regime for all
of the methods, which is similar to that observed for the ηc variation results shown in
Figure 7.12. However, the figure shows that ηk < 1 can lead to negative damping at higher
frequencies for all of the methods, indicating that the methods can become unstable. On the
other hand, when ηk ≥ 1, ξ for the higher frequencies is always greater than or equal to zero
and its value depends on the method and selected value of ρ∗∞. Thus, an underestimation
error in the stiffness coefficient can lead to an unstable solution, whereas an overestimation
leads to a stable response. A comparison between the SSE-α-1 and SSE-α-2 methods
indicates that ξ characteristic of the latter method is better (see first two rows of plots in Fig-
ure 7.14) should there be any underestimation error in the stiffness coefficient. Similarly, the
comparison between the KR-α and MKR-α methods (last two rows of plots in Figure 7.14)
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indicate that the latter method possesses better ξ characteristic. The better ξ characteristic
of the SSE-α-2 method compared with SSE-α-1, and that of the MKR-α compared with
KR-α stem from their enhanced stability characteristics for nonlinear systems, as discussed
in Section 5.2. In fact, the results presented in Figure 7.14 can be related to Equation (5.17).
For example, this equation indicates that the MKR-α method can achieve unconditional
stability for ρ∗∞ = 1 when the tangent stiffness of an SDOF system is less than or equal to
twice the initial stiffness. Consequently, this means that the MKR-α method with ρ∗∞ = 1
will produce a stable response for the SDOF system under consideration when ηk = 0.5.
This in turn implies that ξ must be greater than or equal to zero for all Ω which is readily
seen in the left bottom plot in Figure 7.14 for the MKR-α method with ρ∗∞ = 1. In fact, it is
apparent that the inverse of the expressions on the right hand side of Equation (5.17) are the
lower limit values of ηk for stability of the SDOF system under consideration.
7.6 Numerical Dissipation and ρ∗∞ for Real-Time Hybrid
Simulation
In an RTHS, spurious higher modes present in the system can get excited due to various rea-
sons, including nonlinearities within the time step in an inelastic analytical substructure and
noise in the measured restoring forces. Furthermore, as discussed earlier in Section 7.3.3.2
the ATS compensator tend to amplify the higher frequencies which worsen the problem. Irre-
spective of the cause, high-frequency oscillations, if they occur, must be damped out because
higher-modes are not well represented and are an artifact of the discretization process. Fur-
thermore, if high-frequency oscillations are not damped out instability can occur during an
RTHS. Here, instability is defined as the loss of ability to control a servo-hydraulic actuator.
For the purpose of safety and protection of equipment, limit switches are imposed to stop a
simulation when the onset of an instability occurs. In the integrated control architecture of
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the RTMD IT system, an actuator movement of 1 mm in one sampling period (δ t = 11024 s)
of the controller is defined as an instability. Therefore, it is desired and often necessary to use
numerical dissipation to damp out any spurious high-frequency oscillations. Furthermore,
estimation error in the equivalent damping and stiffness properties of the experimental
substructure can lead to an unstable solution as discussed in the previous section using a
linear SDOF system. Numerical dissipation can help to counteract the effects of estimation
error and lead to a stable test as discussed earlier. Nevertheless, the selection of ρ∗∞ may be
tricky in an RTHS because too much numerical dissipation can influence the response of
the important low-frequency modes. On the contrary, too little numerical dissipation may
not lead to a stable test if high-frequency oscillations occur. Practical experience suggests
that a value of ρ∗∞ = 0.75 can be a starting point because for this value of ρ∗∞ low-frequency
modes remain practically unaffected for a typical frame structure simulated using a typical
time step size. If numerical dissipation provided by ρ∗∞ = 0.75 is not sufficient then its value
may be decreased incrementally.
7.7 Summary
Various methods of dynamic testing of structures which includes shake table testing, effective
force testing, and hybrid simulation (HS) which includes real-time hybrid simulation (RTHS),
are briefly discussed. A background on RTHS is provided with a description on various
components/modules involved. Some of the tools developed and available for RHTS at the
Real-Time Multi-Directional (RTMD) simulation facility located at the ATLSS Center of
Lehigh University are briefly reviewed. Efficient implementation of the proposed methods
for RTHS are presented. Simulink models of the implemented proposed methods are
presented. Computation time associated with each block in the Simulink model is explained
so as to avoid any computational delay during an RTHS. Determination of the model-based
integration parameters based on the properties of the complete hybrid system is discussed.
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Using a linear SDOF system, the influence of the model-based integration parameters of the
proposed methods on the accuracy and stability of an RTHS is numerically investigated. The
results show that the accuracy of the low-frequency modes are not significantly influenced
by the estimation error. However, the stability is influenced by the estimation error. The
results further show that an underestimation error in the damping coefficient for the SSE-α-1
and SSE-α-2 methods and an overestimation error for the KR-α method results in a stable
response when no numerical dissipation is used. If the errors are of opposite nature an
instability can occur, and in this case numerical dissipation is found to be useful. The
MKR-α method is found to remain stable for the extent of estimation error in the damping
coefficient is considered. For the stiffness coefficient, the results show that an overestimation
error leads to a stable response, whereas an underestimation error can lead to an unstable
result. Furthermore, the SSE-α-2 method compared with the SSE-α-1 method, and the
MKR-α compared with the KR-α method are found to perform better when an estimation
error occurs in the damping and stiffness coefficients. Based on the results presented
for the SDOF system it may be inferred that it is beneficial to slightly underestimate
and overestimate the damping and stiffness coefficients, respectively, and use numerical
dissipation for any of the four single parameter subfamilies of algorithms. The concept of
instability in an RTHS is noted from an experimental safety and equipment protection view
point. Finally, some remarks and recommendations are made regarding the selection of the
numerical dissipation controlling parameter ρ∗∞ for the four single-parameter subfamilies of
algorithms.
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Chapter 8
Real-Time Hybrid Simulation of a Three-Story Steel
Frame Building
8.1 Overview
In a real-time hybrid simulation (RTHS) that utilizes an explicit integration algorithm, the
inherent damping in the analytical substructure is generally defined using mass and initial
stiffness proportional damping. This type of damping model is known to produce inaccurate
results when the structure undergoes significant inelastic deformations. To alleviate the
problem, a form of a nonproportional damping model often used in numerical simulations
involving implicit integration algorithms can be considered. This type of damping model,
however, when used with explicit integration algorithms can require a small time step to
achieve the desired accuracy in an RTHS involving a structure with a large number of
degrees of freedom (DOFs). Restrictions on the minimum time size step exist in an RTHS
that are associated with the computational demand as discussed in Chapter 7. Integrating
the equations of motion for an RTHS with too large of a time step can result in spurious
high-frequency oscillations in the member forces for elements of the structural model that
undergo inelastic deformations. The problem can be circumvented by introducing the
parametrically controllable numerical energy dissipation available in the proposed methods
that were implemented in Chapter 7 for RTHS. In Chapter 6, the SSE-α-1 method was
shown to require too much numerical damping when a nonproportional model is used for
nonlinear dynamic analysis of an inelastic frame structure subjected to seismic excitation
(see Section 6.3.2.3). On the other hand, the KR-α method was shown to produce an
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(a) (b)
Tributary area
for seismic mass
Figure 8.1: Prototype building structure: (a) floor plan and (b) elevations (after Dong, 2015)
accurate solution for this type of problem. The MKR-α method which is a modified and
improved form of the KR-α method was under development when the RTHS study presented
in this chapter was conducted. Therefore, using the KR-α method, RTHS of a three-story
0.6-scale prototype steel building with nonlinear elastomeric dampers were conducted with
a ground motion scaled to the design basis and maximum considered earthquake hazard
levels. The results show that controllable numerical energy dissipation can significantly
eliminate spurious participation of higher modes and produce exceptional RTHS results. In
this chapter, the numerical dissipation controlling parameter ρ∞ (= ρ∗∞, see Equation (4.21))
will be used because only the KR-α method is considered herein.
8.2 Prototype Building
The prototype structure considered for the RTHS is the three-story steel frame office building
shown in Figure 8.1. As shown in the figure, the building has four moment resisting frames
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(MRFs) and four damped braced frames (DBFs) in each direction. The building is located in
Southern California on a stiff soil site. Thus, a design spectrum (ICC, 2009) with parameters
SDS = 1.0, SD1 = 0.6, T0 = 0.12 s and Ts = 0.6 s represents the design basis earthquake (DBE)
that has a 10% probability of exceedance in 50 years. The MRFs for the prototype structure
were designed by Dong (2015) for strength requirements as per International Building
Code (ICC, 2009). Elastomeric dampers were added to the DBFs by Mahvashmohammadi
(2015) to satisfy a target drift of 1.5% under the DBE using a simplified design procedure.
Considering the symmetry of the plan of the building, the seismic performance of the
building can be studied by analyzing a two dimensional (2D) prototype frame consisting
of one MRF, one DBF, and the gravity load resisting system in one-quarter plan of the
building (see Figure 8.1(a)) with all three being connected by a rigid diaphragm at each floor
level. To study the performance of the building, Mahvashmohammadi (2015) performed
a number of RTHS on a 0.6-scale model of this prototype frame using the CR algorithm
(Section 2.7.2.1). Figures 8.2 and 8.3 show the elevation views of the 0.6-scale MRF and
DBF, respectively. Member sizes for the MRF and DBF are noted in these two figures,
respectively. Complete design details for the 0.6-scale model including the connection
details and specifications for the elastomeric dampers can be found in Mahvashmohammadi
(2015). In the study reported in this chapter, the same 0.6-scale model was used to perform
RTHS using the implemented KR-α method (see Chapter 7) to demonstrate the superiority
of the method over the CR algorithm. To this end, recall that the CR algorithm is identical
to the KR-α method with ρ∞ = 1 when the generalized trapezoidal rule (TR) is employed
for the nonlinear restoring forces Rn+1−α f and the excitation forces Fn+1−α f as discussed
earlier in Section 5.2. Also recall that the TR approach is more convenient to use for RTHS
and was implemented in Chapter 7 (see Section 7.4). The following subsections describe
the analytical and experimental substructures of the test specimen.
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Figure 8.2: Elevation view of 0.6-scale MRF (Mahvashmohammadi, 2015)
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Figure 8.3: Elevation view of 0.6-scale DBF (Mahvashmohammadi, 2015)
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Figure 8.4: Configuration for RTHS showing the FE model of the analytical substructure, a
schematic of the experimental substructure, and rigid floor diaphragms connecting them.
Highlighted elements in the RBS and first-story MRF column base develop significant
inelasticity under the MCE level ground motion.
8.2.1 Analytical Substructure
One MRF, the gravity load resisting system, and the seismic mass in one-quarter of the
tributary floor area constitute the analytical substructure of the test frame as shown in
Figure 8.4. A finite element (FE) model of the analytical substructure was developed using
HybridFEM (Karavasilis et al., 2012). The columns and beams of the MRF were modeled
using displacement-based nonlinear beam-column fiber elements and elastic beam-column
elements as indicated in the figure. Five fiber elements were used to model each reduced
beam section (RBS), where significant inelasticity is expected to develop in the MRF beams
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under the maximum considered earthquake (MCE) level of excitation. The elastic elements
were used in regions where the beams are expected to remain elastic in the MRF. Similarly,
two fiber elements were used at the base of the MRF columns at the ground floor level where
inelastic deformations are expected under an earthquake. The steel material for the nonlinear
beam-column fiber elements was modeled using a bilinear stress-strain relationship with a
reduced post-yielding modulus, whereas a linear elastic material model was used for the
elastic beam-column elements. The post-yielding modulus is 0.01E, where E = 200 GPa
and is the initial elastic Young’s modulus. A nonlinear panel-zone element available in
HybridFEM was used to model the shear and symmetric column bending deformations of
the MRF panel zones. The gravity load resisting system in the one-quarter of the plan area of
the building was modeled using a lean-on column comprised of linear elastic beam-column
elements with second order P-∆ effects. In total, the analytical substructure contains 247
DOFs and 74 elements. At each floor level, the seismic floor mass was assigned to the
lean-on column node and constrained in the horizontal direction with the top flange of the
MRF floor beam through the rigid floor diaphragm at mid-bay, as shown in Figure 8.4. The
mass matrix for the KR-α method must be nonsingular as discussed earlier in Section 6.2.2
(see Equation (6.13)). Therefore, the analytically defined mass matrix M (see Section 7.4)
for the complete hybrid system was determined considering the lumped floor masses and a
consistent mass matrix formulation for the beam-column elements based on the self weight
of the steel material.
8.2.2 Experimental Substructure
Figure 8.5 shows an overview of the three-story 0.6-scale DBF that constitutes the exper-
imental substructure. The DBF includes 4, 3, and 2 elastomeric dampers located in the
first, second, and third stories, respectively. The figure also shows the components of the
elastomeric damper and how the dampers are installed in the DBF. The DBF floor beam
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Figure 8.5: Experimental substructure: (a) complete overview, (b) components of one
elastomeric damper, and (c) assembled and installed dampers in third story
at each floor level was connected at midspan to two loading tubes, one on each side of the
beam as shown in Figure 8.5(c). At each floor level, the loading tubes on the North side
of the frame were attached to a servo-hydraulic actuator mounted on the reaction wall as
shown in Figure 8.5(a). The three actuators attached to the loading tubes from the first
floor to the third floor have force capacities of 2300, 1700, and 1700 kN, respectively, at
20.7 MPa of oil pressure. These actuators had 2, 2, and 3 servo-valves, respectively. The
maximum velocities that could be achieved by these actuators are 560 mm/s, 760 mm/s, and
1140 mm/s (see Figure 7.3).
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8.3 Modeling of Inherent Damping
In RTHS using explicit algorithms, inherent damping in the analytical substructure is gen-
erally modeled using Rayleigh proportional damping based on the initial stiffness of the
analytical substructure (KaI ), that is, in Equation (7.10a) K
a
Rayleigh = K
a
I . A potential prob-
lem is encountered with the use of KaI in Equation (7.10a) when applied to an inelastic
analytical substructure with softening response. In elements that undergo significant in-
elastic deformations (e.g., rotations of elements in a plastic hinge region), unrealistically
large viscous damping forces can develop due to large velocities that are associated with
such deformations being multiplied by the initial stiffness proportional part of the element
damping matrix (Ricles and Popov, 1994; Hall, 2006; Charney, 2008). These large damping
forces being in equilibrium with the elastic forces in the elements adjacent to the plastic
hinge region increase the latter. Furthermore, the global displacement response (e.g., floor
displacements in a structure) can also be underestimated for such analysis. This problem, in
a numerical simulation, can be alleviated to some extent by using either the tangent stiffness
matrix KT or an initial elastic stiffness matrix K∗I that excludes the contribution of the
elements undergoing significant inelastic deformations (Ricles and Popov, 1994), instead of
the initial elastic stiffness matrix KI , in defining the Rayleigh damping matrix. These damp-
ing models are generally referred to as tangent stiffness proportional and nonproportional
damping, respectively. In an RTHS using an explicit algorithm that does not require KT to
be formed, the tangent stiffness proportional damping cannot be used because KaT is not
readily available. However, a form of nonproportional damping, as mentioned above, can
be used by substituting KaRayleigh = K
a∗
I in Equation (7.10a), where K
a∗
I is the initial elastic
stiffness matrix of the analytical substructure excluding the contribution of the elements in
the FE model expected to undergo significant inelastic deformations. One element at the
base of the each MRF column in the first story and three elements at the center of each RBS,
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as highlighted in Figure 8.4, were found to develop significant inelastic deformation under
the MCE level ground motion. Therefore, the contribution of these elements were excluded
in forming Ka∗I . In forming the inherent damping matrix for the complete hybrid system
based on Equation (7.9), the mass and stiffness matrices of the experimental substructure Me
and KeRayleigh, respectively, are required. In this study, the influence of M
e, that is the term
aMMe in Equation (7.10b) was neglected recognizing its negligible contribution compared
with aMM, where M is the analytically defined mass matrix as noted earlier. KeRayleigh was
obtained using an elastic analytical model of the experimental substructure at the predicted
DBE level deformation based on a simplified design procedure (Mahvashmohammadi, 2015).
The coefficients aM and aK (see Equation (7.10)) were determined to assign 2% inherent
damping to the first and second modes of the complete hybrid system.
8.4 Model-Based Integration Parameters
As discussed in Section 7.5, the mass, equivalent damping, and equivalent initial elastic
stiffness matrices Me, Ceeq and Keeq, respectively, are required to determine the model-based
integration parameters for the KR-α method (see Equations (7.15) and (7.26)). For the
RTHS configuration (see Figure 8.4), the floor masses of the experimental substructure are
small compared with the analytically modeled floor masses. Therefore, Me was neglected
and MIP in Equation (7.26a) was set to be equal to M. Ceeq and Keeq were determined based
on an elastic analysis of the system using linear elastic-viscous models of the dampers at a
deformation amplitude of 2.5 mm (Mahvashmohammadi, 2015).
8.5 Ground Motion for Real-Time Hybrid Simulation
For the RTHS presented in this chapter the B-WSM180 component of the 1987 Superstition
Hills earthquake recorded at the Westmoreland Fire Station was used. The record was
taken from a selected suit of 20 ground motion records which produce a median spectral
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acceleration that matches with the design spectrum mentioned earlier in the period range of
0.2–2 s (Mahvashmohammadi, 2015). The record was scaled by a factor of 1.51 and 2.26
to obtain the DBE and MCE level ground motions, respectively. It should be mentioned
that the ground motion record has a sampling period of 0.005 s. The time axis of the record
was scaled by
√
0.6 based on the similitude to incorporate the scaling of the prototype
(0.6-scale). The record was then linearly interpolated to obtain the acceleration value at
each integration time step for the dynamic analysis and RTHS presented subsequently.
8.6 Significance of Numerical Energy Dissipation and
Selection of ρ∞
Before performing the RTHS, a series of dynamic analyses were carried out for the analytical
substructure alone to understand and evaluate the individual and combined effects of damp-
ing models, inelastic deformations, and integration algorithms, especially the numerical
energy dissipation in the KR-α method. To this end, three different damping models were
considered: (i) mass and initial stiffness proportional damping (C = aMM+aKKI) (ii) non-
proportional damping (C = aMM+aKK∗I ), and (iii) mass and tangent stiffness proportional
damping (C = aMM+aKKT ). In addition two different types of structural response were
considered: (i) elastic and (ii) inelastic; and two different integration algorithms: (i) KR-α
method and (ii) average acceleration (AA) scheme of the Newmark method (see Table 2.1).
Hereafter, the aforementioned three forms of damping will be referred to as the proportional,
nonproportional, and tangent stiffness proportional damping, respectively. It is imperative to
note that amongst all of the above cases, the analyses with tangent stiffness proportional
damping using the AA scheme, performed using OpenSees (2016), are considered to be
the most accurate solution, irrespective of the type of structural response (i.e., elastic or
inelastic). Therefore, the solution obtained using the AA scheme will be considered as the
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reference solution for the purpose of comparison. It should also be noted that the coefficients
aM and aK were calculated to assign 2% damping to the first and second mode of the
analytical substructure alone. Therefore, aM and aK values used in this section are different
from that used to model the inherent damping of the complete hybrid system as described
earlier in Section 8.3.
Dynamic analysis for all of the aforementioned cases were performed using the ground
motion record described above in Section 8.5. In addition to the scaled DBE and MCE
level ground motions under which the structure undergoes inelastic deformations, a scale
factor of 0.1 is also considered for analysis that represents the case of linear elastic structural
behavior.
Figure 8.6 shows the envelope for maximum axial and shear forces in the south side
MRF column and the story drift profile along the height of the building under the DBE and
MCE level ground motions. The response for each case was normalized with that obtained
using the tangent stiffness proportional damping. Therefore, a vertical straight line at an
abscissa of 1.0 represent the response corresponding to the tangent stiffness proportional
damping. Note that the results presented in this figure were obtained using the AA scheme.
The figure indicates that the nonproportional damping case provides an accurate solution
compared with the case of proportional damping for both the DBE and MCE level ground
motions. The latter form of damping (proportional) under the MCE level ground motion
increases the axial force in the first-story column by about 8% while the shear force at the
base of the first-story column is reduced by about 3%. Furthermore, for this damping model
the second story-drift is underestimated by about 10% under the MCE level ground motion
and overestimated by about 5% under the DBE level ground motion. Based on this, one may
infer that the proportional damping can lead to inaccurate results and should be avoided when
significant inelastic deformation occurs. On the other hand, the nonproportional damping if
used appropriately can provide an accurate solution, as demonstrated in Figure 8.6. However,
261
BG
1
2
R
D
B
E
L
ev
el
F
lo
o
r
le
v
el
0.95 1 1.05 1.1
Tensile
B
G
1
2
R
M
C
E
L
ev
el
F
lo
o
r
le
v
el
0.95 1 1.05 1.1
Compressive
0.95 1 1.05
Shear force envelope for
MRF column, south side
0.9 0.95 1 1.05 1.1
Story drift envelope
Proportional Nonproportional
Axial force envelopes for MRF column, south side
Figure 8.6: Comparison of normalized maximum response for proportional and nonpropor-
tional damping under the DBE and MCE level ground motions from numerical simulations
using the AA algorithm. All results are normalized with that obtained using the tangent
stiffness proportional damping.
when the structure remains linear elastic, the proportional damping produces a more accurate
solution compared to the nonproportional damping case, as expected. Results for this case
are not presented here to keep the discussion brief and focused. Therefore, one must exercise
caution in using the nonproportional damping model. Henceforth, the results for numerical
simulations with the nonproportional damping model will be discussed.
A potential problem is encountered when the explicit CR algorithm (i.e., KR-α method
with ρ∞ = 1.0) is used with the nonproportional damping model under inelastic structural
behavior. Figure 8.7(a) shows the comparison of floor displacement time histories obtained
using the AA scheme and KR-α method with two values of ρ∞ and a time step of ∆t = 41024 s,
and Figure 8.7(b) shows the differences in floor displacement obtained using these two
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methods. The figure indicates that under both the DBE and MCE level ground motions, the
floor displacements obtained using the KR-α method with ρ∞ = 0.75 and the AA scheme
compare well, where the latter is considered to be the reference solution. For the case
of ρ∞ = 1.0, however, the displacement histories deviate significantly from the reference
solution. To investigate this further, member force time histories for some key elements are
normalized by the member capacity and are presented in Figure 8.8, where Pcoly = 4381.5 kN,
Mcolp = 396.0 kN-m, and M
RBS
p = 72.3 kN-m. Note that these are the member forces for
some of the elements that undergo inelastic deformations (see Figure 8.4). The figure
shows that the member force response for ρ∞ = 0.75 compare well with that of the reference
solution, while the response is highly contaminated by spurious high frequency oscillations
for the case of ρ∞ = 1.0. It is interesting to note here that the frequencies of the spurious
oscillations are close to the Nyquist frequency ( 12∆t = 128 Hz). In order to understand this,
one must recall that in an explicit algorithm, such as the KR-α method, the accelerations
X¨n+1 at time tn+1 are calculated by solving the equations of motion with the state of the
structure corresponding to the displacements Xn+1 and velocities X˙n+1 which are based on
the response at time tn (see Section 6.2.2). Therefore, as the state of the structure changes
within the time step under nonlinear response, especially for large ∆t, Xn+1 contains pulses
at the Nyquist frequency
(
= 12∆t
)
that excite local higher modes present in the system.
Although the spurious responses of these local higher modes contribute to the member
forces, they do not participate in the global floor displacements that are dominated by the
first few lower modes of vibration. It is important to note that a convergence study was
carried out for both the AA scheme (reference algorithm) and KR-α method by reducing the
time step size. It was found that both AA scheme and KR-α method with ρ∞ = 0.75 produce
converged solutions for global (e.g., floor displacements) and local (e.g., member forces)
response with ∆t = 41024 s. However, the KR-α method with ρ∞ = 1.0 requires ∆t =
2
1024
and 11024 s to obtain converged global and local responses, respectively. These detailed
263
-200
-100
0
100
200
x
1
DBE Level
-200
-100
0
100
200
x
2
-200
-100
0
100
200
x
3
-50
-25
0
25
50
x
R
ef
j
−
x
K
R
−
α
j
DBE Level
ρ∞ = 1.0
0 5 10 15 20 25 30
Time (sec)
-50
-25
0
25
50
x
R
ef
j
−
x
K
R
−
α
j
ρ∞ = 0.75
MCE Level
Ref ρ∞ = 0.75 ρ∞ = 1.0
MCE Level
ρ∞ = 1.0
0 5 10 15 20 25 30
Time (sec)
F
lo
or
d
is
p
la
ce
m
en
ts
(m
m
)
D
is
p
la
ce
m
en
t
d
iff
er
en
ce
s
(m
m
)
ρ∞ = 0.75
Floor j = 1 Floor j = 2 Floor j = 3
(a)
(b)
Figure 8.7: Floor displacements under DBE and MCE level ground motions from numerical
simulations: (a) comparison of floor displacements; and (b) displacement differences
between reference and KR-α method.
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results are not presented here to keep the discussion brief and focused. In summary, one may
conclude that when nonproportional damping is used then the CR algorithm (i.e., KR-α
method with ρ∞ = 1.0) can produce a significantly erroneous solution if the time step size is
not sufficiently small. On the other hand, an accurate result can be obtained by using some
265
numerical damping present in the KR-α method while still using a relatively larger time
step size. It is important to recognize that in an RTHS, a small time step size, such as 11024 s,
cannot be used due to several reasons associated with the need to conduct the simulation
in real time, including that the numerical computations that must be completed within the
time step in real time as discussed in Chapter 7. For the structure under discussion, the
smallest time step size that could be used based on this consideration is 41024 s. Therefore,
the controllable numerical damping in the KR-α method lends itself to solving a practical
problem in RTHS, as demonstrated above using ρ∞ = 0.75.
In the sequel, it is worthwhile to answer the question: What value of ρ∞ should be used
for the KR-α method? A general procedure was presented in Chapter 6 (see Table 6.2) to
select an appropriate value of ρ∞ (= ρ∗∞ for the KR-α method). For an RTHS the selection
of ρ∞ was further commented upon in Section 7.6. Recall that the key idea is to ensure that
the amount of numerical damping should be sufficient to eliminate spurious participation
of higher modes, and at the same time, small enough not to affect the response of the
participating lower modes. To this end, absolute maximum values of some key responses
are plotted with reducing values of ρ∞ as shown in Figure 8.9. In this figure, the responses
are normalized by the result for ρ∞ = 1.0. Note that the numerical simulations involved the
MCE level ground motion and ∆t = 41024 s was used for all the cases. The figure shows that
the converged solution for such maximum responses can be obtained using ρ∞ = 0.75. The
figure also indicates that excessive numerical damping (e.g., ρ∞ = 0.0) can influence the
lower mode response as indicated by the slight divergence in the curves after ρ∞ = 0.25.
In addition to the maximum response, it was intended to study how the time histories of
such response changes with ρ∞. Tables 8.1 and 8.2 present the normalized energy error
(NEE) and normalized root-mean square error (NRMSE), calculated using Equations (6.16)
and (6.17), respectively, between two consecutive cases of the same response. For the results
presented in these two tables, x̂ and x in Equations (6.16) and (6.17) represent the same
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Figure 8.9: Variation of absolute maximum responses with ρ∞ under MCE level ground
motion from numerical simulations: (a) roof drift, (b) axial force at first-story MRF column
base, south side; (c) moment at first-story MRF column base, south side; and (d) moment at
center of roof RBS, south side.
Table 8.1: NEE (%) (Equation (6.16)) for roof drift (θr), axial force (P) and moment (Mcol)
at first-story south side MRF column base, and moment at center of south side roof RBS
(MRBS) calculated for two consecutive values of ρ∞ with MCE level ground motion.
Case ( j) ρ∞ θr P Mcol MRBS
1 1.00 20.69 3.31 0.34 4.42
2 0.75 0.51 0.08 0.20 0.10
3 0.50 0.03 0.19 0.33 0.22
4 0.25 1.47 0.34 0.65 0.50
5 0.00 – – – –
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Table 8.2: NRMSE (%) (Equation (6.17)) for roof drift (θr), axial force (P) and moment
(Mcol) at first-story south side MRF column base, and moment at center of south side roof
RBS (MRBS) calculated for two consecutive values of ρ∞ with MCE level ground motion.
Case ( j) ρ∞ θr P Mcol MRBS
1 1.00 3.58 3.08 4.51 8.26
2 0.75 0.08 0.12 0.08 0.23
3 0.50 0.05 0.15 0.13 0.27
4 0.25 0.23 0.24 0.31 0.56
5 0.00 − − − −
response quantity corresponding to two consecutive cases; in other words, two consecutive
values of ρ∞. For example, the value of 0.51 for θr in Table 8.1 is the NEE between Case 2
(ρ∞ = 0.75) and 3 (ρ∞ = 0.50) and is calculated by setting x̂ = θr of Case 2 and x = θr of
Case 3 in Equation (6.16). As can be seen from Tables 8.1 and 8.2, the NEE and NRMSE
generally reduce up to when ρ∞ = 0.75 and then again increase marginally indicating that
the lower mode response is being influenced to some extent for ρ∞ < 0.75. Thus, these
results also suggest that a converged solution can be obtained using ρ∞= 0.75 for the present
problem.
8.7 Real-Time Hybrid Simulation Results
In order to experimentally validate the potential of the parametrically controllable numerical
energy dissipation in the KR-α method, RTHS of the prototype structure presented in
Section 8.2 were performed using the KR-α with varying ρ∞ and ∆t = 41024 s. To this end,
the ground motion described in Section 8.5 with the DBE and MCE level scale factors
was considered. Note that the nonproportional damping was assigned to the analytical
substructure as mentioned earlier. It may be noted here that the different components of the
experimental substructure (DBF) remained essentially linear even though the elastomeric
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dampers responded nonlinearly (but returned to their initial state at the end of each test)
and no damage was incurred in the DBF during the different RTHS performed as presented
below. Therefore, adequate repeatability of RTHS results was achieved.
8.7.1 Actuator Control
In an RTHS, the displacement commands Xa and Xe are calculated and imposed in real
time on the analytical and experimental substructures, respectively, as discussed earlier in
Chapter 7. The displacement command Xe is first ramped, as given in Equation (7.1), and
then transformed to each actuator DOF using a kinematic transformation as required. These
targeted displacements are imposed on the experimental substructure using servo-hydraulic
actuators in real time. The dynamics of the combined servo-hydraulic system and the
experimental substructure inevitably causes a time delay and a change in amplitude of
the actual achieved specimen displacement as discussed earlier in Section 7.3.3.2. Also
recall that the amount of time delay and amplitude error can potentially vary throughout the
simulation. To compensate for the variable time delay and amplitude error, the second-order
adaptive time series (ATS) compensator (Chae et al., 2013) discussed in Section 7.3.3.2 was
used for each actuator target displacement xt . The measured specimen displacement xm and
the velocity and acceleration based on xm were used as feedback to determine the adaptive
compensation coefficients as mentioned earlier. Figure 8.10 shows the synchronization
subspace plot of the target (xt) and measured (xm) displacements for each floor actuator
from a typical RTHS. A 45◦ straight line in this plot indicates ideal actuator control with
no delay and no amplitude error. As can be seen, for all floor displacements adequate
actuator control was achieved, which is also evident from the small NEE and NRMSE values
indicated in the figure for each case. Note that the NEE and NRMSE values were calculated
using Equations (6.16) and (6.17), respectively, in which x = xt and x̂ = xm were used.
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Figure 8.10: Synchronization subspace plots for target (xt) and measured (xm) floor dis-
placements from a typical RTHS using MCE level ground motion.
8.7.2 Influence of Restoring Force Extrapolation
Before proceeding further to investigate the efficacy of the KR-α method, it is worthwhile
to discuss the influence of Ce and Ke used for extrapolation in Equation (7.8) on the RTHS
results. For this purpose four extreme cases were considered: (i) extrapolation using Ceeq and
Keeq (i.e., Ce = Ceeq and Ke = Keeq), (ii) extrapolation using Keeq (i.e., Ce = 0 and Ke = Keeq),
(iii) extrapolation using Ceeq (i.e., Ce = Ceeq and Ke = 0), and (iv) no extrapolation (i.e.,
Ce = 0 and Ke = 0). Recall that Ceeq and Keeq are the equivalent damping and equivalent
initial stiffness matrices of the experimental substructure as noted earlier in Section 8.4.
Figure 8.11 shows the maximum story drift for these four cases under the DBE level ground
motion. Note that a value of ρ∞ = 0.75 was used for these RTHS. The figure indicates that
the story drift is not sensitive to the different extrapolation techniques considered since the
sampling time δ t = 11024 s is small. The maximum deviation in the maximum percentage
story drift considering all three stories is about 0.055%, that is about 4.4% of the associated
maximum percentage story drift. Based on this results, it was decided not to carry out any
extrapolation (i.e., Ce = 0 and Ke = 0) for the subsequent tests presented hereafter.
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Figure 8.11: Effects of different cases of extrapolation on maximum story drift from RTHS
using DBE level ground motion.
8.7.3 Influence of Model-Based Integration Parameters
In Section 7.5 the influence of the estimation error in the model-based integration parameters
were investigated numerically using a linear SDOF system. It was shown that the low-
frequency mode response is not too sensitive to the estimation error in the damping and
stiffness coefficients of the SDOF system. In this section experimental results are presented
to demonstrate the influence of Ceeq and Keeq (see Equations (7.15) and (7.26)) on the RTHS
results. Note that Me was neglected in forming the integration parameter matrices as
mentioned earlier in Section 8.4. To study the influence of Ceeq and Keeq, the estimated values
of these two parameters obtained as described in Section 8.4 were perturbed by multiplying
these matrices by a factor of 0.5, 0.75, 1.0, 1.25, and 1.50 and RTHS were conduced using
the DBE level ground motion, where a value of ρ∞ = 0.75 was used. Figure 8.12 shows the
maximum story drifts plotted with these multiplying factors for the following three cases:
(i) perturbation in only Ceeq, (ii) perturbation in only Keeq, and (iii) perturbation in both Ceeq
and Keeq. The figure indicates that the results are not sensitive to such a large extent of the
amount of perturbation considered. However, it should be noted that this result may depend
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Figure 8.12: Effects of perturbation in Ceeq, Keeq, and both Ceeq and Keeq on maximum story
drift from RTHS using DBE level ground motion.
on the configuration of the RTHS and may be different for a different configuration. For the
results presented hereafter a multiplying factor of unity was used for both Ceeq and Keeq
8.7.4 Essence of Numerical Energy Dissipation
It is of interest now to see how the RTHS results compare for the two cases of ρ∞ = 1.0
and 0.75. To this end, the floor displacement time histories, normalized member force
time histories for the elements considered earlier in Section 8.6, and hysteretic response of
these elements are plotted in Figures 8.13–8.15, respectively, for the DBE and MCE level
ground motions. As expected the floor displacement results for the two cases show some
difference as seen in Figure 8.13. Maximum differences of about 6 mm (i.e., approximately
8% of the maximum displacement) and 20 mm (i.e., approximately 17% of the maximum
displacement) are observed for the top floor under the DBE and MCE level ground motions,
respectively. It should be recalled that a similar deviation was also demonstrated through
numerical simulation in Section 8.6 and it was shown that ρ∞ = 0.75 produces an accurate
solution. It should also be noted that the inaccuracies in displacement histories for ρ∞ = 1.0
obtained in the RTHS cannot be compared with that presented in Figure 8.7 based on
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Figure 8.13: Target floor displacement response under DBE and MCE level ground motions
from RTHS: (a) comparison of target floor displacements; and (b) displacement differences
for two values of ρ∞.
numerical simulations, because the DBF was not included in the numerical simulations.
Figure 8.14 shows the normalized member force histories for the yielding elements under
both the DBE and MCE level ground motions. The figure indicates that for ρ∞ = 1.0, the
member forces are contaminated by high frequency oscillations, as also observed in the
numerical simulations presented earlier. However, it is interesting to note how the moment
time history in the top floor RBS is contaminated more by spurious oscillations towards
the end of the simulation. This is because a spurious local higher mode that contributes
more to the moments at the roof RBS gets excited by the high frequency measurement
noise in the load cells which measure the experimental restoring forces. Furthermore, the
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Figure 8.14: Normalized member force time histories in analytical substructure under DBE
and MCE level ground motions from RTHS: (a) axial force at first-story MRF column base,
south side; (b) moment at first-story MRF column base, south side; and (c) moment at center
of roof RBS, south side.
spurious participation of higher modes increases towards the end of the simulation due to
a high noise-to-signal ratio in the measured restoring force. Figure 8.15 shows the axial
force-deformation and moment-rotation for the element at the base of the first story MRF
column and the RBS in the top floor beam. The figure indicates that under the DBE level
ground motion the MRF columns remain almost elastic while some inelastic deformations
were developed in the RBS of the floor beams due to the presence of the dampers in the DBF.
On the other hand, under the MCE level ground motion significant inelastic deformation
developed at the base of the first story MRF columns and RBS of the floor beams as
shown in the figure. The figure also indicates that for ρ∞ = 1.0 the hysteresis loops deviate
significantly from the correct solution that is obtained using ρ∞ = 0.75.
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Figure 8.15: Hysteretic response of members in analytical substructure under DBE and
MCE level ground motions from RTHS: (a) first-story MRF column base, south side; (b)
first-story MRF column base, south side; and (c) center of roof RBS, south side.
8.8 Summary
RTHS of a three-story 0.6-scale steel frame building with nonlinear elastomeric dampers
were performed to assess the significance and efficacy of the parametrically controllable
numerical energy dissipation of the KR-α for such application. The RTHS setup consists of
an MRF, gravity load resisting system and the tributary seismic floor mass represented by
the analytical substructure, and a DBF with nonlinear elastomeric dampers in each story as
the experimental substructure. The analytical substructure was modeled using displacement-
based nonlinear fiber elements, linear elastic beam-column elements, and nonlinear panel-
zone elements. Second order P-∆ effects were also considered in the analysis. Recognizing
the unintended consequences of modeling inherent damping using mass and initial stiffness
proportional damping under nonlinear inelastic structural behavior, an alternative form of
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a nonproportional damping model was investigated. Through numerical simulation of the
analytical substructure using the implicit average acceleration (AA) scheme of the Newmark
method, it was shown that the nonproportional damping model if used appropriately can
produce an accurate result, comparable with that obtained using mass and tangent stiffness
proportional damping. However, when an explicit integration algorithm, such as the CR
algorithm (i.e., ρ∞ = 1.0 for the KR-α) is used for time history analysis of this system
involving a nonproportional damping model with a realistic time step size, e.g., ∆t = 41024 s,
significantly inaccurate results are obtained, especially for member forces for elements
undergoing nonlinear inelastic deformations, which become contaminated with spurious
high frequency oscillations. It was found that this problem can be addressed in two ways:
(i) by reducing the time step size; or (ii) by introducing numerical energy dissipation. The
former option is not a viable choice for RTHS of the structural system under consideration,
because the numerical computation in each time step cannot be completed within a time
step size less than 41024 s. Therefore, the controllable numerical energy dissipation was
used and it was shown that an accurate solution can be obtained if the amount of numerical
energy dissipation required is evaluated properly. A convergence study was carried out
to demonstrate the effects of numerical energy dissipation on the spurious higher modes
and the contributing lower modes. The results show that determining the appropriate
required numerical energy dissipation is important, since too much numerical damping can
be detrimental for the participating lower modes and too little can lead to an inaccurate
solution. The convergence procedure laid out in this chapter can potentially be used in such
application using the KR-α method. Finally, RTHS were conducted using the previously
determined ρ∞ as well as ρ∞ = 1.0 and the results compared. The comparison indicates that
the controllable numerical energy dissipation provided by the method can indeed eliminate
spurious participation of higher modes in an RTHS and produce exceptional results. It
was found that the noise in the measured restoring forces increase the participation of high
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frequency oscillations in some of the member force response. Nevertheless, numerical
damping was efficient in eliminating such spurious response. Based on this study, it can be
concluded that numerical energy dissipation in the KR-α makes it a well suited algorithm
for application to RTHS for analytical substructures that exhibit linear or nonlinear response
under seismic excitation.
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Chapter 9
Real-Time Hybrid Simulation of a Two-Story Reinforced
Concrete Frame Building
9.1 Overview
Appropriate modeling of a numerical substructure plays an important role in real-time
hybrid simulation (RTHS) of a structural system subjected to seismic excitations. This
becomes even more important for RTHS of reinforced concrete (RC) structures because
the hysteretic behavior of RC members is complex and can generally involve pinching,
softening, and strength degradation. Such complex hysteretic behavior is better modeled
using a flexibility-based (force-based) fiber element formulation compared with the stiffness-
based (displacement-based) approach because, unlike the latter, the former always satisfies
element equilibrium and compatibility. Nevertheless, the implementation of a flexibility-
based fiber element formulation in a standard finite element program requires an iterative
state determination procedure to satisfy element equilibrium, and compatibility within a
specified tolerance. This type of iterative procedure poses a challenge for RTHS application
because convergence at the element level cannot be guaranteed in an RTHS due to the real
time nature of the computation. This issue is addressed by introducing a new implementation
procedure for the state determination of flexibility-based elements based on a fixed number
of iterations. The influence of unbalanced section forces which exist because of the limited
number of iterations is studied numerically. The results show that the carrying over the
unbalanced section forces to the next integration time step and applying the necessary
corrections can lead to an accurate solution with a fixed number of iterations.
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RTHS of a two-story RC special moment resisting frame (SMRF) with a nonlinear
viscous damper in the second story are performed under the maximum considered earthquake
(MCE) hazard level. The RC SMRF is modeled analytically using the flexibility-based fiber
elements and the nonlinear viscous damper is modeled physically in the laboratory. The
fixed number of iterations to be performed for each element during an RTHS is determined
beforehand considering that the number of iterations is large enough for the requisite
accuracy and small enough to be performed in real time. Inherent damping in the analytical
substructure is modeled using a combination of mass, initial stiffness, and tangent stiffness
proportional damping, where the tangent stiffness is used for the flexibility-based elements.
For conducting RTHS the proposed KR-α and MKR-α methods are used. To determine the
model-based integration parameters of the KR-α and MKR-α methods a nonlinear Maxwell
damper model is developed and its parameters are identified from a suit of predefined
sinusoidal characterization tests conducted at various excitation frequencies. The nonlinear
Maxwell damper model with the identified parameters is linearized at a small velocity.
Subsequently, for the linearized Maxwell damper model, an equivalent Kelvin-Voigt model
is developed which provides the frequency dependent equivalent stiffness and damping
coefficients of the experimental substructure. Thus, the model-based integration parameters
become frequency dependent. The influence of this frequency dependency on the stability
and accuracy characteristics of RTHS is investigated based on test results. The results
show that the RTHS accuracy is not sensitive to this frequency dependent behavior of the
model-based parameters provided stability is achieved. On the other hand, RTHS stability is
found to be strongly influenced by this behavior where the numerical damping is found to
play an important role.
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9.2 Flexibility-Based Frame Element Implementation
Numerical implementation of a flexibility-based beam-column finite element into a standard
direct stiffness-based finite element program is not straight forward. The main difficulty
arises in the element state determination phase. Spacone et al. (1996a) developed an iterative
scheme at the element level for the state determination of flexibility-based elements based on
the mixed finite element method. Their proposed element level iterative scheme is similar to
the Newton-Raphson method used for the solution of equilibrium equations at the structure
level (Spacone et al., 1996b). Briefly, their scheme is described as explained below. For
the ith Newton-Raphson iteration step at the structure level, the element forces are first
determined from the current element deformations using the element stiffness matrix at the
end of last iteration step (i−1). From the element forces, corresponding section forces are
determined using the force interpolation function that strictly satisfies equilibrium along the
element. Because these section forces cannot change during the section state determination
so as to maintain equilibrium along the element, the section force–deformation relation is
linearized about the current state which results in residual section forces and deformations.
The residual section deformations are then integrated along the element according to the
principle of virtual forces to obtain the residual element deformations. This completes the
first element level iteration j = 1. The presence of residual element deformations violates
compatibility at the element end nodes. In order to restore compatibility, corrective forces
based on the residual element deformations and the current element stiffness matrix are
applied to the element. This step constitutes the beginning of the next iteration j = 2. The
iterations continue until convergence is achieved based on a chosen convergence criteria,
which is elaborated later in this section. Upon convergence, the section force–deformation
relation and, consequently, the element force–deformation relation are satisfied within a
specified convergence tolerance, while the element equilibrium is strictly satisfied during
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each element iteration. Neuenhofer and Filippou (1997) presented an alternative numerical
implementation that bypasses the need for an iteration at the element level by accepting
both residual element deformation, which violates compatibility at the element ends, and
unbalanced section forces, which violates strict equilibrium along the element during each
iteration at the structure level (e.g., Newton-Raphson). Upon convergence at the structure
level, such violations are reduced to a specified numerical tolerance. For RTHS utilizing an
explicit direct integration algorithm, none of the aforesaid two implementation procedures
can be used because of the following reasons. The convergence at the element level for
the Spacone et al. (1996a) scheme cannot be guaranteed in real time for all flexibility-
based elements present in an analytical substructure within the computation time available
for each time step. On the other hand, the scheme of Neuenhofer and Filippou (1997),
which is non-iterative at the element level, requires iterations at the structure level using
a Newton-Raphson type algorithm which is not required in an explicit direct integration
algorithm. Therefore, based on the implementation procedures of Spacone et al. (1996a) and
Neuenhofer and Filippou (1997), a new implementation scheme is developed for the state
determination of flexibility-based elements for application to RTHS utilizing an explicit
direct integration algorithm as described below. In the proposed scheme, iterations are
performed at the element level similar to that in Spacone et al. (1996a), however, with
a predefined maximum number of iterations. If no convergence is achieved within the
maximum number of iterations, the unbalanced section forces are carried to the next time
step and corrected. Before, performing an RTHS, the maximum number of iterations for
each element that can performed during the RTHS within the computation time available
in real time is established through a pure numerical simulation of the associated analytical
substructure in a real-time computation environment.
For each time step (n+ 1), the element displacement increment vector (∆q)n+1 for
each flexibility-based element in the global coordinate system (X,Y) is extracted from
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Figure 9.1: Forces (s, D(x)) and deformations (v, d(x)) at the element and section level for
a two dimensional frame element in simply supported basic system.
the structure displacement increment vector ∆Xn+1 = Xn+1−Xn. Using the matrix avq,
which relates element global displacements (q) with element deformations (v) in the simply
supported basic system shown in Figure 9.1, the element deformation increments (∆v)n+1
are calculated and the element deformations (v)n+1 are updated as follows:
(∆v)n+1 = avq(∆q)n+1 (9.1a)
(v)n+1 = (v)n+(∆v)n+1 (9.1b)
In this study, a linear transformation matrix based on the undeformed configuration is used
as avq. The iterative state determination procedure for the current time step (n+ 1) now
begins with iteration index j = 1 to determine the element forces (s)n+1 for the element
deformation (v)n+1 (see Figure 9.1). The element force increment vector ∆s j is determined
using the element tangent stiffness matrix K j−1, and the element forces s j are updated as
follows:
∆s j = K j−1∆v j (9.2a)
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s j = s j−1+∆s j (9.2b)
For the first iteration step j = 1, K0 = (K)n, ∆v1 = (∆v)n+1 (see Equation (9.1a)), and
s0 = (s)n where n denotes the previous time step. For the subsequent iterations, that is
1 < j ≤ maxIter, ∆v j is the negative of the element residual deformation from the previous
iteration as presented later, where maxIter is the predefined maximum number of iterations
permitted. The section force increments ∆D j(x) (see Figure 9.1) are then determined using
the force interpolation function b(x) as follows:
∆D j(x) =
{
b(x)∆s j +(DU(x))n for j = 1 & CO = Yes
b(x)∆s j otherwise
(9.3)
where (DU(x))n is the vector of unbalanced section forces from the previous time step, the
calculation of which is discussed later. (DU(x))n is carried over to the current time step and
added as shown above for the first iteration step j = 1 if the carry over (CO) option is set to
‘Yes’. The CO option is implemented to study its influence on the accuracy of the solution
with the fixed number of iterations, as discussed later in Section 9.7. To satisfy equilibrium
strictly the section forces D j(x) are calculated from element forces s j as
D j(x) = b(x)s j (9.4)
The section deformation increments ∆d j(x) are determined by adding the residual section
deformations ∆d j−1r (x) from the previous iteration to the deformation increment caused by
∆D j(x), and the section deformations are updated as follows:
∆d j(x) = d j−1r (x)+ f
j−1(x)∆D j(x) (9.5a)
d j(x) = d j−1(x)+∆d j(x) (9.5b)
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where f j−1(x) is the section flexibility matrix from the previous iteration step ( j−1). For the
first iteration step j = 1, d0r (x) = 0, f0(x) = (f(x))n, and d
0(x) = (d(x))n, where n denotes
the previous time step. Using the section constitutive law, the section restoring forces
D jR(x) are determined corresponding to the section deformations d
j(x). The updated section
tangent stiffness matrix k j(x) for each section is obtained, which is then inverted to get
the updated section flexibility matrix f j(x). The unbalanced section forces D jU(x) are the
difference between the applied forces D j(x), which satisfy equilibrium, and the internal
forces D jR(x) that satisfy the section constitutive law:
D jU(x) = D
j(x)−D jR(x) (9.6)
Using the updated section flexibility matrix f j(x), the residual section deformations d jr(x)
are determined as follows:
d jr(x) = f
j(x)D jU(x) (9.7)
The section residual deformations are integrated according to the principle of virtual forces
to obtain the residual element deformations v jr as follows:
v jr =
∫ L
0
bT (x)d jr(x)dx (9.8)
The updated section flexibility matrices are integrated to yield the element current flexibility
matrix F j, which is inverted to get the element current stiffness matrix K j as follows:
F j =
∫ L
0
bT (x)f j(x)b(x)dx (9.9a)
K j =
(
F j
)−1
(9.9b)
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At this point the current iteration loop j is completed and the convergence of the element is
checked. The convergence criteria based on the energy increment at the current iteration j
compared with that at the first iteration j = 1 (Taucer et al., 1991) is used in this study and
the element iterations converge when
(NEI j)n+1 =
(
EI j
)
n+1
(EI j=1)n+1
≤ Etol for j > 1 (9.10)
where (
EI j
)
n+1 =
(
∆s j
)T (∆v j)= (∆v j−1r )T K j−1 (∆v j−1r ) (9.11)(
EI j=1
)
n+1 =
(
∆s j=1
)T (∆v j=1)= ((∆v)n+1)T (K)n (∆v)n+1 (9.12)
(EI j)n+1 and (NEI j)n+1 are the energy increment and normalized energy increment for the
jth iteration of the (n+1)th time step. Typically, Etol is assigned a default value of 10−16
(Taucer et al., 1991).
If j < maxIter and the element has not converged, then the next iteration begins by
applying corrective forces equal to −K jv jr at the element ends so as to restore compatibility.
In other words, by setting
∆v j+1 =−v jr (9.13)
the iteration index j is incremented to ( j+1) and Equation (9.2a) is used to continue with
the current iteration step by repeating the above procedure.
When convergence is not achieved according to Equation (9.10) and the maximum
number of iterations is reached, that is j = maxIter, the iteration loop ends for the current
time step (n+1). The current element stiffness and section flexibility matrices are stored
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for the next time step as follows:
(K)n+1 = K j (9.14)
(f(x))n+1 = f
j(x) (9.15)
If the carry over (CO) option is enabled (i.e., CO = Yes) the element forces are corrected
using the current element tangent stiffness matrix (K)n+1 so as to re-establish compatibility
as follows:
(s)n+1 = s j− (K)n+1v jr (9.16)
The corresponding section forces that satisfy equilibrium along the element are calculated
and consequently, the residual section forces are calculated as follows:
(D(x))n+1 = b(x)(s)n+1 (9.17)
(DU(x))n+1 = (D(x))n+1−D jR(x) (9.18)
On the other hand, if the carry over option is not enabled (i.e., CO = No), no corrections are
made to the element restoring forces. The element restoring forces, section forces, and the
unbalanced section forces are then simply stored for subsequent time steps as follows:
(s)n+1 = s j (9.19)
(D(x))n+1 = D
j(x) (9.20)
(DU(x))n+1 = D
j
U(x) (9.21)
Figure 9.2 summarizes the above state determination procedure for application to RTHS
using explicit direct integration algorithms. This state determination procedure is imple-
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Figure 9.2: Implementation of flexibility-based element state determination at time step
(n+1) for application to RTHS utilizing an explicit direct integration algorithm.
287
(a) Floor plan
North
Test frame
24' 24'
24'
(b) Elevation view
North
24'
12'
12'
Figure 9.3: Two-story reinforced concrete prototype building with nonlinear viscous
dampers.
mented in HybridFEM (Karavasilis et al., 2012) along with fiber section models for steel
and reinforced concrete member sections. The efficacy of the proposed implementation
procedure is assessed numerically in Section 9.7 using a prototype frame structure described
in the following sections.
9.3 Prototype Building
For numerical assessment of the proposed flexibility-based element implementation and
to conduct RTHS using these elements, a simple two story RC prototype building shown
in Figure 9.3 was considered. The building has two and three special moment resisting
frames (SMRFs) in the east-west and north-south directions, respectively. The building is
assumed to be a retail store located in the Los Angeles area on a stiff soil site. Thus, a design
spectrum (ASCE, 2010) with parameters SDS = 1.0, SD1 = 0.6, T0 = 0.12 s, and TS = 0.6 s
represents the design basis earthquake (DBE) that has a 10% probability of exceedance in
50 years. The RC SMRFs without the dampers were designed for strength requirements as
per ASCE 7 (ASCE, 2010). The approximate design period of the building was determined
to be Ta = 0.39 s (ASCE, 2010). Seismic loads on the prototype building were determined
using the equivalent lateral force procedure, where the seismic response coefficient was
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determined to be Cs = 0.125 (ASCE, 2010). For determining the member design forces the
appropriate load combinations according to ASCE 7 (ASCE, 2010) were considered . The
RC beam column members of the SMRFs were designed and detailed according to ACI 318
(ACI, 2011).
In order to perform an RTHS, nonlinear viscous dampers (discussed later in Section 9.4.2)
were added to the north-south SMRF located at the middle of the floor plan as shown in
Figure 9.3(b). Figure 9.4 shows the beam column section reinforcement details for the test
frame obtained using the design procedure outlined above. It should be mentioned that
the objective of this study is not to assess the seismic performance of RC SMRF buildings
with nonlinear viscous dampers, rather to advance analytical capabilities of RTHS using
the proposed flexibility-based element implementation scheme and to apply the MKR-α
method to RTHS. For conducting RTHS only one nonlinear viscous damper was available.
Preliminary numerical analysis of the prototype test frame indicated that the story drift under
the DBE and MCE level earthquakes are larger in the second story. Therefore, the nonlinear
viscous damper was added to the second story as shown in Figure 9.4(a). Hereafter, the
SMRF with the nonlinear viscous damper shown in Figure 9.4 will be referred to as the
prototype test frame. The braces of the prototype test frame were designed to remain elastic
for the maximum damper force capacity and be stiff enough to make the damper effective.
Lee et al. (2005) recommended that the ratio of the total brace to the story stiffness should
be in the range of 10–30. Based on these two criteria, the braces were designed and the
design section is shown in Figure 9.4(a). The square HSS section was selected to provide
the same strength about both axis of the section. For the designed brace section, the ratio of
total brace to story stiffness was determined to be 11.5 which lies within the aforesaid range
recommended by Lee et al. (2005). The following section describes the RTHS configuration
for the prototype test frame shown in Figure 9.4.
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* Column confining zones measure 22" from the face of the beams and 33" from the base of the column
Figure 9.4: Design section details for the prototype test frame with a nonlinear viscous
damper in the second story.
9.4 Real-Time Hybrid Simulation Configuration
For conducting RTHS, the RC SMRF, the braces, and the associated seismic masses were
modeled analytically and the nonlinear viscous damper was modeled physically in the
laboratory as indicated in Figure 9.5(a). The seismic tributary floor masses of the RC SMRF
were obtained by dividing the building seismic floor masses by a factor of 3 considering rigid
floor diaphragm action and the three SMRFs acting in parallel in the north-south direction
(Figure 9.3).
290
ݓଵ = ݈௣ூ ݓଶ = 3݈௣ூ ݓହ = 3݈௣௃ ݓ଺ = ݈௣௃ܮ
ߦଵ = 0 ߦଶ = 8݈௣ூ 3⁄ ߦହ = ܮ − 8݈௣௃ 3⁄ ߦ଺ = ܮ
ݓଷ ݓସ
ߦଷ ߦସ
Gauss-Radau Gauss-RadauGauss-Legendre
ߦଷ,ସ = ∓ ௔ଷ + ܾ ܮ; ݓଷ,ସ = ܽܮ; where ܽ = ଵଶ − ଶ௅ ݈௣ூ + ݈௣௃ ; and ܾ = ଵଶ + ଶ௅ ݈௣ூ − ݈௣௃
(b)
ܫ ܬ
ݕ
ݔ
ݖ
ݕ
ConfinedconcreteUnconfinedconcrete
Steelrebar
(c)
Experimentalsubstructure
(a)
ଶܲܯଶ
ଵܲܯଵ
Rigid diaphragm (typ.)
Stiff element(typ.) Force-based Element  (typ.)
Linear elasticelements
Moment-resisting frame Lean-on column
North
Plastic hinge region Plastic hinge region
Figure 9.5: Prototype test frame: (a) RTHS configuration showing FE model of analytical
substructure, (b) plastic hinge integration, and (c) fiber section discretization for flexibility-
based elements.
9.4.1 Analytical Substructure
The RC SMRF was modeled using the flexibility-based fiber elements as shown in Fig-
ure 9.5(a). Each story column was modeled using one flexibility-based element, while each
beam was modeled using two flexibility-based elements. Each beam was divided into two
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elements to collect the inertia forces at the middle of the beam using a rigid floor diaphragm
as shown in the figure. The floor masses were lumped on a lean-on column as shown in
the figure which accounts for the P-∆ effects. The beam-column joints were assumed to
be rigid and modeled using linear elastic elements with linear elastic material having high
modulus of elasticity. Each brace was modeled using a linear elastic beam-column element
with moment release at the ends of the element.
For strain-softening type section behavior commonly observed in RC members with
high axial loads, flexibility-based elements are known to have strain localization issues in
which the strains localize at one integration point (Coleman and Spacone, 2001; Calabrese
et al., 2010). This leads to loss of objectivity meaning that the element and section responses
are sensitive to the number of integration points (sections) considered along the element.
Numerous studies have been conducted to regularize the flexibility-based element response
with strain-softening section behavior (e.g., Coleman and Spacone, 2001; Addessi and
Ciampi, 2007; Scott and Hamutcuoglu, 2008; Almeida et al., 2012). In this study, the plastic
hinge integration method of Scott and Fenves (2006) was adopted for the flexibility-based
elements in order to obtain objective element and section responses. The key idea of this
element integration scheme is to assign physically meaningful weights based on the plastic
hinge length to the integration points where strains are localized. Comparison of element
and section response with experimental results presented in the study by Scott and Fenves
(2006) indicate that this element integration scheme is promising.
Figure 9.5(b) depicts the plastic hinge element integration scheme used in this study for
a flexibility-based element in the basic system. As shown in the figure, the element has two
Gauss-Radau integration points at each end and two Gauss-Legendre integration points in
the interior, resulting in a total of six integration points. At end I and J, the Gauss-Radau
integration scheme is applied over a length of 4lpI and 4lpJ , respectively, so that the weights
of the two end integration points become lpI and lpJ , respectively, where lpI and lpJ are the
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user defined plastic hinge lengths. The locations and weights of the six integration points
are summarized in Figure 9.5(b). It should be mentioned that Scott and Fenves (2006)
originally proposed two Gauss-Radau integration points at each element end and treated the
interior to be linear elastic. In this study, however, two Gauss-Legendre integration points
were used for the interior as noted earlier and shown in Figure 9.5(b) so that inelasticity
can spread into the interior of the beam beyond the four Gauss-Radau integration points.
This six-point plastic hinge integration scheme was adopted based on its implementation
availability in OpenSees (2016). This element integration scheme was implemented in
HybridFEM (Karavasilis et al., 2012) for conducting nonlinear time history analysis and
RTHS. Plastic hinge lengths for beams and column members of the prototype RC SMRF
were calculated using the following equation (Paulay and Priestley, 1992):
lp = 0.08l+0.022db fy (MPa) (9.22)
where lp, l, and db are the effective plastic hinge length, length of the member, and diameter
of the longitudinal reinforcement bars, respectively, in meters; and fy is the yield strength of
the longitudinal reinforcement bars in MPa. It should be mentioned that lp values calculated
using Equation (9.22) were assigned to both ends of the column elements, and to the one
end of each beam element that is connected to a column (see Figure 9.5(a)). For the other
end of each beam element that is at the middle of the bay lp = 0 was used considering no
plastic hinge developing at the middle of a beam and to avoid negative integration weights
because of L being greater than 4(lpI + lpJ) (see Figure 9.5(b)). Thus, each column and
beam element has six and four integration points, respectively.
The section constitutive law for each integration point was modeled using the fiber
section discretization as shown in Figure 9.5(c). Along the depth, the core and cover parts
of a RC member section were divided into 5 and 10 fibers which resulted in a total of 20
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concrete fibers at each section. The steel reinforcement bars were modeled separately using
steel fibers as indicated in Figure 9.5(c). The monotonic stress-strain ( fc-εc) envelope curve
of concrete was modeled using the modified Kent and Park model (Scott et al., 1982) as
follows:
fc =

Kc f ′c
[
2
(
εc
ε0
)
−
(
εc
ε0
)2]
for εc ≤ ε0
Kc f ′c [1−Z (εc− ε0)]≥ 0.2Kc f ′c for εc > ε0
(9.23)
where
ε0 = 0.002Kc (9.24)
Kc = 1+
ρs fyh
f ′c
(9.25)
Z =
0.5
3+0.29 f ′c
145 f ′c−1000
+
3
4
ρs
√
h′
sh
−0.002Kc
(9.26)
In the above, ε0 is the concrete strain at the maximum stress, Kc is a factor which accounts
for the strength increase due to confinement, Z is the strain softening slope, f ′c is the concrete
compressive cylinder strength (MPa), fyh is the yield strength of stirrups (MPa), ρs is the
ratio of the volume of hoop reinforcement to the volume of concrete core measured to
outside of stirrups, h′ is the width of concrete core measured to outside of stirrups, and sh is
the center to center spacing of stirrups or hoops. Figure 9.6 depicts the modified Kent and
Park model for the confined and unconfined concrete. Hysteretic behavior of the concrete
stress-strain relation was modeled as depicted in Figure 9.7 which is based on the following
rules (see Taucer et al., 1991):
1. Unloading from a point on the envelope curve with a strain of εr follows a straight
line connecting this point to a point εp on the strain axis. The straight line is defined
294
0 0.002 0.004 0.006 0.008 0.01 0.012
Concrete strain εc (in/in)
0
1
2
3
4
5
C
o
n
cr
et
e
st
re
ss
f c
(k
si
)
Confined
Unconfined
f ′c
ε0
Z2
1 1
Z1
Kcf
′
c
0.2Kcf
′
c0.2f ′c
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Figure 9.7: Hysteretic concrete stress-strain relation.
by the following formula (Karsan and Jirsa, 1969):
εp
ε0
=

0.145
(
εr
ε0
)2
+0.13
(
εr
ε0
)
for
εr
ε0
< 2
0.707
(
εr
ε0
−2
)
+0.834 for
εr
ε0
≥ 2
(9.27)
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2. In this model, tensile strength of the concrete is neglected. Therefore, concrete stress
is equal to zero for strains smaller than the strain at complete unloading (open crack,
fc = 0 for εc < εp).
3. On reloading in compression the stress is zero as long as the strain is smaller than εp
(crack remains open). When the strain becomes larger than εp (crack closes) reloading
occurs along the previous unloading path.
The concrete material model described above is referred to as the Concrete01 model in
OpenSees (2016). Steel reinforcement material was modeled using a modified Giuffre´-
Menegotto-Pinto model (Menegotto and Pinto, 1973; Filippou et al., 1983) which includes
the Bauschinger effect and isotropic strain hardening. A description of the model can be
found in Taucer et al. (1991). This model is referred to as the Steel02 model in OpenSees
(2016).
Recall that the KR-α and MKR-α methods require a nonsingular mass matrix (Equa-
tion (6.13)). For the RTHS study presented in Chapter 8, the mass matrix was modeled
using the floor lumped masses and a consistent element mass matrix formulation for the
elements in the analytical substructure based on the actual mass of the material. However,
in this study, the mass matrix of the complete hybrid system was modeled based on the
floor lumped masses and fictitious small masses lumped at each node along each DOF of
the FE model in Figure 9.5(a). A consistent mass matrix was not used to compare the nu-
merical simulation results of the RC SMRF performed using the proposed flexibility-based
element implementation and the direct integration algorithms with a reference solution
using OpenSees, where the latter does not allow to define a consistent mass matrix for
flexibility-based elements. These results are discussed later in Section 9.7. The periods of
the first two modes of vibration of the RC SMRF without the braces and the damper were
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Figure 9.8: Test setup for characterization tests and RTHS.
found to be T1 = 0.43 s ( f1 = 2.35 Hz) and T2 = 0.12 s ( f2 = 8.35 Hz), respectively.
9.4.2 Experimental Substructure
Figure 9.8 shows the test setup for the experimental substructure consisting of the nonlinear
viscous damper. The nonlinear damper was manufactured by Taylor Device Inc. and has
a nominal force capacity of 600 kN and a maximum stroke of ±125 mm. The theoretical
force-velocity ( fD–u˙D) relationship of the damper is given by
fD =CDsgn(u˙D)|u˙D|α (9.28)
where CD and α are the damper coefficient and velocity exponent, respectively; and sgn
is the signum function defined as sgn(u˙D) = 1, 0, and −1 for u˙D > 0, u˙D = 0, and u˙D < 0,
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respectively. The values of CD and α for the damper provided by the manufacturer are
773 kN-(s/m)α (40 kips-(s/in)α ), and α = 0.4, respectively.
As shown in Figure 9.8, one end of the damper was connected to a supporting foundation
beam using a clevis-pin connection. The clevis was directly welded to the foundation beam
which was bolted to the laboratory strong floor. At the other end, the damper end plate was
clamped to a load cell which in turn was clamped to a loading beam. The loading beam was
attached to a 1700 kN actuator clevis. The loading beam and actuator clevis were vertically
supported using rollers as shown in the figure. The actuator was reacted against a K-frame
which is not shown in the figure. The actuator was connected with 3 servo-valves which
enables a maximum velocity of 1140 mm/s be achieved when the actuator is free-standing
(zero force) (see Figure 7.3).
Damper force was measured using a load cell located between the damper end plate
and the loading beam. The damper deformation could be measured using the LVDTs
mounted between the damper end plate on one end and the damper piston at the other
end. Damper deformation measured in this way will exclude any elastic flexibility of the
test setup that arise from the elastic flexibility of the clevis, foundation beam, loading
beam, actuator reaction frame and various connections. For the sake of simplicity, the
connections between the braces and damper, and the damper and RC SMRF roof beam were
not modeled analytically. To account for these flexibilities it was decided to include some
flexibility of the test setup in measuring the damper deformation. Therefore, instead of using
the damper deformation from the mounted LVDTs, the actuator displacement measured
using the temposonic position sensor built into the actuator was considered as the damper
deformation.
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9.5 Modeling of Inherent Damping
In RTHS using an explicit direct integration algorithm, inherent damping in the analytical
substructure is generally modeled using Rayleigh proportional damping model based on
mass and initial stiffness matrix of the system as noted earlier in Chapter 8 (see Section 8.3).
This type of damping model can produce large damping forces and consequently lead to
inaccurate results when the structure undergoes significant inelastic deformation as shown
in Section 8.6. To avoid this problem a form of nonproportional damping was used for the
RTHS studies presented in Chapter 8 where the stiffness contributions of the displacement-
based elements undergoing significant inelastic deformation were excluded in forming the
initial stiffness matrix K∗I that was used to form the damping matrix (see Section 8.3).
This damping model was shown to be useful for displacement-based elements because
inelastic deformations localize within a few displacement-based elements present in the
structure (see Section 8.6). On the contrary, in flexibility-based elements, deformations
localize at some integration points rather than across an entire element. Therefore, a similar
nonproportional damping model is not appropriate for an analytical substructure modeled
using flexibility-based elements.
However, in a flexibility-based element, the element current tangent stiffness matrix
is used in the state determination procedure (see Equation (9.2a)). Therefore, the element
tangent stiffness matrix can be used to model tangent stiffness proportional damping forces
without any significant additional computation cost. Furthermore, for maximum computa-
tional efficiency, the tangent stiffness proportional damping forces for each element can be
directly calculated as a part of the state determination procedure without forming a global
tangent stiffness matrix for the entire structure as explained below. For the E-α method
which includes the KR-α and MKR-α methods, the weighted inherent damping forces
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FIDn+1−α f in Equation (7.17) (see Figure 7.8) can be written as follows:
FIDn+1−α f = CX˙n+1−α f = C
[
(1−α f )X˙n+1+α f X˙n
]
(7.17 revisted)
= (1−α f )FIDn+1+α f FIDn (9.29)
The inherent damping forces FIDn+1 = CX˙n+1 can be written as follows:
FIDn+1 = (aMM+aKKa∗I )︸ ︷︷ ︸
C1
X˙an+1+
n f be
∑
ele=1
aK
(
aTvqK
ele
T avq
)
︸ ︷︷ ︸
Cele2
X˙elen+1 (9.30)
= C1X˙an+1+
n f be
∑
ele=1
FeleID n+1 (9.31)
where aM and aK are the proportionality constants; and Ka∗I is the initial elastic stiffness
matrix of the analytical substructure excluding the flexibility-based elements; X˙an+1 is the
velocity vector corresponding to the analytical substructure DOFs; avq, KeleT , and X˙
ele
n+1 are
the displacement transformation matrix, tangent stiffness matrix, and associated velocity
vector, respectively, for flexibility-based element ele; and n f be is the number of flexibility-
based elements present in the model. As shown in Equation (9.30) the global inherent
damping matrix is divided into two parts C1 and ∑
n f be
ele=1 C
ele
2 , where C1 is formed at the
beginning of the simulation. At each time step, total damping forces FIDn+1 are determined
by appropriately adding C1X˙an+1 with the element tangent stiffness proportional damping
forces FeleID n+1 = C
ele
2 X˙
ele
n+1 which are calculated for each flexibility-based element inside
the element state determination procedure. Two options are implemented in HybridFEM to
determine FeleID n+1: (i) using the current tangent stiffness matrix, that is K
ele
T = (K
ele
T )n+1,
and (ii) using the committed tangent stiffness matrix, that is KeleT = (K
ele
T )n. The second
option was implemented to enable a comparison of numerical simulations obtained using
the proposed flexibility-based element implementation and the KR-α and MKR-α methods
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with a reference solution obtained using an implicit algorithm, where the latter often requires
to use the second option so as to avoid convergence problems within a time step. The
second option (committed stiffness) was used for the numerical assessment of the flexibility-
based element state determination scheme presented in Section 9.7, whereas the first option
(current stiffness) was used for RTHS the results of which are presented in Section 9.11.
Because the nonlinear viscous damper has no static stiffness, aM and aK were determined
using the mass and initial stiffness properties of the RC SMRF to assign 3% damping to the
first and second mode of vibration for both numerical and real-time hybrid simulations.
9.6 Ground Motion
For the purpose of the study presented in this chapter it is sufficient to consider only one
ground motion record. It was intended to select a record having a spectrum similar to the
design spectrum. To this end, the 22 pairs of ground motion records in the FEMAP695
far field ground motion data set were scaled to the design spectrum in the period range of
0.5T1–1.5T1 at an increment of 0.01 s, and the average scale factor was obtained for each
record. Using the respective average scale factors, all the ground motions were scaled and
the sum of the square errors (SSE) between the scaled record spectra and the design spectrum
were determined. Thus, a record with small SSE value indicates that the spectrum of that
record matches well with the design spectrum. Based on this, the TCU045-N component
of the 1999 Chi-Chi earthquake record was selected. The record was scaled by a factor of
1.21 and 1.82 to obtain the DBE (10% probability of exceedance in 50 years) and MCE
(2% probability of exceedance in 50 years) level motions, respectively. Note that the ground
motion record has a sampling period of 0.005 s and is linearly interpolated to obtain the
ground acceleration value at each integration time step for the dynamic analysis and the
RTHS presented subsequently.
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9.7 Assessment of Proposed Implementation Scheme for
Flexibility-Based Elements
In order to assess the efficacy of the proposed flexibility-based element implementation
procedure, numerical simulations are performed using the analytical substructure excluding
the braces, that is the RC SMRF alone (see Figure 9.5). To this end, the KR-α and MKR-α
methods are used with the MCE level ground motion described above to perform nonlinear
dynamic analysis of the RC SMRF using a time step ∆t = 31024 s. The reason for selecting
this time step size is discussed at the end of this section. The idea herein is to investigate the
influence of a fixed number of iterations on the section, element, and global responses for
the two cases: (i) unbalanced section forces from the current time step are carried over to
the next time step and corrected; and (ii) unbalanced section forces from the current time
step are neglected and no corrections are made. Hereafter, this two cases will be referred to
as the ‘CO = Yes’ and ‘CO = No’ (see Section 9.2 and Figure 9.2).
Before pursuing the above objectives it is worthwhile to study how the solution from
the KR-α and MKR-α methods compare with a reference solution when all the flexibility-
based elements in the model are allowed to converge with an Etol value of 10−16 (see
Equation (9.10)) which is typically used as noted earlier. To this end, the average acceleration
(AA) algorithm of the Newmark method (see Table 2.1) with the same time step size
(∆t = 31024 s) and Etol value (= 10
−16) is adopted to obtain the reference solution using
OpenSees (2016). Figure 9.9 presents a comparison of the floor displacement time histories
of the RC SMRF under the MCE level ground motion obtained using the KR-α and
MKR-α methods with ρ∗∞ = 1 with the reference solution. The figure indicates that the floor
displacement response from the proposed methods compare well with the reference solution.
The normalized energy error (NEE) and normalized root mean square error (NRMSE) (see
Equations (6.16) and (6.17)) values noted in the figure further demonstrate that the error in
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Figure 9.9: Comparison of floor displacement response from numerical simulations using the
MCE level ground motion where all flexibility-based elements converged with Etol = 10−16.
the response from the proposed methods are small and negligible. The story drifts values
from the proposed methods are also compared as presented in Table 9.1. In addition to the
story drifts for the MCE level ground motion, the DBE level story drifts are also presented
in the table. The table indicates that the story drifts from the proposed methods compare
well with the reference solution. The element and section level responses under the MCE
level ground motion obtained using the proposed KR-α and MKR-α methods with ρ∗∞ = 1
are also compared with the reference solution as shown in Figures 9.10 and 9.11. The two
figures indicate that the moment-rotation and moment-curvature hysteretic responses are
also well captured by the proposed methods. Based on these results it may be inferred that
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Figure 9.10: Comparison of moment-rotation response from numerical simulation using the
MCE level motion where all flexibility-based elements converged with Etol = 10−16: (a)
column base, south side; and (b) roof beam, south end.
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Figure 9.11: Comparison of moment-curvature response from numerical simulation using
the MCE level motion where all flexibility-based elements converged with Etol = 10−16:
(a) column base, south side; and (b) roof beam, south side.
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Table 9.1: Comparison of story drifts (%) from numerical simulations using the DBE
and MCE level ground motions where all flexibility-based elements converged with
Etol = 10−16.
Story DBE level MCE level
Reference KR-α MKR-α Reference KR-α MKR-α
1 1.708 1.703 1.705 2.566 2.554 2.547
2 2.198 2.197 2.197 2.925 2.920 2.906
ρ∗∞ = 1 for the KR-α and MKR-α methods.
7/ 6
8/ 7 8/ 7
7/ 7
8/ 7 7/ 7
7/ 8 7/ 7
Figure 9.12: Maximum number of element iterations required for the KR-α /MKR-α method
to satisfy Etol = 10−16 with ρ∗∞ = 1 for numerical simulation under the MCE level ground
motion.
the proposed KR-α and MKR-α methods are capable of producing an accurate solution for
global, element, and section level response when flexibility-based elements are used and
the element level iterations converge within a specified tolerance value. Note that the Etol
value used herein is typically used as the default value as indicated earlier in Section 9.2.
Figure 9.12 presents the maximum number of iterations required under the MCE level
ground motion for each flexibility-based element in the model for the KR-α and MKR-α
methods. It should be mentioned that these values cannot be compared with the number of
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Figure 9.13: Roof displacement response under the MCE level ground motion from numeri-
cal simulations using the KR-α method with a fixed number of element iterations.
iterations required for the reference algorithm (AA) because OpenSees does not provide
this output. Considering all the flexibility-based elements present in the model, the figure
shows that the maximum number of iterations required is 8 for both the KR-α and MKR-α
methods.
It is of interest now to study the efficacy of the proposed implementation scheme with
a fixed number of element iterations. Figures 9.13 and 9.14 present a comparison of the
roof displacement response under the MCE level ground motion for the proposed KR-α
and MKR-α methods, respectively, with the reference solution. For the proposed methods,
ρ∗∞ = 1, two different values of maximum number of iterations, maxIter = 1 and 2, and
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Figure 9.14: Roof displacement response under the MCE level ground motion from numeri-
cal simulations using the MKR-α method with a fixed number of element iterations.
with/without carrying over the unbalanced section forces (i.e., CO = Yes, and CO = No,
respectively) are considered. Note that maxIter = 1 means no iterations are performed (see
Figure 9.2). The NEE and NRMSE values are also noted in the figure. For maxIter = 1, the
two figures clearly demonstrate that when the unbalanced section forces from the current
time step are carried to the next time step and corrected (i.e., CO = Yes) as discussed earlier
in Section 9.2 (see Figure 9.2) the solution from the proposed method is comparable with
the reference solution. On the contrary, when the unbalanced section forces at each time
step are neglected (i.e., CO = No) a large error is observed in the solution for both of the
proposed methods. The two figures also indicate that when the value of maxIter is increased
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Table 9.2: NEE (%) in roof displacement response under the MCE level ground motion
from numerical simulations for a fixed number of element iterations.
maxIter KR-α method MKR-α method
CO = No CO = Yes CO = No CO = Yes
1 111.00 0.33 81.03 1.14
2 0.07 0.03 2.22 6.4×10−4
Note:
(i) ρ∗∞ = 1 for the KR-α and MKR-α methods.
(ii) Reference solution for each of the KR-α and MKR-α method is obtained using the same algorithm
and allowing all the elements to converge with Etol = 10−16.
from 1 to 2, the influence of CO becomes small. This indicates that the residual element
deformations (v jr) are small after two iterations, that is j = maxIter = 2 (see Figure 9.2).
One may also note that for maxIter = 2, the NEE value for the KR-α method slightly
increases when a CO is performed (i.e., CO = Yes; see Figure 9.13(b)), whereas for the
MKR-α both NEE and NRMSE values reduce when CO is performed (see Figure 9.14). The
increase in NEE value for the KR-α method although very small is counterintuitive because
CO = Yes should produce a more accurate solution compared with CO = No as expected
and already seen for maxIter = 1. To understand this it should be mentioned that the error
metrics (NEE and NRMSE) are calculated with respect to the reference solution obtained
using the AA scheme. Therefore, the values of these two error metrics include: (i) error due
to the explicit formulation of the proposed methods, and (ii) error due to a fixed number of
iterations. Thus, the small increase in the NEE value for the KR-α method with CO = Yes
is a combined effect of the two. To further demonstrate that CO = Yes always produces a
better solution compared with CO = No, the NEE and NRMSE values for the KR-α and
MKR-α methods with maxIter = 1 and 2 are calculated with respect to the solution obtained
using the same method while allowing the elements to converge with Etol = 10−16. These
results are presented in Tables 9.2 and 9.3. The NEE and NRMSE values calculated in
this way include only the influence of CO. The two tables clearly demonstrate that for
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Table 9.3: NRMSE (%) in roof displacement response under the MCE level ground motion
from numerical simulations for a fixed number of element iterations.
maxIter KR-α method MKR-α method
CO = No CO = Yes CO = No CO = Yes
1 7.04 0.03 6.46 0.15
2 0.005 0.002 0.17 7.2×10−5
Note:
(i) ρ∗∞ = 1 for the KR-α and MKR-α methods.
(ii) Reference solution for each of the KR-α and MKR-α method is obtained using the same algorithm
and allowing all the elements to converge with Etol = 10−16.
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Figure 9.15: Energy increment (EI) at the end of maximum number of iterations (maxIter)
reached for the first story column element on the south side from numerical simulations
using the KR-α method with ρ∗∞ = 1.
both maxIter = 1 and 2, and the KR-α and MKR-α methods, CO = Yes reduces the error
compared with CO = No, as expected. To further understand the influence of the CO, the
energy increment EI and normalized energy increment NEI at the end of maximum number
of iterations reached are presented in Figures 9.15–9.18 for one flexibility-based element.
It should be pointed out that the EI and NEI are calculated by setting j = maxIter+1 in
309
010
20
m
a
x
I
t
e
r
=
1
E
I
CO = No
0
2
4
×10−4 CO = Yes
0 10 20 30 40 50 60 70 80 90
Time (s)
0
2
4
6
m
a
x
I
t
e
r
=
2
E
I
×10−6
0 10 20 30 40 50 60 70 80 90
Time (s)
0
2
4
6
×10−6
Figure 9.16: Energy increment (EI) at the end of maximum number of iterations (maxIter)
reached for the first story column element on the south side from numerical simulations
using the MKR-α method with ρ∗∞ = 1.
Equations (9.10) and (9.11), respectively, where maxIter = 1 and 2. The EI in Figures 9.15
and 9.16 for the KR-α and MKR-α methods, respectively, indicate that for maxIter = 1,
EI reduces by 5 orders of magnitude when CO is enabled (see first rows of plots in these
figures). On the other hand, for maxIter = 2 the influence of CO is small because EI is small
(see second rows of plots) as pointed out earlier. Note that the comparison of EI between
the KR-α and MKR-α methods is of no importance because the order of magnitude of EI
is the same for both the methods when CO is enabled (CO = Yes). The NEI in Figures 9.17
and 9.18 for the KR-α and MKR-α methods, respectively, also show that for maxIter = 1,
the NEI reduces by several orders of magnitudes when CO is enabled. On the other hand, for
maxIter = 2, the NEI values for CO = Yes and CO = No have the same order of magnitude
and are smaller than those for maxIter = 1, as expected. These results clearly depict that
enabling CO is useful when the maximum number of iterations are set to a small value.
Although the influence of CO is small when maxIter = 2 for the problem at hand, it is
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Figure 9.17: Normalized energy increment (NEI) at the end of maximum number of
iterations (maxIter) reached for the first story column element on the south side from
numerical simulations using the KR-α method with ρ∗∞ = 1.
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Figure 9.18: Normalized energy increment (NEI) at the end of maximum number of
iterations (maxIter) reached for the first story column element on the south side from
numerical simulations using the MKR-α method with ρ∗∞ = 1.
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Figure 9.19: Moment-rotation response under the MCE level ground motion from numerical
simulation using maxIter = 2 and CO = Yes: (a) column base, south side; and (b) roof beam,
south side.
always useful to enable CO for a fixed number of iterations because it does not require
any significant additional computation (see Figure 9.2). As a final comparison, element
and section level responses from the proposed methods with ρ∗∞ = 1 and maxIter = 2 are
compared with the reference solution that is obtained using the AA algorithm noted earlier
as shown in Figures 9.19 and 9.20. The two figures indicate that the element and section
hysteretic behaviors of flexibility-based elements are also captured well with a fixed number
of iterations and the CO option being enabled (CO = Yes).
The results presented in this section clearly indicates that for RTHS maxIter = 1 or
maxIter = 2 can be used with the CO option being enabled (CO = Yes). Using the model
of the analytical substructure (RC SMRF and the braces) a timing check was performed
in an xPC real-time environment (see Figure 7.4) and it was found that ∆t = 31024 s is the
smallest time step that can be used to complete the computation for each time step in real
time within ∆t when maxIter = 1 or 2. It is because of this reason that all the results
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Figure 9.20: Moment-curvature response under the MCE level ground motion from numeri-
cal simulation using maxIter = 2 and CO = Yes: (a) column base, south side; and (b) roof
beam, south side.
presented in this section were obtained using ∆t = 31024 s. Recall from Section 7.4 that the
CalcCommand and CalcAccel blocks of the E-α method, which includes the KR-α and
MKR-α methods, (see Figure 7.9) need to be triggered at the beginning of the first and
last substeps, respectively, as also indicated in Figure 7.7. Therefore, for ∆t = 3δ t = 31024 s
the state determination for all the elements (NumElemCalc block) and the calculation of F̂n
and FIDn+1−α f (ForcesPrevStep) are essentially performed within the clock time slightly
greater than δ t and strictly less than 2δ t. This real time computation demand clearly depicts
the significance of using a fixed number of iterations in RTHS, while the numerical results
presented above demonstrate its accuracy. Thus, one may infer that the proposed iterative
implementation scheme for flexibility-based elements with carrying over the unbalanced
section forces is promising for application to RTHS.
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Figure 9.21: Input actuator displacement profile for characterization tests.
9.8 Characterization of Experimental Substructure
For conducting RTHS using the proposed KR-α and MKR-α methods, it is essential
to characterize the experimental substructure (nonlinear viscous damper) because of the
model-based nature of the integration parameters. The task is to determine the equivalent
damping and equivalent initial stiffness matrices of the experimental substructure, Ceeq and
Keeq, respectively (see Section 7.5). To this end, characterization tests of the experimen-
tal substructure described earlier in Section 9.4.2 were performed using the predefined
sinusoidal input displacement profile shown in Figure 9.21. As shown in the figure the
input displacement profile consists of 2 ramp up cycles at the beginning, 7 full cycles in
the middle, and 3 ramped down cycles at the end of the displacement profile. In order to
characterize the frequency and velocity dependent behavior of the experimental substructure
characterization tests were conducted using the displacement profile shown in Figure 9.21
with two different displacement amplitudes (25.4 and 76.2 mm) and various values of
frequencies (0.25–4.5 Hz) as presented in Table 9.4. As presented in the table, a wide range
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Table 9.4: Characterization test matrix showing the amplitude and frequency combinations
used and the maximum velocities noted inside the table cells in mm/s (in./s).
Amplitude Frequency (Hz)
mm (in.) 0.25 0.5 1.0 1.5 2.0 3.0 4.5
25.4 (1) –
79.8
(3.1)
159.6
(6.3)
– 319.2
(12.6)
478.8
(18.9)
718.2
(28.3)
76.2 (3)
119.7
(4.7)
239.4
(9.4)
478.8
(18.9)
718.2
(28.3)
– – –
A ‘–’ indicates that the test was not performed
𝑢𝐷, 𝑓𝐷
𝑢𝐶, 𝑓𝐶
𝐶𝐷, 𝛼𝐾𝐷
𝑢𝐾, 𝑓𝐾
𝑢𝐾
Figure 9.22: Nonlinear Maxwell model for the experimental substructure (nonlinear
damper).
of velocities, 79.8–718.2 mm/s and 119.7–718.2 mm/s for 25.4 and 76.2 mm amplitudes of
displacements, respectively, were considered.
Frequency dependent behavior of nonlinear viscous dampers is often modeled using a
nonlinear Maxwell model which consists of a linear spring and a nonlinear dashpot in series
as shown in Figure 9.22. From the figure, the total damper deformation uD and velocity u˙D
can be written as
uD = uK +uC (9.32)
u˙D = u˙K + u˙C (9.33)
where uK and uC are the deformations of the spring and dashpot, respectively; and u˙K and
u˙C are the associated velocities, respectively. Because the spring and dashpot are in series,
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the forces in the spring fK and dashpot fC are equal to the damper force fD and are given by
fD = fK = KDuK (9.34)
fD = fC =CDsgn(u˙C)|u˙C|α (9.35)
From the above equations, u˙K and u˙C can be expressed as follows:
u˙K =
f˙D
KD
(9.36)
u˙C =
∣∣∣∣ fDCD
∣∣∣∣
1
α
sgn( fD) (9.37)
Now substituting Equations (9.36) and (9.37) into Equation (9.33), the following is obtained:
f˙D+KD
∣∣∣∣ fDCD
∣∣∣∣
1
α
sgn( fD) = KDu˙D (9.38)
Equation (9.38) is a first order nonlinear ordinary differential equation (ODE) which relates
the damper force fD with velocity u˙D.
The nonlinear Maxwell damper model parameters KD, CD, and α in Equation (9.38)
need to be identified in a such manner that the error between the model prediction and
experimental data are minimized. To this end, the particle swarm optimization (PSO)
algorithm (Kennedy and Eberhart, 1995) was used to minimize the difference between the
model predicted (i.e., Equation (9.38)) and measured damper forces. The PSO algorithm was
successfully used by previous researchers for identifying Bouc-Wen model parameters (Ye
and Wang, 2007), Maxwell nonlinear slider magneto-rheological damper model parameters
(Chae, 2011), and nonlinear elastomeric damper model parameters (Mahvashmohammadi,
2015). In this study, the PSO algorithm was used with the following normalized root mean
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square error as the objective function that needs to be minimized:
Fob j(KD,CD,α) =
√√√√∑Nn=1 ( f eDn− f pDn)2
∑Nn=1
(
f eDn
)2 (9.39)
where f eD and f
p
D are the experimentally measured and model predicted damper forces,
respectively; and N is the total number of samples in each of f eD and f
p
D. Note that f
p
D is
obtained by solving Equation (9.38) for the measured damper velocity as explained later.
Considering the steady-state response of the damper is of interest, the damper response
corresponding to the middle four cycles of the displacement profile shown in Figure 9.21 was
selected from each test presented in Table 9.4. The selected data were grouped into two sets
corresponding to the two different displacement amplitudes considered (see Table 9.4). As
noted previously in Section 9.4.2 the actuator measured displacement was used as the damper
deformation. Therefore, the damper velocity for each test was obtained from the actuator
measured displacements using a finite difference formula. Thus, two characterization data
sets each containing damper deformation, velocity, and force were obtained. For each data
set, a set of KD, CD, and α values were determined as presented subsequently.
In order to predict the damper force corresponding to the measured damper velocity
(u˙D) in the aforesaid two data sets, the nonlinear ODE in Equation (9.38) needs to be
solved. Various numerical integration technique can be used to this purpose. In this study, a
Simulink model was developed to solve Equation (9.38) as shown in Figure 9.23. To solve
Equation (9.38) the initial value of fD is required for which the first value of the measured
damper force in each of the aforesaid data set was used. To begin the simulation in the
Simulink model, the initial value of fD is used to calculate u˙C based on Equation (9.37) which
is then subtracted from u˙D to get u˙K according to Equation (9.33). Then u˙K is multiplied
by KD based on Equation (9.36) to obtain f˙D which is then integrated to determine fD.
Once fD is determined, the aforesaid calculations repeat. The Simulink model response was
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Figure 9.23: Simulink model for the solution of the nonlinear ordinary differential Equa-
tion (9.38).
Table 9.5: Identified nonlinear Maxwell damper model parameters from characterization
tests.
Amplitude (mm) KD (kN/m) CD (kN-(s/m)α ) α
25.4 9.49×104 644.96 0.439
76.2 10.4×104 642.21 0.424
determined using the variable-step Dormand-Prince solver (ode45) which belongs to the 5th
order Runga-Kutta family.
Using the MATLAB function for the PSO algorithm developed by Chae (2011), the
aforesaid procedure for determination of the model predicted damper force, and the objective
function in Equation (9.39) the nonlinear Maxwell model parameters were identified for the
two data sets. These identified parameters are presented in Table 9.5 which shows that the
respective parameter values for the two sets of data are similar and comparable. Figures 9.24
and 9.25 compare the model prediction using the identified parameters in Table 9.5 with the
corresponding test results. The two figures indicate that the nonlinear Maxwell model with
the identified parameters compare well with the test data. In passing it should be emphasized
that the objective of developing the damper model is not to predict seismic response of
the prototype test frame rather to determine the model-based integration parameters for
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Figure 9.25: Comparison of characterization test data with model prediction for input
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conducting an RTHS. It should also be pointed out that for numerical prediction of transient
structural response under seismic excitation a more complex model of the damper may
be necessary because the model developed herein is based on only steady-state response.
Nevertheless, the model is accurate enough for performing RTHS as will be shown later in
Section 9.11.
9.9 Model-Based Integration Parameters
In the previous section the parameters of the nonlinear Maxwell model shown in Figure 9.22
have been identified for two sets of characterization data. Now the task is to determine
the equivalent spring and dashpot coefficients Keq and Ceq, respectively, for the nonlinear
Maxwell model. The procedure is not straight forward because of two reasons: (i) the
dashpot in the damper model is nonlinear; and, (ii) the spring and dashpot are in series and
not in parallel. Therefore, first step to determine Keq and Ceq is to linearize the nonlinear
dashpot of the damper model. As shown in Figure 9.26(a) the dashpot coefficient can be
linearized at a small threshold velocity u˙Cthr . Using Figure 9.26(b) the damper force at the
threshold velocity can be written as
fDthr =Clinu˙Cthr =CD
(
u˙Cthr
)α (9.40)
which leads to
Clin =CD
(
u˙Cthr
)α−1 (9.41)
In this study, u˙Cthr = 12.7 mm/s (= 0.5 in./s) was used which is smaller than the rate of
change of smallest measurable actuator displacement (resolution is equal to 0.0168 mm
determined as 1100 mm/216 bit) over a sampling period of δ t = 11024 s that is equal to
17.19 mm/s. It should be pointed out that as u˙Cthr → 0, Clin → ∞. Therefore, u˙Cthr was
chosen based on the actuator resolution as explained above. Now an equivalent Kelvin-Voigt
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Figure 9.26: Determination of equivalent damping (Ceq) and stiffness (Keq) coefficients
for the experimental substructure: (a) linearization of nonlinear dashpot force-velocity
relationship at a small threshold velocity (u˙Cthr), (b) linearized Maxwell model, and (c)
equivalent Kelvin-Voigt model.
model where a spring and a dashpot are in parallel needs to be developed for the linearized
Maxwell model. Figure 9.26(c) shows the equivalent Kelvin-Voigt model with the frequency
dependent equivalent stiffness and dashpot coefficients. These coefficients may be derived
as explained below. Using the procedure laid out earlier to derive Equation (9.38), the
following ODE for the linearized Maxwell model in Figure 9.26(b) can be developed:
f˙D+
KD
Clin
fD = KDu˙D (9.42)
Alternatively, Equation (9.42) can directly be obtained from Equation (9.38) by substituting
CD =Clin and α = 1. Equation (9.42) can be rewritten in the following form:
f˙D+
1
τ
fD =
Clin
τ
u˙D (9.43)
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where τ = ClinKD is called the relaxation time. Now applying the Laplace transform (L ) to
Equation (9.43) the continuous-time transfer function (Franklin et al., 2010) for the ODE
can be determined to be the following:
FD(s)
UD(s)
=
Clins
1+ τs
(9.44)
where s ∈ C, FD(s) =L { fD(t)} and UD(s) =L {uD(t)}. Considering the steady-state
response to a single harmonic uD(t) = eiω˜t is of interest, the complex frequency response
function also called the complex dynamic modulus of the Maxwell model can be determined
by substituting s = iω˜ into Equation (9.44) as follows, where i =
√−1:
K∗(iω˜) =
FD(iω˜)
UD(iω˜)
=
KD (τω˜)2
1+(τω˜)2︸ ︷︷ ︸
KS(ω˜)
+i
ω˜Clin
1+(τω˜)2︸ ︷︷ ︸
KL(ω˜)
(9.45)
= Keq(ω˜)+ iω˜Ceq(ω˜) (9.46)
where KS(ω˜) = Keq(ω˜) =
KD(τω˜)2
1+(τω˜)2
and KL(ω˜) = ω˜Ceq(ω˜) = ω˜Clin1+(τω˜)2 are termed as the
storage and loss modulus, respectively. From Equation (9.46) it is evident that the equivalent
stiffness and damping coefficients of the equivalent Kelvin-Voigt model (Figure 9.26(c))
are Keq(ω˜) and Ceq(ω˜), respectively. Observe that as ω˜ → ∞, Keq → KD, and Ceq → 0
which results in a purely elastic spring behavior as shown in Figure 9.27. On the other
hand, as ω˜ → 0, Keq→ 0 and Ceq→Clin which results in a purely viscous dashpot behavior
(Figure 9.27). Thus, KD and Clin of the linearized Maxwell model are equal to the storage
stiffness at high frequencies and damping coefficient at low frequencies, respectively. Now
for determining the model-based integration parameters Keq and Ceq are available but these
are dependent on the input excitation frequency. Therefore, assumptions need to be made to
determine the values of Keq and Ceq. Under seismic excitation, it may be assumed that the
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Figure 9.27: Variation of Keq(ω˜) and Ceq(ω˜) with harmonic excitation frequency ω˜ for
the equivalent Kelvin-Voigt model corresponding to the nonlinear Maxwell damper model
parameters in the first row of Table 9.5.
response of the prototype test frame is dominated by the fundamental mode of vibration.
Therefore, ω˜ = ω1 may be used, where ω1 is the frequency of the fundamental mode of the
prototype test frame. In principle, ω1 needs to be determined iteratively based on a linear
elastic model of the prototype test frame where the damper equivalent stiffness Keq(ω˜ = ω1)
is included in the model. However, this iterative procedure was omitted recognizing that
the accuracy of the RTHS results are not sensitive to the Keq and Ceq values as shown later
in Section 9.11. From the numerical investigation presented in Section 7.5 it was also
concluded that the accuracy of low-frequency mode response is not significantly affected
by the error in the determination of Keq and Ceq. However, it was shown in Section 7.5 that
the stability behavior of the proposed methods which is governed by the high-frequency
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modes is sensitive to the estimation error in Keq and Ceq. Using the RTHS results presented
in the following section it will be shown that indeed the stability characteristics of the
proposed methods are sensitive to the estimation error in Ceq and Keq. It will also be shown
that numerical energy dissipation plays an important role to this end. Once Ceq and Keq
values are determined, the equivalent damping and equivalent initial stiffness matrices of the
experimental substructure Ceeq and Keeq can be constructed. In HybridFEM this procedure
is performed using an experimental element that has only axial DOF in its basic system.
After determining Ceeq and Keeq, Equations (7.15) and (7.26) are used to determine the
model-based integration parameters. It should be pointed out that the mass of the damper
is small compared to the total seismic mass of the prototype test frame. Therefore, its
contribution to the integration parameter (Me in Equation (7.26a)) was neglected.
9.10 Initial Values of ATS Compensator Coefficients
Before performing an RTHS, it is essential to establish the initial values of the coefficients
(a0, a1, and a2) of the second order adaptive time series (ATS) compensator as discussed
earlier in Section 7.3.3.2. To identify these initial values the experimental substructure
(nonlinear viscous damper) was subjected to predefined band-limited Gaussian white noise
(BLWN) displacement having an amplitude of 5 mm and a cutoff frequency of 10 Hz for
a duration of 20 s. Note that no compensation was used during this test. Equation (7.5)
was solved for the coefficients using the measured actuator displacement xm, which was
considered to be the damper displacement as noted earlier, and the input target displacement
xt . Note that in Equation (7.5) xc was replaced by xt to identify the parameters. The
solution for the coefficients was determined using the Simulink implementation of the ATS
compensator by Chae et al. (2013) after modifying the Simulink model by replacing xc with
xt . Figure 9.28 shows the target BLWN signal xt and the measured displacement xm along
with the variations of the calculated ATS coefficients. The mean values of the coefficients
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Figure 9.28: Identification of initial values of ATS compensator coefficients from predefined
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are calculated as shown in the figure. These mean values will be used as the initial values of
the coefficients for the RTHS. Observe that during the first few seconds a0 = 1, a1 = 0, and
a2 = 0 because to start the compensator coefficient calculation the data over a window of
qδ t = 1 s is required as mentioned earlier in Section 7.3.3.2. Furthermore, the coefficient
calculation was not activated until the root-mean-square (RMS) value of xm over the previous
1 s window exceeded a threshold value of 1 mm as also noted earlier in Section 7.3.3.2.
It is worthwhile to study how the identified initial values of the ATS compensator work.
To this end, the same test described above was repeated using the ATS compensator and
the previously identified initial values. The lower and upper limit values of the coefficients
were set to those recommended by Chae et al. (2013) and these values are a0 ∈ [0.7,1.30],
a1 ∈ [0,0.004] and a2 ∈ [0,0.0008]. Figure 9.29 presents the target xt and measured xm
displacements along with the time history of the ATS compensator coefficients. The figure
shows that the compensator coefficients do not change significantly from their respective
initial values identified previously. This confirms that the identification of the initial values
of the ATS compensator coefficients is accurate. Figure 9.30 presents the synchronization
subspace plot for the target xt and measured xm displacements and also presents the nor-
malized energy error (NEE) and normalized root mean square error (NRMSE) calculated
using Equations (6.16) and (6.17), respectively. Note that the NEE and NRMSE values were
calculated for xm considering xt to be the reference. A 45◦ straight line in Figure 9.30 would
indicate ideal actuator control with no delay and no amplitude error. The figure indicates
that adequate actuator control was achieved under small displacement amplitude.
9.11 Real-Time Hybrid Simulation Results
In order to experimentally demonstrate the application of the MKR-α method and the
proposed flexibility-based element implementation scheme, RTHS of the prototype test
frame (see Sections 9.3 and 9.4) were performed using the MCE level ground motion
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Figure 9.30: Synchronization subspace plot for target (xt) and measured (xm) displacements
from predefined BLWN test.
described in Section 9.6. As noted earlier in Section 9.7, ∆t = 31024 s, and maxIter = 1
and 2 for all flexibility-based elements were used and the unbalanced section forces form
the current time step were carried to the next time step and corrected (CO = Yes) for each
flexibility-based element as discussed earlier (see Figure 9.2 and Section 9.7). For the
purpose of comparison both KR-α and MKR-α methods were used with various values of
ρ∗∞. The equivalent damping and initial stiffness matrices Ceeq and Keeq were determined as
discussed earlier in Section 9.9 and were based on the nonlinear Maxwell damper model
parameters identified from 25.4 mm amplitude tests (first row of Table 9.5). To this end,
various values of ω˜ were considered as discussed subsequently. In what follows, the efficacy
of the controllable numerical energy dissipation provided by the KR-α and MKR-α methods
and the proposed implementation scheme for the flexibility-based elements are assessed
based on the RTHS results.
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9.11.1 Actuator Control
As noted earlier in Chapter 7, actuator control plays an important role in obtaining accurate
RTHS data. Therefore, it is worthwhile to first study the adequacy of the actuator control
using the ATS compensator. In the previous section, the ATS compensator initial values were
identified and verified using a predefined low amplitude BLWN test. It is of further interest
to study how these identified initial values work in an RTHS. To this end, an RTHS was
performed using a BLWN ground excitation having a cutoff frequency of 10 Hz, an amplitude
of 0.25g and a duration of 30 s. Preliminary RTHS under this excitation performed using
the KR-α method along with maxIter = 1 for all flexibility-based elements, and ω˜ = ω1 for
Ceq(ω˜) and Keq(ω˜) (see Section 9.9) indicated that numerical energy dissipation is necessary
to perform a stable test. By conducting preliminary tests with reducing values of ρ∗∞ it was
found that for ρ∗∞ = 0.5 a stable test can be performed. A detailed investigation on the RTHS
stability, accuracy, and the efficacy of controllable numerical energy dissipation is presented
in the next section. Meanwhile, the aspect of actuator control is discussed herein. Figure 9.31
presents the comparison of target (xt) and measured (xm) actuator displacement along with
the time history of the ATS compensator coefficients (a0, a1, and a2). The figure indicates
that in general xm matches well with xt except at higher frequencies. Enlarged views of
the comparison between xt and xm indicates that high-frequency oscillations occurred at
few times during the test. For example, the enlarged view at around 14 s shown in the
figure indicates that the frequency of the oscillations is in the range of 30–40 Hz (188.5–
251.3 rad/s) which is around the bandwidth of the servo-hydraulic system. It should be
pointed out that the RC SMRF without the braces and the nonlinear viscous damper does
not have any contributing mode in that high-frequency range. Nevertheless, such high-
frequency oscillations, if occur, increase the equivalent stiffness of the nonlinear viscous
damper as shown in Figure 9.27 which in turn causes the prototype test frame to respond at
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from RTHS using BLWN, KR-α method with ρ∗∞= 0.5, and ω˜ =ω1 for Ceq(ω˜) and Keq(ω˜),
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higher frequencies. Consequently, an RTHS can become unstable. It should be mentioned
that this type of high-frequency oscillations are artifacts of the RTHS process and need to
be eliminated. In the next section remedies are discussed to eliminate this type of high-
frequency oscillations. The time history of the ATS compensator coefficients in Figure 9.31
shows that the coefficients do not change significantly from their initial values as expected
because of the small amplitude of the target displacement for which these initial values were
identified earlier. Figure 9.32 shows the synchronization subspace plot for the target (xt) and
measured xm actuator displacements along with the NEE and NRMSE values. The figure
indicates that the actuator control was adequate.
For each RTHS performed, the adequacy of actuator control was ensured by studying
the synchronization subspace plot. For example, Figure 9.33 presents the synchronization
subspace plots obtained from a typical MCE level RTHS using the KR-α and MKR-α
methods. The variation of xt–xm in this figure along with the NEE and NRMSE values noted
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from RTHS using the MCE level ground motion with ρ∗∞ = 0.25, ω˜ = ω1 for Ceq(ω˜), and
Keq(ω˜) and maxIter = 2 for all flexibility-based elements.
therein indicate that the actuator control was adequate. Comparing the NEE and NRMSE
values for the KR-α and MKR-α methods one may notice that for the same test that the
MKR-α method shows a slightly improved actuator control. However, the improvement is
not significant enough for further investigation.
9.11.2 Stability, Accuracy, and Numerical Energy Dissipation
As noted earlier, preliminary RTHS using BLWN ground excitation showed high-frequency
oscillations in the actuator target displacement. To understand the causes and remedies
consider Figure 9.34 which shows the damper target (xt) and measured (xm) displacements,
along with the compensated displacement (xc) from the ATS compensator that goes into the
servo-controller. The results in this figure were obtained from an RTHS using the MCE level
ground motion with ω˜ = ω1 for Ceq(ω˜) and Keq(ω˜), maxIter = 2 for all flexibility-based
elements, and ρ∗∞ = 0.5 for the KR-α and MKR-α methods. The figure indicates that for
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both the KR-α and MKR-α methods that the RTHS was stopped at about 46.85 s to avoid
an instability that can damage the equipment and experimental substructure. As noted earlier
in Chapter 7 a change in displacement amplitude of 1 mm in one sampling period of the
servo-controller (δ t = 11024 s) was generally considered to be an instability. Based on this
safety/instability check the aforesaid tests were stopped. Figure 9.34 clearly indicates that a
small amount of high-frequency oscillations in the target displacement (xt) gets amplified
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significantly by the ATS compensator as seen in the compensated displacement xc. This
in turn causes the measured displacement xm to have the same high frequency oscillations
with an amplitude smaller than xc but larger than xt as can be seen in the figure. There are
several factors that can excite and/or amplify high-frequency modes present in the system
which includes the analytical and experimental substructures and the servo-hydraulic system.
Some of these factors may be stated as the following:
1. Noise in the measured experimental restoring forces.
2. An undershooting error in actuator control (Shing et al., 1996).
3. Underestimation error in the experimental substructure equivalent damping and equiv-
alent initial stiffness coefficients, Ceq and Keq, respectively, for the KR-α and MKR-α
methods (see Section 7.5, and Figures 7.12 and 7.14).
4. High-frequency acceleration pulses that are generated as the state of the system
changes within the time step for the KR-α and MKR-α methods (see Chapter 8 where
KR-α method was used).
5. Amplification of higher frequencies by the ATS compensator (see Figure 7.2).
Irrespective of the causes, this type of high-frequency oscillations must be eliminated
or controlled because these are artifacts of the RTHS process and do not represent any
contributing modes of the prototype test frame, as noted earlier. To eliminate or control the
high-frequency oscillations the following may be adopted:
1. Set lower values for the upper limits of the ATS compensator coefficients so that
higher frequencies are not amplified significantly.
2. Increase the estimated values of Ceq and Keq.
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3. Improve the frequency response of the ATS compensator by including higher order
terms as noted earlier in Section 7.3.3.2.
4. Increase controllable numerical dissipation by reducing ρ∗∞.
The first option might enable a stable test. However, setting too tight limits for the coefficients
can introduce too much delay for the participating low-frequency modes which in turn
can cause negative damping and lead to an unstable test. Therefore, the first option is
not a desirable choice. In order to ensure good actuator control at low-frequencies the
following ranges were set for the ATS compensator coefficients for all the RTHS presented
subsequently: a0 ∈ [0.8,1.2], a1 ∈ [0,0.02], and a3 ∈ [0,0.0002]. It should be pointed out
that the aforesaid upper limits of the coefficients are slightly smaller than that recommended
by Chae et al. (2013). Nevertheless, for each test time histories of the coefficients were
studied and found not to hit any of the aforesaid limits. The second option is considered for
further investigation as discussed later. The third option seems to be a promising choice but
it is beyond the scope of this work. The fourth option seems to be the most promising within
the scope of this work because numerical dissipation when used in appropriate amount does
not influence the low-frequency mode response.
In order to study the influence of Ceq and Keq on the stability and accuracy of RTHS
results, recall that these are functions of the excitation frequency ω˜ . In the RTHS tests
discussed so far ω˜ = ω1 was used, where ω1 is the fundamental frequency of the system
as noted earlier. Furthermore, it should be emphasized that the Ceq and Keq values were
determined based on an equivalent Kelvin-Voigt model of the linearized Maxwell damper
model at a small threshold velocity of u˙Cthr = 12.7 mm/s (0.5 in./s), as noted earlier in
Section 9.9. The parameters of the nonlinear Maxwell model were identified from a
limited number of steady-state characterization tests as presented earlier. A comprehensive
characterization of the damper and development of a more accurate numerical model that is
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well suited for numerical response prediction may result in a better estimate of Ceq and Keq.
Such a study, however, was not conducted because it defeats the purpose of an RTHS, which
is to enable simulation of a system containing structural elements that are not well modeled
numerically. Therefore, the idea is to investigate the stability and accuracy of RTHS using
the linearized equivalent damper model developed earlier with respect to various choices
for ω˜ . To this end, it is worthwhile to revisit the integration parameters of the E-α method,
which includes the KR-α and MKR-α methods, for SDOF system as follows:
α1 =
1
1+2γξΩ+βΩ2
=
m
m+ γ∆tc+β∆t2k
α2 =
(
1
2
+ γ
)
α1
α3 =
αm+2α f γξΩ+α fβΩ2
1+2γξΩ+βΩ2
=
αmm+α f γ∆tc+α fβ∆t2k
m+ γ∆tc+β∆t2k
(3.25 revisited)
The denominator of the integration parameters in the above equations indicates that the
stability of RTHS does not depend independently on Ceq and Keq rather on the combined
term γ∆tCeq(ω˜)+β∆t2Keq(ω˜). The larger the magnitude of this term, the greater are the
chances of achieving a stable RTHS test. Figure 9.35 presents the variation of this term
with ω˜ corresponding to the variation of Keq(ω˜) and Ceq(ω˜) presented in Figure 9.27. The
contribution of the two terms β∆t2Keq(ω˜) and γ∆tCeq(ω˜) to the combined term are also
shown in the figure. The figure indicates that the contribution of Keq(ω˜) to the combined term
is negligible compared to that of Ceq(ω˜) because the former is multiplied by ∆t2 where the
latter is multiplied by ∆t. Note that the difference between the KR-α and MKR-α methods in
the context of this figure lies in the β value which is multiplied by ∆t2Keq(ω˜) and has a small
contribution to the combined term. Because of this reason, the variation of the combined
term
(
γ∆tCeq(ω˜)+β∆t2Keq(ω˜)
)
for the KR-α and MKR-α methods are practically the
same and not distinguishable in this figure. Figure 9.35 indicates that the magnitude of the
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Figure 9.35: Variation of β∆t2Keq(ω˜), γ∆tCeq(ω˜), and γ∆tCeq(ω˜)+β∆t2Keq(ω˜) with ω˜
corresponding to the variation of Keq(ω˜) and Ceq(ω˜) presented in Figure 9.27.
337
combined term reduces with increase in ω˜ and increases with numerical energy dissipation,
that is with reduction in ρ∗∞. The fundamental frequency (ω1) of the system is also identified
in the figure. Recall that ω1 was determined by considering the fact that the damper does not
provide any static stiffness even though in principle it should have been established iteratively
by including the Keq(ω1) in the linear elastic model of the prototype test frame as noted
earlier. Notice that had ω1 been determined iteratively considering Keq(ω1), its value would
have increased leading to a smaller value of the combined term in Figure 9.35. Therefore,
the assumption of not including Keq(ω1) to determine ω1 is conservative. Figure 9.35 clearly
indicates that the magnitude of the combined term can be increased by reducing the ω˜ value
or by increasing ρ∗∞. It should be pointed out that as nonlinear deformations occur in the
prototype test frame, the fundamental period of the system increases resulting in a reduction
in the fundamental frequency. Therefore, choosing a value of ω˜ < ω1 is reasonable for
determination of Keq and Ceq. However, it is not know how much the fundamental frequency
of the system reduces after nonlinear deformations occur. Therefore, in addition to ω˜ = ω1,
ω˜ = ω12 and ω˜ = 0 were considered as the two study cases. For each value of ω˜ various
values of ρ∗∞ were considered for the KR-α and MKR-α methods as presented in Table 9.6.
Note that for all the tests presented in this table maxIter = 2 was used for all flexibility-based
elements. As noted in the table, for ω˜ = ω1, ω12 and 0, ρ
∗
∞ = 0.25, 0.75, 1.0, respectively,
led to stable RTHS. The values of γ∆tCeq(ω˜)+β∆t2Keq(ω˜) noted inside the brackets in
Table 9.6 indicate that a value of this term greater than about 10.5 enables a stable test to be
achieved irrespective of whether this value is obtained by reducing ω˜ or reducing ρ∗∞ or a
combination of both. However, it should be pointed out that although ω˜ = 0 provides a stable
test without requiring to use any numerical dissipation (see the last two rows in Table 9.6),
some high-frequency oscillations were observed in the damper target, compensated, and
measured displacements. This is because when no numerical energy dissipation is used
(ρ∗∞ = 1), the equivalent damping ratio at the higher frequencies asymptotically reduces to
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Table 9.6: RTHS test matrix for investigation of stability and accuracy for the KR-α and
MKR-α methods. Values of γ∆tCeq(ω˜)+β∆t2Keq(ω˜) are noted in the brackets.
ω˜ Method
ρ∗∞
1.0 0.75 0.50 0.25
ω1
KR-α – – unstable (7.98) stable (10.56)
MKR-α – – unstable (8.08) stable (10.63)
ω1
2
KR-α unstable (8.24) stable (10.60) stable (13.73) –
MKR-α – stable (10.64) stable (13.78) –
0
KR-α stable** (10.94) stable (14.07) stable (18.24) –
MKR-α stable** (10.94) stable (14.07) stable (18.24) –
Note:
(i) A ‘–’ indicate that the test was not performed.
(ii) A ‘**’ indicate that the test showed some high-frequency oscillations in the damper target,
compensated, and measured displacements.
zero (see Figures 7.12 and 7.14). Therefore, it is always advantageous to use some amount
of numerical dissipation.
It is of interest now to investigate the accuracy of the RTHS results. Based on the studies
presented in previous chapters, it is known that too much numerical damping can adversely
affect the accuracy of the participating low-frequency modes. Therefore, for a chosen value
of ω˜ , a stable test without any high-frequency oscillations obtained using a higher value of
ρ∗∞ indicate a more accurate solution. Thus, using Table 9.6 the following three cases were
considered for further study: (i) ω˜ = ω1 and ρ∗∞ = 0.25; (ii) ω˜ = ω2 and ρ
∗
∞ = 0.75; and
(iii) ω˜ = 0 and ρ∗∞ = 0.75. Figure 9.36 compares the damper force-displacement hysteretic
behavior for the aforesaid three cases obtained using the KR-α and MKR-α methods. The
figure indicates that the response of the damper in these six tests (i.e., 3 cases for each
of KR-α and MKR-α method) are practically the same. Furthermore, the story drifts
339
-30 -20 -10 0 10 20 30
Damper displacement (mm)
-500
-400
-300
-200
-100
0
100
200
300
400
500
D
a
m
p
er
fo
rc
e
(k
N
)
ω˜ = ω1: KR-α: ρ
∗
∞
= 0.25
ω˜ = ω1
2
: KR-α: ρ∗
∞
= 0.75
ω˜ = 0: KR-α: ρ∗
∞
= 0.75
ω˜ = ω1: MKR-α: ρ
∗
∞
= 0.25
ω˜ = ω1
2
: MKR-α: ρ∗
∞
= 0.75
ω˜ = 0: MKR-α: ρ∗
∞
= 0.75
Figure 9.36: Damper force-displacement hysteresis from RTHS using various values of
ω˜ , and ρ∗∞ for the KR-α and MKR-α methods with maxIter = 2 for all flexibility-based
elements.
Table 9.7: Story drifts (%) from RTHS using the MCE level ground motion with maxIter = 2
for all flexibility-based elements.
ω˜ ρ∗∞
Story-1 Story-2
KR-α MKR-α KR-α MKR-α
ω1 0.25 3.371 3.372 1.007 1.004
ω1
2 0.75 3.389 3.372 1.000 0.988
0 0.75 3.406 3.391 1.007 1.005
from these six tests were also determined as presented in Table 9.7. To indicate the small
difference in the drift values presented in the table four significant digits are used. The story
drifts also indicate that all these six tests produce practically the same solution. Therefore,
it may be concluded that accuracy of the RTHS results are not sensitive to the variation in
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ω˜ , that is the variation in Ceq and Keq and numerical dissipation. This finding is consistent
with that from the numerical investigation of the influence of Ceq and Keq presented in
Section 7.5.
9.11.3 Assessment of Fixed Number of Element Iterations
In Section 9.7 the proposed implementation scheme for flexibility-based elements was
assessed based on numerical simulations of the RC SMRF. It was shown that carrying over
the unbalanced section forces from the current time step to the next time step and applying
the necessary corrections lead to an accurate response when a small number of element
iterations are performed. This finding is based on the comparisons of the response for
a fixed number of iterations with a reference solution that was obtained by allowing the
elements to converge with a small specified convergence tolerance. This type of comparison,
however, cannot be made for RTHS results because for the chosen time step size ∆t = 31024 s,
a maximum of only 2 iterations (maxIter = 2) can be performed within which the elements
do not converge with a typical Etol value of 10−16. Nevertheless, it is of interest to study
that the proposed flexibility-based element implementation scheme with fixed number of
iterations perform as expected. To this end, the normalized energy increment (NEI) (see
Equation (9.10)) at the end of maximum number of iterations reached were studied for
some flexibility-based elements. For example, Figure 9.37 presents the NEI time history
for the first story column element on the south side obtained from RTHS using maxIter = 1
and 2 for the KR-α and MKR-α methods. The order of magnitude of NEI in this figure
for maxIter = 1 and 2 are the same as that observed in numerical simulations presented in
Figures 9.17 and 9.18. Note that in the RTHS that the unbalanced section forces from the
current time step were always carried to the next time step and corrected (i.e., CO = Yes),
as noted earlier. Furthermore, using the measured damper force numerical simulation
of each RTHS was performed by allowing all the flexibility-based elements to converge,
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Figure 9.37: Normalized energy increment (NEI) at the end of maximum number of
iterations (maxIter) reached for the first story column element on the south side from RTHS
using ρ∗∞ = 0.75 and ω˜ = 0 for Ceq(ω˜) and Keq(ω˜).
hereafter referred to as the offline simulation. It was found that the difference in response
from an RTHS with its offline simulation is small. For example, Figure 9.38 presents a
comparison of roof displacement of the prototype test frame obtained from RTHS with
its offline simulation using the measured damper force and allowing the flexibility-based
elements to converge with Etol = 10−16. The NEE and NRMSE values were also calculated
considering the offline simulation where the flexibility-based elements converge as the
reference and noted in the figure. The comparison presented in this figure with the NEE
and NRMSE values indicate that the difference between an RTHS and its offline simulation
is small and negligible, especially for maxIter = 2. This results indicate that had all the
flexibility-based elements been allowed to converge in real time by some hypothetical means
(e.g., very high end computational capabilities) the RTHS results would been practically the
same as that obtained using maxIter = 2. Thus, the proposed fixed number of iterations is
shown to be efficient and accurate for application to RTHS.
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Figure 9.38: Comparison of roof displacement time history from RTHS using ρ∗∞ = 0.75
and ω˜ = 0 for Ceq(ω˜) and Keq(ω˜) with offline simulation using the measured damper force
and allowing flexibility-based elements to converge with Etol = 10−16.
9.12 Summary
An efficient implementation procedure for flexibility-based elements is presented for appli-
cation to real-time hybrid simulation (RTHS) utilizing an explicit integration algorithm. The
key idea of the proposed implementation scheme is to perform a limited number of element
level iterations and carry the unbalanced section forces to the next time step and apply the
necessary corrections. Based on numerical simulation results it is shown that this scheme can
produce a reasonably accurate solution even when no iteration is performed at the element
level. Increasing the number of iterations increases the accuracy of the solution due to obvi-
ous reasons. The proposed scheme is applied to RTHS of a two-story reinforced concrete
(RC) special moment resisting frame (SMRF) with a nonlinear viscous damper located in
the second story. The frame was designed for strength according to ASCE 7 (ASCE, 2010)
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and the RC beam column members were designed and detailed according to ACI 318 (ACI,
2011). For RTHS, the RC SMRF with seismic masses were modeled using finite elements
(analytical substructure) and the nonlinear viscous damper was modeled physically in the
laboratory (experimental substructure). Inherent damping of the analytical substructure
was modeled using mass and tangent stiffness proportional damping model. The proposed
KR-α and MKR-α methods were used for conducting RTHS. In order to determine the
model-based integration parameters of the KR-α and MKR-α methods characterization
tests were performed on the nonlinear viscous damper. A nonlinear Maxwell damper model
having a linear spring and a nonlinear dashpot in series was developed for the damper. The
parameters of the nonlinear Maxwell model were identified from the characterization tests
using predefined sinusoidal displacement input. The nonlinear Maxwell model was then
linearized at a small velocity. For the linearized Maxwell model, an equivalent Kelvin-Voigt
model having a linear spring and a linear dashpot in parallel was developed. The stiffness
and damping coefficients of the equivalent Kelvin-Voigt model, Keq(ω˜) and Ceq(ω˜), respec-
tively, are functions of steady-state harmonic excitation frequency ω˜ . Various values for
ω˜ including the fundamental frequency of the prototype test frame were considered for
performing the RTHS. It was found that stability of an RTHS strongly depends on a combi-
nation of the chosen value of ω˜ and ρ∗∞ which controls numerical dissipation in the KR-α
and MKR-α methods. Using the expression for the model-based integration parameters of
the E-α method, which includes the KR-α and MKR-α methods, the stability/instability of
RTHS was explained. The accuracy of RTHS results with respect to variation in ω˜ and ρ∗∞
was studied. It was found that the accuracy is not sensitive to ω˜ and ρ∗∞. Finally, the RTHS
results are assessed for a fixed number of element iterations. It was shown that the proposed
flexibility-based implementation scheme is efficient and accurate for application to RTHS.
The comparison of the KR-α and MKR-α methods based on numerical and RTHS results
indicate that both methods produce practically the same solution.
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Chapter 10
Summary, Conclusions, and Recommendations for Future
Research
10.1 Overview
The overarching goal of this research was to develop and apply computationally efficient
robust direct integration algorithms to solve the second order semi-discrete equations of
motion for inertial problems in computational and experimental structural dynamic applica-
tions. To accomplish this goal investigations were conducted involving three majors tasks:
(i) development and analysis of unconditionally stable explicit parametrically dissipative
direct integration algorithms; (ii) application of the algorithms to numerical simulation of
inertial problems; and, (iii) application of the algorithms to real-time hybrid simulation
(RTHS) of civil structures under seismic excitations. This chapter summarizes the research
tasks and the key findings, presents the conclusions of this research, and sketches an outline
for recommended future work.
10.2 Summary
Direct integration algorithm are used to solve temporally discretized equations of motion
in structural dynamics. Several direct integration algorithms have been developed in the
past. In Chapter 2, a review of some of these algorithms that are often used to solve
inertial problems, where the response is generally dominated by a small number of low-
frequency modes, was presented. These algorithms are generally classified as either explicit
or implicit. An algorithm is said to be explicit if the solution at the current time step can
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be determined based on that at the previous time step(s), otherwise it is implicit. Relative
advantages and disadvantages of explicit and implicit algorithms were discussed. Briefly,
explicit algorithms are generally only conditionally stable, whereas implicit algorithms
can provide unconditional stability. The former does not require an iterative solution
procedure, whereas it is required for the latter. It was noted that second-order accurate
unconditionally stable algorithms with some form of numerical dissipation are preferred for
inertial problems. The implicit generalized-α (G-α) method, which was developed based
on the concept of weighted equations of motion, is a family of such algorithms. The method
possesses an optimal combination of high-frequency and low-frequency dissipation; and its
dispersion characteristic (i.e., relative period error) is also superior compared with many
other dissipative methods.
A review of some of the direct integration algorithms applied to hybrid simulation (HS)
and real-time hybrid simulation (RTHS) in earthquake engineering was also presented. For
such applications, explicit algorithms are preferred because these algorithms do not require
any iteration. However, explicit algorithms are generally only conditionally stable, as noted
earlier, and were also reported to have poor performance with regards to high-frequency
modes. Recently unconditionally stable explicit model-based algorithms were developed
and also used in HS and RTHS. The model-based algorithms available in the literature
were classified into two classes, namely, explicit (E) and semi-explicit (SE), where the
former uses explicit formulations for displacement and velocity, and the latter uses an
explicit formulation for displacement only. A review of some of the model-based algorithms
available in the literature were presented. The model-based algorithms were found to be
promising for application to inertial problems in numerical simulation, HS, and RTHS
because these algorithms can achieve unconditional stability within the framework of an
explicit formulation through the use of model-based integration parameters.
However, limited studies were carried out to investigate the characteristics of these algo-
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rithms under nonlinear structural behavior. Furthermore, the number of studies conducted
to include numerical dissipation in the model-based algorithms were found to be limited.
Investigation on the efficacy of numerical dissipation in reducing spurious participation of
high-frequency modes in HS and RTHS were also found to be limited. In order to address
these knowledge gaps, the current research was conducted which involved three major tasks
mentioned above. In what follows, a summary and key findings of these research tasks are
presented.
10.2.1 Development and Analysis of Algorithms
In Chapter 3, the implicit G-α method was analyzed using discrete control theory and
the relation between numerical dissipation and shape of the root-loci of the characteristic
equation was examined. Based on this analysis, and the concept of weighted equations of
motion and model-based integration parameters, two new families of dissipative model-
based algorithms, namely, the semi-explicit-α (SE-α) and explicit-α (E-α) methods, which
belong to the SE and E class of algorithms, respectively, were developed for single-degree-
of-freedom (SDOF) systems. Each of the two proposed methods has three model-based
parameters (α1, α2, and α3) and four model independent free parameters (α f , αm, γ , and
β ). The model-based parameters were expressed in terms of the SDOF model properties,
time step size, and the aforesaid four parameters so that the proposed methods inherit the
poles of the transfer function (same as eigenvalues of the amplification matrix) of the G-α
method described by the same four parameters. The formulation was then extended to linear
multi-degree-of-freedom (MODF) systems for which the expressions of the model-based
integration parameter matrices α 1, α 2, and α 3 were derived in terms of the MDOF system
mass M, damping C, and stiffness K matrices.
Using the amplification matrix approach, the proposed SE-α and E-α methods were
analyzed in Chapter 4 for free vibration response governed by the uncoupled homogeneous
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equation of motion (SDOF problem). Based on this analysis, the four parameters (α f , αm,
γ , and β ) of the SE-α and E-α methods were related to a single-parameter (ρ∞) in order to
achieve unconditional stability, second-order accuracy, and controllable numerical dissipa-
tion with a special attention to high-frequency overshoot characteristics and stability behavior
for nonlinear systems. The parameter ρ∞ denotes the spectral radius of the amplification
matrix in the high-frequency limit Ω= ω∆t→ ∞ and varies in the range ρ∞ ∈ [1,0], where
ω and ∆t are the undamped natural frequency of the SDOF system and integration time
step size, respectively. Thus, four single-parameter (ρ∞) subfamilies of algorithms, namely,
the single-parameter semi-explicit-α-1 (SSE-α-1) and single-parameter semi-explicit-α-2
(SSE-α-2) methods from the SE-α method, and the Kolay-Ricles-α (KR-α) and modified
Kolay-Ricles-α (MKR-α) methods from the E-α method were developed. It was shown
that several other single-parameter subfamilies of algorithms with unconditional stability,
second-order accuracy, and controllable numerical dissipation can also be developed from
the E-α and SE-α methods. Nevertheless, the aforesaid four subfamilies of algorithms
were considered for further studies because all of them possess an optimal combination
of high-frequency and low-frequency numerical dissipation. In particular, the numerical
dissipation and dispersion characteristics of the KR-α and SSE-α-1 methods are identical
to that of the implicit G-α method. These characteristics of the MKR-α and SSE-α-2
methods are identical, where the former was designed to improve the overshoot tendency
and nonlinear stability behavior of the KR-α method, and the latter was to improve the
nonlinear stability behavior of the SSE-α-1 method.
Numerical characteristics of the four single-parameter subfamilies of algorithms were
investigated for undamped free and damped force vibrations of SDOF systems. The parame-
ter ρ∞ was related to a new parameter ρ∗∞ in order to enable comparisons of results from the
proposed and the G-α methods on the basis of the same high-frequency dissipation in the
limit Ω=ω∆t→∞. Consequently, the two parameters were shown to be related as ρ∞ = ρ∗∞
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for the SSE-α-1, KR-α , and G-α methods; and ρ∞ =
√
ρ∗∞ for the SSE-α-2 and MKR-α
methods, where ρ∗∞ ∈ [1,0]. For a given value of ρ∗∞ ∈ [1,0], the SSE-α-2 and MKR-α
methods were found to be slightly more dissipative and dispersive (increased period error) in
the low-frequency regime (i.e., small values of Ω) compared with the SSE-α-1, KR-α , and
G-α methods. Neverthless, it was found that the important low-frequency mode response is
negligibly influenced by the numerical dissipation provided by the four single-parameter sub-
families of algorithms. Similar to the G-α method, the proposed SSE-α-1, SSE-α-2, KR-α ,
and MKR-α methods become nondissipative and asymptotically annihilating for ρ∗∞ = 1
and 0, respectively. For ρ∗∞ = 1, numerical dispersion characteristic of the proposed methods
and the G-α method all become identical to that of the average acceleration (AA) scheme of
the Newmark method. For ρ∗∞ = 0, the SSE-α-1 and SSE-α-2 methods become identical,
and similarly the KR-α and MKR-α methods also become the same. It was shown that the
numerical free vibration response is not only governed by the dispersion and dissipation
characteristics of an algorithm but also by the discrete solution coefficients and the spurious
root, if any, which are closely related with the form of the algorithmic difference equations.
A numerical study of these coefficients revealed that in the low-frequency regime the KR-α
and MKR-α methods have an undesired variation of numerical phase error with Ω for a
nonzero initial displacement. The SSE-α-1 and SSE-α-2 methods, however, do not have any
undesired variation in the numerical phase error. In fact when no numerical dissipation is
used, the numerical phase and amplitude of free vibration of the SSE-α-1 and G-α methods
were found to be nearly the same as their exact values. The influence of the spurious root
(real valued eigenvalue) of the proposed method were found to be small and negligible.
Analytical and numerical studies of the overshooting tendency of the proposed methods for
high-frequency modes (large values of Ω) revealed that the KR-α method has an unusual
tendency to overshoot when no numerical dissipation is used which is, however, reduced
significantly with numerical dissipation. The MKR-α method which was specially designed
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to address this issue, as noted earlier, was shown to improve the overshoot characteristics
of the KR-α method. On the other hand, the overshoot characteristics of the SSE-α-1
and SSE-α-2 methods were found to be similar to the implicit G-α method, although
the SSE-α-2 shows an increased tendency to overshoot. For steady-state forced vibration
response, the variation of the numerical dynamic magnification factor and phase with fre-
quency ratio ω˜ω were studied numerically, where ω˜ is the harmonic excitation frequency and
ω is the undamped system frequency as noted earlier. It was found that for low-frequency
modes (small values of Ω), the variation of the numerical dynamic magnification factor and
phase match well with the exact solution. However, for high-frequency modes (large Ω
values) all the model-based algorithms were found to develop an overshoot in the numerical
dynamic magnification factor when no numerical dissipation is used. This is due to the fact
that the magnitude of the numerical dynamic magnification factor is not only influenced by
the poles of the numerical transfer function, which are the eigenvalues of the amplification
matrix, but also by the zeros of the transfer function. An explicit algorithm can inherit the
poles from an implicit algorithm, as done in this study to develop the proposed method,
but cannot inherit the zeros. Therefore, high-frequency overshoot in numerical dynamic
magnification factors seems to be unavoidable in explicit and semi-explicit model-based
algorithms. Nevertheless, numerical dissipation was found to be able to reduce the overshoot
in the numerical dynamic magnification factor, which emphasizes the need for numerical
dissipation in the model-based explicit and semi-explicit algorithms.
The stability characteristics of the proposed SSE-α-1, SSE-α-2, KR-α , and MKR-α
methods applied to nonlinear systems were investigated in Chapter 5 based on the concept
of linearized stability, which provides necessary conditions for stability that may not be
sufficient. Nonlinear SDOF systems were linearized at a given time step and the discrete
root-locus analysis technique was employed. Closed-form expressions for linearized stability
conditions were derived. It was found that stiffness softening type response is a necessary
350
condition for unconditional stability of the four subfamilies of algorithms applied to nonlin-
ear SDOF systems. The SSE-α-2 method compared with the SSE-α-1, and MKR-α method
compared with the KR-α were shown to possess enhanced stability characteristics and may
be used for nonlinear stiffening type systems. Furthermore, numerical damping was found
to enhance the stability characteristics of these methods, except for the MKR-α method.
The energy method was employed for investigation of the linearized stability characteristics
of these methods applied to nonlinear MDOF systems. The analysis was restricted to the
special nondissipative (ρ∗∞ = 1) algorithms of the four methods for which the equations
of motion reduce to the conventional unweighted one. An identity involving energy-like
norms at the bounds (beginning and end) of a time step was derived for these nondissipative
algorithms. Using this identity, necessary conditions for uniform boundedness of small
variations in displacement, velocity, and acceleration were derived for the SSE-α-1 and
SSE-α-2 methods. It was found again that stiffness softening-type response is a necessary
condition for stability. For the nondissipative (ρ∗∞ = 1) algorithms of the KR-α and MKR-α
method similar identity involving energy-like norms at the bounds of a time step was also
derived. However, uniform boundedness of the small variations in displacement, velocity,
and acceleration could not be proven due to the presence of some energy-like norms that
can together be either positive or negative. This is related to the fact that these two methods
show energy growth and decay for high-frequency modes. In the presence of numerical
dissipation, stability in energy could not be proved because all the methods show some
energy growth and decay.
10.2.2 Application to Numerical Simulation of Inertial Problems
Efficient implementation procedures for the proposed SE-α and E-α methods with an
emphasis on the four subfamilies of algorithms (i.e., SSE-α-1, SSE-α-2, KR-α and MKR-α
methods) were presented in Chapter 6 for linear and nonlinear dynamic analysis of MDOF
351
systems. For dynamic analysis using the proposed methods, ρ∗∞ needs to be selected and
the integration parameter matrices α 1, α 2, and α 3 need to be calculated only once at
the beginning of the simulation using the system mass M, initial damping C, and initial
stiffness K matrices. A procedure for selection of ρ∗∞ was presented so as to ensure that
only the required amount of numerical dissipation is provided because too much numerical
dissipation can be detrimental for the important low-frequency modes. Two approaches,
namely, the generalized trapezoidal rule (TR) and the generalized mid-point rule (MR)
were discussed for the calculation of the weighted nonlinear restoring forces and weighted
excitation forces that appear in the weighted equations of motion. The difference, and
relative advantages and disadvantages of the two approaches were also discussed. When no
numerical dissipation is used the TR approach reduces the weighted equations of motion
to the conventional unweighted one. All of the proposed methods were implemented in
HybridFEM (Karavasilis et al., 2012) using the TR approach, and the KR-α and MKR-α
methods were also implemented in OpenSees (2016) using both the TR and MR approaches.
Because of the explicit (i.e., explicit displacement and velocity) and semi-explicit (explicit
displacement and implicit velocity) formulations of the E-α and SE-α methods, respectively,
the former was found to have the following advantages over the latter:
• The E-α method is computationally more efficient than the SE-α method.
• The SE-α method requires a matrix factorization once at the beginning of the simula-
tion only if the damping matrix is constant during the simulation, otherwise each time
step requires a factorization. On the other hand, the E-α method requires a matrix
factorization only once at the beginning of the simulation irrespective of the time
variation of the damping matrix.
• In the presence of nonlinear velocity dependent restoring forces, the SE-α method
becomes implicit and requires an iterative procedure, whereas the E-α method always
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remains explicit and does not require any iteration.
Selected numerical examples of SDOF and MDOF systems were presented to com-
plement the analytical findings on the numerical characteristics of the proposed methods
summarized above. Application of the KR-α method for dynamic collapse simulation of
reinforced-concrete (RC) frame structures under column removal and seismic excitation was
briefly discussed. It was found that the implicit AA scheme often encounters convergence
problem during the iteration within a time step for such highly nonlinear problems. The
KR-α method was found to produce an accurate solution for this type of problem. It was
also found that the computation time required for the KR-α method for dynamic collapse
simulation is significantly smaller than that required by the conditionally stable explicit
central difference scheme. Despite all the favorable characteristics of the SSE-α-1 method
summarized earlier, it was found that the method fails to produce an accurate solution for
inelastic seismic response analysis of frame structures with a mass and initial stiffness
proportional inherent damping model. The reason behind this was investigated and found
to be associated with the semi-explicit (i.e., explicit displacement and implicit velocity)
formulation of the method which results in large spurious damping forces. This in turn
causes an inaccurate structural response. On the contrary, the semi-explicit formulation of
the SSE-α-1 method makes it a superior method compared with the KR-α method for linear
systems as summarized above. Furthermore, when nonproportional damping model is used,
the SSE-α-1 method was found to require too much numerical dissipation to produce an
accurate solution. On the other hand, the KR-α method was found to produce an accurate
solution for this type of problem.
10.2.3 Application to Seismic Real-Time Hybrid Simulation
In Chapter 7, efficient implementation procedures for RTHS using the proposed methods
were presented with a background on HS and RTHS. Determination of the model-based inte-
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gration parameters based on the properties of the complete hybrid system, which includes the
experimental substructure, was discussed. Using a linear SDOF system, the influence of the
estimation errors in the stiffness and damping coefficients of the experimental substructure,
which are required to determine the model-based integration parameters, on the accuracy and
stability of an RTHS was numerically investigated. The results showed that the accuracy of
low-frequency modes is not significantly influenced by the estimation errors in the stiffness
and damping coefficients of the experimental substructure. However, stability was found to
be influenced by these estimation errors. The results further showed that an underestimation
error in the damping coefficient for the SSE-α-1 and SSE-α-2 methods, and an overestima-
tion error for the KR-α method results in a stable response when no numerical dissipation is
used. On the other hand, it was found that an overestimation error in the damping coefficient
for the SSE-α-1 and SSE-α-2 methods, and an underestimation error for the KR-α method
can cause instability, where numerical dissipation was found to be useful to regain stability.
The MKR-α method was found to remain stable for the extent of estimation error in the
damping coefficient considered. For the stiffness coefficient, the results showed that an
overestimation error leads to a stable response, whereas an underestimation error can lead to
unstable results. Furthermore, the SSE-α-2 method compared with the SSE-α-1 method,
and MKR-α method compared with the KR-α method were found to perform better when
an estimation error occur in the damping and stiffness coefficients.
RTHS studies of a three-story 0.6-scale steel frame building with nonlinear elastomeric
dampers performed using the KR-α method were presented in Chapter 8. The RTHS setup
consisted of moment resisting frame (MRF), gravity load resisting system and the tributary
seismic floor masses as the analytical substructure, and a damped braced frame (DBF) with
nonlinear elastomeric dampers in each story as the experimental substructure. The analytical
substructure was modeled using displacement-based nonlinear fiber elements, linear elastic
beam-column elements, and nonlinear panel-zone elements, and included second order
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P-∆ effects. Recognizing the unintended consequences of modeling inherent damping
using mass and initial stiffness proportional damping under nonlinear inelastic structural
behavior, an alternative form of a nonproportional damping model was investigated for the
analytical substructure. Using the implicit AA scheme, it was found that an appropriately
defined nonproportional damping model can produce an accurate solution that is comparable
with that obtained using mass and tangent stiffness proportional damping. However, an
explicit algorithm, such as the CR algorithm (i.e., the KR-α with ρ∞ = 1), was found to
produce an inaccurate result for time history analysis of the analytical substructure involving
nonproportional damping model when a realistic time step size (e.g., ∆t = 41024 s) was used.
Especially, the member forces for elements undergoing nonlinear inelastic deformations
were found to be contaminated with spurious high-frequency oscillations. It was found that
this problem can be circumvented by reducing the time step size or by introducing numerical
energy dissipation. The former option was not a viable choice for RTHS of the structural
system considered because a minimum time step size of ∆t = 41024 s was required due to the
real time nature of the numerical computations involved. Therefore, controllable numerical
energy dissipation was used and its amount (measured by ρ∞) was determined based on a
convergence study of the analytical substructure. Comparison of the numerical simulation
results with a reference solution obtained using the implicit AA scheme indicated that an
accurate solution was obtained.
Finally, RTHS were conducted using the previously determined ρ∞ as well as ρ∞ = 1.0
and the results were compared. The comparison showed that the controllable numerical
energy dissipation provided by the KR-α method was able to eliminate spurious participation
of higher modes in an RTHS and produce exceptional results. It was also found that the noise
in the measured restoring forces increase the participation of high frequency oscillations
in some of the member force response. Nevertheless, numerical damping was found to be
efficient in eliminating such spurious response.
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In Chapter 9, an efficient implementation procedure for flexibility-based elements was
presented for application to RTHS utilizing an explicit integration algorithm. The key idea of
this implementation scheme was to perform a limited number of element level iterations and
carry the unbalanced section forces to the next time step and apply the necessary corrections.
Numerical investigations showed that this scheme can produce a reasonably accurate solution
even when no iteration is performed at the element level, while increasing the number of
iterations increases the accuracy. The proposed scheme was applied to the RTHS of a two-
story RC special moment resisting frame (SMRF) with a nonlinear viscous damper located
in the second story. The RC SMRF with seismic masses were modeled using finite elements
(analytical substructure) and the nonlinear viscous damper was modeled physically in the
laboratory (experimental substructure). Inherent damping in the analytical substructure was
modeled using mass and a combination of initial and tangent stiffness proportional damping
models, where initial and tangent stiffnesses were used for linear elastic and flexibility-based
elements, respectively. The nonproportional damping model was found to be useful for
displacement-based elements, as discussed earlier, because deformations localize within
a few elements in an FE model of a structure created using displacement-based elements.
On the contrary, deformations localize at some integration points within a flexibility-based
element. Therefore, nonproportional damping was deemed to be inappropriate for flexibility-
based elements. However, the tangent stiffness proportional damping forces were obtained
directly from each element without any significant computation cost because the tangent
stiffness matrix of a flexibility-based element is required in the element state determination
process and is, therefore, readily available at each time step. The proposed KR-α and
MKR-α methods were used for conducting RTHS.
In order to determine the model-based integration parameters of the KR-α and MKR-α
methods characterization tests were performed for the nonlinear viscous damper. A nonlinear
Maxwell damper model having a linear spring and a nonlinear dashpot in series was
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developed for the damper. The parameters of the nonlinear Maxwell model were identified
from characterization tests using a predefined sinusoidal displacement input. The nonlinear
Maxwell model was then linearized at a small velocity. For the linearized Maxwell model,
an equivalent Kelvin-Voigt model having a linear spring and a linear dashpot in parallel was
developed. The stiffness and damping coefficients of the equivalent Kelvin-Voigt model,
Keq(ω˜) and Ceq(ω˜), respectively, are functions of steady-state harmonic excitation frequency
ω˜ . Various values for ω˜ including the fundamental frequency of the prototype test frame
were considered for performing RTHS. It was found that the stability of an RTHS strongly
depends on a combination of the chosen value of ω˜ and ρ∗∞ which controls numerical
dissipation in the KR-α and MKR-α methods. Using the expression for the model-based
integration parameters of the E-α method, which includes the KR-α and MKR-α methods,
the stability/instability of RTHS was explained. The accuracy of RTHS results with respect
to variation in ω˜ and ρ∗∞ was studied. It was found that the accuracy is not sensitive to ω˜
and ρ∗∞. Finally, the RTHS results were assessed for a fixed number of element iterations.
It was shown that the proposed flexibility-based implementation scheme is efficient and
accurate for application to RTHS. The comparison of the KR-α and MKR-α methods based
on numerical and RTHS results indicate that the methods produce practically the same
solution.
10.3 Conclusions
Based on the observations and findings of this research, the following major conclusions are
drawn:
• The proposed single-parameter subfamilies of algorithms are second-order accu-
rate, unconditionally stable (linear systems) and feature parametrically controllable
numerical dissipation that can vary from no dissipation to asymptotic annihilation.
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• Accuracy of low-frequency modes is not influenced by the numerical dissipation
provided by the proposed methods, whereas adequate high-frequency dissipation can
be obtained to damp out any spurious participation of higher modes.
• The SSE-α-1 method possesses the best numerical characteristics for linear systems
amongst all the model-based algorithms developed in this study.
• Undesired variation in the numerical phase error with Ω= ω∆t in the low-frequency
regime (small values of Ω) for free vibration under nonzero initial displacements
observed in the KR-α and MKR-α methods are attributed to their completely explicit
formulation (i.e., both displacement and velocity are explicit). Therefore, these two
methods will require a smaller time step compared with the SSE-α-1 and SSE-α-2 to
obtain the same desired accuracy for free vibration with nonzero initial displacements.
• The nondissipative (ρ∗∞ = 1) algorithm of the KR-α method has an unusual tendency
to overshoot for high-frequency modes, which is however controlled by numerical
dissipation (ρ∗∞ ∈ (1,0]). The overshoot characteristics of the KR-α method are further
improved by the MKR-α method, although, not eliminated completely because of
the explicit formulation of the method. The SSE-α-1 method shows very minor
overshooting when numerical dissipation is used, which is similar to the implicit G-α
method, whereas SSE-α-2 method has an increased tendency to overshoot compared
with the SSE-α-1 method. Therefore, for transient problems involving non-zero
initial conditions, for example, a structure subjected to high velocity impact, the E-α
method which includes the KR-α and MKR-α method should be avoided and the
SE-α method, especially, the SSE-α-1 method is recommended for such problems
provided the inherent damping is small or neglected if the system undergoes nonlinear
deformations. If a completely explicit formulation is required for this type of problem,
the MKR-α method with numerical dissipation may be adopted.
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• For steady-state forced vibration, all of the model-based algorithms show overshoot
in the numerical dynamic magnification factor when no numerical dissipation is used.
Therefore, for this type of problem model-based algorithms must be used with caution
and numerical damping is always recommended for this type of problem.
• Linearized stability for an SDOF system indicates that unconditional stability can be
achieved for the proposed methods when applied to nonlinear SDOF systems. The
SSE-α-2 compared with SSE-α-1 method, and MKR-α compared with KR-α method
show enhanced stability behavior. Therefore, the SSE-α-2 and MKR-α methods may
be applied to stiffening-type problems. For nonlinear MDOF systems, the linearized
stability condition for the nondissipative algorithms of the SSE-α-1 and SSE-α-2
methods show that these algorithms can achieve unconditional stability for stiffness
softening-type nonlinear MDOF systems. For the KR-α and MKR-α methods, and
the SSE-α-1 and SSE-α-2 methods with numerical dissipation, the energy criteria
is not applicable even for linear structural behavior because all of these methods
show energy growth and decay. The SDOF stability analysis results and numerical
simulations show that all of the proposed methods can achieve stability for nonlinear
MDOF systems with stiffness softening-type response.
• For nonlinear transient analysis of structural systems subjected to seismic excitations,
the SSE-α-1 method produces large damping forces when a realistic time step size
is used which causes inaccurate results. This is due to the inherent semi-explicit
nature of calculations of these algorithms. The KR-α method produces an accurate
solution for this type of problems. Therefore, the SE-α method which includes the
SSE-α-1 and SSE-α-2 methods needs to be avoided for nonlinear transient analysis
in earthquake engineering, and the KR-α and MKR-α methods are recommended to
be used for such problems.
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• The collapse simulation examples performed using the KR-α method indicate that the
KR-α method is a computationally efficient and accurate method for such application.
The MKR-α method which improves the overshoot, and nonlinear stability behavior
of the KR-α method is expected to perform even better for this type of application.
• Numerical energy dissipation provided by the KR-α and MKR-α methods can elim-
inate spurious participation of higher modes in an RTHS under seismic excitation,
thereby making these methods well suited for such application.
• Accuracy of RTHS results are not sensitive to the error in estimation of experimental
substructure stiffness and damping matrices that are used in model-based integration
parameter provided stability is achieved. Underestimation error in determining these
matrices can cause an RTHS to become unstable.
• The proposed implementation scheme for flexibility-based elements with a fixed
number of element iterations is efficient and accurate for application to RTHS.
10.4 Recommendations for Future Research
The following areas related to the current research require further study:
• In this study only a few numerical examples are presented to demonstrate the repre-
sentative numerical characteristics of the proposed methods with an emphasis on the
seismic response of building frames. However, application of the proposed methods
can be extended to various structural systems subjected to other types of loadings,
such as wind, blast, and impact. These applications require further study. Furthermore,
the proposed methods can also be applied to solve dynamic soil-structure interaction
problems which requires further investigation.
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• Assessment of computational efficiency and accuracy of the proposed methods com-
pared with implicit algorithms for a wide variety of nonlinear problems involving a
large number of degrees of freedom requires further investigation.
• In this study three different types of inherent damping model were considered, namely,
mass and initial stiffness proportional, mass and tangent stiffness proportional, and
nonproportional damping. In a recent study (Chopra and McKenna, 2016), a damping
matrix constructed based on the superposition of modal damping matrices based
on a limited number of contributing modes were advocated for nonlinear dynamic
analysis. In this damping model, the modes that are not considered to construct the
damping matrix do not have any inherent damping. Therefore, spurious higher modes
may contaminate the response when the nondissipative algorithms of the proposed
methods are used with this damping model. It will be worthwhile to investigate the
efficacy of the numerical dissipation provided by the proposed methods in eliminating
such spurious participation of higher modes for nonlinear dynamic analysis using this
damping model.
• In this study, the proposed methods were developed and applied using only a fixed time
step size. For highly nonlinear problems, especially with stiffening-type response,
proposed methods may be employed with adaptive time stepping which requires
further investigation.
• In this research, numerical characteristics of the proposed methods were compared
with that of the implicit G-α method. Furthermore, in the numerical simulations
reference solutions were obtained using the AA scheme which is contained within
the G-α method. However, it will be worthwhile to study how the computational
efficiency of the proposed methods compare with other explicit, e.g., Rosenbrock-W
method (Bursi et al., 2011)) and operator-splitting methods (e.g., Combescure and
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Pegon, 1997; Ahmadizadeh and Mosqueda, 2008; Schellenberg, 2008).
• The RTHS studies performed in this research showed that the ATS compensator
amplifies the higher frequencies which are, however, damped out using the numerical
dissipation of the proposed methods. Nevertheless, it will be worthwhile to improve
the frequency response of the ATS compensator by incorporating higher order terms
which requires future investigation.
• The motivation of the extension of HS to RTHS was to investigate rate dependent
behavior of experimental substructures. However, in RTHS velocity is generally not
controlled, instead the computed displacement is applied in real-time. Velocity control
in an RTHS is more challenging and limited literature is available on this topic. This
area requires further research. Furthermore, in the displacement controlled RTHS
performed in this study a linear ramp generator was used which generates constant
velocity within the time step. Therefore, higher order ramping may be useful to
investigate.
• In the RTHS studies presented in this dissertation, the mass of the experimental
substructures was small and hence neglected in forming the model-based integration
parameters. However, it would be useful to investigate the influence of experimental
substructure mass on the stability and accuracy of RTHS results when the mass of the
experimental substructure is significant and cannot be neglected.
• In this study, the KR-α and MKR-α methods were implemented and applied to
RTHS where only actuators were used to impose the computed displacements on
the experimental substructure. Recently, a new RTHS technique has evolved where
shake table and combined shake table and actuators are used. Implementation and
application of the proposed methods for this type of RTHS requires further study.
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Appendix A
Transfer Functions of Generalized-α Method
This appendix presents the derivations of closed-loop and open-loop transfer coefficients of
the G-α method used in Chapter 3. All derivations are carried out using Maplesoft (2014).
A.1 Closed-Loop Transfer Function
Applying the z-transform and real translation property (Equation (3.2)) to Equation (3.1)
of the G-α method, and defining Z (xn+1) = Xd(z), Z (x˙n+1) = Xv(z), Z (x¨n+1) = Xa(z),
and Z ( fn+1) = F(z), three equations involving three unknowns Xd(z), Xv(z), and Xa(z)
are developed (Equations (A-1.1)–(A-1.3) in the appended Maple worksheet). These three
equations are then be solved to determine Xd(z) in terms of the system properties (m, ω , ξ ),
the integration parameters (γ , β , αm, and α f ), time step size (∆t), and F(z). The solution
leads to the discrete transfer function of the G-α method. The numerator and denominator
coefficients of the transfer function are given by Equations (A-1.4)–(A-1.11) of the Maple
worksheet which are summarized in Table 3.1 of the main text.
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Discrete z-transform of the algorithmic equations
Solve Eq1 Eq1 and Eq3 for Xa, Xv, and Xd
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A.2 Open-Loop Transfer Function
Applying the z-transform and real translation property (Equation (3.2)) to Equations (3.1a),
(3.1b), and (3.12) of the G-α method, and defining Z (xn+1) = Xd(z), Z (x˙n+1) = Xv(z),
Z (x¨n+1) = Xa(z), and Z (ln+1) = L(z), three equations involving three unknowns Xd(z),
Xv(z), and Xa(z) are developed (Equations (A-2.1)–(A-2.3) in the appended Maple work-
sheet). These three equations are then be solved to determine Xd(z) in terms of the open-loop
system properties (m, c), the integration parameters (γ , β , αm, and α f ), time step size (∆t),
and L(z). The solution leads to the transfer function G′(z) in Figure 3.1 of the G-α method.
The denominator and numerator coefficients of G′(z) are given by Equations (A-2.5)–(A-
2.12) of the Maple worksheet which are summarized in Table 3.2 of the main text. The
open-loop transfer function G′(z)H(z) is then derived. The solutions of the numerator
polynomial of G′(z)H(z) are the open-loop zeros given by Equations (A-2.14)–(A-2.18).
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Appendix B
Transfer Functions and Integration Parameters of
Proposed Methods for SDOF Systems
This appendix presents the derivation of the transfer function coefficients of the SE-α and
E-α methods. Using the closed-loop poles of the G-α method, the model-based integration
parameters of these two methods are derived. All derivations are carried out using Maplesoft
(2014).
B.1 Semi-Explicit-α (SE-α) Method
Applying the z-transform and real translation property (Equation (3.2)) to Equations (3.17)
and (3.18), and defining Z (xn+1) = Xd(z), Z (x˙n+1) = Xv(z), Z (x¨n+1) = Xa(z), and
Z ( fn+1) = F(z), three equations involving three unknowns Xd(z), Xv(z), and Xa(z) are
developed in Equations (B-1.1)–(B-1.3) of the following Maple worksheet. These three
equations are solved to determine Xd(z) in terms of the system properties (m, ω , ξ ), the
integration parameters (γ , β , αm, α f , α1, α2, and α3), time step size (∆t), and F(z). The
solution leads to the discrete transfer function of the SE-α method. The numerator and
denominator coefficients of this transfer function are derived in Equations (B-1.5)–(B-1.12),
which are summarized in Table 3.3 of the main text. Substituting the denominator coeffi-
cients of the SE-α and G-α (see Appendix A.1) methods in Equation (3.19), α1, α2, and α3
are determined as presented in Equations (B-1.16), (B-1.19), and (B-1.22). These equations
are presented in Equation (3.20) of the main text. For the two special cases, the integration
parameters given by Equation (3.22) and (3.23) are derived in Equations (B-1.17), (B-1.20),
and (B-1.23); and Equations (B-1.18), (B-1.21), and (B-1.24), respectively.
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Discrete z-transform of the algorithmic equations of the SE-alpha Method
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B.2 Explicit-α (E-α) Method
Applying the z-transform and real translation property (Equation (3.2)) to Equations (3.24)
and (3.18), and defining Z (xn+1) = Xd(z), Z (x˙n+1) = Xv(z), Z (x¨n+1) = Xa(z), and
Z ( fn+1) = F(z), three equations involving three unknowns Xd(z), Xv(z), and Xa(z) are
developed in Equations (B-2.1)–(B-2.3) of the following Maple worksheet. These three
equations are solved to determine Xd(z) in terms of the system properties (m, ω , ξ ), the
integration parameters (γ , β , αm, α f , α1, α2, and α3), time step size (∆t), and F(z). The
solution leads to the discrete transfer function of the E-α method. The numerator and
denominator coefficients of this transfer function are derived in Equations (B-2.5)–(B-2.12),
which are summarized in Table 3.4 of the main text. Substituting the denominator coeffi-
cients of the E-α and G-α (see Appendix A.1) methods in Equation (3.19), α1, α2, and α3
are determined as presented in Equations (B-2.16), (B-2.19), and (B-2.22). These equations
are presented in Equation (3.25) of the main text. For the two special cases, the integration
parameters given by Equation (3.26) and (3.27) are derived in Equations (B-2.17), (B-2.20),
and (B-2.23); and Equations (B-2.18), (B-2.21), and (B-2.24), respectively.
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Appendix C
Integration Parameters for MDOF Systems
This appendix presents a detailed derivation of the model-based integration parameters of
the SE-α and E-α methods for MDOF systems treated in Section 3.4 of the main text.
C.1 Semi-Explicit-α (SE-α) Method
The difference equations of the SE-α method for MDOF systems presented in Equa-
tion (3.28) are as follows:
X˙n+1 = X˙n+∆t
[
(1− γ)X¨n+ γX¨n+1
]
Xn+1 = Xn+∆tα 1X˙n+∆t2α 2X¨n
(3.28 revisited)
The weighted equations of motion for the proposed methods are also repeated here as
follows:
M ̂¨Xn+1+CX˙n+1−α f +KXn+1−α f = Fn+1−α f̂¨Xn+1 = (I−α 3)X¨n+1+α 3X¨n
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n
Xn+1−α f = (1−α f )Xn+1+α f Xn
Fn+1−α f = (1−α f )Fn+1+α f Fn
MX¨0 = F0−CX˙0−KX0
(3.29 revisited)
In what follows, the steps to derive Equations (3.30) and (3.31) are presented first using the
modal expansion of displacement, velocity, and acceleration vectors: X =ΦX∗, X˙ =ΦX˙∗,
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and X¨ =ΦX¨∗, respectively. Equation (3.28a) can be transformed to modal coordinates as
follows:
ΦX˙∗n+1 =ΦX˙
∗
n+∆t
[
(1− γ)ΦX¨∗n+ γΦX¨∗n+1
]
(by modal expansion)
=⇒ X˙∗n+1 = X˙∗n+∆t
[
(1− γ)X¨∗n+ γX¨∗n+1
]
(3.30a derived)
Similarly, Equation (3.28b) can be written in modal coordinates as follows:
ΦX∗n+1 =ΦX
∗
n+∆tα 1ΦX˙
∗
n+∆t
2α 2ΦX¨∗n (by modal expansion)
=⇒ X∗n+1 = X∗n+∆tΦ−1α 1Φ︸ ︷︷ ︸
α ∗1
X˙∗n+∆t
2Φ−1α 2Φ︸ ︷︷ ︸
α ∗2
X¨∗n (premultiplying by Φ
−1)
=⇒ X∗n+1 = X∗n+∆tα ∗1X˙∗n+∆t2α ∗2X¨∗n (3.30b derived)
̂¨Xn+1 can be transformed to modal coordinates as follows:
̂¨Xn+1 = (I−α 3)X¨n+1+α 3X¨n (3.29b revisisted)
= (I−α 3)ΦX¨∗n+1+α 3ΦX¨∗n (by modal expansion)
= (Φ−ΦΦ−1α 3Φ︸ ︷︷ ︸
α ∗3
)X¨∗n+1+ΦΦ
−1α 3Φ︸ ︷︷ ︸
α ∗3
X¨∗n
=Φ
[
(I−α ∗3)X¨∗n+1+α ∗3ΦX¨∗n
]︸ ︷︷ ︸̂¨X∗n+1
=Φ ̂¨X∗n+1 (C.1)
Also X˙n+1−α f and Xn+1−α can be written in modal coordinates as follows:
X˙n+1−α f = (1−α f )X˙n+1+α f X˙n (3.29c revisited)
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=Φ
[
(1−α f )X˙∗n+1+α f X˙∗n
]︸ ︷︷ ︸
X˙∗n+1−α f
(by modal expansion)
=ΦX˙∗n+1−α f (C.2)
Similarly,
Xn+1−α f = (1−α f )Xn+1+α f Xn (3.29d revisited)
=Φ
[
(1−α f )X∗n+1+α f X∗n
]︸ ︷︷ ︸
X∗n+1−α f
(by modal expansion)
=ΦX∗n+1−α f (C.3)
Now the weighted equations of motion in Equation (3.29a) can be written in modal coordi-
nates as follows:
MΦ ̂¨X∗n+1︸ ︷︷ ︸̂¨Xn+1
+CΦX˙∗n+1−α f︸ ︷︷ ︸
X˙n+1−α f
+KΦX∗n+1−α f︸ ︷︷ ︸
Xn+1−α f
= Fn+1−α f (by (C.1)–(C.3))
=⇒ ΦT MΦ︸ ︷︷ ︸
M∗
̂¨X∗n+1+ΦT CΦ︸ ︷︷ ︸
C∗
X˙∗n+1−α f +Φ
T KΦ︸ ︷︷ ︸
K∗
X∗n+1−α f =Φ
T Fn+1−α f
(premultiplied by ΦT )
=⇒M∗ ̂¨X∗n+1+C∗X˙∗n+1−α f +K∗X∗n+1−α f =ΦT Fn+1−α f (3.30c derived)
Observe that in the derivation of Equations (3.30b) and (C.1) presented above, the integration
parameters in modal coordinates were defined as follows:
α ∗1 =Φ
−1α 1Φ
α ∗2 =Φ
−1α 2Φ
α ∗3 =Φ
−1α 3Φ
(3.31 derived)
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Now as presented in the main text, the modal integration parameters can be expressed in
terms of the modal mass M∗, damping C∗, and stiffness K∗ matrices as follows:
α ∗1 = α
∗−1 [M∗+ γ∆tC∗]
α ∗2 =
1
2
α ∗−1 [M∗+(γ−2β )∆tC∗]
α ∗3 = α
∗−1 [αmM∗+αmγ∆tC∗+α fβ∆t2K∗]
α ∗ =
[
M∗+ γ∆tC∗+β∆t2K∗
]
(3.33 revisited)
Premultiplying and postmultiplying the first three of the above equations by Φ and Φ−1,
respectively, and using Equation (3.31), the integration parameters α 1, α 2, and α 3 are
determined as follows:
α 1 =Φα ∗1Φ
−1 (by (3.31a))
=Φα ∗−1 [M∗+ γ∆tC∗]Φ−1 (by (3.33a))
=Φα ∗−1ΦT︸ ︷︷ ︸
α−1 by (C.4)
(
ΦT
)−1
[M∗+ γ∆tC∗]Φ−1︸ ︷︷ ︸
M+γ∆tC by modal orthogonality
= α−1 [M+ γ∆tC] (3.34a derived)
Similarly,
α 2 =Φα ∗2Φ
−1 (by (3.31b))
=Φα ∗−1 [M∗+(γ−2β )∆tC∗]Φ−1 (by (3.33b))
=Φα ∗−1ΦT
(
ΦT
)−1
[M∗+(γ−2β )∆tC∗]Φ−1
= α−1 [M+(γ−2β )∆tC] (3.34b derived)
α 3 =Φα ∗3Φ
−1 (by (3.31c))
=Φα ∗−1
[
αmM∗+αmγ∆tC∗+α fβ∆t2K
]
Φ−1 (by (3.33c))
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=Φα ∗−1ΦT
(
ΦT
)−1 [αmM∗+αmγ∆tC∗+α fβ∆t2K∗]Φ−1
= α−1
[
αmM+αmγ∆tC+α fβ∆t2K
]
(3.34c derived)
In the above derivations the relationship between α ∗ and α has been used, which is as
follows:
Φα ∗−1ΦT =
(
Φ−1
)−1α ∗−1((ΦT)−1)−1
=
[(
ΦT
)−1α ∗Φ−1]−1
=
[(
ΦT
)−1 (M∗+ γ∆tC∗+β∆t2K∗)Φ−1]−1 (by (3.33d))
=
[
M+ γ∆tC+β∆t2K
]−1
(by modal orthogonality)
= α−1 (C.4)
C.2 Explicit-α (E-α) Method
Following the detailed steps presented above for the SE-α method, the integration parameters
of the E-α method for MDOF systems presented in Equation (3.36) can be obtained.
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Appendix D
Analysis of Proposed Methods for Linear Systems
This appendix presents the derivation of the amplification matrix, local truncation error, and
overshoot characteristics of the proposed methods which are treated in Chapter 4 of the
main text.
D.1 Explicit-α (E-α) Method
The amplification matrix A of the E-α method presented in Equation (4.2) is derived first,
which is then used with Equation (4.8) to derive the local truncation error τ presented in
Equation (4.10). The eigenvalues of the method in the limit Ω→ 0 (low-frequency) and
Ω→ ∞ (high-frequency) are also derived. The high-frequency eigenvalues are used in
Section 4.3 (see Equation (4.11)) for designing the KR-α and MKR-α methods. The high-
frequency eigenvalues specialized for the KR-α and MKR-α methods that are presented in
Equations (4.14) and (4.15) are also derived. Finally, the expressions for the overshoots in
displacement and velocity presented in the first row of Table 4.2 are derived. The derivations
are carried out using Maplesoft (2014) as presented below.
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> 
> 
> 
> 
> 
(D-1.6)
> 
(D-1.5)
(D-1.9)
> 
(D-1.4)
(D-1.2)
> 
> 
> 
> 
> 
(D-1.3)
> 
> 
(D-1.1)
(D-1.8)
(D-1.7)
Amplification Matrix
Solve for displacement, velocity, and acceleration:
Define the elements of the amplification matrix 
385
> 
> 
(D-1.15)
(D-1.12)
> 
(D-1.14)
> 
(D-1.16)
> 
(D-1.11)
> 
(D-1.10)
(D-1.13)
> 
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> 
(D-1.17)
> 
(D-1.19)
> 
> 
(D-1.18)
(D-1.10)
> 
Amplification matrix of the explicit-
Characteristic Equation
Formulate the characteristic equation: lambda^3 - 2*A1*lambda^2 + A2*lambda - 
A3 = 0
Determine the coefficients of the characteristic equation
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> 
> 
> 
> 
(D-1.19)
> 
> 
(D-1.20)
(D-1.21)
(D-1.23)
(D-1.24)
(D-1.22)
> 
(D-1.10)
(D-1.25)
> 
which is identical to the following:
which is identical to the following:
which is identical to the following
Assign the values of the integration parameters
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> 
> 
> 
(D-1.28)
> 
> 
> 
(D-1.19)
(D-1.31)
(D-1.30)
> 
(D-1.29)
(D-1.27)
> 
(D-1.26)
> 
> 
(D-1.10)
(D-1.32)
> 
Local Truncation Error
Use equation of motion to get rid of 2nd and higher order derivatives
See the definition of T0 and Tl in the main text
Define a new variable for the denominator of T0
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(D-1.34)
(D-1.36)
> 
(D-1.35)
> 
> 
> 
(D-1.19)
(D-1.37)
> 
> 
(D-1.38)
> 
> 
> 
> 
(D-1.33)
(D-1.10)
Define a new variable for tau*D/Omega
denominator of taunew
Low-Frequency Eigenvalues
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(D-1.42)
> 
(D-1.45)
> 
(D-1.41)
> 
> 
(D-1.19)
(D-1.44)
> 
> 
> 
> 
(D-1.39)
(D-1.38)
> 
(D-1.40)
> 
(D-1.33)
(D-1.43)
> 
(D-1.46)
(D-1.10)
> 
High-Frequency Eigenvalues
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> 
> 
> 
(D-1.52)
> 
(D-1.19)
(D-1.48)
> 
(D-1.51)
(D-1.50)
> 
> 
> 
(D-1.38)
(D-1.49)
> 
(D-1.47)
(D-1.33)
(D-1.53)
(D-1.10)
> 
KR-alpha Method
MKR-alpha Method
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> 
(D-1.58)
(D-1.59)
> 
> 
> 
> 
> 
(D-1.19)
> 
(D-1.60)
> 
(D-1.54)
> 
(D-1.38)
(D-1.61)
(D-1.47)
(D-1.55)
(D-1.33)
> 
(D-1.53)
(D-1.57)
(D-1.10)
> 
> 
(D-1.56)
Overshoot
Determine initial acceleration from the equation of motion at t=0
1
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(D-1.62)
> 
> 
> 
> 
(D-1.19)
> 
> 
(D-1.38)
(D-1.47)
(D-1.33)
(D-1.53)
(D-1.63)
(D-1.10)
> 
0
1
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D.2 Semi-Explicit-α (SE-α) Method
The amplification matrix A of the SE-α method presented in Equation (4.3) is derived first,
which is then used with Equation (4.8) to derive the local truncation error for the method
presented in Equation (4.10). The eigenvalues of the method in the limit Ω→ 0 (low-
frequency) and Ω→ ∞ (high-frequency) are also derived. The high-frequency eigenvalues
are used in Section 4.3 (see Equation (4.11)) for designing the SSE-α-1 method. The
high-frequency eigenvalues specialized for the SSE-α-1 and SSE-α-2 methods are also
derived. Finally, the expressions for the overshoots in displacement and velocity presented
in the second row of Table 4.2 are derived. The derivations are carried out using Maplesoft
(2014) as presented below.
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> 
(D-2.2)
> 
(D-2.3)
(D-2.6)
(D-2.8)
> 
> 
> 
(D-2.1)
> 
> 
(D-2.7)
> 
(D-2.5)
> 
> 
(D-2.4)
> 
> 
> 
Amplification Matrix
Solve for displacement, velocity, and acceleration:
Define the elements of the amplification matrix 
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> 
(D-2.11)
(D-2.10)
> 
(D-2.13)
> 
> 
> 
(D-2.9)
(D-2.12)
(D-2.8)
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> 
> 
> 
(D-2.15)
(D-2.8)
(D-2.17)
> 
(D-2.13)
(D-2.16)
(D-2.14)
Amplification matrix of the explicit-
Characteristic Equation
Formulate the characteristic equation: lambda^3 - 2*A1*lambda^2 + A2*lambda - 
A3 = 0
398
(D-2.22)
> 
> 
> 
> 
(D-2.8)
> 
(D-2.20)
> 
(D-2.13)
(D-2.19)
> 
(D-2.21)
(D-2.18)
Determine the coefficients of the characteristic equation
which is identical to the following:
which is identical to the following:
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> 
(D-2.28)
> 
> 
(D-2.8)
> 
> 
(D-2.26)
> 
(D-2.25)
(D-2.13)
> 
(D-2.23)
(D-2.29)
> 
(D-2.27)
(D-2.24)
> 
which is identical to the following
Assign the values of the integration parameters
Local Truncation Error
Use equation of motion to get rid of 2nd and higher order derivatives
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(D-2.30)
> 
(D-2.35)
> 
(D-2.36)
> 
(D-2.8)
(D-2.31)
> 
> 
> 
(D-2.13)
(D-2.23)
(D-2.29)
> 
> 
> 
(D-2.33)
> 
(D-2.34)
> 
> 
(D-2.32)
See the definition of T0 and Tl in the main text
Define a new variable for the denominator of T0
401
> 
> 
> 
> 
(D-2.43)
> 
(D-2.8)
(D-2.39)
> 
> 
> 
(D-2.38)
> 
(D-2.13)
(D-2.42)
(D-2.23)
(D-2.29)
(D-2.40)
> 
(D-2.41)
> 
(D-2.37)
Define a new variable for tau*D/Omega
denominator of taunew
Low-Frequency Eigenvalues
High-Frequency Eigenvalues
402
(D-2.49)
> 
> 
(D-2.45)
> 
> 
> 
> 
(D-2.48)
(D-2.8)
> 
(D-2.47)
(D-2.51)
> 
(D-2.13)
(D-2.23)
(D-2.50)
(D-2.29)
(D-2.46)
(D-2.44)
> 
> 
SSE-alpha-1 Method
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> 
> 
> 
> 
> 
> 
> 
(D-2.55)
(D-2.8)
(D-2.58)
> 
(D-2.52)
> 
(D-2.13)
(D-2.56)
(D-2.54)
(D-2.59)
(D-2.23)
(D-2.29)
(D-2.53)
(D-2.44)
> 
> 
(D-2.57)
SSE-alpha-2 Method
Overshoot
Determine initial acceleration from the equation of motion at t=0
0
404
> 
(D-2.60)
> 
> 
(D-2.13)
> 
(D-2.59)
(D-2.23)
(D-2.29)
(D-2.8)
(D-2.44)
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> 
(D-2.60)
> 
> 
> 
(D-2.63)
> 
(D-2.61)
> 
(D-2.8)
> 
(D-2.62)
(D-2.13)
(D-2.59)
(D-2.23)
(D-2.29)
(D-2.44)
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Appendix E
Spectral Stability
The recurrence relationship for the proposed algorithms presented in Equation (4.1) is
repeated below.
[
xn+1 ∆tx˙n+1 ∆t2x¨n+1
]T
= A
[
xn ∆tx˙n ∆t2x¨n
]T
(4.1 revisited)
The above equation can be written in terms of the initial conditions as follows:
[
xn+1 ∆tx˙n+1 ∆t2x¨n+1
]T
= An
[
x0 ∆tx˙0 ∆t2x¨0
]T
(E.1)
Equation (E.1) indicates that the free vibration solution is bounded if An is bounded. The
stability requirements presented in Chapter 4 are repeated below which bounds the growth
of An when n→ ∞.
1. Spectral radius ρ = maxi{|λi|} ≤ 1
2. Eigenvalues of multiplicity greater than one must satisfy |λ |< 1.
To prove the first condition, the amplification matrix A with distinct eigenvalues can be
written as
A = PΛP−1 (E.2a)
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where
Λ=
 λ1 0 00 λ2 0
0 0 λ3
 (E.2b)
Substitution of Equation (E.2) into Equation (E.1) results in the following:
 xn+1∆tx˙n+1
∆t2x¨n+1
= P
λ
n
1 0 0
0 λ n2 0
0 0 λ n3
P−1
 x0∆tx˙0
∆t2x¨0
 (E.3)
The response in the above equation is bounded when ρ = max{|λ1|, |λ2|, |λ3|} ≤ 1. This
completes the proof for the first condition with distinct eigenvalues.
Now consider eigenvalues with multiplicity greater than one. For example, consider the
case of λ1 = λ2 = λ3 = λ . For this case, the amplification matrix A can be expressed in its
Jordon form as follows:
A = QJQ−1 (E.4a)
where
J =
λ 1 00 λ 1
0 0 λ
 (E.4b)
Substitution of Equation (E.4) into Equation (E.1) results in the following:
 xn+1∆tx˙n+1
∆t2x¨n+1
= QJnQ−1
 x0∆tx˙0
∆t2x¨0
 (E.5)
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Equation (E.5) indicates that the free vibration response is bounded if Jn is bounded. Using
the binomial theorem, Jn is determined to be the following:
Jn =
λ
n nλ n−1 n(n−1)2 λ
n−2
0 λ n nλ n−1
0 0 λ n
 (E.6)
Equation (E.6) indicates that the condition |λ |< 1 is required so that the off-diagonal terms
do not exhibit growth. Observe that |λ |< 1 implies |nλ n−1| → 0 and |n(n−1)2 λ n−2| → 0 as
n→ ∞. This demonstrate the second requirement for stability with repeated eigenvalues.
For a general treatment interested readers may refer to Gear (1971).
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Appendix F
Displacement Difference Equation and Local Truncation
Error
In this appendix, the displacement difference Equation (4.7) is derived first from the recur-
rence relationship. Then the simplified expression for the local truncation error given by
Equation (4.8) is derived.
F.1 Displacement Difference Equation
The recurrence relationship for the proposed method is given by
 xn+1∆tx˙n+1
∆t2x¨n+1
=
a11 a12 a13a21 a22 a23
a31 a32 a33

 xn∆tx˙n
∆t2x¨n
 (F.1)
where ai j (i = 1,2,3 and j = 1,2,3) are the elements of the amplification matrix A. Using
Equation (F.1) three times nine equations can be obtained. The following seven of them are
of interest:
Set n = n
xn+1 = a11xn+a12∆tx˙n+a13∆t2x¨n (F.2a)
Set n = n−1
xn = a11xn−1+a12∆tx˙n−1+a13∆t2x¨n−1 (F.2b)
∆tx˙n = a21xn−1+a22∆tx˙n−1+a23∆t2x¨n−1 (F.2c)
∆t2x¨n = a31xn−1+a32∆tx˙n−1+a33∆t2x¨n−1 (F.2d)
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Set n = n−2
xn−1 = a11xn−2+a12∆tx˙n−2+a13∆t2x¨n−2 (F.2e)
∆tx˙n−1 = a21xn−2+a22∆tx˙n−2+a23∆t2x¨n−2 (F.2f)
∆t2x¨n−1 = a31xn−2+a32∆tx˙n−2+a33∆t2x¨n−2 (F.2g)
The above seven equations can be solved for xn+1, ∆tx˙n, ∆t2x¨n, ∆tx˙n−1, ∆t2x¨n−1, ∆tx˙n−2,
and ∆t2x¨n−2, in terms of displacements xn, xn−1, and xn−2. The solution of xn+1 directly
leads to the single difference equation in displacement as follows:
xn+1−2A1xn+A2xn−1−A3xn−2 = 0 (4.7 derived)
where
A1 =
1
2
trace of A =
1
2
(a11+a22+a33) (F.3a)
A2 = sum of principal minors of A
= a11a22+a11a33+a22a33−a12a21−a13a31−a23a32
(F.3b)
A3 = Determinant of A
= a11a22a33−a11a23a32−a12a21a33+a12a23a31+a13a21a32−a13a22a31
(F.3c)
This completes the derivation of Equation (4.7).
F.2 Local Truncation Error
The local truncation error in replacing the homogeneous form of the differential Equa-
tion (2.4) by the difference Equation (4.7) is given by Equation (2.9) which is repeated
below for convenience.
τ =
1
∆t2
[u(tn+∆t)−2A1u(tn)+A2u(tn−∆t)−A3u(tn−2∆t)] (2.9 revisited)
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where u(t) is the homogeneous solution of the differential Equation (2.4). Assuming u(t) to
be continuously differentiable up to any order u(tn+∆t), u(tn−∆t), and u(tn−2∆t) can be
expanded into finite Taylor series as follows:
u(tn+∆t) = u(tn)+∆t
du(tn)
dt
+
∆t2
2!
+ . . .+
∆tn
n!
dnu(tn)
dtn
(F.4a)
u(tn−∆t) = u(tn)+(−∆t)du(tn)dt +
(−∆t)2
2!
+ . . .+
(−∆t)n
n!
dnu(tn)
dtn
(F.4b)
u(tn−2∆t) = u(tn)+(−2∆t)du(tn)dt +
(−2∆t)2
2!
+ . . .+
(−2∆t)n
n!
dnu(tn)
dtn
(F.4c)
Substitution of Equation (F.4) into Equation (2.9) results in the following for τ:
τ =
1
∆t2
[
(1−2A1+A2−A3)u(tn)+{1+(−1)A2− (−2)A3}∆tu˙n(t)+ 12! {1
+(−1)2A2− (−2)2A3
}
∆t2 ¨u(tn)+ . . .+
1
n!
{1+(−1)nA2− (−2)nA3}∆tnu(n)(tn)
]
(F.5)
where u(n)(tn) =
dnu(tn)
dtn
. The above equation can be represented in a more compact form
as follows:
τ =
L
∑
l=0
Tl∆t l−2u(l)+O(∆tL−1) (4.8 derived)
where
T0 = 1−2A1+A2−A3
Tl =
1
l!
[
1+(−1)lA2− (−2)lA3
] (4.9 derived)
This completes the derivation of Equation (4.8) and (4.9).
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Appendix G
Discrete Solution Coefficients for Free Vibration
The free vibration solution given by Equation (4.23) is reproduced here for convenience.
xn = c′1λ
n
1 + c
′
2λ
n
2 + c
′
3λ
n
3 (4.23 revisited)
where the complex conjugate principal roots can be expressed by Equation (2.6) which is
revisited below for convenience.
λ1,2 = σ ± iε = exp
[
Ω
(
−ξ ± i
√
1−ξ 2
)]
(2.6 revisited)
Now substituting Equation (2.6) into Equation (4.23) and performing the necessary simplifi-
cations Equation (4.24) can be derived as follows:
xn = c′1e
[
Ω
(
−ξ+i
√
1−ξ 2
)]
n
+ c′2e
[
Ω
(
−ξ−i
√
1−ξ 2
)]
n
+ c′3λ
n
3
= e−ξωtn
[
c′1e
iωDtn + c′2e
−iωDtn
]
+ c′3λ
n
3 (by Ω= ω∆t, ωD = ω
√
1−ξ 2 and tn = n∆t)
= e−ξωtn
(c′1+ c′2)︸ ︷︷ ︸
c1
cos(ωDtn)+ i(c′1− c′2)︸ ︷︷ ︸
c2
sin(ωDtn)
+ c′3︸︷︷︸
c3
λ n3
(by Euler’s formula: e±iθ = cosθ ± isinθ )
= e−ξωtn [c1 cos(ωDtn)+ c2 sin(ωDtn)]+ c3λ n3 (4.24 derived)
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Observe that the coefficients c1, c2, and c3 in the above derivation are defined as follows:
c1 = c′1+ c
′
2 (G.1a)
c2 = i(c′1− c′2) (G.1b)
c3 = c′3 (G.1c)
where i=
√−1. Now using Equation (4.23), three simultaneous equations can be developed
as follows:
c′1+ c
′
2+ c
′
3 = x0 (G.2a)
c′1λ1+ c
′
2λ2+ c
′
3λ3 = x1 (G.2b)
c′1λ
2
1 + c
′
2λ
2
2 + c
′
3λ
2
3 = x2 (G.2c)
Equations (G.1a), (G.1c) and (G.2a) directly lead to the expression for c1 presented in
Equation (4.26b) of the main text as follows:
c1 = x0− c3 (4.26b derived)
Now substituting λ1,2 from Equation (2.6) into Equation (G.2b) and making use of Equa-
tion (G.1), the expression for c2 presented in Equation (4.26c) can be derived as follows:
c′1(σ + iε)+ c
′
2(σ − iε)+ c′3λ3 = x1 (by (G.2b) and (2.6))
=⇒ σ(c′1+ c′2)+ εi(c′1− c′2)+ c′3λ3 = x1 (by rearranging terms)
=⇒ σc1+ εc2+λ3c3 = x1 (by (G.1))
=⇒ c2 = 1ε (x1−σc1−λ3c3) (4.26c derived)
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Similarly, substituting λ1,2 from Equation (2.6) into Equation (G.2c) and making use of
Equations (4.26b), (4.26c) and (G.1), the expression for c3 presented in Equation (4.26a)
can be derived as follows:
c′1(σ + iε)
2+ c′2(σ − iε)2+ c′3λ 23 = x2 (by (G.2c) and (2.6))
=⇒ σ2(c′1+ c′2)+2σεi(c′1− c′2)− ε2(c′1+ c′2)+ c′3λ 23 = x2 (by rearranging terms)
=⇒ σ2c1+2σεc2− ε2c1+ c3λ 23 = x2 (by (G.1))
=⇒ (σ2− ε2)c1+2σεc2+ c3λ 23 = x2 (by rearranging terms)
Substitution of c1 and c2 from Equations (4.26b) and (4.26c) into the above results in the
following:
c3 =
x2−2σx1+ r2x0
λ 23 −2σλ3+ r2
(4.26a derived)
where r =
√
σ2+ ε2. This completes the derivation of Equation (4.26).
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Appendix H
Stability Characteristics of Proposed Methods for
Nonlinear SDOF Systems
This appendix presents the necessary derivations for investigation of the stability character-
istics of the proposed methods applied to nonlinear SDOF systems using discrete root-locus
analysis technique, which is treated in Section 5.2. The open-loop transfer function is
derived first by applying the discrete z-transform and real-translation property to the algo-
rithmic equations. Then the locations of the poles of the linearized closed-loop system in
the complex z-domain are investigated which leads the necessary stability conditions. The
derivations are carried out using Maplesoft (2014) as described below.
H.1 Semi-Explicit-α (SE-α) Method
The following pages present the Maple worksheet for the linearized stability analysis of
the SE-α method applied to nonlinear SDOF systems. Equations (H-1.4)–(H-1.7), and
(H-1.9)–(H-1.12) are the denominator and numerator coefficients of the open-loop transfer
function G′(z) that are summarized in Table 5.1. For ρ∗∞ = 1, the stability conditions in
Equation (5.13) for the SSE-α-1 and SSE-α-2 methods are from Equations (H-1.19) and
(H-1.32), respectively; and these conditions in Equation (5.15) are from Equations (H-1.20)
and (H-1.33), respectively. For ρ∗∞ = 0, the stability conditions for the SSE-α-1 and
SSE-α-2 methods are the same because they become identical. In particular, the first line in
Equation (5.14) is from Equations (H-1.22) and (H-1.35); and that in Equation (5.16) is from
Equations (H-1.24) and (H-1.37). The first four lines in Equation (5.17) for the lower bounds
on ktk are from Equations (H-1.46), (H-1.52), (H-1.47), and (H-1.40), respectively.
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(H-1.8)
> 
(H-1.1)
(H-1.4)
(H-1.9)
(H-1.2)
> 
(H-1.5)
> 
> 
(H-1.6)
(H-1.7)
(H-1.3)
> 
> 
> 
(H-1.10)
> 
> 
> 
> 
> 
> 
> 
> 
> 
Open-Loop Transfer Function
Discrete z-transform of the difference equations of the semi-explicit-alpha method
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(H-1.14)
> 
(H-1.12)
(H-1.16)
(H-1.13)
> 
> 
> 
(H-1.11)
> 
> 
> 
(H-1.15)
> 
> 
Assign the expressions for the model-based integration parameters
Set the expression for gamma which is the same for SSE-alpha-1 and SSE-alpha-2 
methods
Stability Limit
SSE-alpha-1 Method
For rhoInfty =rhoInftyStar=1 and any positive inherent damping 
ratio
418
> 
> 
(H-1.23)
> 
(H-1.20)
> 
> 
> 
(H-1.21)
(H-1.18)
(H-1.11)
> 
> 
(H-1.17)
> 
(H-1.24)
> 
(H-1.22)
> 
(H-1.19)
> 
1
For rhoInfty = rhoInftyStar=0 and any positive inherent damping
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(H-1.31)
> 
(H-1.30)
> 
(H-1.28)
> 
(H-1.32)
> 
(H-1.27)
> 
> 
(H-1.25)
(H-1.11)
> 
(H-1.17)
(H-1.26)
(H-1.24)
> 
(H-1.29)
> 
> 
> 
Stability limit depends on damping ratio. Therefore, need to consider two 
cases: (i) without inherent damping and (ii) with inherent damping
4
3
8
5
SSE-alpha-2 Method
For rhoInfty =sqrt(rhoInftyStar)= 1 and no inherent damping
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(H-1.35)
> 
(H-1.37)
> 
(H-1.40)
(H-1.39)
> 
(H-1.34)
> 
(H-1.33)
(H-1.11)
> 
> 
> 
(H-1.17)
> 
(H-1.38)
> 
> 
(H-1.24)
> 
> 
(H-1.36)
2
For rhoInfty = sqrt(rhoInftyStar)=0 and any positive inherent 
damping
For Omega to infinity, need to treat damping separately
4
3
8
5
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(H-1.43)
> 
(H-1.44)
> 
(H-1.11)
(H-1.33)
(H-1.41)
> 
> 
> 
> 
(H-1.40)
> 
(H-1.42)
> 
> 
> 
(H-1.17)
(H-1.24)
> 
> 
> 
> 
For Omega to infinity: SSE-alpha-1 and SSE-alpha-2
Express kt = delta * k
Divide the characteristic equation by d3 and take limits
Need to treat with damping and without damping separately before taking the 
limit.
For SSE-alpha-2, need to consider no damping
No inherent damping
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> 
> 
> 
> 
(H-1.11)
(H-1.33)
> 
> 
(H-1.46)
> 
> 
> 
(H-1.40)
(H-1.49)
(H-1.47)
(H-1.50)
(H-1.17)
(H-1.51)
(H-1.48)
(H-1.24)
(H-1.45)
> 
> 
Solve for the stiffness ratio delta=kt/k
SSE-alpha-1 Method
SSE-alpha-2 Method
With inherent damping: SSE-alpha-1 Method
Solve for the stiffness ratio delta=kt/k
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(H-1.17)
> 
> 
(H-1.52)
> 
(H-1.24)
(H-1.40)
> 
> 
(H-1.11)
(H-1.33)
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H.2 Explicit-α (E-α) Method
The following pages present the Maple worksheet for the linearized stability analysis of
the E-α method applied to nonlinear SDOF systems. Equations (H-2.6)–(H-2.9), and
(H-2.11)–(H-2.14) of the Maple worksheet are the denominator and numerator coefficients
of the open-loop transfer function G′(z) that are summarized in Table 5.2 of the main
text. For ρ∗∞ = 1, the stability conditions in Equation (5.13) for the KR-α and MKR-α
methods are from Equations (H-2.22) and (H-2.33), respectively; and these conditions in
Equation (5.15) are from Equations (H-2.23) and (H-2.34), respectively. For ρ∗∞ = 0, the
stability conditions for the KR-α and MKR-α methods are the same because they become
identical. In particular, the second line in Equation (5.14) is from Equations (H-2.26) and
(H-2.38); and that in Equation (5.16) are from Equations (H-2.27) and (H-2.39). The lower
bounds on ktk for the KR-α and MKR-α methods in Equation (5.17) (last two lines) are
from Equations (H-2.50) and (H-2.51), respectively.
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(H-2.4)
> 
> 
> 
> 
> 
(H-2.3)
> 
(H-2.9)
> 
(H-2.2)
> 
> 
> 
(H-2.6)
> 
(H-2.10)
(H-2.1)
> 
(H-2.5)
(H-2.7)
> 
> 
(H-2.8)
Open-Loop Transfer Function
Discrete z-transform of the difference equations of the explicit-alpha method
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> 
(H-2.13)
(H-2.15)
> 
> 
> 
> 
> 
> 
> 
(H-2.12)
(H-2.16)
(H-2.14)
> 
(H-2.18)
(H-2.17)
(H-2.11)
> 
> 
Stability Limit
KR-alpha Method
For rhoInfty =rhoInfyStar=1
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(H-2.22)
(H-2.25)
(H-2.21)
> 
(H-2.26)
> 
> 
(H-2.20)
> 
(H-2.27)
(H-2.24)
> 
> 
> 
(H-2.23)
> 
(H-2.11)
(H-2.19)
> 
> 
> 
Stiffness ratio delta = kt/k
1
For rhoInfty =rhoInftyStar= 0
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(H-2.33)
> 
> 
> 
> 
(H-2.28)
> 
(H-2.35)
> 
> 
> 
> 
(H-2.31)
(H-2.34)
(H-2.32)
(H-2.27)
> 
(H-2.11)
(H-2.19)
(H-2.30)
(H-2.29)
> 
4
3
MKR-alpha Method
For rhoInfty =sqrt(rhoInfyStar)=1
2
429
> 
> 
> 
(H-2.40)
> 
> 
> 
> 
(H-2.11)
(H-2.19)
(H-2.41)
> 
(H-2.39)
> 
(H-2.35)
(H-2.36)
(H-2.37)
(H-2.27)
(H-2.38)
> 
> 
> 
(H-2.42)
For rhoInfty = sqrt(rhoInftyStar)=0
4
3
For Omega to infinity: KR-alpha and MKR-alpha
Express kt = delta * k
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(H-2.46)
(H-2.50)
(H-2.49)
(H-2.44)
(H-2.43)
> 
(H-2.45)
> 
> 
(H-2.35)
> 
> 
> 
(H-2.47)
(H-2.27)
> 
(H-2.48)
> 
> 
(H-2.11)
(H-2.19)
> 
Divide the characteristic equation by d3 and take limits
Solve for the stiffness ratio delta=kt/k
KR-alpha
431
(H-2.35)
> 
(H-2.27)
> 
> 
> 
(H-2.43)
(H-2.51)
(H-2.11)
> 
(H-2.19)
MKR-alpha
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Appendix I
Stability Characteristics of Proposed Methods for
Nonlinear MDOF Systems
This appendix presents the derivation of the identity involving energy-like norms at the
bounds of the time step which is used in Section 5.3 for stability analysis of the proposed
methods applied to nonlinear MDOF systems. In the analysis presented below it is assumed
that M, C, K and KT are symmetric; M, K, and KT are positive definite (i.e., M  0,
K  0, KT  0); and C is a classical damping matrix and is positive semidefinite (i.e.,
C 0). To simplify the subsequent presentation the jump (undivided forward difference)
and mean value operators [·] and 〈·〉, respectively, are introduced, where [gn] = gn+1−gn
and 〈gn〉= 12 (gn+1+gn).
I.1 Semi-explicit-α (SE-α) Method
For the nondissipative cases of the SSE-α-1 and SSE-α-2 methods, which belong to the
SE-α method, the linearized algorithms presented in Equation (5.18) are repeated below for
convenience.
Mδ X¨n+1+Cδ X˙n+1+KTδXn+1 = 0; n ∈ {0,1, . . . ,N−1}
δ X˙n+1 = δ X˙n+
∆t
2
(
δ X¨n+δ X¨n+1
)
δXn+1 = δXn+∆tα 1δ X˙n+∆t2α 2δ X¨n
α 1 = 2α−1 {2M+∆tC}
α 2 = α−1 {2M− (4β −1)∆tC}
α = 4M+2∆tC+4β∆t2K
(5.18 revisited)
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In addition to the assumptions made earlier, KTα 1, and KTα 2 are assumed to be symmetric.
For a linear system Kα 1 and Kα 2 can be shown to be symmetric as follows. The model-
based integration parameters for the proposed methods can be rewritten in the following
general form:
α n = (a1M+a2C+a3K)−1 (b1M+b2C+b3K) (I.1)
where a’s and b’s are scalar constants. Now Kα n can be expressed as follows:
Kα n =
(
K−1
)−1
(a1M+a2C+a3K)−1 (b1M+b2C+b3K)
=
(
a1MK−1+a2CK−1+a3I
)−1
(b1M+b2C+b3K) (I.2)
Using the normal modes, all the terms on the right hand side of the above equation can be
diagonalized. For example,
MK−1 =
(
ΦT
)−1 M∗Φ−1{(ΦT)−1 K∗Φ−1}−1
=
(
ΦT
)−1 M∗(K∗)−1ΦT (I.3)
where Φ is the modal matrix; M∗ and K∗ are the diagonal modal mass and stiffness matrices,
respectively. Similarly, all the terms in Equation (I.2) can be diagonalized and simplified to
the following form:
Kα n =
((
ΦT
)−1 D∗1ΦT)−1((ΦT)−1 D∗2Φ−1)
=
(
ΦT
)−1 D∗1D∗2Φ−1
=
(
ΦT
)−1 D∗3Φ−1 (I.4)
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where D∗1, D
∗
2 and D
∗
3 are diagonal matrices, the expressions of which are of no interest
in the present context. Now taking the transpose on both sides of Equation (I.4) it can be
shown that Kα n is symmetric as follows:
(Kα n)T =
{(
ΦT
)−1 D∗3Φ−1}T
=
(
Φ−1
)T D∗3((ΦT)−1)T
=
(
ΦT
)−1 D∗3Φ−1
=Kα n (I.5)
The last line in the above equation is obtained using Equation (I.4). Thus, Kα n is symmetric
for any model-based integration parameter having the form of Equation (I.1). Now using
the [·] and 〈·〉 operators Equations (5.18b) and (5.18c) can be written as follows:
[δ X˙n] = ∆t〈δ X¨n〉 (I.6)
[δXn] = ∆tα 1
{
〈δ X˙n〉− 12 [δ X˙n]
}
+∆t2α 2
{
〈δ X¨n〉− 12 [δ X¨n]
}
(I.7)
Now applying the [·] operator to Equation (5.18a) and premultiplying by [δ X˙n]T the follow-
ing is obtained:
0 =[δ X˙n]T M[δ X¨n]+ [δ X˙n]T C[δ X˙n]+ [δ X˙n]T KT [δXn]
=∆t〈δ X¨n〉T M[δ X¨n]+∆t2〈δ X¨n〉T C〈δ X¨n〉
+[δ X˙n]T KT
{
∆tα 1
(
〈δ X˙n〉− 12 [δ X˙n]
)
+∆t2α 2
(
〈δ X¨n〉− 12 [δ X¨n]
)}
(by (I.6) and (I.7))
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=〈δ X¨n〉T M[δ X¨n]+∆t〈δ X¨n〉T C〈δ X¨n〉+ 〈δ X˙n〉T KTα 1[δ X˙n]
− 1
2
[δ X˙n]T KTα 1[δ X˙n]+∆t2〈δ X¨n〉T KTα 2〈δ X¨n〉− ∆t
2
2
〈δ X¨n〉T KTα 2[δ X¨n]
(by (I.6); symmetry of KTα 1 and KTα 2; and dividing by ∆t)
=〈δ X¨n〉T
(
M− ∆t
2
2
KTα 2
)
[δ X¨n]+ 〈δ X˙n〉T KTα 1[δ X˙n]
+
∆t
2
〈δ X¨n〉T {∆tKT (2α 2−α 1)+2C}〈δ X¨n〉
(by (I.6) and collecting terms)
=〈δ X¨n〉T B[δ X¨n]+ 〈δ X˙n〉T KTα 1[δ X˙n]+ ∆t2 〈δ X¨n〉
T D〈δ X¨n〉 (I.8)
where
B =
(
M− ∆t
2
2
KTα 2
)
(5.20 derived)
D ={∆tKT (2α 2−α 1)+2C} (5.21 derived)
Now for any symmetric matrix A the following identity can be easily derived
〈Xn〉T A[Xn] = 12X
T
n+1AXn+1−
1
2
XTn AXn (I.9)
It was assumed earlier that M and KTα 2 are symmetric. Therefore, the matrix B in
Equation (5.20) is also symmetric. Now utilizing the identity of Equation (I.9), Equation (I.8)
can be written as follows:
1
2
δ X¨Tn+1Bδ X¨n+1+
1
2
δ X˙Tn+1KTα 1δ X˙n+1 =
1
2
δ X¨Tn Bδ X¨n+
1
2
δ X˙Tn KTα 1δ X˙n
−∆t
2
〈δ X¨n〉T D〈δ X¨n〉
(5.19 derived)
This completes the derivation of Equation (5.19).
436
I.2 Explicit-α (E-α) Method
For the nondissipative cases of the KR-α and MKR-α methods, which belong to the E-α
method, the linearized algorithms presented in Equation (5.27) are repeated below for
convenience.
Mδ X¨n+1+Cδ X˙n+1+KTδXn+1 = 0; n ∈ {0,1, . . . ,N−1}
δ X˙n+1 = δ X˙n+∆tα 1δ X¨n
δXn+1 = δXn+∆tδ X˙n+∆t2α 1δ X¨n
α 1 = 4α−1M
α = 4M+2∆tC+4β∆t2K
(5.27 revisited)
Using the [·] and 〈·〉 operators Equations (5.27b) and (5.27c) can be written as follows:
[δ X˙n] =∆tα 1δ X¨n
=∆tα 1
{
〈δ X¨n〉− 12 [δ X¨n]
}
(I.10)
[δXn] =∆t
{
δ X˙n+∆tα 1δ X¨n
}
=∆t
{
δ X˙n+[δ X˙n]
}
(by first line of (I.10))
=∆t
{
〈δ X˙n〉+ 12 [δ X˙n]
}
(I.11)
Now applying the [·] operator to Equation (5.27a) and premultiplying by [δ X˙n]T the follow-
ing is obtained:
0 =[δ X˙n]T M[δ X¨n]+ [δ X˙n]T C[δ X˙n]+ [δ X˙n]T KT [δXn]
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=∆t
{
〈δ X¨n〉T − 12 [δ X¨n]
T
}
α T1 M[δ X¨n]+ [δ X˙n]
T C[δ X˙n]
+∆t[δ X˙n]T KT
{
〈δ X˙n〉+ 12 [δ X˙n]
} (by (I.10) and (I.11))
=∆t〈δ X¨n〉Tα T1 M[δ X¨n]+∆t〈δ X˙n〉T KT [δ X˙n]−
∆t
2
[δ X¨n]Tα T1 M[δ X¨n]
+ [δ X˙n]T
(
C+
∆t
2
KT
)
[δ X˙n]
(I.12)
The last line in the above equation is obtained by using the assumed symmetry of KT
and collecting terms. Using Equations (5.27d) and (5.27e) it can be shown that α T1 M is
symmetric as follows:
α T1 M =4
{(
4M+2∆tC+4β∆t2K
)−1 M}T M (by (5.27d) and (5.27e))
=4MT
{(
4M+2∆tC+4β∆t2K
)T}−1 M
=MT
{
4
(
4M+2∆tC+4β∆t2K
)−1 M} (by symmetry of M, C, and K)
=MTα 1 (by (5.27d) and (5.27e))
=
(
α T1 M
)T
(I.13)
Now applying the identity of Equation (I.9), Equation (I.12) can be expressed as follows:
1
2
δ X¨Tn+1α
T
1 Mδ X¨n+1+
1
2
δ X˙Tn+1KTδ X˙n+1 =
1
2
δ X¨Tnα
T
1 Mδ X¨n+
1
2
δ X˙Tn KTδ X˙n
−[δ X˙n]T
(
C+
∆t
2
KT
)
[δ X˙n]+
∆t
2
[δ X¨n]Tα T1 M[δ X¨n]
(5.28 derived)
This completes the derivation of Equation (5.28).
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Appendix J
Transfer Function of ATS Compensator
In order to determine the discrete transfer function of the ATS compensator presented in
Equation (7.6) it is convenient to revisit the expressions of the compensated displacement
and discrete time derivatives of the target displacement presented in Equations (7.2b), (7.3)
and (7.4), respectively, as follows:
xc[k] = a0[k]x
t
[k]+a1[k]x˙
t
[k]+a2[k]x¨
t
[k] (7.2b revisited)
x˙t[k] =
1
∆t
[
xt[k]− xt[k−J]
]
(7.3 revisited)
x¨t[k] =
1
∆t
[
x˙t[k]− x˙t[k−J]
]
(7.4 revisited)
Applying the discrete z-transform and real-translation property (Equation (3.2)) to Equa-
tion (7.3), the following is obtained:
X tv(z) =
1
∆t
[
1− 1
zJ
]
X t(z)
=
1
∆t
zJ−1
zJ
X t(z) (J.1)
where X tv(z) =Z
(
x˙t[k]
)
and X t(z) =Z
(
xt[k]
)
. Similarly, applying the discrete z-transform
and real-translation property to Equation (7.4) and defining X ta(z) =Z
(
x¨t[k]
)
, the following
is obtained:
X ta(z) =
1
∆t
[
1− 1
zJ
]
X tv(z)
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=
1
∆t2
(
zJ−1)2
(zJ)2
X t(z) (J.2)
where the last line is obtained by substituting X tv(z) from Equation (J.1). Now applying the
discrete z-transform and real-translation property (Equation (3.2)) to Equation (7.2b) and
defining Xc(z) =Z
(
xc[k]
)
, one obtains the following:
Xc(z) = a0[k]X
t(z)+a1[k]X
t
v(z)+a2[k]X
t
a(z)
=
[
a0[k]+a1[k]
1
∆t
zJ−1
zJ
+a2[k]
1
∆t2
(
zJ−1)2
(zJ)2
]
X t(z)
=
1
∆t2z2J
[(
∆t2a0[k]+∆ta1[k]+a2[k]
)
z2J− (∆ta1[k]+2a2[k])zJ +a2[k]]X t(z) (J.3)
From the above equation, the transfer function of the ATS compensator presented in Equa-
tion (7.6) is directly obtained as follows:
GATS(z) =
Xc(z)
X t(z)
=
1
∆t2z2J
[(
∆t2a0[k]+∆ta1[k]+a2[k]
)
z2J− (∆ta1[k]+2a2[k])zJ +a2[k]]
(7.6 derived)
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