We address the problem of estimating the edge of a bounded set in R d given a random set of points drawn from the interior. Our method is based on a transformation of estimators dedicated to uniform point processes and obtained by smoothing some of its bias corrected extreme points. An application to the estimation of star-shaped supports is presented.
Introduction
We address the problem of estimating a bounded set S of R d given a finite random set S n of points drawn from the interior. This kind of problem arises in various frameworks such as classification (Hardy and Rasson (1982) ), image processing (Korostelev and Tsybakov (1993) ) or econometrics problems (Deprins (1984) ). A lot of different solutions were proposed since Geffroy (1964) and Renyi and Sulanke (1963) depending on the properties of the observed random set S n and of the unknown set S. Up to our knowledge, the set valued estimators of Chevalier (1976) , Gensbittel (1979) and of Devroye and Wise (1980) are the more general in the sense that they require little assumptions on S n and S. Recently (Girard and Menneteau (2005) , Menneteau (2007) ), estimators have been introduced for estimating supports writing S = {(x, y) ∈ E × R, 0 ≤ y ≤ f (x)}, where f is an unknown function and E is a given subset of R d−1 . Thus, the estimation of S reduces to the estimation of the function f . These methods assume that the random set S n is obtained from a point process with mean measure independent from y. In this paper, we propose an extension of the estimators in order to overcome this limitation. In section 2, the new family of estimators is introduced. Section 3 is devoted to their asymptotic properties. We state a multivariate central limit theorem as well as a moderate deviations principle. These results are applied in section 4 to the estimation of star-shaped supports.
Proofs are collected in section 5.
Boundary estimators
Let (E, E, ν) be a probability space, with E ⊂ R d−1 and where ν is absolutely continuous with respect to λ the Lebesgue measure on R d−1 . Let f : (E, E) → (R + , B(R + )) be a measurable function, where B (R) is the Borel σ-algebra on R. Consider the set S = {(x, y) ∈ E × R, 0 ≤ y ≤ f (x)}.
Our aim is to estimate S from a sequence of S-valued random vectors S n = {(X n,i , Y n,i ), 1 ≤ i ≤ N n (S)}, with associated counting process 
where ϕ : S → R + is a given non negative function, and c is an unknown positive parameter. In the following, some additional hypothesis are introduced on ϕ. Two cases are considered below:
(P) N n is a Poisson point process, (E) N n is an (n-sample) empirical point process.
In view of (1), it appears that the estimation of the support S is equivalent to the estimation of the frontier f . We refer to section 4 for an illustrative example of this framework.
It is shown that the estimation of star-shaped supports of homogeneous point processes reduces to the estimation of supports (1) associated to point processes with mean measure (2).
The estimators proposed in this paper are based on a measurable partition of E,
the cell of S built on I n,r and N n,r = N n (D n,r ). Let us introduce the conditional quantile transformation
and the extreme points
if N n,r = 0 and (X * n,r , Y * n,r ) = (0, 0) otherwise. In the following, the convention 0 × ∞ = 0 is adopted. Our estimator of f (x) is:
where ν n,r = ν(I n,r ), κ n,r : E → R is a weighting function determining the nature of the smoothing introduced in the estimator, andĉ n (x) is a convenient estimator of c. Some examples are provided in section 4.
Remark 1 When ϕ = 1,f n is the estimator defined in Menneteau (2007) :
It can be seen that Y * n,r is an estimator of the maximum of f on I n,r with negative bias. The use of the random variable 1/(nĉ n (x)ν n,r ) allows to reduce this bias, see also Girard and Menneteau (2005) for an example.
Our estimator (3) can be considered as a transformation back-transformation of (4). The first transformation allows to obtain extreme values Φ X * n,r (Y * n,r ) of an homogeneous point process, while the back-transformation, via Φ −1
x , gives back an estimation of the frontier of the original non-uniform point process. The next section is devoted to the asymptotic properties off n . General conditions are imposed to the partition (I n,r ), the functions κ n,r , c n and Φ to obtain a central limit theorem and a moderate deviations principle forf n .
Main results
Let us introduce some auxiliary functions, defined for all x ∈ E:
is the frontier function of the homogenized point process. Let w n,r (x) = κ n,r (x) /κ n (x) be the renormalized weights where we have defined
Let us also introduce the step function, defined for all x ∈ E by
In,r g dν.
First assumptions are devoted to the function ϕ:
Remark 2 Under assumption (Φ), ϕ can be extended to E × R + such that for all x ∈ E,
In the sequel, this kind of extensions will be still denoted by ϕ.
Let (ε n ) be a sequence of positive real numbers such that ε n = 1 or ε n ↓ 0. The following assumptions will reveal useful to control the asymptotic behavior off n .
(H.1) k n ↑ ∞ and (nν n ) −1 max(log(n), ε −1 n ) → 0 as n → ∞.
(H.2) 0 < m ≤ M < +∞ and
There exists F ⊂ E such that (H.3) For each (x 1 , ..., x p ) ⊂ F , there exists a regular covariance matrix
(H.7) Either ϕ is a constant function, or for all x ∈ F , imposes to the weight functions κ n,r (x) in the linear combination (3) to be approximatively of the same order. This is a natural condition to obtain an asymptotic Gaussian behavior.
Assumptions (H.5) and (H.6) are devoted to the control of the bias term E( f n (x)) − f (x).
They prevent it to be too important with respect to the variance of the estimate (which will reveal to be of order κ n (x)/n). Finally, (H.6) can be looked at as a stronger version of (H.2).
The last assumptions control the estimation of c.
(C.1) For all x ∈ F , and any η > 0 lim sup
(C.2) For all x ∈ F , and any η > 0 lim sup
Condition ( 
where N 0, Σ (x 1 ,...,xp) is the centered Gaussian distribution in R p , with covariance matrix
Corollary 1 Theorem 1 holds when
This leads to an explicit asymptotic γ% confidence interval for f (x):
where z γ is the (γ +1)/2th quantile of the N (0, 1) distribution. Note that the computation of this interval does not require a bootstrap procedure as for instance in Hall et al (1998) .
The following family of large deviations principle is sometimes referenced as a moderate deviations principle (see e.g. Dembo and Zeitouni (1993) 
follows the large deviations principle in R p with speed (ε n ) and good rate function
Corollary 2 Theorem 2 holds when
As a consequence, one can obtain a rate of convergence in the almost sure consistency of the frontier estimator. More precisely, Corollary 2 and the Borel-Cantelli Lemma entail that, for all x ∈ E,
In terms of confidence interval, Corollary 2 can also be useful to compute the logarithmic asymptotic level of confidence intervals with asymptotic level 0. See Menneteau (2007) for further details. Finally, in estimation theory, Corollary 2 is of interest to compute the Kallenberg efficiency off n (Kallenberg, 1983a (Kallenberg, , 1983b .
Star-shaped supports
One motivating application of the general framework introduced in section 2 is the estimation of star-shaped supports in R d , d ≥ 2. We refer to Baillo and Cuevas (2001) for an adaptation of the estimator defined by Devroye and Wise (1980) to this situation. The support can be parameterized in polar coordinates such as:
is a measurable function, and the mapping
defines the polar coordinates (see Mardia et al (1979) , section 2.4) in R d . We consider the sequence of Poisson or empirical point processes
with mean measure
where c > 0. Let (U n,i , V n,i ) i≥1 be the point process associated to N pol n . Our aim is to estimate S pol via an estimation of the associated frontier function f . This function can also be seen as the frontier of the support
where (X n,i ) represents the sequence of polar angles and (Y n,i ) the sequence of polar radius.
In the case d = 2, classical planar polar coordinates are obtained, see figure 1 for an illustration. For d = 3, we get usual spherical coordinates. Note that, in this situation, cylindrical coordinates can also enter the framework of section 3.
It will appear in Lemma 3 in section 5, that the point process (X n,i , Y n,i ) i≥1 is no more homogeneous but benefits of the mean measure (2) with
where
As for choosing the partition, a natural choice would be to consider equiprobable sets (I n,r ) with respect to the polar angle distribution. Unfortunately, from (5), it is easily seen that the polar angle density is
and thus depends on the unknown frontier function f . Without prior knowledge on f , one may consider in (6) that f is a constant. In this case, the measure induced by (6) is ν. Moreover, since f is both bounded from zero and upper bounded, (6) implies that the polar angle distribution is equivalent to ν. These considerations lead us to choose a measurable partition of E such that ν(I n,r ) = 1/k n for 1 ≤ r ≤ k n . In accordance with the notations of section 2, let for all 1 ≤ r ≤ k n ,
and N n,r = N n (D n,r ) .
A general kernel estimator
In the sequel, we adopt the following weight function
where K n is a general smoothing kernel, and the global estimator of c defined bŷ
both introduced in Menneteau (2007) . The framework of section 2 leads to the estimator of the frontier f below (see Lemma 4 in section 5),
and the associated estimator of the support is given bŷ
In this context, Theorem 1 and Theorem 2 permit to derive the asymptotic behavior of the estimation error in the direction x defined as ∆ n (x) =f pol n (x) − f (x). Let us emphasize that |∆ n (x)| can also be interpreted as the length of the slice in the direction x of the symmetrical difference between the estimated supportŜ pol n and the true one S pol .
Establishing similar results for the surface of the symmetrical difference, i.e. the Hausdorff distance, would require uniform convergence results, and is thus beyond the scope of this paper.
The following notations will reveal useful to state the assumptions on K n . For all
x ∈ E and 1 ≤ r ≤ k n , consider the oscillation of K n (x, .) over I n,r , Γ n,r (x) = sup {K n (x, t) − K n (x, s) : (s, t) ∈ I n,r × I n,r } , the smoothing error
which can be interpreted as the loss of information due to the partitioning. Let us also introduce the maximum oscillation of f d over each set of the partition
and the classical norms
In this context, the general assumptions (H.3)-(H.7) can be expressed as:
The results established in section 3 yield:
Theorem 3 Let ε n = 1 and suppose that (H.1), (H.2), (K.1)-(K.7) are verified.
Theorem 4 Let ε n ↓ 0 and suppose (H.1), (H.2), (K.1)-(K.7) are verified. For all
is regular, the sequence of random vectors
follows the large deviations principle in R p with speed (ε n ) and good rate function I.
Illustration in the bi-dimensional case
As an illustration, we consider the case d = 2. In this situation, h 2 (x) = (2π) −1 . For the sake of simplicity, we focus on the case where the partition is equidistant i.e. I n,r = [2π(r − 1)k −1 n , 2πrk −1 n ), r = 1, . . . , k n . For periodicity reasons, we consider the Dirichlet's kernel
associated to the trigonometric basis (Tolstov (1976) ):
It is well-known that the Dirichlet's kernel can be rewritten as
Since, for all x ∈ E, E K D n (x, t)h 2 (t)dt = 1, the estimator (9) becomeŝ
In the above context, we have the following result.
where v n = n(ℓ n k n ) −1/2 . The choice ℓ n = n 10/27 and k n = n 14/27 (log (n)) 2/7 u 2 n leads to v n = n 5/9 log (n) −1/7 u −1 n , where u n → ∞ arbitrarily slowly.
Since our estimator is based on extreme values, it reaches an asymptotic convergence rate larger than the classical parametric rate n 1/2 . At the opposite, estimators built on nonparametric regression techniques would be limited to convergence rates lower than n 1/2 . As an example, the optimal convergence rate for estimating C 2 regression functions is n 2/5 (Stone (1982) ).
Numerical experiments
To conclude, we propose a simple illustration of the behavior of the estimatorf pol n on a finite sample situation. The true frontier function is the π/3-periodic function
The experiment involves several steps: -First, m = 100 replications of a Poisson process (situation (P)) are simulated with c = 1/ 2π 0 f (x)dx and n = 100.
-For each of the m previous set of points, the trigonometric estimatorf pol n is computed with h n = 15 and k n = 20.
-The m associated L 1 distances to f are evaluated on a grid.
-Finally, the best situation (i.e. the estimation corresponding to the smallest L 1 error)
is represented on Figure 3 and the worst situation (i.e. the estimation corresponding to the largest L 1 error) is represented on Figure 2 .
The results are visually satisfying. More precisely, denoting by ξ n the relative L 1 − error defined by
the maximum observed value of ξ n is 9.6% (corresponding to Figure 2 ), the minimum observed value is 3.8% (corresponding to Figure 3 ) and the mean value is 6.2%.
Proofs

Proofs of section 3
The proofs of Theorem 1 and Theorem 2 follow the same lines. They are based on results of Menneteau (2007) for homogeneous processes and on an approximation argument.
1. First, we show in Lemma 1 that one can associate to N n a homogeneous process thanks to a convenient transformation. More precisely, let (Π n ) n≥1 denote the sequence of counting processes defined by
Lemma 1 Suppose (Φ) holds. Then, in situation (P) (resp. (E) ), Π n is associated with a Poisson (resp. an empirical) process on E ×R + , with mean measure
Proof. In situation (P), the result follows from the Mapping Theorem (see Kingman (1993) , p. 18). In situation (E), the result is obtained by a simple change of variable (see Cohn (1980) , Theorem 6.1.6).
2. As previously remarked in section 2, asymptotic results were already established for homogeneous processes. For convenience of notation, we writeĉ 1,n (x) =ĉ n andf n (x) = f n (x;ĉ n ). Following (4), we define for x ∈ E :
an estimator of g(x), the frontier of the homogeneous process. Therefore, one can apply toĝ n the following results, proved in Menneteau (2007) , which assert that Theorem 1 and Theorem 2 hold with ϕ = 1. verifying respectively (C.1) and (C.2). Then, for all (x 1 , ..., x p ) ⊂ E, ...,xp) .
ii) Let ε n ↓ 0 and suppose (Φ), (H.1)-(H.6) are verified. Letĉ 1,n andĉ 2,n verifying respec-
3. We now derive the asymptotic behavior off n from that ofĝ n by an approximation argument given in the next lemma.
Proof. The result is straightforward if ϕ is a constant function. We thus focus on the case where, by (H.7),
Remarking that (
, we obtain that
Set η > 0 and for all α > 0 introduce
. From (16), and since |h n (x) − g(x)| ≤ |ĝ n (x) − g(x)|, it follows that
eventually, since from (15), I n (x, α, ϕ) → {g(x)} as n → ∞ and thus
Consequently, for all large α lim sup
where σ 2 (x) = σ(x, x) with Proposition 1. Letting α → ∞ gives the result.
The proofs of the announced results are now straightforward:
Proofs of Theorem 1 and Theorem 2: a) First, we prove the theorems forĉ 2,n (x) = c.
By Lemma 1, we can apply Proposition 1 to obtain the expected weak convergence and moderate deviations principle for (ĝ n (x) − g(x)). From Lemma 2, (ĝ n (x) − g(x)) and ϕ(x, f (x))(f n (x)−f (x)) share the same asymptotic behavior in terms of weak convergence and moderate deviations principles. b) In the general case, it is sufficient to prove that lim sup n→∞ ε n log P ε 1/2 n n κ n (x) |ĉ n,2 (x) − c| f n (x) − f (x) ≥ η = −∞.
To this aim, observe that, for all large α > 0, P ε 1/2 n n κ n (x) |ĉ n,2 (x) − c| f n (x) − f (x) ≥ η ≤ P (|ĉ n,2 (x) − c| ≥ c/α)
Proof. Note that the Jacobian of the inverse polar transformation P Hence, in situation (P), the result follows from the Mapping Theorem (see Kingman (1993) , p. 18). In situation (E), the result is obtained by a change of variable (see Cohn (1980) , Theorem 6.1.6).
Lemma 4
With (5), (7) and (8) 
