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COARSE DECOMPOSITION OF II1 FACTORS
SORIN POPA
University of California, Los Angeles
Abstract. We prove that any separable II1 factorM admits a coarse decomposition
over the hyperfinite II1 factor R, i.e., there exists an embedding R →֒ M such that
L2M ⊖ L2R is a multiple of the coarse Hilbert R-bimodule L2R⊗L2Rop. Equiv-
alently, the von Neumann algebra generated by left and right multiplication by R
on L2M ⊖ L2R is isomorphic to R⊗Rop. Moreover, if Q ⊂ M is an infinite index
irreducible subfactor, then R →֒ M can be constructed so that to also be coarse
with respect to Q. This result implies existence of MASAs that are mixing, strongly
malnormal, and with infinite multiplicity, in any separable II1 factor.
1. Introduction
Much of the analysis involved in studying a II1 factor M is ultimately based
on the decomposition properties of M as a Hilbert bimodule over its subalgebras,
in particular over approximately finite dimensional (AFD) subalgebras B ⊂ M ,
like the hyperfinite II1 factor B ≃ R. The most interesting type of decomposition
expresses L2M as a direct sum of two “dichotomic” classes of Hilbert bimodules
over that subalgebra: on the one hand “thin” (compact/structured) bimodules, on
the other hand “coarse” (mixing/random) bimodules.
Along these lines, we prove in this paper that any separable II1 factorM contains
a coarse hyperfinite II1 subfactor, i.e., a subfactor R ⊂ M such that the Hilbert
R-bimodule L2M decomposes as the direct sum between a copy of the trivial R-
bimodule, L2R, and a multiple of the coarse R-bimodule, L2R⊗L2Rop. Moreover,
R can be taken so that to satisfy several other “constraints”, such as being contained
in an irreducible subfactor P ⊂M and be almost orthogonal and coarse with respect
to a given subalgebra Q ⊂M satisfying P 6≺M Q (the pair R,Q is coarse if RL2MQ
is a multiple of L2R⊗L2Qop).
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The coarse subfactor R ⊂M is constructed as an inductive limit of dyadic matrix
algebras, through an iterative technique also used in [P81a], [P16], [P17]. But while
in all previous work the resulting bimodule structure RL
2MR remained “blind”, the
big novelty here is that we are able to construct embeddings R →֒M with complete
control of the bimodule decomposition at the end of the iterative process.
Coarseness of a subalgebra is in some sense the “most random” position it may
have in the ambient II1 factor. It automatically entails mixingness, which in turn
implies strong malnormality, a property that’s in dichotomy with the weak quasi
regularity of the subalgebra. Altogether, our main result shows the following:
1.1. Theorem. Any separable II1 factor M contains a hyperfinite factor R ⊂ M
that’s coarse in M (and thus also mixing and strongly malnormal in M). Moreover,
given any irreducible subfactor P ⊂ M , any von Neumann subalgebra Q ⊂ M
satisfying P 6≺M Q and any ε > 0, the coarse subfactor R ⊂M can be constructed
so that to be contained in P , be coarse with respect to Q and satisfy R ⊥ε Q.
The condition P 6≺M Q for two subalgebras of the II1 factor M is in the sense of
(Definition 2.4 in [P03]) and means that there exists no non-zero intertwiner from
P to Q (i.e., x ∈ M with dim(L2(PxQ)Q) < ∞). This automatically implies that
Q has uniform infinite index in M , i.e., given any non-zero projection p ∈ Q′ ∩M ,
the [PiP84]-index of the inclusion Qp ⊂ pMp is infinite. When Q is an irreducible
subfactor of M , it amounts to Q ⊂M having infinite Jones index [J83].
A subalgebra B ⊂M ismixing if the action AdU(B)yM is mixing relative to B
in the sense of (2.9 in [P05]), equivalently if limu ‖EB(xuy)‖2 = 0, for all x, y ∈M⊖
B, where the limit is over u ∈ U(B) tending weakly to 0. The subalgebra B ⊂ M
is strongly malnormal if any x ∈ M that’s a weak intertwiner for B, i.e., satisfies
dim(L2(A0xB)B) < ∞, for some diffuse A0 ⊂ B, lies in B (see [P04], [IPeP05],
[PeT07], [GP14] for variations of this property for subgroups and subalgebras).
One can show that if R ⊂M is coarse then R ⊂M is mixing (see 2.6.3 (a) below).
In turn, by (3.1 in [P03]), the mixing property implies very strong absorption
properties for R ⊂ M , meaning that R is strongly malnormal in the above sense.
In particular, any maximal abelian ∗-subalgebra (abbreviated hereafter as MASA)
A of R is a MASA in M , with all its weak intertwiners contained in R. Moreover,
if a MASA A ⊂ R is coarse in R with L2R ⊖ L2A ≃ (L2A⊗L2A)⊕∞ as Hilbert
A-bimodules, then A is coarse in M as well, and if A has infinite multiplicity in
R, then so it does in M (i.e., (A ∨ Aop)′ is of type I∞ on L2M ⊖ L2A; the type of
(A∨Aop)′∩B(L2M ⊖L2A) is sometimes called the Pukanszky invariant of A ⊂M ,
see [Pu60] or [P16]). Thus, if one represents a coarse hyperfinite II1 subfactor
R ⊂M as the II1 factor of the lamp-lighter group R = L(Z/2Z ≀Z), then A = L(Z)
follows coarse, strongly malnormal, with infinite multiplicity in M . So we have:
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1.2. Corollary. Any separable II1 factor M has a coarse MASA A ⊂ M , which
in addition is strongly malnormal and mixing, with infinite multiplicity. Moreover,
given any irreducible subfactor P ⊂M , any von Neumann subalgebra Q ⊂M such
that P 6≺M Q and any ε > 0, the coarse MASA A ⊂ M can be constructed inside
P , coarse to Q, and satisfying A ⊥ε Q.
The problems of whether any separable II1 factor contains malnormal MASAs
and MASAs with infinite multiplicity, both of which are strengthening of singu-
larity, have been open for some time. The second of these problems is implicit in
([Pu60], [P81c]) and has been largely circulated as a folklore problem. Strength-
ened singularity such as mixingness and malnormality is discussed in (Section 5.1
in [P13a] and Section 5.3 in [P16]). It is somewhat surprising that any II1 factor
contains a singular MASA having all of these properties.
Theorem 1.1 also implies that any Cartan subalgebra D of a coarse subfactor
R ⊂ M is maximal abelian in M , with its normalizer in M generating R, thus
showing existence of semiregular MASAs D ⊂ M whose normalizing algebra is a
hyperfinite II1 factor R ⊂ M which in addition can be taken ε-orthogonal and
coarse with respect to some given irreducible infinite index subfactor Q ⊂ M . On
the other hand, since any tracial AFD algebra can be embedded into R and any
countable amenable group G gives rise to a tracial AFD von Neumann algebra (by
[C76]), this also shows existence of copies of the left regular representation of G
that are ⊥ε Q.
1.3. Corollary. Let M be a separable II1 factor, P ⊂M an irreducible subfactor
and Q ⊂M a von Neumann subalgebra such that P 6≺M Q. Let also ε > 0.
1◦ There exists a semiregular MASA D of M that’s contained in P , whose nor-
malizer NM (A) lies in P and generates a hyperfinite factor R satisfying R ⊥ε Q.
2◦ If G is a countable amenable group, then there exists a copy {ug}g∈G ⊂ P of
the left regular representation of G such that ‖EQ(ug)‖2 ≤ ε, ∀g ∈ G \ {e}.
The ε-orthogonality between subalgebras in these statements is with respect to
the Hilbert structure given by the (unique) trace state τ on the ambient factor
M . Thus, B ⊥ε Q for subalgebras B,Q ⊂ M means that ‖EQ(b)‖2 ≤ ε‖b‖2 for
all b ∈ B ⊖ C def= {b ∈ B | τ(b) = 0}, where as usual EQ denotes the trace pre-
serving expectation onto Q. We will in fact prove ε-perpendicularity in a stronger
sense, with the hyperfinite II1 factor R ⊂ P in Theorem 1.1 constructed so that
‖EQ(b)‖q ≤ ε‖b‖q for all b ∈ R ⊖ C1 and all 1 ≤ q ≤ 2 (see Theorem 4.2). This is
equivalent to the condition ‖ER(x)‖p ≤ ε‖x‖p, ∀x ∈ Q ⊖ C1, ∀2 ≤ p ≤ ∞, so in
particular R satisfies ‖ER(x)‖ ≤ ε‖x‖, ∀x ∈ Q⊖ C1.
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As we mentioned before, the construction of the coarse hyperfinite II1 subfactor
R ⊂ M in Theorem 1.1 uses the iterative strategy from ([P81a], [P81c], [P16]).
Thus, R is obtained as an inductive limit of I2n-subfactors Bn ≃M2×2(C)⊗n inside
P , so that at each “next step” the algebra Bn+1 becomes “almost” 2-independent
to M ⊖ Bn, while remaining “almost orthogonal” to Q. We do this by using
incremental patching technique ([P92] ,[P13a], [P13b], [P17]), which we combine
with a key new technique of controlling the states implemented on Bn+1 ∨ Bopn+1
by finitely many given vectors in L2M . If the asymptotic 2-independence is made
rapidly enough, and with more and more elements in M being taken into account,
then the resulting R is so that R ⊗C∗ Rop ⊂ B(L2M ⊖ L2R) extends to a normal
representation of R⊗Rop on L2M ⊖ L2R,. This amounts to R ⊂M being coarse.
In Section 2 of the paper we recall some definitions and prove some preliminary
technical results. In Section 3 we prove the main technical Lemma 3.1 needed in
the proof of Theorem 1.1. Section 4 contains the actual proof of this theorem, in
fact a stronger result is shown (see Theorem 4.2). We end that section with several
remarks, including a definition of multiple mixing for an inclusion B ⊂M , for which
a result similar to Theorem 1.1 holds true.
The technique for constructing AFD-embeddings with control of bimodule struc-
ture introduced in this paper opens up new perspectives for revisiting some well
known unanswered questions in II1 factors. We dwell on this in Section 5, where we
discuss two specific problems. Thus, we first conjecture that if any amplification of
M can be generated by two selfadjoint elements, then one can construct hyperfinite
factors L,R ⊂ M recursively so that L ∨ Rop is purely infinite (i.e., has no finite
summand). If true, then due to results in ([V89], [Ra91], [Dy92], [V94], [GP96]),
this fact would imply that M = L(F∞) cannot be finitely generated, and that all
free group factors are non-isomorphic. We then discuss the possibility that maxi-
mal AFD subalgebras of L(Fn) are all coarse (see also 4.3 in [H15]), and mutually
coarse one to another, unless unitary conjugate. We prove that this property would
imply that any maximal AFD is mixing (resp. strongly malnormal), which in turn
would imply that any two maximal amenable subalgebras with diffuse intersection
must coincide, a property that has been predicted in ([PeT07]).
2. Some preliminaries
We use in this paper the same notations as in ([P13b], [P16], [P17]) and refer
to [AP17] for basics in II1 factors theory. One notation that’s frequently used is
(B)r for the ball of radius r > 0 of a given Banach space B (the space and its norm
being clear from the context).
Recall that a tracial von Neumann algebra (M, τ) is said to be separable if M is
separable in the Hilbert norm ‖x‖2 = τ(x∗x)1/2 implemented by the (fixed) normal
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faithful trace state τ . For tracial von Neumann algebras, this condition is equivalent
to M being countably generated (see e.g., [AP17]).
2.1. The ultrapower framework. We will often use the ultrapower formalism:
If M is a II1 factor and ω is a free (or non-principal) ultrafilter ω on N, then M
ω
denotes its ω-ultrapower II1 factor (see e.g. [C76], [AP17], or 1.6 in [P13b] for
complete definitions). Thus, Mω is endowed with the ultrapower trace τ((xn)n) =
lim
n→ω
τ(xn), ∀ (xn)n ∈Mω.
Also, if N is a von Neumann subalgebra of the II1 factor M , then we denote
by eN the orthogonal projection of L
2M onto L2N . Thus, if x ∈ M is viewed
as the operator of left multiplication on L2M , then eNxeN = EN (x)eN , forall
x ∈ M , implying that spMeNM is a ∗-subalgebra in B(L2M). Following Jones
notations and terminology from ([J83]), we denote by 〈M, eN 〉 ⊂ B(L2M) the
basic construction algebra spMeNM
w
= (JMNJM )
′, where JM is the canonical
conjugation on L2M , J(ξ) = ξ∗, ∀ξ ∈ L2M . We have eN 〈M, eN 〉eN = NeN and
the semi-finite von Neumann algebra 〈M, eN 〉 is endowed with the canonical normal
faithful semi-finite trace Tr = Tr〈M,eN 〉, satisfying the condition Tr(xey) = τ(xy),
for x, y ∈M .
If N ⊂ M is a von Neumann subalgebra and we consider the corresponding
inclusion of ultrapower algebras Nω ⊂ Mω, then it is useful to keep in mind that
the canonical trace Tr of elements in the basic construction algebra 〈Mω, eNω 〉 is
obtained as a limit of the trace Tr of elements in 〈M, eN 〉:
2.1.1. Lemma. If x = (xn)n, y = (yn)n ∈ Mω then eNωxeNω = ENω (x)eNω =
(EN (xn))neNω and
Tr(xeNωy) = lim
n→ω
Tr(xneNyn) = lim
n→ω
τ(xnyn).
Proof. Immediate by the definitions. 
2.2. Intertwining subalgebras. Recall from (Section 2 in [P03]) that if Q,P are
von Neumann subalgebras of a tracial von Neumann algebra M , then the notation
Q ≺M P means that there exists a non-zero x ∈ M such that the Hilbert Q − P
bimodule L2(QxP ) has finite dimension as a right P -module. Following ([P16];
cf. also [P05a]), such x will be called intertwiners from Q to P and we denote by
IM (Q,P ) the space of all such x, calling it the intertwining space from Q to P .
Thus, Q ≺M P means that IM (Q,P ) 6= 0.
In turn, if IM (Q,P ) = 0 then we write Q 6≺M P . By (2.1-2.4 in [P03]; see also
Section 1.3 in [P16]) this is equivalent to: ∀F ⊂ M finite, ∀ε > 0, ∃u ∈ U(P )
such that ‖EQ(xuy)‖2 ≤ ε, ∀x, y ∈ F . This last condition readily implies that if
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P 6≺M Q then Pω 6≺Mω Qω (see e.g., 2.1 in [P17]; N.B. the converse holds true as
well).
It is trivial to see, by using the definitions, that if P 6≺M Q and B0 ⊂ P is a
finite dimensional ∗-subalgebra, then (B′0 ∩ P ) 6≺M Q as well. When passing to
ultra powers, this entails:
2.2.1. Lemma. With the above notations, if B ⊂ Pω is a separable AFD von
Neumann subalgebra, then P 6≺M Q implies (B′ ∩ Pω) 6≺Mω Qω.
Proof. Let Bn ⊂ R be an increasing sequence of finite dimensional subalgebras that
generates B. Let F ⊂ (Mω)1 be a finite set and ε > 0.
Since B′n ∩ Pω 6≺Mω Qω, there exists a unitary element un = (un,k)k ∈ Pω
such that ‖EQω(xuny)‖2 ≤ ε/2, for all x, y ∈ F . Thus, if x = (xk)k, y = (yk)k,
un = (un,k)k, with xk, yk ∈ (M)1 and un,k ∈ U(P ), then
lim
k→ω
‖EQ(xkun,kyk‖2 ≤ ε/2 < ε.
Denote by Vn the set of all k ∈ N such that ‖EQ(xkun,kyk‖2 < ε for all x, y ∈ F .
Note that Vn corresponds to an open closed neighborhood of ω in Ω, under the
identification ℓ∞N = C(Ω). Let now Wn ⊂ N, n ≥ 0, be defined recursively
as follows: W0 = N and Wn+1 = Wn ∩ Vn+1 ∩ {k ∈ N | k > minWn}. Note
that, with the same identification as before, Wn is a strictly decreasing sequence of
neighborhoods of ω in Ω.
Define u = (u′m)m, where u
′
k = um,k for k ∈ Wm−1 \ Wm. Then the above
conditions show that u is a unitary element in Pω which satisfies ‖EQω(xuy)‖2 ≤ ε,
∀x, y ∈ F . 
2.3. Approximate 2-independence of subalgebras. Recall from ([P13a],
[P13b]) that if B0, B ⊂ M are von Neumann algebras and E ⊂ M ⊖ B0 def= {x ∈
M | EB0(x) = 0} is a subset, then B is n-independent to E relative to B0, if the
expectation on B0 of any word with alternating letters from E,B ⊖ C and length
at most 2n (so at most n alternations) is equal to 0.
2.3. Lemma. Assume P ⊂M is an irreducible inclusion of II1 factors and P0 ⊂
Pω a finite dimensional factor. Given any finite set E ⊂ Mω ⊖ P0, there exists
a diffuse abelian subalgebra A ⊂ P ′0 ∩ Pω such that A is free independent to E
relative to P0. In particular, A is 2-independent to E relative to P0 and thus, for
any 1 ≥ c > 0 there exists a projection q ∈ P ′0∩Pω of trace c such that EP0(qz) = 0
and EP0(qzqz
∗) = τ(q)2EP0(zz
∗) = c2EP0(zz
∗), ∀z ∈ E.
Proof. This is just a particular case of (Lemma 1.4 in [P92]) or (Theorem 4.3 in
[P13b]). 
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2.4. Almost Lp-orthogonality of subalgebras. Recall now that if y ∈ M and
1 ≤ p < ∞, then one denotes ‖y‖p = τ(|y|p)1/p. For a fixed y, the Lp-norms
‖y‖p are increasing in p, with the limit lim
p→∞
‖y‖p equal to the operator norm ‖y‖,
which we also view as ‖y‖∞. The completion Lp(M) of M in the norm ‖ ‖p
identifies naturally with the space of densely defined closed operators Y on L2M
that are affiliated withM and have the property that |Y | has spectral decomposition
|Y | = ∫ λdeλ satisfying
∫
λpdτ(eλ) <∞.
It is well known that if 1 ≤ p < ∞ then (LpM)∗ ≃ LqM , where q = p
p−1
(with the usual convention 1/0 =∞), the duality being given by (ξ, ζ) 7→ τ(ζξ) for
ξ ∈ LpM , ζ ∈ LqM , viewed as operators affiliated with M . This also shows that if
y ∈M and 1 ≤ p, q ≤ ∞ with 1
p
+ 1
q
= 1, then ‖y‖p = sup{|τ(yz)| | z ∈ (LqM)1}.
It is also useful to recall that if x ∈ M ≃ Mn×n(C) and 1 ≤ p ≤ p′ ≤ ∞ then
‖x‖p′ ≤ n
1
p
− 1
p′ ‖x‖p ≤ n‖x‖p.
If Q ⊂ M is a von Neumann algebra, then τ(xy) = τ(xEQ(y)), for all x ∈ Q,
y ∈ M . So the above formula for calculating ‖ ‖p shows that ‖EQ(y)‖p ≤ ‖y‖p,
∀1 ≤ p ≤ ∞.
2.4.1. Notation. Let B,Q be von Neumann subalgebras of the II1 factor M and
1 ≤ p ≤ ∞. For each y ∈ M , we denote cp(yBy∗, Q) = sup{‖EQ(yby∗)‖p/‖b‖p |
b ∈ B ⊖ C1, b 6= 0}. Note that by the above remarks we have cp(yBy∗, Q) =
sup{|τ(yby∗x)| | b ∈ B ⊖ C, ‖b‖p ≤ 1, x ∈ Q, ‖x‖q ≤ 1}, where q = pp−1 . We’ll also
use the related constant c′p(yBy
∗, Q) = sup{|τ(yby∗x)| | b ∈ B ⊖ C, ‖b‖p ≤ 1, x ∈
Q⊖ C, ‖x‖q ≤ 1}, which clearly satisfies c′p(yBy∗, Q) = c′q(y∗Qy,B).
2.4.2. Lemma. With the above notations, we have
1◦ c′p(B,Q) ≤ cp(B,Q) ≤ 2c′p(B,Q) = 2c′q(Q,B) ≤ 2cq(Q,B).
2◦ If B ≃Mn×n(C) and 1 ≤ p ≤ p′ ≤ ∞, then cp′(Q,B) ≤ n
1
p
− 1
p′ cp(Q,B).
3◦ If Bn ⊂ M is an increasing sequence of von Neumann algebras and B =
∪nBnw, then lim
n→∞
cp(Bn, Q) = cp(B,Q).
Proof. 1◦ If b ∈ B ⊖C and x ∈ Q, then τ(bx) = τ(b(x− τ(x)1)) and ‖x− τ(x)‖q ≤
2‖x‖q. Thus, if x ∈ (LqQ)1 then ‖x− τ(x)1‖q ≤ 2‖x‖q ≤ 2 and so we have
cp(B,Q) = sup{|τ(bx)| | b ∈ (LpB ⊖ C)1, x ∈ (LqQ)1}
≤ sup{|τ(by)| | b ∈ (LpB ⊖ C)1, y ∈ (LqQ⊖ C)2}
= 2 sup{|τ(by)| | b ∈ (LpB ⊖ C)1, y ∈ (LqQ⊖ C)1} = 2c′p(B,Q)
= 2c′q(Q,B) = 2 sup{|τ(yb)| | y ∈ (LqQ⊖ C)1, b ∈ (LpB ⊖ C)1}
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≤ 2 sup{|τ(yb)| | y ∈ (LqQ⊖ C)1, b ∈ (LpB)1} = 2cq(Q,B).
2◦ Let q = p
p−1
and q′ = p
′
p′−1
and note that 1 ≤ q′ ≤ q ≤ ∞. Since the unit ball
of Lp
′
Q is included in the unit ball of LpQ, the until ball of Lq
′
B is included in the
ball of radius n
1
q′
− 1
q of LqB and we have 1q′ − 1q = 1p − 1p′ , it follows that
cp′(Q,B) = sup{|τ(yb)| | y ∈ (Lp′Q⊖ C)1, b ∈ (Lq′B)1}
≤ n 1p− 1p′ sup{|τ(yb)| | y ∈ (LpQ⊖ C)1, b ∈ (LqB)1} = n
1
p
− 1
p′ cp(Q,B).
3◦ is straightforward and we leave its proof as an exercise. 
2.5. Coarse subalgebras and coarse pairs. We consider here a new property
for a subalgebra of a II1 factor, as well as for pairs of subalgebras.
We recall in this respect that if B,B0 are tracial von Neumann algebras then
L2B⊗L2Bop0 ≃ L2(B⊗Bop0 ) is called the coarse Hilbert B − B0 bimodule. If p is
a projection in B⊗Bop0 , and we denote by ρ(p) the right multiplication by p on
L2(B⊗Bop0 ), then ρ(p)(L2(B⊗Bop0 )) is still a Hilbert B − B0 bimodule. We say
that BHB0 is a multiple of the coarse B − B0 bimodule, if H is a direct sum of
such bimodules, H = ⊕iρ(pi)(L2(B⊗Bop0 )). Note that this is equivalent to the fact
that the von Neumann algebra B ∨Bop0 ⊂ B(H), generated by the operators of left
multiplication by B and right multiplication by B0 on H, extends to a (normal)
representation of the von Neumann algebra B⊗Bop0 .
2.5.1. Definition. A (proper) diffuse von Neumann subalgebra B of a tracial von
Neumann algebra M is a coarse subalgebra of M if the Hilbert B-bimodule L2M ⊖
L2B is a multiple of the coarse B-bimodule L2B⊗L2Bop, or equivalently if the
von Neumann algebra generated by B and its mirror image Bop = JMBJM on
L2M⊖L2B generate a normal representation of the von Neumann algebra B⊗Bop.
We then also say that M has a coarse decomposition over B. If B is AFD (e.g.,
B ≃ R), then an alternative terminology is that B →֒ M is a coarse embedding of
B into M .
Note that in the above definition of B ⊂ M being coarse we have not assumed
the faithfulness of the normal representation of B⊗Bop in B(L2M⊖L2B). However,
faithfulness is automatic if M is a II1 factor. In fact, it fails only if B,M have a
common central projection on which they coincide (see Proposition 2.5.4 ).
2.5.2. Definition. Let B,B0 ⊂ M be diffuse weakly closed ∗-subalgebras of the
tracial von Neumann algebraM , with supports q = 1B, q0 = 1B0 . We say that B is
coarse with respect to B0 in M if the Hilbert-bimodule B(qL
2Mq0)B0 is isomorphic
to a multiple of the coarse B−B0 bimodule L2B⊗L2Bop0 , or equivalently, if the von
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Neumann algebra generated by B and Bop0 = JMB0JM in B(qL2Mq0) is a normal
representation of B⊗Bop0 . We then also say that B,B0 is a coarse pair inM . (N.B.
As with the definition of coarse subalgebra, we are not assuming faithfulness of
B⊗Bop0 ⊂ B(L2M)).
2.5.3. Examples 1◦ If the tracial von Neumann algebra M arises from an infinite
group Γ and H ⊂ Γ is an infinite subgroup, then the inclusion B = L(H) ⊂ L(Γ) =
M is coarse if and only if for any g ∈ Γ \ H one has gHg−1 ∩ H = {e}. Also,
if H0 ⊂ Γ is another group, then L(H) and L(H0) is a coarse pair if and only if
gHg−1 ∩ H0 = {e}, for all g ∈ Γ. See ([P81b]) for concrete such examples. For
instance, if Γ = Z/2Z ≀ Z is the lamp-lighter group, then L(Γ) = R by ([C76]) and
H = Z gives rise to a coarse (abelian) von Neumann subalgebra L(Z) = A ⊂ R.
2◦ If B is a diffuse tracial von Neumann algebra and B0 is an arbitrary non-trivial
tracial von Neumann algebra, then M = B ∗B0 is a II1 factor and B = B ∗ 1 ⊂M
is a coarse von Neumann subalgebra, by the very definition of free product.
3◦ If Γ is an infinite group, N0 is a non-trivial tracial von Neumann algebra and
Γ y N = N⊗Γ0 is the Bernoulli Γ-action with base N0, then by an argument in
([J81]) it follows that L(Γ) ⊂M = N ⋊ Γ is coarse.
2.5.4. Proposition. 1◦ If B ⊂M coarse, then B′ ∩M = Z(B) ⊃ Z(M).
2◦ Assume B ⊂M is coarse. If z0 ∈ Z(M) is the maximal central projection such
that Bz0 =Mz0, then B =Mz0+B(1−z0) with B1 = B(1−z0) ⊂M(1−z0) =M1
being coarse. Moreover, the representation of B⊗Bop on L2(M⊖B) = L2(M1⊖B1)
factors to a faithful representation of B1⊗Bop1 .
Proof. 1◦ If x ∈ (B′ ∩M) ⊖ Z(B), then L2(Bx) ⊂ L2(M ⊖ B). Thus, L2(Bx) is
a multiple of the coarse bimodule, while at the same time it is a multiple of the
trivial B-bimodule. This forces x = 0.
2◦ Notice first that there exist no projections q0, q1 ∈ Z(B) such that L2(q0Mq1)
is non-zero and finite index HilbertBq0−Bq1 bimodule (see also 2.6.3 below). Thus,
we may assume B ⊂ M is so that there are no projections q0, q1 ∈ B(1− z0) such
that q0Mq1 6= 0 and Bq0L2(q0Mq1)Bq1 has finite index. So in order to prove the
statement we may assume B ⊂ M itself has the property that Bq0L2(q0Mq1)Bq1
has infinite index, for any q0, q1 ∈ P(B) with q0Mq1 6= 0. In particular, M 6≺M B.
Assume there exists a non-trivial central projection z ∈ Z(B⊗Bop) on which the
corresponding representation ofB⊗Bop on L2(M⊖B) vanishes. Since Z(B⊗Bop) =
Z(B)⊗Z(B)op, we can approximate z arbitrarily well in the Hilbert-norm imple-
mented by τ˜ = τ ⊗ τ by a projection of the form ΣiziJ(pi)J , where {pi}i is a
finite partition of 1 with projections in Z(B) and zi ∈ P(Z(B)), ∀i. This would
imply ‖Σipixzi‖2 small uniformly in x ∈ (M ⊖B)1. But M 6≺M B, so there exists
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a unitary u ∈ M that’s almost orthogonal to B. Taking x = u − EB(u) implies
Σiτ(pi)τ(zi) close to 0, i.e., τ˜(z) arbitrarily close to 0, a contradiction. 
2.6. Strong malnormality and mixing. We relate here coarseness with mixing
and malnormality properties of subalgebras.
2.6.1. Definition. A diffuse von Neumann subalgebra B of a tracial von Neumann
algebra M is strongly malnormal in M if any x ∈M for which there exists a diffuse
abelian von Neumann subgebra A0 ⊂ B such that the Hilbert right B-module
L2(A0xB) is finite dimensional over B, must be contained in B. With the notation
from 2.2 above (cf. Section 1.3 in [P16]), this amounts to the intertwining space
IM (A0, B) being contained in B, for any A0 ⊂ B diffuse. Note that if B is strongly
malnormal and x ∈ B is so that dim(BL2(BxA0)) <∞, then x ∈ B.
If B,B0 ⊂ M are von Neumann subalgebras, then we denote by wIM (B,B0)
the space of weak intertwiners from B to B0, i.e., of x ∈ M for which there exists
a diffuse subalgebra A0 ⊂ B such x ∈ IM (A0, B0). Thus, B strongly malnormal in
M means that wIM (B,B) ⊂ B, or equivalently wIM (B,B) ∩B⊥ = 0.
Note that if B is strongly malnormal in M then it is malnormal in M , in the
sense of ([IPeP05], [GP14]), i.e., if u ∈ U(M) satisfies uBu∗∩B diffuse, then u ∈ B.
Like in (Definition 1.2.2 in [IPeP05]), given any von Neumann subalgebra B ⊂M
one can construct by (transfinite) induction the smallest von Neumann subalgebra
B˜ ⊂ M that contains B and is strongly malnormal, by considering the strictly
increasing family of von Neumann algebras B = B0 ⊂ B1 ⊂ .... ⊂ Bι =: B˜, indexed
by the first ι-ordinals such that: (a) for each j < ι, one has wI(Bj , Bj) 6= Bj
and Bj+1 is the von Neumann algebra generated by wI(Bj , Bj); (b) if j ≤ ι has
no predecessor then Bj = ∪i<jBi; (c) wI(Bι, Bι) ⊂ Bι. We call B˜ the strongly
malnormal cover (or envelop) of B in M .
2.6.2. Definition. Let B ⊂M be a diffuse von Neumann subalgebra. Following (2.9
in [P05b]), we say that U(B)yAd M is mixing relative to B if lim
u→0
‖EB(xuy)‖2 = 0,
for all x, y ∈ M ⊖ B, where the limit is over u ∈ U(B) tending weakly to 0. We
then also say that B ⊂ M is mixing. In this same vein, if B0 ⊂ M is another von
Neumann subalgebra and we have limu ‖EB0(xuy)‖2 = 0, for any x, y ∈M , where
the limit is over unitaries u ∈ B that tend to 0 in the weak operator topology, then
we say that B,B0 ⊂M is a mixing pair of subalgebras.
2.6.3. Proposition. (a) If B ⊂ M is a diffuse von Neumann subalgebra of the
tracial von Neumann M , then B coarse ⇒ B mixing ⇒ B strongly malnormal.
(b) If B ⊂ N and N ⊂ M are coarse (respectively mixing, resp. strongly
malnormal), then B ⊂M is coarse (resp. mixing, resp. strongly malnormal).
(c) Let B,B0 ⊂ M be diffuse von Neumann subalgebras of the tracial von Neu-
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mann M . If B,B0 is a coarse pair then B,B0 is a mixing pair. Also, if B,B0 is a
mixing pair, then wIM (B,B0) = 0.
Proof. (a) By using the polarization trick, showing that B ⊂ M is mixing is
equivalent to showing that lim
u→0
‖EB(xux∗)‖2 = 0, for all x ∈M ⊖B with ‖x‖2 = 1,
a condition that’s equivalent to lim
u→0
(sup{|τ(bxux∗)| | b ∈ (B)1}) = 0.
If one denotes by ϕ˜ the state on B ∨ Bop implemented by xˆ ∈ L2M ⊖ L2B,
then B coarse in M implies that ϕ˜ implements a normal state on B⊗Bop. So ϕ˜ is
of the form τ˜(· b˜), for some b˜ ∈ L1(B⊗Bop, τ˜)+ with τ˜(b˜) = 1, where τ˜ = τ ⊗ τ .
But for any such normal state ϕ˜ on B⊗Bop one has lim
y˜→0
ϕ˜(y˜) = 0, where the
limit is taken over y˜ ∈ (B⊗Bop)1 tending weakly to 0. Since u ∈ U(B) tending
weakly to 0 implies b⊗ uop tends weakly to 0 uniformly in b ∈ (B)1, it follows that
lim
u→0
(sup{|ϕ˜(b ⊗ uop)| | b ∈ (B)1}) = 0, where the limit is over u ∈ U(B) tending
weakly to 0. By taking into account that ϕ˜(b ⊗ uop) = τ(bxux∗), this shows that
B ⊂M coarse implies B ⊂M mixing.
The proof that B ⊂M mixing implies B ⊂M strongly malnormal is exactly as
the proof of (3.1 in [P03]), so we leave the details to the reader.
Part (b) is trivial, by the definitions, while the proof of part (c) is very similar
to the proof of part (a) above, so we leave the details to the reader.

2.6.4. Examples 1◦ The examples of coarse subalgebras and course pairs in Example
2.5.3.1◦, arising from subgroups H,H0 ⊂ Γ, have been much exploited in [P81b],
where one implicitly gives a proof of the above proposition and apply this to provide
many examples of MASAs in group factors, with calculable normalizers.
2◦ The coarse inclusions B = B ∗ 1 ⊂ B ∗ B0 = M in Example 2.5.3.2◦ follow
mixing and strongly malnormal by Proposition 2.6.3 above. Note that both these
properties are implicitly proved in ([P90], [IPeP05]).
3◦ The example 2.5.3.3◦ of coarse inclusion L(Γ) ⊂ M = N ⋊ Γ, where Γ y
N = N⊗Γ0 is the Bernoulli Γ-action with base N0 6= C, follows mixing and strongly
malnormal by Proposition 2.6.3 above. One can in fact show quite easily that
if Γ y (N, τ) is a a free mixing action, then L(Γ) ⊂ M = N ⋊ Γ is mixing.
Note that if Γ = Z and N0 is abelian, then M is isomorphic to the hyperfinite
II1 factor R. Thus, it follows that A = L(Z) ⊂ R is a coarse MASA, which is
also strongly malnormal and mixing. Moreover, it is easy to see that the inclusion
A∨Aop ⊂ (A∨Aop)′∩B(L2R⊖L2A) is isomorphic to A⊗Aop ⊂ (A⊗Aop)⊗B(ℓ2N),
implying that the MASA A ⊂ R has infinite multiplicity (Pukaszky invariant equal
to ∞).
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2.7. A criterion for R-bimodules to be coarse. We end this section with a
criterion for commuting normal representations R,Rop of the hyperfinite II1 factor
on the same Hilbert space H to generate the II1 tensor product R⊗Rop in B(H),
i.e., for the Hilbert R-bimodule H to be a multiple of the coarse R-bimodule. This
will be an immediate consequence of the following:
2.7.1. Lemma. Let Q be a tracial von Neumann algebra represented normally
and faithfully on a separable Hilbert space H. Let B ⊂ Q′∩B(H) be a UHF algebra,
obtained as the C∗-inductive limit of matrix factors Bn ≃Mkn×kn(C) with kn|kn+1,
∀n, and τ its unique trace state. Denote by Q the C∗-inductive limit of Qn = Q∨Bn.
Let {ξn}n ⊂ H be a sequence of unit vectors in H that’s dense in the set of unit
vectors of H. The following conditions are equivalent
(a) The von Neumann algebra Q′′ = ∪nQnwo is the tracial von Neumann algebra
Q⊗R;
(b) Given any unit vector ξ ∈ H, the vector state ϕ implemented by ξ satisfies
lim
n→∞
‖τ|B′n∩B ⊗ ϕ|Q − ϕ|B′n∩Q‖ = 0.
(c) The vector state ϕm implemented by ξm satisfies lim
n→∞
‖τ|B′n∩B ⊗ ϕm|Q −
ϕm|B′n∩Q‖ = 0, ∀m.
Proof. This is an easy exercise which we leave to the reader. 
2.7.2. Corollary. Let R,Rop ⊂ H be commuting normal representations of the
hyperfinite II1 factor and its opposite on the separable Hilbert space H. Let Bn ⊂ R
be an increasing sequence of matrix factors such that (∪Bn)′′ = R and {ξn}n ⊂ H
a dense subsequence of the unit sphere of H. Let R denote the ∗-algebra R =
Alg(R,Rop) generated by R,Rop in B(H) which we identify in the usual way with
R ⊗ Rop. Denote by τ˜ the trace state on R defined by τ˜(x ⊗ yop) = τ(x)τ(y),
∀x, y ∈ R, and by ϕm the vector state implemented by ξm, m ≥ 1. The von
Neumann algebra R′′ ⊂ B(H) is a II1 factor (≃ R⊗Rop) if and only if
lim
n→∞
‖τ˜|(Bn⊗Bopn )′∩R − ϕm|(Bn⊗Bopn )′∩R‖ = 0, ∀m.
Proof. Immediate by Lemma 2.7.1 applied to Q = C and Bn = Bn ∨Bopn . 
3. A technical lemma
In this section we prove a key technical result needed in the proof of Theorem
1.1. The proof uses the incremental patching technique, in a manner similar to
([P92], [P13a], [P13b], [P17]).
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3.1. Lemma. Let M be a II1 factor, Q ⊂ M a von Neumann subalgebra, P ⊂
M an irreducible subfactor such that P 6≺M Q and P0 ⊂ P a finite dimensional
subfactor. Given any finite sets F = F ∗ ⊂ (M ⊖ P0)1, 1 ∈ F ′ = F ′∗ ⊂ (M)1, and
any δ0 > 0, there exists a unitary element v0 ∈ P ′0 ∩ P such that
(3.1.1) ‖EQ(x0v0xv∗0x∗0)‖22 ≤ δ0, ∀x ∈ F, x0 ∈ F ′;
(3.1.2) |τ(v0x1v∗0x2v0x3v∗0x4)| ≤ δ0, ∀xi ∈ F.
(3.1.3) |τ(v0xv∗0y)| ≤ δ0, ∀x, y ∈ F.
Proof. Let ω be a non-principal ultrafilter on N and denote by M = 〈Mω, eQω〉
the semifinite von Neumann algebra associated with the basic construction for
Qω ⊂Mω. Thus, M = spMωeMωw ⊂ B(L2Mω), where e = eQω ∈ B(L2Mω).
Fix δ > 0 such that δ < δ0. Denote by W the set of partial isometries v ∈
P ′0 ∩ Pω = (P ′0 ∩ P )ω with the property that vv∗ = v∗v and which satisfy the
conditions:
(a) ‖EQω(x0vxv∗x∗0)‖22 ≤ δτ(v∗v), ∀x ∈ F, x0 ∈ F ′
(b) |τ(vx1v∗x2vx3v∗x4)| ≤ δτ(v∗v), ∀xi ∈ F
(c) |τ(v∗xvy)| ≤ δτ(v∗v), ∀x, y ∈ F
(d) EP0(vv
∗F ) = 0,
(e) EP0(FvF ) = 0,
(f) EP0(vv
∗FvF ) = 0.
We endow W with the order ≤ in which v1 ≤ v2 if v1 = v2v∗1v1. (W ,≤) is then
clearly inductively ordered and we let v ∈ W be a maximal element.
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Assume τ(v∗v) < 1 and denote p = 1− v∗v. Notice that p ∈ P ′0 ∩ Pω and that
by (c), (d), (e) we have EP0(pF ) = 0 and EP0(pFvF ) = 0. Since the uniqueness of
trace preserving expectation onto P0 implies that for a unitary element u ∈ P ′0∩Mω
and y ∈Mω we have EP0(y) = u∗EP0(uyu∗)u = EP0(uyu∗), it follows that for any
x ∈ F and u ∈ U(P ′0 ∩ Pω) we have EP0(upx) = EP0(u(pxu)u∗) = EP0(pxu). By
writing p as a linear combinations between u = 1 and u = 2p− 1 this implies that
EP0(pF ) = EP0(pFp) and thus EP0(pFp) = 0 as well. Similarly, EP0(pFvFp) = 0.
Let w be a partial isometry in p(P ′0∩Pω)p with w∗w = ww∗ and denote u = v+w.
Then u is a partial isometry in P ′0 ∩ Pω with u∗u = uu∗ ∈ P ′0 ∩ Pω. We will show
that one can make an appropriate choice w 6= 0 such that u = v + w lies in W .
This will contradict the maximality of v, thus showing that v must be a unitary
element. We will construct the partial isometry w by first choosing its support
q = ww∗ = w∗w, then choosing the “phase w” above q.
In order to get estimates on (a), note that by writing eux∗u∗x∗0ex0uxu
∗ as e(v+
w)x∗(v + w)∗x∗0ex0(v + w)x(v + w)
∗ and developing into the sum of 16 terms, we
get
(1a) ‖EQω(x0uxu∗x∗0)‖22 = Tr(ex0ux∗u∗x∗0ex0uxu∗x∗0)
≤ Tr(ex0vx∗v∗x∗0ex0vxv∗x∗0) + Σ1,a +Σ2,a + Σ3,a + Σ4,a,
where Σi,a denotes the sum of the absolute value of terms having i appearances of
elements from {w,w∗}, 1 ≤ i ≤ 4. Thus, there are four terms in Σ1,a, six in Σ2(a),
four in Σ3(a), and one in Σ4(a).
Similarly, in order to estimate (b), by developing τ(ux1u
∗x2ux3u
∗x4) = τ((v +
w)x1(v + w)
∗x2(v + w)x3(v + w)
∗x4) into a sum of 16 terms we get
(1b) |τ(ux1u∗x2ux3u∗x4)| ≤ |τ(vx1v∗x2vx3v∗x4)|+
4∑
i=1
Σi,b
where Σi,b denotes the sum of absolute value of the terms τ(y) with y having i
appearances of elements from {w,w∗}, 1 ≤ i ≤ 4. Also, for (c) we have
(1c) |τ(u∗xuy)| ≤ |τ(v∗xvy)|+ |τ(wxv∗y)|+ |τ(vxw∗y)|+ |τ(wxw∗y)|, ∀x, y ∈ F
At the same time, in order for (d), (e), (f) to be satisfied, we need to have:
(1d) EP0(ww
∗F ) = 0
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(1e) EP0(FwF ) = 0
(1f) EP0(ww
∗FvF ) = EP0(ww
∗FwF ) = EP0(vv
∗FwF ) = 0
Let us first estimate the terms |Tr(X)| in (1a) with X containing a pattern
of the form ...ex0wxw
∗x∗0e..., or ...ex0wx
∗w∗x∗0e..., for given x ∈ F , x0 ∈ F ′.
There are seven such terms : the one in Σ4,a, all four in Σ3,a and two in Σ2,a.
We denote by Σ′a the sum of these terms. Note that for each such X we have
|Tr(X)| = |Tr(wxw∗y′ey)| for some y, y′ ∈ (Mω)1. Thus, by applying the Cauchy-
Schwartz inequality and taking into account the definition of Tr, we get the estimate
(2a) |Tr(X)| = |Tr(wxw∗y′ey)|
≤ (Tr(ey′∗wx∗w∗wxw∗y′e))1/2(Tr(q′ey∗yeq′))1/2 ≤ ‖qxq‖2‖q‖2,
where q′ is the left support of y′w, which thus has trace ≤ τ(q), implying that
Tr(q′ey∗yeq′) ≤ Tr(qeq) = τ(q). We have also used that Tr(ey′∗wx∗w∗wxw∗y′e) =
Tr(ey′
∗
wx∗qxw∗y′e) ≤ τ(wx∗qxw) = τ(qx∗qxq).
Similarly, the seven terms |τ(y)| in (1b) with y containing a pattern of the form
...wxjw
∗..., or ...w∗xiw... (namely, the one in Σ4,b, all four in Σ3,b and two in Σ2,b)
are majorized by
(2b) |τ(y)| ≤ ‖qxjq‖2‖q‖2.
In addition, since pFvFp ⊥ P0p, for the remaining two terms y = wx1v∗x2wx3v∗x4,
y = vx1w
∗x2vx3w
∗x4 in Σ2,b, we have
(2b’) |τ(y)| ≤ ‖q(x1vx2)q‖2‖q‖2.
As for (1c), for the only term containing both w,w∗ we have the estimate
(2c) |τ(wxw∗y)| ≤ ‖qxq‖2‖qyq‖2
By (Lemma 2.3; cf. 1.4 in [P92], or 4.3 in [P13b]), since pFp, pFvFp are per-
pendicular to P0p, the subfactor p(P
′
0 ∩ Pω)p of the II1 factor pMωp contains a
diffuse abelian subalgebra that’s 2-independent to pFp, pFvFp relative to P0p with
respect to the trace state τ(·)/τ(p) on pMωp. This implies that there exists a pro-
jection q ∈ p(P ′0 ∩ Pω)p of trace τ(q) = δ2τ(p)2/122 such that EP0p(q(pFp)) = 0,
EP0p(q(pFvFp)) = 0 and ‖qzq‖22/τ(p) = (τ(q)/τ(p))2τ(z∗z)/τ(p), for all z ∈
pFp ∪ pFvFp.
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Since q ≤ p, it follows that for each x ∈ F one has
‖qxq‖22 ≤ (δ4τ(p)2/124)τ(x∗x) ≤ δ2τ(q)/122.
Thus, ‖qxq‖2 ≤ δτ(q)1/2/12, ∀x ∈ F . Hence, for this choice of q, the right hand
side term in (2a) will be majorized by δτ(q)/12. By summing up over the seven
terms in Σ′a, we get
(3a) Σ′a ≤ 7δτ(q)/12
Similarly for the eleven terms in Σ2,b,Σ3,b,Σ4,b we get:
(3b) Σ2,b + Σ3,b +Σ4,b ≤ 11δτ(q)/12.
while for the single term in (2c) we get
(3c) |τ(wxw∗y)| ≤ ‖qxq‖2‖qyq‖2 ≤ δ2τ(q)/144
We will now estimate the sum Σ′′a of the terms |Tr(X)| with X running over
the remaining four terms in Σ2,a, the sum Σ1,a of the four terms |Tr(X)| with X
having only one occurrence of w,w∗, the sum Σ1,b of the four terms |τ(y)| in (1b)
with y having only one occurrence of w,w∗, and the two terms in (1c) with just one
occurence of w,w∗, while at the same time taking care of the conditions (1c)− (1f)
(of which (1c) and the first equality in (1f) are already satisfied by the choice of
q = ww∗). We will do this by making an appropriate choice of the “phase w” above
the support projection q, which is fixed.
Note that all elements entering in the sums Σ1,a, Σ1,b and the terms |τ(wxv∗y)|,
|τ(vxw∗y)| in (1c) are of the form |τ(wz)|, where z belongs to a finite set E ⊂
(qMωq)1. Let {ekl}k,l be matrix units for P0 and let F ⊂ (qMωq)1 denote the
finite set q(∪k,lFeklpF ∪E)q. By results in ([P92], [P16]), there exists a hyperfinite
subfactor R ⊂ q(P ′0 ∩ Pω)q such that ER′∩qMωq(z′) = EP0q(z′), ∀z′ ∈ F .
Since P0q and R
′∩qMωq are τ -independent, if we denote τq the normalized trace
τ( )/τ(q) on qMωq then for each unitary element w ∈ N := R′ ∩ q(P ′0 ∩ Pω)q and
z ∈ F we have
|τ(wz)|/τ(q) = |τq(wz)| = |τq(ER′∩qMωq(wz))| = |τq(wER′∩qMωq(qzq))|
= |τq(w)||τq(ER′∩qMωq(qzq))| = |τ(w)||τ(EP0q(qzq))|/τ(q).
Since ‖z‖ ≤ 1, this implies that for any w ∈ U(N) we have
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(4) |τ(wz)| ≤ |τ(w)|, ∀z ∈ F ,
(4a) Σ1,a ≤ 4|τ(w)|,
(4b) Σ1,b ≤ 4|τ(w)|
(4c) |τ(wxv∗y)|+ |τ(vxw∗y)| ≤ 2|τ(w)|
At this point, it is convenient to enumerate the elements in F = {x1, ..., xn},
F ′ = {y1, ..., yn} (we may clearly assume |F | = |F ′|). For each 1 ≤ i, k ≤ n we have
(5a) Σ′′a = |Tr(y∗keykwx∗i v∗y∗keykvxiw∗)|+ |Tr(y∗keykvx∗iw∗y∗keykwxiv∗)|
+|Tr(y∗keykwx∗i v∗y∗keykwxiv∗)|+ |Tr(y∗keykvx∗iw∗y∗keykvxiw∗)|
= |Tr(w∗ewY1,i,k|+ |Tr(w∗ewY2,i,k)|
+|Tr(wY3,i,kwY4,i,k)|+ |Tr(w∗Y5,i,kw∗Y6,i,k)|
where each one of the terms Yj,i,k depends on xi ∈ F, yk ∈ F ′ and belongs to the
set S0 := q((M
ω)1e(M
ω)1)q ⊂ qL2(M, T r)q.
Note that, as 1 ≤ i, k ≤ n, the number of possible indices (j, i, k) in (5a)
is 4n2. There are 2n2 terms of the form |Tr(w∗ewY )|, n2 terms of the form
|Tr(wXwY )| and n2 terms of the form |Tr(w∗Xw∗Y )|, which by using the fact
that |Tr(w∗Xw∗Y )| = |Tr(wX∗wY ∗)| we can view as n2 additional terms of the
form |Tr(wXwY )|. In all this, the elements X, Y belong to S0 ⊂ qL2(M, T r)q, and
are thus bounded in operator norm by 1 and are supported (from left and right)
by projections of trace Tr majorized by 1.
Recall that we are under the assumption P 6≺M Q. By Lemma 2.1, this implies
R′∩ (P ′0 ∩ qPωq) 6≺Mω Qω. Thus, N ′ ∩ qMq contains no finite non-zero projections
of M = 〈Mω, Qω〉.
To estimate the terms in Σ′′a (and at the same time Σ1,a, Σ1,b), we will prove the
following:
Fact 1. For any α > 0 and any two m-tuples of elements (Z1, ..., Zm), (Z
′
1, ..., Z
′
m)
in S0 ∩M+, there exists a unitary element w ∈ N such that |τ(w)| ≤ α/4 and
m∑
i=1
Tr(w∗ZiwZ
′
i) ≤ α.
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To prove this, let H denote the Hilbert space L2(qMq, T r)⊕m and note that we
have a unitary representation U(N) ∋ w 7→ π(w) ∈ U(H), which on an m-tuple
X = (Xi)
m
i=1 ∈ H acts by π(w)(X) = (w∗Xiw)i.
Now note that this representation has no (non-zero) fixed point. Indeed, for
if X ∈ H satisfies π(w)(X) = X , ∀w ∈ U(N), then on each component Xi ∈
L2(qMq, T r) ofX we would have w∗Xiw = Xi, ∀w. ThusXiw = wXi and since the
unitaries ofN span linearly the algebraN , this would implyXi ∈ N ′∩L2(qMq, T r).
Hence, X∗i Xi ∈ N ′ ∩ L1(qMq, T r) and therefore all spectral projections of X∗i Xi
corresponding to intervals [t,∞) with t > 0 would be projections of finite trace in
N ′ ∩ qMq, forcing them all to be equal to 0. Thus, Xi = 0 for all i.
With this in mind, denote by KZ ⊂ H the weak closure of the convex hull of the
set {π(w)(Z) | w ∈ U(N)}, where Z = (Z1, ..., Zm) is viewed as an element in H.
Since KZ is bounded and weakly closed, it is weakly compact, so it has a unique
element Z0 ∈ KZ of minimal norm ‖ ‖2,T r. Since KZ is invariant to π(w) and
‖π(w)(Z0)‖2,T r = ‖Z0‖2,T r, it follows that π(w)(Z0) = Z0. But we have shown
that π has no non-zero fixed points, and so 0 = Z0 ∈ KZ .
Let us deduce from this that if Z = (Zi)i, Z
′ = (Z ′i)i are the two m-tuples of
positive elements in S0, then we can find w ∈ U(N) such that the inequality in Fact 1
holds true. Indeed, for if there would exist α > 0 such that
∑
i Tr(π(w)(Zi)Z
′
i) ≥ α,
∀w ∈ U(N), then by taking convex combinations and weak closure, one would get
0 = 〈Z0, Z ′〉 ≥ α, a contradiction.
Note that by taking one of the i elements Yi, Y
′
i to be equal to e, one can get
w ∈ U(N) to also satisfy |τ(w)|2 ≤ α2/16. This finishes the proof of Fact 1.
We will now use Fact 1 to prove:
Fact 2. Given any m-tuples (Xi)i, (Yi)i, (X
′
i)i, (Y
′
i )i ∈ Sm0 (not necessarily having
positive operators as entries) and any α > 0, there exists w ∈ U(N) such that
|τ(w)| ≤ α/4, ∑mi=1 |Tr(w∗XiwX ′i)| ≤ α,
∑m
i=1 |Tr(wYiwY ′i )| ≤ α.
Indeed, because if we denote by ei the left support of X
′
i and fi the left support
of Y ′i , then by the Cauchy-Schwartz inequality we simultaneously have for all i the
estimates
|Tr(w∗XiwX ′i)|2 ≤ Tr(w∗X∗i XiwX ′iX ′i∗)Tr(ei) ≤ Tr(w∗X∗i XiwX ′iX ′i∗),
and respectively
|Tr(wYiwY ′i )|2 ≤ Tr(w∗Y ∗i YiwY ′i Y ′i ∗)Tr(fi) ≤ Tr(w∗Y ∗i YiwY ′i Y ′i ∗).
Since all X∗i Xi, X
′
iX
′
i
∗
, Y ∗i Yi, Y
′
i Y
′
i
∗
are positive elements in S0, we can now ap-
ply the Fact 1 to deduce that there exist w ∈ U(N) such that |τ(w)| ≤ α/4,∑m
i=1 |Tr(w∗XiwX ′i)| ≤ α,
∑m
i=1 |Tr(wYiwY ′i )| ≤ α. This ends the proof of Fact 2.
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For each n ≥ 1, we apply Fact 2 to α = 2−n−1 to get a partial isometry wn ∈
P ′0∩Pω of support wnw∗n = w∗nwn = q such that if we denote by Σ1,a(wn), Σ1,b(wn),
Σ′′a(wn) the values of Σ1,a, Σ1,b, Σ
′′
a , obtained by plugging in wn for w in the
inequalities (4a), (4b), (5a), respectively, then we have:
|τ(wnz)| ≤ 2−n−1, ∀z ∈ F ;
Σ1,a(wn) ≤ 2−n−1,Σ1,b(wn) ≤ 2−n−1,Σ′′a(wn) ≤ 2−n−1.
Let q = (qn)n, with qn ∈ P(P ′0 ∩ P ) and wn = (wn,k)k with w∗n,kwn,k =
wn,kw
∗
n,k = qk, ∀k. For each k ≥ 1, we denote Fk ⊂ (qkMqk)1 the set of all
k’th entries of elements z = (zk)k ∈ F ⊂ (qMωq)1. We also denote by Σ1,a(wn)k
(resp. Σ1,b(wn)k, Σ
′′
a(wn)k) the sum obtained at the k’th level of Σ1,a(wn) (resp.
Σ1,b(wn), Σ
′′
a(wn)). Thus, we have
lim
k→ω
|τ(wn,kzk)| ≤ 2−n−1, ∀zk ∈ Fk;
lim
k→ω
Σ1,a(wn)k ≤ 2−n−1;
lim
k→ω
Σ1,b(wn)k ≤ 2−n−1;
lim
k→ω
Σ′′a(wn)k ≤ 2−n−1.
Denote by Vn the set of all k ∈ N such that |τ(wn,kzk)| < 2−n, ∀zk ∈ Fk,
Σ1,a(wn)k < 2
−n, Σ1,b(wn)k ≤ 2−n, Σ′′a(wn)k ≤ 2−n. Note that Vn corresponds
to an open closed neighborhood of ω in Ω, under the identification ℓ∞N = C(Ω).
Let now Wn, n ≥ 0, be defined recursively as follows: W0 = N and Wn+1 =
Wn ∩ Vn+1 ∩ {k ∈ N | k > minWn}. Note that, with the same identification as
before, Wn is a strictly decreasing sequence of neighborhoods of ω in Ω.
Define w = (w′m)m, where w
′
k = wm,k for k ∈ Wm−1 \ Wm. It is then easy
to see that w is a partial isometry in P ′0 ∩ Pω with ww∗ = w∗w = q and that
we have τ(wz) = 0, ∀z ∈ F , Σ1,a(w) = 0, Σ1,b(w) = 0, Σ′′a(w) = 0. By taking
into account the definition of F , it is easy to see that the first of these conditions
implies that FwF ⊥ P0, uu∗FwF ⊥ P0, where u = v + w. By (1b), (3b) and
Σ1,b(w) = 0, it follows that |τ(ux1u∗x2ux3u∗x4)| ≤ δτ(uu∗), ∀xi ∈ F , while from
(2c), (3c) we have |τ(uxu∗y)| ≤ δτ(uu∗), ∀x, y ∈ F . In turn, from (1a), (3a) and
the fact that Σ1,a(w) = 0, Σ
′′
a(w) = 0, it follows that ‖EQω(x0uxu∗)‖22 ≤ δτ(uu∗),
∀x ∈ F, x0 ∈ F ′. This shows that u ∈ W, while u ≥ v, u 6= v, contradicting the
maximality of v
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This shows that v must be a unitary element. Thus, if we represent v ∈ P ′0 ∩Pω
as a sequence of unitary elements (vn)n in P
′
0 ∩ P , then we have
lim
n→ω
‖EQ(x0vnxv∗nx∗0)‖22 = ‖EQ(x0vxv∗x∗0)‖22 ≤ δ < δ0,
lim
n→ω
|τ(vnx1v∗nx2vnx3v∗nx4)| ≤ δ < δ0,
lim
n→ω
|τ(vnxv∗ny)| ≤ δ < δ0,
for all x, xi, y ∈ F , x0 ∈ F ′. Thus, if we let v0 = vn for some large enough n,
then v0 is a unitary element in P
′
0 ∩P that satisfies ‖EQ(x0v0xv∗0x∗0)‖22 ≤ δ0, for all
x ∈ F, x0 ∈ F ′, |τ(v0x1v∗0x2v0x3v∗0x4)| ≤ δ0, for all xi ∈ F , and |τ(v0xv∗0y)| ≤ δ0,
for all x, y ∈ F .

4. Coarse embeddings of R
4.1. Lemma. Let M be a II1 factor, Q ⊂ M a von Neumann subalgebra, P ⊂
M an irreducible subfactor such that P 6≺M Q and P0 ⊂ P a finite dimensional
subfactor. Given any finite sets F0 ⊂ M ⊖ P0, F ′0 ⊂ M , any m1 ≥ 1 and α > 0,
there exists a subfactor P1 ≃Mm1×m1(C) in P ′0∩P such that for any von Neumann
subalgebra P 00 ⊂ P0 we have
(a) cq(y(P
0
0 ∨ P1)y∗, Q) ≤ cq(yP 00 y∗, Q) + α, ∀1 ≤ q ≤ 2, y ∈ F ′0;
(b) |τ(b1x2b3x4)| ≤ α, ∀b1, b3 ∈ (P1 ⊖ C1)1, ∀x2, x4 ∈ F0;
(c) |τ(x0bx1)| ≤ α, ∀b ∈ (P1 ⊖ C1)1, ∀x0, x1 ∈ F ′0.
Proof. Note first that, since α can be taken arbitrarily small independently of the
‖ ‖-size of the elements in F0, F ′0, it is sufficient to prove the statement in the case
F0, F
′
0 are contained in the until ball ofM , an assumption that we will thus make for
the rest of the proof. Also, by replacing F0 by F0∪{x1x0−EP0(x1x0) | x0, x1 ∈ F ′0},
it follows that it is sufficient to prove that instead of (c) above, we are required to
have
(c’) |τ(bx)| ≤ α, ∀b ∈ (P1 ⊖ C1)1, ∀x ∈ F0.
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We will assume the subalgebra P 00 ⊂ P0 is equal to P0, but the proof in this case
will in fact show that the estimates in (a) hold for any subalgebra P 00 ⊂ P0.
Let 1 ∈ U0 ⊂ U(P0) be an orthonormal basis of L2P0 made up of unitary
elements. Thus, |U0| = m20, where P0 ≃Mm0×m0(C).
Let δ = α2/36m30m1. Let P
0
1 ⊂ P ′0 ∩ P be a type Im1 subfactor and F1 ⊂
(L2(P 01 ) ⊖ C)1 be a finite subset that’s δ ‖ ‖2-dense in (L2(P 01 ) ⊖ C)1, i.e., any
x ∈ (L2(P 01 )⊖ C)1 is ≤ δ-close to F1 in the norm ‖ ‖2.
Note that F := U0(F0 ∪ F1)U0 is orthogonal to P0. By applying Lemma 3.1 to
this finite set F , to F ′ = F ′0 and δ0 = δ > 0, we get a unitary element v ∈ P ′0 ∩ P
such that
(1a) ‖EQ(yvxv∗y∗)‖2 ≤
√
δ, ∀x ∈ F, y ∈ F ′
(1b) |τ(vx1v∗x2vx3v∗x4)| ≤ δ, ∀xi ∈ F
(1c) |τ(vxv∗y)| ≤ δ, ∀x, y ∈ F.
By taking into account that F1 is δ ‖ ‖2-dense in (L2(P 01 ) ⊖ C)1 and applying the
triangle inequality in (1a) for x ∈ F1U0, it follows that
(2a) ‖EQ(yvxv∗y∗)‖2 ≤ 3
√
δ, ∀x ∈ (L2(P 01 )⊖ C)1U0, y ∈ F ′.
Denote P1 = vP
0
1 v
∗ and note that v((P 01 ⊖ C)U0)v∗ = (P1 ⊖ C)U0. Thus, by
applying (2a) to x = bu where b ∈ (L2(P1)⊖ C)1 and u ∈ U0, it follows that
‖EQ(ybuy∗)‖2 ≤ 3
√
δ, ∀y ∈ (L2(P1)⊖ C)1, u ∈ U0, y ∈ F ′.
or equivalently
(3a) sup{|τ(ybuy∗z)| | z ∈ (L2Q)1} ≤ 3
√
δ, ∀b ∈ (L2(P1)⊖ C)1, u ∈ U0, y ∈ F ′.
Since U0 is an orthonormal basis for L2(P0) and 1 ∈ U0, any element x ∈ P0∨P1
can be uniquely written as
∑
u∈U0
ubu, for some bu ∈ P1, with ‖x‖22 =
∑
u ‖bu‖22.
Moreover, one has EP0(x) =
∑
u τ(bu)u with τ(x) = τ(b1).
Thus, if x′ =
∑
u ubu lies in the unit ball of L
2(P0 ∨ P1) and has 0 expectation
onto P0, then τ(yu) = 0, ∀u. Moreover, if we denote as usual p = qq−1 ≤ 2 and take
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into account that the unit ball of LpQ is contained in the unit ball of L2Q, then
from (3a) and the remarks in 2.4 we get the estimates
(4a) ‖EQ(yx′y∗)‖q = sup{|τ(yx′y∗z)| | z ∈ (LpQ)1}
≤ sup{|τ(yx′y∗z)| | z ∈ (L2Q)1}
≤
∑
u∈U0
sup{|τ(yubuy∗z)| | z ∈ (L2Q)1}
≤ (
∑
u∈U0
‖bu‖2)3
√
δ ≤ (
∑
u∈U0
‖bu‖22)1/2|U0|1/23
√
δ
= ‖x′‖2m03
√
δ ≤ (m0m1)1/2‖x′‖qm03
√
δ,
where for the last inequalities we have used the Cauchy-Schwarz inequality and the
fact that, due to Lemma 2.5.2◦, we have:
∑
u
‖bu‖22 = ‖x′‖22 ≤ ‖x′‖q(dim(P0 ∨ P1))1/4 = (m0m1)1/2‖x′‖q.
By writing any x ∈ L2(P0 ∨ P1)⊖ C as a sum between its projection on P0 and
respectively on (P1 ∨ P0) ⊖ P0, i.e., x = (x − EP0(x)) + EP0(x), and taking into
account that ‖EP0(x)‖q ≤ ‖x‖q and ‖x − EP0(x)‖q ≤ 2‖x‖q, by applying (4a) to
x′ = x−EP0(x) it follows that if such x satisfies ‖x‖q ≤ 1 then
(5a) ‖EQ(yxy∗)‖q ≤ ‖EQ(yEP0(x)y∗)‖q + ‖EQ(yx′y∗)‖q ≤ cq(yP0y∗, Q) + α.
In turn, if we apply (1b) (resp. (1c)) to x1, x3 ∈ F1 (resp. x ∈ F1) and x2, x4 ∈
F0 ⊂ (M ⊖ P0)1 (resp. y ∈ F0) and taking into account that vF1v∗ is δ ‖ ‖2-dense
in (L2(P1)⊖ C)1, by the triangle inequality (+ Cauchy-Schwarz) we obtain
(2b) |τ(b1x2b3x4)| ≤ 3δ ≤ α, ∀b1, b3 ∈ (L2(P1)⊖ C)1, x2, x4 ∈ F0.
(2c) |τ(bx)| ≤ α, ∀b ∈ (L2(P1)⊖ C)1, x ∈ F0.
But (5a), (2b), (2c) are just conditions (a), (b), (c′) required in the statement.

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4.2. Theorem. Let M be an arbitrary separable II1 factor. Let P ⊂ M be an
irreducible subfactor and Q ⊂ M a von Neumann subalgebra such that P 6≺M Q.
Given any ε > 0, P contains a copy of the hyperfinite factor R ⊂ P that’s coarse
in M (and thus strongly malnormal and mixing in M), coarse with respect to Q,
and satisfies cq(R,Q) ≤ ε, cp(Q,R) ≤ ε, ∀1 ≤ q ≤ 2 ≤ p ≤ ∞. Moreover, there
exists a decreasing sequence of factors Rn ⊂ R such that Rn is coarse in M , ∀n,
and ∩nRn = C1.
Proof. Let {yk}k≥0, y0 = 1, be a sequence of elements that’s ‖ ‖2-dense in (M)1.
We will construct R as the weak closure of the algebra B obtained as union
of an increasing sequence of matrix algebras Bm = (M2×2(C))
⊗m ≃ M2m×2m(C).
The algebras Bm will be constructed recursively, so that at each step m certain
inequalities are satisfied.
To do this, we need some notations. Thus, we view M2×2(C) as spanned by an
orthonormal system of selfadjoint unitary elements U0 = {u0, u1, u2, u3} satisfying
u0 = 1, u1u2 = −u2u1 and u3 = u1u2. We denote Jm = {0, 1, 2, 3}m the set of
m-tuples j = (ji)
m
i=1, with entries ji ∈ {0, 1, 2, 3}, which we view as a subset of the
set J = {0, 1, 2, 3}(N) of infinite sequences j = (ji)i≥1 with all but finitely many
ji equal to 0 (where j = (ji)
m
i=1 ∈ Jm is viewed in J by completing its i > m
coordinates with 0). Let {ui,ji}0≤ji≤3 be a copy of U0 inside B′i−1∩Bi ≃M2×2(C).
Let UJ ⊂ B0 be the set of unitary elements {uj}j∈J with uj = Πi≥1ui,ji .
We construct Bm ⊂ P recursively so that B0 = C and so that if one denotes
Fm = UJm−1{yk − EBm−1(yk) | 1 ≤ k ≤ m} UJm−1 , m ≥ 1, then the following
conditions are satisfied:
(a) cq(yk(B
′
j ∩Bm)y∗k, Q) ≤ ε(2−j−1 − 2−m−1), 1 ≤ q ≤ 2, 0 ≤ k ≤ j ≤ m;
(b) |τ(b1x2b3x4)| ≤ 2−6m−1, b1, b3 ∈ (B′m−1 ∩Bm)1, x2, x4 ∈ Fm ∨ F ∗m.
(c) |τ(bx)| ≤ 2−6m−1, b ∈ (B′m−1 ∩Bm)1, x ∈ Fm ∨ F ∗m.
Assume we have constructed the algebras Bm up to m = n. By applying Lemma
4.1 to P0 = Bn, m1 = 2, F = Fn+1∪F ∗n+1, F ′ = {yk | 0 ≤ k ≤ j} and α = ε2−6n−3,
we get a subfactor P1 ≃ M2×2(C) inside B′n ∩ P such that for all 1 ≤ q ≤ 2,
0 ≤ k ≤ j ≤ n we have
cq(yk(B
′
j ∩Bn ∨ P1)y∗k, Q) ≤ cq(yk(B′j ∩Bn)y∗k, Q) + ε2−n−2
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≤ ε(2−j−1 − 2−n−1) + ε2−n−2 = ε(2−j−1 − 2−n−2),
while for all b, b1, b3 ∈ (P1)1 and all y, y2, y4 ∈ Fn+1 ∪ F ∗n+1, we have
|τ(b1y2b3y4)| ≤ 2−6n−3.
|τ(by)| ≤ 2−6n−3.
Thus, if we let Bn+1 = Bn ∨ P1, then all conditions (a), (b), (c) are satisfied for
m = n+ 1.
Define R = ∪nBnw. Then R is a copy of the hyperfinite II1 factor inside P ,
which by (a) and Lemma 2.4.2.3◦ satisfies cq(R,Q) ≤ ε/2, ∀1 ≤ q ≤ 2. By Lemma
2.4.2.1◦, this implies cp(Q,R) ≤ ε, ∀2 ≤ p ≤ ∞, showing that R satisfies the last
condition of the statement. Also, by Lemma 2.7.1, it follows that the von Neumann
algebra generated by R and Qop = JMQJM on L
2M is R⊗Qop, i.e., R,Q ⊂ M is
a coarse pair.
Let us prove that condition (c) above implies the following:
Fact. ‖ER(yn)− EBk(yn)‖2 ≤ 2−3k, for all k ≥ n.
To see this, note that for each m, the set of unitaries {uj | j ∈ Jm} for an
orthonormal basis of Bm while {uj | j ∈ J} is an orthonormal basis of R. Thus
ER(yn)− EBk(yn) =
∑
j∈J\Jk
τ(ynu
∗
j )uj =
∑
m≥k
∑
j∈Jm+1\Jm
τ(ynu
∗
j )uj
By Pythagoras Theorem, this gives
‖ER(yn)− EBk(yn)‖22 =
∑
m≥k
∑
j∈Jm+1\Jm
|τ(ynu∗j )|2
By property (c), for each j ∈ Jm+1\Jm andm ≥ k ≥ n we have |τ(ynu∗j )| ≤ 2−6m−1.
Since |Jm+1 \ Jm| = 3 · 4m, it follows that
‖ER(yn)− EBk(yn)‖22 ≤ 3
∑
m≥k
2−6m−2 = 3
∑
m≥0
64−m/64k · 4 = 64−k.
We’ll now use (b) and the Fact above, together with Corollary 2.7.2, to prove
that R is coarse in M . To this end, it is sufficient to show that for any n and
any ε > 0, there exists m such that for any X ∈ ((B′m ∩ B) ⊗ (B′m ∩ B)op)1 with
τ˜(X) = 0, we have
(1) |〈X(ξn), ξn〉L2M | ≤ ε,
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where ξn = yn − ER(yn) is viewed here as a vector in L2M ⊖ L2R ⊂ L2M .
Let m be so that ‖ER(yn)− EBm(yn)‖2 ≤ ε/16 and 2−m ≤ ε/4.
Writing X ∈ (B ⊗ Bop)1 in the form X =
∑
j,j′∈J
cj,j′uj ⊗ uj′ , the condition
τ˜(X) = 0 amounts to c0,0 = 0 and the condition X ∈ (B′m ∩ B) ⊗ (B′m ∩ B)op
amounts to X being supported by the set Jm of indices j, j′ ∈ J having the first m
coordinates equal to 0. So in order for (1) to be satisfied we have to show that
(2) |
∑
j,j′∈Jm
cj,j′τ(ujξnuj′ξ
∗
n)| ≤ ε.
By the Cauchy-Schwartz inequality, the left hand term is majorized by
(
∑
j,j′∈Jm
|cj,j′ |2)1/2(
∑
j,j′∈Jm
|τ(ujξnuj′ξ∗n)|2)1/2.
Since (
∑
j,j′ |cj,j′ |2)1/2 = ‖X‖2,τ˜ in B⊗Bop ⊂ R⊗Rop and since ‖X‖ ≤ 1, we have
(
∑
j,j′ |cj,j′ |2)1/2 ≤ 1. Thus, in order for (2) to be satisfied, it is sufficient to show
that:
(3)
∑
j,j′∈Jm
|τ(ujξnuj′ξ∗n)|2 ≤ ε2
For each k > m we let Jmk be the set of indices j ∈ J with ji = 0 for all i > k and
all i ≤ m, while for i = k one has ji 6= 0. We also let Jmk = (Jm ∩ Jk) \ Jmk . Note
that Jm is the disjoint union of the subsets Jmk as k runs from m + 1 to ∞, with
|Jkm| = 3 · 4k−m−1. We write the sum on the left hand side in (3) as
∑
k≥m+1Σ(k)
where
(4) Σ(k) =
∑
j,j′∈Jm
k
|τ(ujξnuj′ξ∗n)|2
+
∑
j∈Jm
k
,j′∈J
m
k
|τ(ujξnuj′ξ∗n)|2 +
∑
j∈J
m
k ,j
′∈Jm
k
|τ(ujξnuj′ξ∗n)|2.
Denote by Σ1(k),Σ2(k),Σ3(k) the three sums on the right hand side above and
let yn,k = yn − EBk(yn). Since ξn = (yn − EBk(yn)) − (ER(yn) − EBk(yn)) =
yn,k − (ER(yn)− EBk(yn)), for the terms in Σ1(k) we have the estimates
|τ(ujξnuj′ξ∗n)| ≤ |τ(ujyn,kuj′y∗n,k)|
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+|τ(uj(ER(yn)− EBk(yn))uj′ξ∗n)|+ |τ(ujyn,kuj′(ER(yn)−EBk(yn))∗)|
≤ |τ(ujyn,kuj′y∗n,k)|+ 2‖yn‖2‖ER(yn)−EBk(yn)‖2,
where for the last estimate we have used the Cauchy-Schwartz inequality. By
condition (b) we have |τ(ujyn,kuj′y∗n,k)| ≤ 2−3k while by the Fact above we have
2‖yn‖2‖ER(yn)− EBk(yn)‖2 ≤ 2−3k+1. Since j, j′ ∈ Jmk and |Jkm| = 3 · 4k−m−1, it
follows that
(5) Σ1(k) ≤ (3 · 4k−m−1)2(2−3k + 2−3k+1)2 ≤ 342−2k−4m−4 ≤ 2−2k−4m+3
Similarly, by using again that ξn = yn,k − (ER(yn)−EBk(yn)), for the terms in
Σ2(k) we get the estimate
|τ(ujξnuj′ξ∗n)| ≤ |τ(ujyn,kuj′y∗n,k)|+ 2‖yn‖2‖ER(yn)−EBk(yn)‖2
≤ |τ(ujyn,kuj′y∗n,k)|+ 2−3k+1 ≤ 2−3k + 2−3k+1 = 3 · 2−3k,
where we have used that for j ∈ Jmk and j′ ∈ J
m
k one has |τ(ujyn,kuj′y∗n,k)| ≤ 2−3k
(by condition (b)). Summing up over j ∈ Jmk , j′ ∈ J
m
k and using the fact that
Jmk | = 3 · 4k−m−1, |J
m
k | = 4k−m−1, it follows that
(6) Σ2(k) ≤ 32 · 2−6k3 · 4k−m−14k−m−1 ≤ 33 · 2−2k−4m−4 ≤ 2−2k−4m+1.
In exactly the same way, we also get
(7) Σ3(k) ≤ 2−2k−4m+1.
By adding up (5), (6), (7), we obtain in (4):
(8) Σ(k) ≤ 2−2k−4m+3 + 2 · 2−2k−4m+1 ≤ 2−2k−4m+4.
So after summing up over k ≥ m+1 we get the following estimate for the left hand
side of (3):
(
∑
j,j′∈Jm
|τ(ujξnuj′ξ∗n)|2)1/2 ≤ (
∑
k≥m+1
2−2k−4m+4)1/2
= (
∑
k≥1
2−2k2−6m+4)1/2 ≤ 2−3m+2 ≤ ε.
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To prove the last part of the statement, let us first note that given any finite
subset of R (which is a coarse hyperfinite subfactor of M that will be fixed from
now on, as given by the first part of the proof) and any ε > 0, there exists a coarse
subfactor R0 ⊂ R such that F ⊥δ R0. Indeed, since R is AFD, there exists a
finite dimensional subfactor N0 ⊂ R such that F ⊂δ/2 N0. Take any irreducible
subfactor with infinite index N1 ⊂ N ′0 ∩R and denote Q0 = N0 ∨N1, which is thus
an irreducible subfactor with infinite index in R so that F ⊂δ/2 Q0. By the first
part of the theorem, there exists a coarse R0 ⊂ R such that R0 ⊥δ/2 Q0. By the
triangle inequality, R0 will also satisfy R0 ⊥δ F .
We then construct a decreasing sequence of coarse subfactors Rn recursively, as
follows. Let {xn}n ⊂ (R ⊖ C1)1 be a sequence that’s ‖ ‖2-dense in the unit ball
of R ⊖ 1 and denote Xn = {x1, ..., xn}. Assume Rn ⊂ R is coarse and satisfies
Xn ⊥2−n Rn. By the argument above, there exists a coarse subfactor Rn+1 ⊂ Rn
such that if we let F = ERn(Xn+1) then Rn+1 ⊥2−n−1 F .
Thus, if we denote D = ∩nRn, then the above conditions imply {xn}n ⊥ D.
Thus R ⊖ C1 ⊥ D, so that D = C1. 
4.3. Corollary. Let M be a separable II1 factor, P ⊂M an irreducible subfactor,
Q ⊂M a von Neumann subalgebra satisfying P 6≺M Q, and ε > 0.
1◦ P contains a MASA A of M that’s coarse, mixing and strongly malnormal in
M , has infinite multiplicity, is coarse with respect to Q and satisfies A ⊥ε Q.
2◦ There exists a semiregular MASA D of M that’s contained in P , whose nor-
malizer NM (A) lies in P and generates a hyperfinite factor R that’s coarse with
respect to Q and satisfyies R ⊥ε Q.
3◦ If G is a countable amenable group, then there exists a copy {ug}g∈G ⊂ P of
the left regular representation of G such that ‖EQ(ug)‖2 ≤ ε, ∀g ∈ G \ {e}.
Proof. 1◦ By Theorem 4.2, P contains a hyperfinite II1 factor R ⊂ P that’s coarse
in M and satisfies R ⊥ε Q. If A ⊂ R is any MASA, then A is also a MASA in
M . Moreover, since A is a subalgebra of R, A ∨ Aop ⊂ B(L2M ⊖ L2R) gives a
representation of A⊗Aop with infinite . Thus, if A is taken to be coarse, strongly
malnormal, mixing, and with Pukanszky invariant equal to∞ in R, like in Example
2.6.4.3◦, then the inclusion A ⊂M is coarse, strongly malnormal, mixing, and with
Pukanszky invariant equal to ∞ as well.
2◦ Take again R ⊂ P to be coarse in M and to satisfy R ⊥ε Q. If D ⊂ R
is a Cartan subalgebra, then its normalizer in M is contained in R, and thus
NM (A)′′ = R ⊂ P .
3◦ By [C76], the left regular representation {ug}g of any countable amenable
group G lies in R. So if one embeds R in P such that R ⊥ε Q, as in 1◦ or 2◦ above,
then {ug}g will satisfy the condition. 
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4.4. Remarks. 1◦ It remains as an open problem whether for any irreducible
inclusion of separable II1 factors with infinite index Q ⊂ M and any ε > 0, one
can find a hyperfinite II1 factor R ⊂ M such that cp(R,Q) ≤ ε for all 1 ≤ p ≤ ∞
(uniformly in p). In particular, whether there exists an irreducible hyperfinite
subfactor R ⊂ M such that ‖EQ(b)‖ ≤ ε‖b‖, for all b ∈ R ⊖ C1. Note that if
true, this would show that for any countable amenable group G there exists a copy
{ug}g∈G of the left regular representation of G so that ‖EQ(ug)‖ ≤ ε, ∀g ∈ G\{e}.
2◦ One can prove various relative versions of Theorem 4.2 and Corollary 4.3.
For instance, one can show that if M is a II1 factor with a Cartan subalgebra
A ⊂ M , then there exists an intermediate hyperfinite subfactor A ⊂ R ⊂ M for
which there exist unitaries in the normalizer of A in M , {un}n ⊂ NM (A), such
that L2M ⊖ L2R = ⊕nL2(RunR), with L2(RunR) ≃ L2R⊗L2Rop, ∀n. Along
these lines, it would be interesting to see whether if A ⊂ Q ⊂M is an intermediate
subfactor with infinite index in M , contains a Cartan subalgebra A of M , then
given any amenable group Γ, there exists a copy of the left regular representation
of Γ, {ug}g∈Γ, in the normalizer of A in M , so that EQ(ug) = 0, ∀g ∈ G \ {e}.
3◦ Note that, by using rather minimal additional effort, one can prove the fol-
lowing stronger form of Theorem 4.3. Let M be a separable II1 factor and P ⊂M
an irreducible subfactor. Let Qn ⊂M be a sequence of von Neumann subalgebras
such that P 6≺M Qn, ∀n. There exists a hyperfinite subfactor R ⊂ P that’s coarse
in M and is also coarse with respect to Qn, for all n. Moreover, if Qn is a finite
family, then given any ε > 0, one can construct R ⊂ P so that in addition to the
above properties one has R ⊥ε Qn, ∀n. However, if the family Qn is infinite, then
one cannot expect to have this latter property uniformly in ε, simultaneously for all
Qn. For instance, one can take P = M and Qn an increasing family of irreducible
subfactors with infinite index such that Qn ր M . In such a case, the condition
R ⊥ε Qn, ∀n, would imply R ⊥ε M , a contradiction.
4◦ Note that the control over the asymptotic 2-independence in the iterative
construction of R in the proof of Theorem 4.3 is first made with respect to the
Hilbert norm ‖ ‖2, at each “local level”. But in order to get coarseness at the end
(which requires representing R⊗Rop), one has to covert it to ‖ ‖1−‖ ‖∞ estimates
(using Lemma 2.4.2), which is why we need the asymptotic 2-independence to
converge “very fast”. If we only wanted R ⊂M to be mixing at the end (which by
Section 2.6 is a slightly weaker property than coarseness) then the ‖ ‖2-estimates at
local levels are easier. One interesting aspect about mixing is that it has a natural
“multiple” version, as defined below.
4.5. Definition. Let B ⊂ M be a diffuse von Neumann subalgebra. We say that
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U(B)yAd M is n-mixing relative to B if
lim
u1,...,un→0
‖EB(x0u1x1...unxn)‖2 = 0, ∀x0, x1, ..., xn ∈M ⊖B,
where the limit is over ui ∈ U(B) tending weakly to 0. We then also say that
B ⊂ M is n-mixing. If this property holds true for all n ≥ 1, then we say that
B ⊂M has the multiple mixing property.
An obvious example of multiple mixing inclusions B ⊂ M is when B is freely
complemented in M , i.e., M = B ∗N0, with B diffuse. In fact, by its very formu-
lation, the multiple mixing property for an inclusion B ⊂ M can be viewed as B
being almost freely complemented in M .
If Γ y (N, τ) is a free action, then one can easily show that this action is n-
mixing iff L(Γ) ⊂ M = N ⋊ Γ is n-mixing (one implication is trivial, by applying
condition 4.5 to ui = ugi where gi ∈ Γ are elements of the group that go to ∞;
we leave the other implication as an exercise). Thus, if such an action is n-mixing
for all n, then this inclusion follows multiple mixing. Since a Bernoulli Γ-action
with base (N0, τ0) is n mixing, ∀n (see e.g. page 472 in [P03]), it follows that the
resulting inclusion L(Γ) ⊂M = N⊗Γ0 ⋊ Γ is multiple mixing.
The arguments used in the proof of Theorem 4.3 can be easily adapted to prove
the following:
4.6. Theorem. If M is a separable II1 factor and P ⊂M an irreducible subfactor,
then P contains a copy of the hyperfinite factor R that’s multiple mixing in M .
5. On the coarse nature of free group factors
The iterative technique for constructing embeddings under constraints of AFD
algebras into a given II1 factor M that we have developed in this paper suggests
that, under appropriate hypothesis on M , one should be able to construct pairs
of embeddings of the hyperfinite factor, L,R →֒ M , so that the corresponding
bimodule LL
2MR satisfies certain properties, as a consequence of the “local steps”
taken in the recursive procedure of building L,R.
There are two sets of problems that come out quite naturally from this idea,
both having to do with the free group factors.
The first problem is about showing that L(F∞) cannot be generated by finitely
many elements. Recall from [Ra91], [Dy92] that this fact would also imply that the
free group factors L(Fn), 2 ≤ n ≤ ∞, are all non-isomorphic.
We will say that a II1 factor M has the stable single generation (SSG) property
if there exist tn ց 0 such that M tn is single generated, ∀n (N.B. this is easily seen
to be equivalent to M t being single generated, ∀t > 0).
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5.1. Conjecture. (a) If a II1 factor M has the SSG property then it contains
a pair of hyperfinite factors L,R ⊂ M such that L ∨ Rop is a purely infinite von
Neumann algebra.
(b) If a II1 factor M has the SSG property, then it contains a pair of hyperfinite
factors L,R ⊂M such that L ∨Rop = B(L2M).
Of course, part (b) above is stronger than (a). While we comment in more details
on the motivations behind this problem in other papers (see e.g. Section 7 in [P19]),
let us point out right away that if L(F∞) would be finitely generated, then by using
the fact that it has non-trivial fundamental group (by [V89]; cf. also [Ra91]), it
would follow that it is stable single generated. So if (a) above holds true, then M
cannot be a free group factor, due to results in ([V94], [GP96]).
The second set of problems is inspired by the fact that free group factors L(Fn)
are particularly prompt to the type of dichotomic decomposition into “coarse plus
trivial” bimodules over amenable subalgebras, that we emphasized in this paper.
This pattern has been first recognized in ([P81b], [P81d]) and was much exploited
in deformation-rigidity theory (see e.g., [P01], [IPeP05], [OP07], [PV11], [I12], etc).
In particular, such decompositions were key to establishing amenability properties
for normalizers of amenable subalgebras of L(Fn) in ([OP07]).
Another manifestation of this pattern is the striking structural result discovered
by Voiculescu, using his free entropy dimension theory, and that we already men-
tioned above: the bimodule decomposition of L(Fn) over any AFD subalgebra B
must contain a copy of coarse bimodule L2B⊗L2Bop (cf. [V94], [GeP96], [Ju07],
[Ha15]). All this leads to the following:
5.2. Conjecture. (a) Any maximal amenable (equivalently maximal AFD) von
Neumann subalgebra B of L(Ft) is coarse, ∀1 < t ≤ ∞ (cf. also 4.3 in [Ha15]).
(b) If B,B0 ⊂ L(Ft), 1 < t ≤ ∞, are maximal amenable von Neumann subal-
gebras, then there exist projections p ∈ B, p0 ∈ B0 such that pBp and p0B0p0 are
unitary conjugate in L(Fn), while (1 − p)B(1 − p), (1 − p0)B0(1 − p0) is a coarse
pair.
We will refer to 5.2 above as the coarseness conjecture for free group factors.1
Similarly, the conjecture obtained from 5.2 by replacing everywhere “coarse” by
“mixing” (respectively “strongly malnormal”), will be called the mixingness con-
jecture (respectively strong malnormality conjecture).
A related conjecture formulated in [PeT07] (see very last paragraph in that
1After an early version of this paper has been circulated, we learned from Ben Hayes that
he conjectured in (4.3 of [Ha15]) that if B ⊂ L(Ft) is maximal amenable, then BL
2(L(Ft))B ⊂
L2(B)⊕∞, which in our terminology amounts to B being coarse in L(Ft). Thus, part (a) of 5.2
has already been stated in [Ha15], in an equivalent form.
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paper), predicts that diffuse amenable von Neumann subalgebras in L(Ft) have
unique maximal amenable extension. In other words, if B,B0 ⊂ L(Ft) are maximal
amenable subalgebras, then B ∩B0 diffuse implies B = B0.
We notice below that this is equivalent to a malnormality conjecture, asserting
that any maximal amenable von Neumann subalgebra B in an interpolated free
group factor LFt is malnormal (i.e., if u ∈ U(LFt) satisfies uBu∗ ∩B diffuse, then
u ∈ B). We also show that the strong malnormality, mixingness and coarseness
give increasingly stronger conjectures.
5.3. Proposition. 1◦ If part 5.2.(a) of the coarseness (resp. mixingness, resp.
malnormality) conjecture holds true, then part 5.1.(b) holds true as well.
2◦ Coarseness conjecture ⇒ mixingness conjecture ⇒ strong malnormality con-
jecture⇒ malnormality conjecture. Moreover, the malnormality conjecture is equiv-
alent to the [PeT07]-conjecture.
Proof. 1◦ Assume any maximal amenable subalgebra of L(Ft) is coarse, ∀1 < t ≤ ∞.
Let B,B0 ⊂ L(Ft) be maximal amenable and take B˜ = B ⊕ B0 ⊂ M2×2(LFt) =
L(Fs), where s = (t + 3)/4 (cf [R91], [Dy92]). Let B ⊂ L(Fs) be a maximal
amenable subalgebra containing B˜. Note that e11Be11 = Be11, e22Be22 = B0e22,
and that if v ∈ e11Be22 is a partial isometry with left support pe11 ∈ Be11 and
right support p0e22 ∈ B0e22, then we necessarily have v∗(pBpe11)v = p0B0p0e22.
Moreover, by its form it follows that v = pue12 for some unitary u ∈ L(Ft), with
u∗pBpu = p0B0p0.
Let (p, p0) be a pair of projections with p ∈ B, p0 ∈ B0, p ∼B p0, and such that
(p, p0) is maximal with these properties. From the above it follows that pBp, p0B0p0
are unitary conjugate in L(Ft), while by maximality we have (1−p)e11Be22(1−p0) =
0. But then the coarseness of B ⊂ L(Fs) implies that L2((1− p)L2(Ft)(1− p0)) is
coarse as a (1− p)B(1− p), (1− p0)B0(1− p0) Hilbert bimodule.
The implication 5.2.(a)⇒ 5.1.(b) in the mixing (resp strongly malnormal) case
is very similar, using this same 2-by-2 matrix trick. We leave details as an exercise.
2◦ The implications in the first part are immediate by Proposition 2.6.3. To see
that the the Peterson-Thom conjecture is equivalent to the malnormality conjecture
one uses the 2-by-2 matrix trick as above. Indeed, if B,B0 ⊂ L(Ft) are maximal
amenable and we let B˜ = B ⊕ B0 ⊂ M2×2(LFt) = L(Fs), where s = (t + 3)/4,
then take B˜ ⊂ B maximal amenable in L(Fs) and denote u = e12 + e21. Since the
condition B∩B0 diffuse is equivalent to uB˜u∗∩B˜ diffuse and B = B0 is equivalent to
e12 ∈ B, it follows that malnormality of maximal amenable subalgebras is equivalent
to the unique maximal amenable extension property in [PeT07]. 
The techniques in this paper suggest the following approach to the coarseness
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conjecture. Let B ⊂ M = L(Fn) be a maximal amenable subalgebra and assume
for simplicity B ≃ R. If we assume BL2MB has a piece that’s not coarse, then
that part is not finite. Due to maximal amenability, this should allow to construct
recursively another copy of R inside M , with RL
2MR having no coarse component
at all (i.e., R ∨Rop is purely infinite), contradicting ([V94], [GP96]).
Let us finally mention that in view of Definition 4.5 and Theorem 4.6, it is
tempting to predict that any maximal amenable subalgebra B of a free group factor
M = LFn is multiple mixing (almost freely complemented) in LFn. More support
towards this comes from results in [St04].
5.4. Conjecture. Any maximal amenable von Neumann subalgebra B of L(Ft) is
multiple mixing, ∀1 < t ≤ ∞.
Conjectures 5.2 and 5.4 are obviously true when the subalgebra B is freely com-
plemented in M = LFt (N.B.: by [P81d], if B is amenable diffuse, then B is
maximal amenable in M = B ∗N0, for any tracial von Neumann algebra N0 6= C1).
Another example of maximal amenable subalgebra in LFn, 2 ≤ n <∞, is the so-
called radial (or Laplacian) MASA, Ln ⊂ LFn, generated by the selfadjoint operator
obtained by summing up the n free generators and their inverses (cf. [CFRW09];
see also [R89], [W15]). Calculations in [R89] show that this maximal amenable
subalgebra Ln ⊂ LFn is indeed coarse and multiple mixing. The following two
questions are perhaps “too bold”, but surprisingly enough, they are open:2
5.5. Questions. Is Ln freely complemented in L(Fn), 2 ≤ n <∞ ? Do there exist
maximal amenable von Neumann subalgebras of L(Fn) that are not freely comple-
mented ?
If indeed any maximal amenable subalgebra is freely complemented, then this
would of course imply both 5.2 and 5.4. To start with, it should be true that if
B0, B1 ⊂ L(Fn) are maximal amenable that have no intertwining parts (so they
should be mutually coarse, by 5.2(b)), then any direct sum pB0p+(1−p)B01(1−p)
is also freely complemented, where p ∈ P(B0) and (1 − p)B01(1 − p) is a unitary
conjugate of p1B1p1, for some p1 ∈ P(B1) of same trace as 1− p. In other words,
direct sum of mutually coarse freely complemented diffuse amenable subalgebras in
free group factors, should be freely complemented (all this in appropriate amplifica-
tions). Note in this respect the recent results in [Je19], which show in particular that
certain perturbations of the free generators in L(Fn) are still freely complemented.
2I am grateful to Dima Shlyakhtenko for pointing out to me these questions.
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