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Due to the advances in the internet and digital image sensors, there has been a drastic in-
crease in the volume of visual content. This visual content was generated and shared from
various sources, such as medical archival photos, social media platforms, the education
sector, and robotics. This resulted in new challenges pertaining to users’ interests, i.e.,
content-based image retrieval (CBIR), which is a long-established research area.
As an initial step to attain the final aim of this thesis, a dive-in into content-based image
retrieval using a deep convolutional network was attempted to explore the existing pooling
mechanisms, diffusion mechanisms for image retrieval, and the challenges encountered in
attaining the task. Experimental results are reported on various image retrieval benchmark
datasets and a community archival photo dataset. Results on visual grounding, another
computer vision task that has gained pace were also reported on the community archival
photo dataset as a part of the initial study.
In a real-world scenario, a user might search the data corpus by providing a query in one
modality and requiring the search result in another modality. Retrieval in this setting is
known as cross-modal retrieval. The main challenge is learning the unified representations
and dealing with the rich semantics across different modalities. Additionally, users might
need to search for results in a certain context, hence the attention mechanism has caught
interest. This thesis proposes a deep CNN framework incorporating inter-modality fusion-
based attention for the task of cross-modal image retrieval. Two methods are put forth to
generate a text-guided spatial heatmap. The first method achieves this via inner product
between image and text features, and the second method uses a multi-layer perceptron
iv
v
(MLP). Finally, the image and text features are projected into a common joint space and
an objective function is used to optimise the framework. The intuition was to use text
as guidance and narrow down the heterogeneity gap due to the involvement of multiple
modalities. Experiments performed lay out a comparison between three scenarios: cross-
modal retrieval without attention, cross-modal retrieval with a self-attention mechanism,
and finally cross-modal retrieval with cross-attention mechanisms. From the experimental
results, it was concluded that cross-attention mechanisms are best.
Unfortunately, computer vision tasks like cross-modal retrieval perform poorly when
it comes to new and unseen data. Zero-shot cross-modal retrieval (ZS-CMR) deals with
performing the task of cross-modal retrieval where the classes of test categories have a
different scope than the training categories. This thesis proposes a deep CNN architec-
ture for zero-shot cross-modal retrieval on a large-scale real-world dataset by creating a
zero-shot data split for the same. It exploits the rich semantics of textual data as guidance
to infer additional knowledge during the training phase. This is achieved by generat-
ing attention weights through the fusion of image and text modalities. This enables the
framework to focus on the important regions in an image. The above aforementioned two
methods for generating a text-guided spatial heatmap are incorporated into this frame-
work to achieve this goal. Furthermore, to determine whether the attention mechanism
could boost the challenging task of cross-modal retrieval in the zero-shot scenario, a com-
parison between the self-attention mechanism and the cross-attention mechanism is put
forth. Experiments performed indicate that the cross-attention mechanism is better than
the self-attention mechanism. In a nutshell, this thesis unfolds the journey from content-
based image retrieval to zero-shot cross-modal retrieval.
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1.1 Research Background
Information retrieval is the procedure of acquiring data that are relevant to a query from
an accumulation of information assets [1]. In a rough sense, it is searched in view of
the metadata or full content. A large accumulation of information or data is known as a
corpus. So retrieval can be characterized as the procedure of seeking and getting relevant
information from a corpus in light of ‘the interest’. Here ‘the interest’ implies the user’s
interest. At the point when a user inputs a query, the information retrieval system works
vigorously and brings the most relevant data. The query does not imply a solitary object
in the corpus, however, may imply numerous objects in various images of the corpus.
A pictorial illustration of a typical retrieval system is shown in Figure 1.1. Going a bit
into history, in 1945, Vanneavar Bush popularised the idea of using computers to search
for relevant information. In the 1950s the first automated information retrieval systems
1
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were developed but they could be applied to just small text corpora with several thousand
documents. In the 1990s, the idea of extending the information retrieval technologies to a
large corporation started to take shape. With the introduction of web search engines and
advances in the digital image sensor, it was felt that an image-based information retrieval
system was a necessity.
Figure 1.1: A pictorial illustration of a typical retrieval system.
Specifically speaking, the digital data was dominated by images, and content-based
image retrieval (CBIR) is the problem of searching for semantically matched or similar
images in a large image corpus by analyzing their visual content, given a query image
that describes the user’s needs. Content-based image retrieval has been persistent re-
search area in computer vision and multimedia community [1][2]. Efficient and accurate
retrieval systems are the need of the hour. There are various applications of CBIR namely
remote sensing [3], medical image search [4] and person re-identification [5], and shop-
ping recommendation in online websites [6] and many more. Image representation has
recently seen quite a shift from hand-engineered features, e.g. the Scale-Invariant Feature
Transform (SIFT) [7] to feature learning via deep learning. With the breakthrough on
artificial neural networks and the Deep Convolutional Neural Network (DCNN) AlexNet
[8], powerful feature representation could be learned with multiple levels of abstraction
directly from data.
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However, with advancement in technology, the digital content also saw a degree of
advancement in the kinds of data that populated the digital corpus. It led to an extension
of retrieval to other kinds of data types as well. The dominance of multimedia data which
included image, text, audio, video, and other types in our day-to-day life made cross-
media retrieval a research hotspot where the data of different media or modalities could
be retrieved using a query of any media type [9]. As multi-modal data grow, users find
it difficult to search for information of interest effectively and efficiently. However, the
prevailing tools for searching multimedia repositories are still text-based, e.g. search
engines such as Google or Bing. To holistically gain from the surplus multimedia data and
make optimal use of multimedia content modeling technology, automated mechanisms
are required to establish a similarity link or correlation from one multi-media data to
another if they are semantically similar or correlated. This similarity or correlation might
exist regardless of the type of modalities (e.g. image, text, audio, and video) of the data.
To bestow an answer to the above challenge, research towards definitive solutions for
cross-modal applications [10][11] has gained momentum. For example, the two popular
scenarios which have emerged to tackle the challenging task of cross-modal retrieval are,
namely, image-text retrieval [12][13][14] and image-sketch retrieval [15].
Humans have the cognitive capability to process multimedia data through the fusion of
multiple sensory channels, but to incorporate the same via artificial intelligence in ma-
chines could be a challenging task. However, text and image understanding is advancing
rapidly due to the ability of artificial neural nets to learn, with or without supervision,
powerful distributed representations of input data. Along with this, humans can focus
their attention on critical occurrences like objects instead of background based on some
context. This observation had motivated researchers to incorporate an attention mecha-
nism, both visual attention which intends to zero-in on precise sub-regions in an image,
and text attention to infer important nouns or verbs to achieve the task of cross-modal
retrieval [16].
Recently, the cross-attention mechanism has been applied, wherein data from one-
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modality was utilized as a guidance mechanism to infer the context for the other modality
and hence enable the evaluation of multi-modal similarity in two distinct joint embedding
spaces [17]. On contrary to single-modality retrieval, involvement of multi-modal data
introduces “modality gap”, i.e., inconsistent representation and distribution of data which
complicates the task of measuring cross-modal similarity through which cross-modal cor-
relation [13][18] could be established. According to the survey put forth by Wang, Yin,
Wang, et al. [19] the existing approaches to dealing with cross-modal retrieval could be
divided into two categories, namely real-valued representation learning and binary repre-
sentation learning, which is also called cross-modal hashing. For real-valued representa-
tion learning, in order to bridge the gap between modalities, existing well known methods
[18][20][21] have incorporated the common subspace learning paradigm. Whereas to
speed up cross-modal retrieval, the binary representation, learning methods usually trans-
form distinct modalities of data into a common Hamming space, which speeds up cross-
modal similarity search. In binary representation learning methods, as the representation
is encoded to binary codes, it results in a slight decrease in retrieval accuracy owing to the
loss of information. Nonetheless, this approach requires data from both the training stage
and testing stage to encompass identical categories which in turn renders it inefficient for
the task of multi-modal retrieval in a real-world scenario if encountered with unfamil-
iar categories. Another key issue is the collection and labeling of cross-modal data that
come at the expense of time and labor when the real world has various and dynamically
increasing categories.
When it comes to rendering machines with the cognitive capability of humans, to rec-
ognize objects without seeing any visual samples is yet another hurdle to deal with when
it comes to a practical real-world scenario. For example, a child would have no issue
recognizing a tiger if she has seen a lion before or might have read somewhere that a
tiger is similar to a lion but with black and orange stripes on it. The ability of humans to
transfer the learned knowledge by correlating a known fact to an unknown fact triggered
researchers’ interest in this direction. Hence, when it comes to recognizing new and un-
seen categories with meagre training categories, zero-shot learning (ZSL) [22][23], is a
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propitious solution. Zero-shot learning provides with the ability to devolve the knowl-
edge from perceived classes belonging to training data to anonymous classes (or unseen
classes) while testing. A priori knowledge could include attributes, semantic class tax-
onomies or text features as a possible source. In a high-dimensional vector space, seen
and unseen classes are usually related, called semantic space. Most early works utilized
the semantic spaces which were based on semantic attributes [24][25][26]. Each class
name could be represented by an attribute vector and was known as a class prototype. Re-
cently, sentence descriptions/captions [27] and semantic word vector space [28][29] have
gained attention. With the former, a neural language model is required to obtain a vector
representation whilst with the latter, different classes could be compared by projecting
the class names into word vector space. ZSL could be solved in two steps with the se-
mantic space and a visual feature representation of images: 1) A joint embedding space is
learned where both the visual feature vectors and the semantic vectors (prototypes) could
be projected to; 2) in the joint embedding space, nearest neighbor search is performed to
match the projection of an image of the unseen class prototype. The deep convolutional
neural networks are used by most ZSL models [23][30].
As pointed out before, the existing cross-modal retrieval approaches cannot retrieve
multi-modal data of unseen classes. So, borrowing the notion of zero-shot learning, zero-
shot cross-modal retrieval (ZS-CMR) aims to retrieve data of new and unseen categories,
bearing no overlap with training categories, across different media types. Categories avail-
able for training are denoted as known/seen categories, whereas categories not included
in the training are denoted as unknown/unseen categories (Refer to Figure 5.1). However,
ZS-CMR also possesses several challenges compared to traditional cross-modal retrieval.
The first one being insufficient training instances which makes it harder to draw a cross-
modal correlation of multi-modal data in the target/test set owing to the non-inclusion of
data from anonymous classes (or unseen classes) in course of the training phase. The
second challenge is distribution heterogeneity of multi-modal data in the train and test
set which impacts the efficacy in utilizing the knowledge learned from the common se-
mantic space from the data belonging to train split or source set to test data or target set.
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Lastly the third challenge is the knowledge gap in classes on account of inconsistent se-
mantics over anonymous classes (or unseen classes) versus the perceived classes (or seen
classes).
1.2 Research Aims
This thesis intends to address the stumbling blocks existing in zero-shot cross-modal re-
trieval. As per the previous section, practical deployability is the key factor for any pro-
posed solution. Keeping in mind to tackle the dynamic addition of categories to multi-
media corpus, the main goals of the thesis are:
• Proposing an effective deep CNN framework to incorporate inter-modality fusion
based attention for zero-shot cross-modal retrieval. A text-guided spatial heatmap
is generated through the fusion of image and textual features to focus on impor-
tant regions in an image. The fusion mechanism enables the framework to deduce
additional knowledge during the testing phase for unseen classes which weren’t
encountered during training. Therefore, even with limited training instances, this
inference of additional knowledge guides the framework to perform better at the
task of cross-modal retrieval in the zero-shot scenario.
• Leveraging the ability of the framework to generate text-guided spatial heatmap
focusing on the important regions of image for the task of cross-modal retrieval.
Features of both the modalities involved are projected into a common space. Dur-
ing the inference phase, when dealing with instances of unseen classes, it tackles
the distribution heterogeneity, i.e. inconsistent data distributions and feature repre-
sentations across different modalities between known and unknown classes.
• Enabling knowledge transfer from source data (seen classes during training) to tar-
get data (unseen classes during testing) through a fusion-based attention mechanism
and a contrastive triplet ranking loss with a margin-based principle to separate the
positive pairs from the negative ones. This also helps to bridge the modality gap
and enhance the knowledge transfer from learned common semantic features.
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1.3 Contributions
To dedicate the research to the above mentioned aims, the contributions of the thesis are
highlighted as follows:
• This thesis proposes a framework, CMR FUSE (Cross-Modal Retri-
eval with image-text FUSEd), incorporating inter-modality fusion based attention
for the task of cross-modal retrieval. Two methods are outlined, namely CMR IN-
N FUSE (Cross-Modal Retrieval via INNer-prduct with image-text FUSEd) and
CMR PARA FUSE (Cross-Modal Retrieval via PARAmetrized-attention with image-
text FUSEd). It puts forth three scenarios under which the task of cross-modal
retrieval is tested. The first task is cross-modal retrieval without an attention mech-
anism. The second one is with self-attention, and the final one is with inter-modality
fusion based attention. In this thesis, the effectiveness of the cross-attention mech-
anism is tested on the Karpathy split for MS-COCO dataset, which shows relative
improvement over self-attention mechanisms or without any attention mechanism.
• This thesis puts forth a zero-shot data split created on the large-scale cross-modal
benchmark MS-COCO dataset. The dataset is divided into a non-overlapping train-
ing, test, and validation split based on its object categories. The split created en-
sures that no image appears twice in any category. Each split contains an equal
number of image instances per category to avoid data imbalance. The MS-COCO
dataset hasn’t been utilized before in literature for zero-shot cross-modal retrieval.
We put forth a practical usage of large-scale real-world dataset. The created zero-
shot split could be used to perform any zero-shot cross-modal retrieval tasks in the
near future.
• This thesis proposes a framework, ZS CMR FUSE (Zero-Shot Cross-Modal Retr-
ieval with image-text FUSEd), for zero-shot cross-modal retrieval which gener-
ates text-guided spatial image heat-map through two methods under zero-shot sce-
nario: ZS INN FUSE (Zero-Shot Cross-Modal Retrieval via INNer product with
image-text FUSEd) and ZS PARA FUSE (Zero-Shot Cross-Modal Retrieval via
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PARAmetrized-attention with image-text FUSEd). These proposed methods show
significant improvement in performance for the task of cross-modal retrieval in the
zero-shot scenario.
• This thesis puts forth a baseline using the created zero-shot split for MS-COCO data
showing three scenarios: zero-shot cross-modal retrieval without attention, zero-
shot cross-modal retrieval with self-attention and finally zero-shot cross-modal re-
trieval with inter-modality fusion based attention. The experimental results show that
the self-attention mechanism isn’t as effective as the cross-attention mechanism in
the zero-shot scenario. Incorporating cross-attention mechanism helps to narrow
the distribution heterogeneity and reduces the knowledge gap, therefore promoting
effective utilization of the encapsulated knowledge from the training phase to the
testing phase when it comes to unseen data.
1.4 Thesis Organization
This thesis is organised in six following chapters:
• Chapter 1: This chapter provides the research background, aims and contributions.
• Chapter 2: This chapter provides the literature of the field with an overview of
deep learning which branches out into an introduction to the convolutional neural
network and recurrent neural network. This is followed by the evolution of content-
based image retrieval from using handcrafted features to deep features for image
representation. The chapter concludes with a rundown on cross-modal retrieval
with its various kinds of approaches.
• Chapter 3: The third chapter presents the preliminary experimental study performed
to observe the effects of different pooling mechanisms and diffusion on the task of
image retrieval for a community archival photo dataset along with some bench-
mark image retrieval datasets. Experimenting with various pooling mechanisms
puts forth the importance of pooling for the task of image retrieval. Along with
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this, when diffusion (captures the underlying manifold of data points) is incorpo-
rated in conjunction with the pooling mechanism, the image retrieval performance
could be further enhanced. Following this, a small-scale experimental study was
conducted to incorporate visual grounding of text annotation by taking a subset of
images from the community archival photo dataset. The experimental study of vi-
sual grounding showcases the resilience of the framework to counterfactual data
when generating text-based attention.
• Chapter 4: The fourth chapter proposes a novel deep learning architecture, CMR F-
USE, using ‘inter-modality fusion based attention for cross-modal retrieval’ for the
task of cross-modal retrieval on the MS-COCO dataset. This chapter demonstrates
three scenarios under which the task of cross-modal retrieval is tested: without
any attention mechanism, with a self-attention mechanism, and with inter-modality
fusion-based attention. Two methods are proposed, namely: CMR INN FUSE
and CMR PARA FUSE. The incorporation of these methods achieves a relative
improvement in achieving the task of cross-modal retrieval for caption retrieval,
though the performance of image retrieval is inferior to a few existing methods.
• Chapter 5: The fifth chapter presents a novel deep architecture, ZS CMR FUSE,
using inter-modality fusion based attention for zero-shot cross-modal retrieval. To
the best of our knowledge, inter-modality fusion based attention for the task of zero-
shot cross-modal retrieval hasn’t been a part of the existing literature. Unlike Chap-
ter 4, this chapter tackles a more challenging and real-world research problem per-
taining to zero-shot scenario. The proposed architecture’s performance is evaluated
using the zero-shot split created from the MS-COCO dataset. The two proposed
methods mentioned in chapter 4 are incorporated into the proposed architecture for
the zero-shot case. However, since this whole chapter is dedicated to the zero-shot
scenario, the two methods are renamed as ZS INN FUSE and ZS PARA FUSE.
This chapter puts forth a baseline for three scenarios under which the task of zero-
shot cross-modal retrieval is tested: without any attention mechanism, with self-
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attention, and with inter-modality fusion-based attention. The proposed framework
showed relative improvement over the self-attention mechanism, thus showing the
effectiveness of inter-modality fusion based attention in a zero-shot scenario.
• Chapter 6: Finally the outcomes of the thesis are summarised and the possible
future research directions are discussed in the concluding sixth chapter.
1.5 Publications
Bela Chakraborty, Peng Wang, and Lei Wang, “Inter-modality fusion based attention for
zero-shot cross-modal retrieval,” in 2021 IEEE International Conference on Image Pro-
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2.1 Deep Neural Networks
Inspired by functioning and the brain’s biological structure, Deep Learning is a sub-field
of machine learning in Artificial intelligence (A.I.). It deals with the algorithms to aid
machines with intelligence similar to the human brain. Artificial Intelligence (A.I.) could
be defined as the quality of intelligence being instilled in machines in its most generic
form. Machines are not capable of making decisions as humans. For machines to be
capable enough to take decision independently, some kind of intelligence needs to be in-
duced artificially hence the name Artificial Intelligence. This intelligence is an explicitly
programmed list of comprehensive “if-else rules” of all possible combinations. However,
what if intelligence to be induced is done without explicit programming? Instead, the
machine is required to learn it on its own? That is where machine learning steps in the
process to make a machine learn.
As told by Andrew Ng, Stanford Adjunct Professor, “Machine learning can be defined
as the process of inducing intelligence into a system or machine without explicit program-
ming”. However, how does deep learning play a role here? Machine learning happens to
work well with various problems. However, it might fail with particular cases that might
not be difficult for humans to solve, e.g., a classic classification problem, identifying an
image as a dog or cat, distinguishing audio clips as a male or female voice and so on. It
was discovered that traditional machine learning does not work well with audio or image
and other unstructured data types [31]. When searching for reasons, a thought of inspi-
ration to mimic the human brain’s biological process of adapting to learning new things
was considered. On the other side, the neural networks have been researched for many
years simultaneously and made limited progress due to data and computational limita-
tions. Then came the field of deep learning when researchers reached the cusp of machine
learning and neural networks. Deep Learning was framed by developing a deep neural
network, i.e., an improvised neural network with many more layers.
In other words, Deep Learning is a field within machine learning and Artificial intel-
ligence (A.I.) that deals with algorithms inspired by a human brain to aid machines with
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intelligence without explicit programming.
2.1.1 Decomposing a Deep Neural Network: Shallow to Deep
Similar to neurons in the brain, a simplified version of Deep Neural Network could be
thought of as a hierarchical layout of neurons having connections to other neurons which
pass messages or signals based on the input they receive. It forms a complex network
that learns with some feedback mechanism. Figure 2.1 represents a comparison between
a Deep Neural Network compared to a simple neural network.
Figure 2.1: Deep Neural Networks.
The first layer (not hidden) is where the input data are consumed by neurons which then
provide an output consumed as an input to the next neuron. The final output is from the
last layer, which could be a prediction like Yes or No (represented in probability). Each
layer computes a small function, i.e. activation function. Each layer might have one or
many neurons; the activation function mimics the signal to pass on to the subsequently
connected neurons. If the incoming neurons result in a value greater than a threshold, the
output is passed else ignored. There is an associated weight for the connection between
two neurons of successive layers. The weights define the input’s influence on the next
neuron’s output and, eventually, the overall final output. Initially, in a neural network, the
starting weights would be all random, but as training progresses, iteratively, the weights
get updated to learn to predict the correct output. A neuron, hidden layers, weight, in-
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put, output, an activation function and finally, a learning mechanism (optimize) helps the
neural network incrementally update the weights (randomly initialized). The weights are
updated to a more suitable weight that aids in a correct prediction of the outcome could
be seen as building blocks.
When it comes to a neural network’s learning process, given an input, the output would
be a prediction (with a series of matrix multiplication), which could be either correct or
incorrect. Based on the obtained prediction, the network is provided with feedback to
improve its further predictions, which the system learns via updating the weights of the
connections. The process of weight updating and defining the next step to make good
prediction changes is done through a mathematical algorithm called ‘Back Propagation’.
Iterating the process a certain number of times with more and more data helps the network
update weights to create a system where it makes the decision, predicting output based on
the rules it has created for itself through the weights and connections.
The name Deep Neural networks evolved from the use of many more hidden layers,
making it a ‘deep’ network to learn more complex patterns. The success of deep learning
success has emerged in the last few years as training a network is computationally heavy
and needs a large amount of data. For recent years saw the advent of cost-effective com-
pute power and data storage, deep learning has been embraced in every digital corner of
our day-to-day life. Common daily life digital products based on deep learning are the
virtual assistants like Google Assistant/ Siri / Alexa, autonomous driving in Tesla, the sug-
gestion to tag your friend in a Facebook photo uploaded, the cat filter in Snapchat, product
recommendations in Amazon and Netflix, the recent viral photo apps like FaceApp and
Prisma, and the list goes on.
The successful stories of deep learning have only surfaced in the last few years because
the process of training a network is computationally heavy and needs large amounts of
data. The experiments finally saw the light of the day only when the computation devices
and data storage becomes more available and affordable.
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Figure 2.2: Diagrammatic illustration of a Convolution Neural Network.
2.1.2 Convolutional Neural Networks
Artificial intelligence had witnessed tremendous growth in bridging the gap between hu-
mans and machines’ capabilities. Researchers work on various aspects of the field in
order to make amazing things happen. One of many such areas is the domain of Com-
puter Vision. Deep Learning and Computer Vision advancements have been perfected
with time, majorly over one particular algorithm - a Convolutional Neural Network. The
main agenda of Computer Vision is to enable machines to view the world as human beings
do, perceive it in a similar manner and even use the knowledge for a multitude of tasks
such as Image and Video recognition, Image Analysis and Classification, Media Recre-
ation, Recommendation Systems, Natural Language Processing, etc. A Convolutional
Neural Network (ConvNet/CNN) could take an input image, assign importance (learnable
weights and biases) to various aspects/objects in the image, and differentiate one from the
other. Other classification algorithms require a lot more pre-processing than ConvNet.
Primitive methods had hand-engineered filters, but with enough training, ConvNets could
learn these filters/characteristics. The architecture of a ConvNet is analogous to that of
Neurons’ connectivity pattern in the Human Brain and inspired by the organization of the
Visual Cortex of the brain.
CNNs are hierarchical structure, composed of several layers such as convolutional lay-
ers, pooling, non-linear activation layer, fully connected layers and loss layer. A dia-
gramatic illustration is provided in Figure 2.2. Generally, the convolutional layer is the
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central component of CNN architecture. The image undergoes convolution with filters (or
kernels) from top to bottom layers, and the receptive field of these image filters increases.
Zeiler and Fergus [32] put forth that filters are responsive to particular visual patterns,
which evolve from low-level bars in the bottom layers to high-level objects in the top
layers. The input to the CNN is a tensor with shape (number of images) × (image height)
× (image width) × (input channels). Once passed through convolutional layers, it results
in a feature map with shape (number of images) × (feature map height) × (feature map
width) × (feature map channels).
Following are the attributes a convolutional layer within a neural network should have:
• Convolutional filters/kernels defined by a width and height (hyper-parameters).
• The number of input channels and output channels (hyper-parameter).
• The depth of the convolution kernel/filter (the input channels) must equal the num-
ber channels (depth) of the input feature map.
• The hyperparameters of the convolution operation, like padding size and stride.
Convolution of an image with different filters could perform operations such as edge
detection, blur and sharpen by applying filters. Due to large input sizes associated with
images, employing a fully connected feedforward neural network would be impractical
though it could be used to learn the features and classify data. In order to reduce the in-
plane dimensionality of the feature maps in order to decrease the number of subsequent
learnable parameters and introduce a translation invariance to small shifts and distortions,
a pooling layer is used which is also known as subsampling or downsampling. It retains
essential information even if it reduces dimensionality. Common types of pooling oper-
ation used are namely max pooling and average pooling. In max-pooling, the maximum
element gets selected from the feature region patch covered by the filter. Hence, the max-
pooling layer’s output would be a feature map containing the most prominent features of
previous feature maps. Whereas in average pooling, the average of the elements present-
ing the region of the feature map covered by the filter.
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An activation layer usually follows the convolutional layer and pooling layer to add
non-linearity to help the neural network learn complex data patterns. For instance, ReLU
[33]: f (x) = max(0,x), is a common activation function used and stands for rectified
linear unit. It removes negative values from an activation map by setting them to zero.
Hence, it introduces non-linearity without affecting the receptive fields of the convolution
layer. There are other activation functions like hyperbolic tangent: f (x) = | tanh(x)|, and
the sigmoid function: σ(x) = (1+ e−x)−1. ReLU trains the neural network faster without
a significant penalty to generalization accuracy. hence is preferred over other activation
functions [8]. After several convolutional and max-pooling layers, the neural network’s
high-level reasoning is done via fully connected layers. Neurons in a fully connected
layer have connections to all activations in the previous layer, as seen in regular (non-
convolutional) artificial neural networks. Their activations can thus be computed as an
affine transformation, with matrix multiplication followed by a bias offset (vector addi-
tion of a learned or fixed bias term). The loss layer sets down how the network’s training
would penalize if there is a deviation of the predicted (output) from the true labels. Which
type of loss function to be used depends on the task undertaken. For example, for the task
of multi-class classification cross-entropy loss is used. In contrast, a mean squared error
is typically applied to regression to continuous values, and softmax loss is incorporated
when predicting a single class of K mutually exclusive classes. A commonly used op-
timization algorithm that iteratively updates the learnable parameters, i.e., kernels and
weights, of the network to minimize the loss. Mathematically, the gradient is a partial
derivative of the loss with respect to each learnable parameter, and a single update of a
parameter is formulated as w=w−α ∂L
∂w where w is learnable parameter, L is loss function
and α is learning rate. It provides the direction of the steepest rate of increase for the loss
function. Each learnable parameter is updated in the gradient’s negative direction with an
arbitrary step size determined based on the hyperparameter α . The learning rate is one of
the most important hyperparameters to be set before the training starts. Practically, due
to constraints of memory, the gradients of the loss function with regard to the parameters
are computed by using a subset of the training dataset called mini-batch and applied to
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the parameter updates. This method is called mini-batch gradient descent, also frequently
referred to as stochastic gradient descent (SGD), and a mini-batch size is also a hyper-
parameter. Many improvements have been proposed for the gradient descent algorithm,
such as Adam, RMSprop or SGD with momentum.
Training a network Given ground truth labels of a training dataset, the process of training
a network is finding kernels in convolution layers and weights in fully connected layers
that would minimize the difference with the output predictions. Usually, the backpropa-
gation algorithm is the standard method used for training a CNN where loss function and
gradient descent optimization algorithm play an essential role. A model’s performance
is calculated through forward propagation by a loss function on the training dataset un-
der particular kernels and weights. According to the loss value, the learnable parameters,
namely kernels and weights, are updated through an optimization algorithm called back-
propagation and gradient descent.
Various CNN architectures were proposed. LeCun, Bottou, Bengio, et al. [34] in 1998
proposed a LeNet to classify hand-written digits from MNIST [35] dataset. The structure
was relatively simple as it consisted of two convolutional layers, two downsampling lay-
ers and three fully connected layers. Whereas the AlexNet [8] proposed by Krizhevsky,
Sutskever, and Hinton is an eight-layer CNN; the first five are convolutional layers, fol-
lowed by max-pooling layers, and the last three were fully connected layers. It used ReLU
activation function, which showed improved training performance over tanh and sigmoid.
It competed in the ImageNet Large Scale Visual Recognition Challenge in 2012, achiev-
ing a top-5 error of 15.3%, more than 10.8 percentage points lower than that of the runner
up. VGG-16 [36] was proposed by Simonyan and Zisserman which was submitted to
ILSVRC-2014. It improves AlexNet by replacing large kernel-sized filters (11 and 5 in
the first and second convolutional layer, respectively) with multiple 3×3 kernel-sized fil-
ters one after another. In 2015, the ResNet [37] was proposed by He, Zhang, Ren, et al.
which reformulate the layers as learning residual functions via inserting shortcut connec-
tions with reference to the layer inputs. ResNet has a depth of up to 152 layers and was 8
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times deeper than VGG nets though it has lower complexity than VGG [36].
2.1.3 Recurrent Neural Networks
In a feed-forward network, usually, data flows from the input to output layer without
going backward. Links between networks is in the forward direction, not touching the
previous node again. Whereas a recurrent neural network (RNN), which also belongs to
artificial neural networks, has connections between nodes forming a directed graph along
a temporal sequence, allowing it to exhibit temporal dynamic behaviour [38]. RNNs can
utilize their internal state (memory) to process sequences of variable length of inputs. In
short, they are networked with loops in them, allowing information to persist.
Figure 2.3: Feed Forward Networks v/s Recurrent Neural network.
The recurrent neural network generally refers to two broad classes of networks with a
similar general structure, namely one with finite impulse and the other is infinite impulse
where each shows temporal dynamic behaviour [39]. When it comes to a finite impulse
recurrent network, it is a directed acyclic graph that could be unrolled and replaced with a
feedforward neural network. In comparison, an infinite impulse recurrent network is a di-
rected cyclic graph that cannot be unrolled. The aforementioned recurrent networks have
additional stored states which the neural network could control. These controlled states
are referred to as gated state or gated memory and are part of long short-term memory
networks (LSTMs) and gated recurrent units. This is also known as a Feedback Neural
Network (FNN).
First, from the input sequence, x0 is taken, and then it outputs h0, which together with x1
serves as the input for the next step. Similarly, h1 from the previous state is the input with
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x2 for the next step and so on. Hence, it keeps remembering the context while training.
Current state could be represented as: h1 = f (ht−1,xt). Any kind of activation function
could be applied as mentioned in section 2.1.2. For example, if tanh is applied as the
activation function, then hidden state is given by: ht = tanh(Whhht−1 +Wxhxt) where W
is weight, h is the single hidden vector, Whh is the weight at previous hidden state, W xh
is the weight at current input state, tanh is the activation function. The activation induces
a non-linearity that squashes the activations to the range[−1,1]. The output obtained is:
Yt =Whyht where Yt where Why is the weight at the output state.
There are many variants to RNNs. The fully recurrent neural networks (FRNN) have
outputs of all neurons connected to all neurons’ inputs, which makes it the most general
neural network topology. The Elman networks and Jordan networks are other variants of
the RNN. An Elman network is a three-layer network with the inclusion of a set of context
units with the middle layer, also called the hidden layer, connected to these context units
with a weight of one [40]. The input is fed forward at each step by employing a learning
rule. The fixed back-connections save a copy of the previous values of hidden units in the
context units. Whereas in In Jordan networks the context units are fed from the output
layer instead of the hidden layer. They have a recurrent connection to themselves [40].
They are also known as “Simple recurrent networks” (SRN).
A recursive neural network [41] is constructed via inducing an identical set of weights
recursively over a differentiable graph-like structure and passing through the structure
in topological order. They are trained via a reverse mode of automatic differentiation
[42]. These networks are capable of processing distributed representations of structure
Figure 2.4: An unrolled recurrent neural network.
CHAPTER 2. LITERATURE REVIEW 21
such as logical terms. They find application in language processing [43]. Long short-
term memory (LSTM) is one of the artificial recurrent neural networks (RNN). They have
feedback connections that can process single data points (such as images) and the entire
sequence of data such as video or audio. It consists of a cell, an input gate, an output gate
and a forget gate. Over arbitrary time interval, the cell helps to remember the values, and
the three gates regulate the flow of information into and out of the cell. LSTMs tackles
the vanishing gradient problem which could be encountered while training an RNN. In
2004, a gating mechanism was introduced, and they were known as Gated recurrent units
(GRUs). The GRU is similar to a long short-term memory (LSTM) with a forget gate [44]
but has fewer parameters than LSTM, as it lacks an output gate. Bi-directional RNNs
divide the neurons of a regular RNN in two directions, the first one for positive time
direction, i.e., forward states and a second one for negative time direction, i.e., backward
states. The combination of the outputs is the predictions for the given target signals. It
has proven to be quite efficient when combined with LSTM RNNs [45][46].
Recurrent networks process sequences of symbols (e.g., words in a sentence) one at a
time. The recurrent architectures like LSTM and GRU, the computation in each step, de-
pends on completing the previous step. As a consequence, in contrast to operations such
as convolution and attention, recurrent computations are less amenable to parallelization.
Lei, Zhang, and Artzi [47] proposed Simple Recurrent Unit (SRU) architecture, a recur-
rent unit that unravels the computation making it independent of the previous step, thus in-
ducing parallelism. Hence, it balances parallelized and serial computation. Additionally,
recurrent architectures like LSTM and GRU utilize gating to control the flow of informa-
tion to tackle the exploding gradient and vanishing gradient issues. The basic architecture
of SRU includes a single forget gate. The linear transformation x̃, given an input xt at time
t is computed as: x̃ = Wxt . The forget gate is represented as: ft = σ(Wf xt + b f ). Since
the computation solely depends on xt , it enables parallelism across all time steps. The
forget gate is used to modulate the internal state ct = ft  c(t−1)+(1− ft) x̃ and this is
used to compute the output state ht : ht = g(ct) where g(·) is an activation function used to
produce the output state ht . It also includes skip connections and reset gate rt computes
CHAPTER 2. LITERATURE REVIEW 22
the output state ht as a as a combination of the internal state g(ct) and the input xt . The
complete architecture is:
x̃ =Wxt
ft = σ(Wf xt +b f )
rt = σ(Wrxt +br)
ct = ft c(t−1)+(1− ft) x̃
ht = rtg(ct)+(1− rt) xt
(2.1)
There are various kinds of RNN such as:
• One to One: This type of neural network is known as the Vanilla Neural Network.
It’s used for general machine learning problems, which has a single input and a
single output.
• One to Many: This type of neural network has a single input and multiple outputs.
An application of this is the image caption.
• Many to One: This RNN takes a sequence of inputs and generates a single output.
Sentiment analysis is a good example of this kind of network where a given sentence
can be classified as expressing positive or negative sentiments.
• Many to Many: This RNN takes a sequence of inputs and generates a sequence of
outputs. Machine translation is one of the examples.
RNN comes with certain advantages, such as its capable of processing input of any
length. Its model size does not increase with the size of the input. The computation
takes into account previous state information, and weights are shared across time. RNN
can model a sequence of data so that each sample can be assumed to be dependent on
previous ones. Recurrent Neural Network does have vanished gradient and exploding
gradient issues. Sometimes RNN cannot process very long sequences via tanh and RELU
activation function.
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2.1.4 Applications of Convolutional Neural Networks and Recurrent
Neural Networks
There are some applications of deep learning which have gained a significant amount of
interest. For example, face detection corresponds to algorithm detecting and verifying the
presence of facial features. It is used for biometric authentication and autofocusing on
features in digital cameras. Video Surveillance locates a moving object in video footage
and is usually helpful for security and surveillance, traffic control, human-computer inter-
action, and video editing. Self-driving vehicles cars that drive without human supervision
need to perceive and understand their environment to drive safely is another application of
deep learning. Iris recognition is another form of biometric identification that recognizes
the complex patterns of an iris. It uses automated pattern recognition to analyze video im-
ages of a person’s eye. Face recognition identifies an individual in a frame from a video
source. This technology compares selected facial features from an input image with faces
in a database. Finally, gaming industry finds deep learning to be helpful to incorporate
augmented reality.
Some applications of convolutional neural networks are worth mentioning. Image
recognition uses CNNs. In 2012, AlexNet won the Imagnet Large Scale Visual Recogni-
tion Challenge. Even for facial recognition, CNNs are pretty popular, and it has low error
rate [48]. Despite the success of CNNs, they do struggle with small objects or images that
are distorted. In the 2014 ILSVRC challenge, GoogLeNet [49] had the best result and
still is the benchmark in object classification and detection. It was almost comparable to
that of humans [50]. When it comes to the application of CNNs in video classification,
CNNs have not contributed much, unlike the image domain. Video being more com-
plex than images as it has another dimension did see some extensions of CNNs into the
video domain. Natural language processing (NLP) has explored the usage of CNN. For
various NLP problems, CNN models are effective and have achieved promising perfor-
mance in search query retrieval, sentence modelling, classification, prediction, semantic
parsing and other traditional NLP tasks. The 1-D convolutions of CNN was deployed by
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an unsupervised model on time series in the frequency domain (spectral residual) by an
unsupervised model to detect anomalies in the time domain [51]. CNNs have been used
in predicting the interaction among biological proteins and molecules to identify potential
treatments. Atomnet [52] was introduced in 2015, which was the first deep learning neu-
ral network for structure-based rational drug design. Clark and Storkey in 2014 claimed
in one of their published paper that a CNN trained by supervised learning from a database
of human professional games could beat GNU Go. This also won games against Monte
Carlo tree search Fuego 1.1 in a fraction of the time it took Fuego to play [53]. For time
series forecasting, recurrent neural networks are considered the most suitable option, but
recent studies shows that CNNs are better [54][55]. A CNN can learn time series depen-
dencies [56] with dilated convolutions [57]. Convolutions do not suffer from exploding or
vanishing gradient issues. CNN has also been applied to time series analysis like quantile
forecasting [58] or time series classification [59]. Due to high accuracy and performance,
its been widely incorporated in image search [31] and image classification [60].
One of the recurrent neural networks applications would include image captioning,
where RNNs are used to caption an image by analyzing the activities present. RNNs are
used for time series prediction, which includes predicting the prices of stocks in a par-
ticular month, which could be solved using an RNN. Text mining and sentiment analysis
can be carried out using an RNN for Natural Language Processing (NLP). Given an input
in one language, RNNs could translate the input into different languages as output, also
known as machine translation. Inspired by the recent success of CNNs and RNNs, this
thesis took advantage of the convolutional neural network ResNet-152 and Simple Recur-
rent Unit, which belong to the family of recurrent neural networks, to achieve its objective
of cross-modal retrieval.
2.2 Content-based Image Retrieval
Image retrieval is a problem corresponding to image matching wherein given a query
image similar images are retrieved from a database [61][1]. Images retrieved are based
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on a similarity measure followed by ranking of all images in the database. The database
images are ranked in decreasing order of similarity with respect to the query image [62].
Hence, any image retrieval performance depends on the similarity computation between
images. The similarity score calculation method when it comes to two images should be
efficient, robust and discriminative. One of the existing methods to compute the similarity
between two images is to calculate the sum of absolute difference of corresponding pixels
in both the images, i.e., L1 distance. However, this method is not robust against image
photometric and geometric changes, i.e., viewpoint, illumination, rotation and translation.
This approach is not efficient when an image has high dimensionality as it leads to high
computation requirements.
Figure 2.5: A pictorial illustration of content-based image retrieval.
Early 1990, due to advances in the internet and digital image sensors, there was a drastic
increase in the volume of digital images produced by educational, medical, industrial,
and other available sectors. This led to the start of Content-Based Image Retrieval, also
known as query by image content (QBIC), and IBM’s Almaden Research Center took
the first initiative to propose an open framework and development technology. Unlike
a keywords-based system, visual features for a content-based system are extracted from
the image itself. Images could be indexed by visual cues such as colour, texture and
shape. Retrieval could be performed with either low-level or high-level features. In the
early years, low-level features included colour (distribution of color intensity across the
image), texture (Homogeneity of visual patterns), shape (boundaries, or the interiors of
objects depicted in the image), spatial relations (the relationship or arrangement of low-
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level features in space) or combination of these features. The idea of extracting global
descriptors dominated in the 1900s to early 2000s. Traditional way of content-based
image retrieval is shown in Figure 2.5.
A traditional CBIR could be divided into offline feature extraction and on-line image
retrieval. In the off-line stage, the system automatically extracts each image’s features in
the database and stores them in a feature database (features of the images are extracted
and represented by feature vectors). In the on-line stage, the user inputs an image query to
the system. The features of the query image are extracted and represented. The similarity
is measured between the feature vector of the query image and the feature vectors of
the database’s images. Then, the retrieval process is performed by applying an indexing
scheme to provide an efficient way of searching the image database. Finally, the system
returns the most similar images to the query image [63].
Many researchers have a different chronology for literature concerning the evolution
of image search [64]. Zhang and Rui [64] provides a comprehensive review and analy-
sis of image search in the past 20 years, dividing the timeline of image search into three
stages: the text-based stage (1970–1990), the content-based stage (1990–2000) and the
web-based stage (2000–2013). However, in this thesis, we focus on image retrieval meth-
ods depicting its evolution from 2003 to 2016. Figure 2.6 provides a chronological view
of content-based image retrieval and the upcoming sections give an overview of various
existing works.
2.2.1 Hand-crafted Descriptor based Image Retrieval
Earlier till 2000, when low-level features were extracted in terms of the color, texture,
shape, gradient, etc. and represented in the form of a feature descriptor [65], it could
not withstand the challenges posed by illumination, translation, truncation or occlusion.
Most traditional methods came to an end by 2000 after Smeulders, Worring, Santini, et
al. [1] put forth a comprehensive survey. To compute similarity amidst two images for the
task of content-based image retrieval, various feature descriptor representation methods
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have been explored. Visual cues from the images are selected manually based on the need
for feature representation. In 2003, Bag-of-words (BoW) was introduced by Sivic and
Zisserman [66] to achieve the task of scene and object retrieval, which looks for user-
specified objects in the video and localizes them.
The object representation was done using a set of viewpoint invariant region descriptors
to facilitate the process for recognition despite changes in illumination, partial occlusion
and viewpoint. Soon Bag-of-words (BoW) was applied to image classification Csurka,
Dance, Fan, et al. [67] using SIFT descriptor by Lowe [7]. Originally proposed for mod-
elling documents as text is by default parsed into words, it builds a word histogram for
documents by accumulating word responses into a global vector. The prominence of BoW
lasted for over a decade, wherein many improvements were proposed.
Scale Invariant Feature Transform based methods depend on the BoW model, mak-
ing it feasible. SIFT is comprised of a detector and a 128-dimensional descriptor. Local
features are quantized into visual words via a pre-trained codebook (vocabulary). The
codebook may use BoW [66] or VLAD by Jégou, Douze, Schmid, et al. [68] or Fisher
Vector which was proposed by Perronnin, Sánchez, and Mensink [69]. For VLAD, code-
book generation is achieved via k-means, whereas for Fisher Vector, the Gaussian mixture
model (GMM) is trained using the maximum likelihood estimation. The feature space is
described by GMM with a mixture of K Gaussian distributions, and can be denoted as
λ = {wi,µi,∑i=1, i = 1, ...,K}, where wi,µi and ∑i=1 represent the mixture weight, the
mean vector and the covariance matrix of Gaussian ui, respectively. Thus, it is possible
to represent an image similar to a document after which classic indexing and weighting























Figure 2.6: A chronological view of content-based image retrieval methods depicting their evolution from 2003 to 2016. The main intention of
this diagrammatic illustration is to highlight the most important seminal work in content-based image retrieval. The period from 2003 to 2016
laid the major principles leading to the evolution from hand-crafted descriptors followed by distance-metric learning to deep learning. After that,
the majority of the work is based on these principals as a continuation till date. Hence, the literature from 2003 to 2016 is focused in this figure.
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Mercimek, Gulez, and Mumcu [70] put forth a recognition system which computed fea-
ture vectors utilizing nonlinear moment invariant functions for object recognition. They
extracted object representations using two-dimensional images from different angles of
view. These features were used to study the performance of classifiers in combination with
moment-based feature sets. Bay, Ess, Tuytelaars, et al. [71] formulated SURF (Speeded-
Up Robust Features), a scale and rotation-invariant detector and descriptor. SURF was
comparatively faster in computation with respect to SIFT. This method relied on integral
images for image convolutions and used a Hessian matrix-based measure for the detec-
tor and distribution-based descriptions. It contributed to two major applications: object
recognition and camera calibration as a special case of image registration.
The aforementioned methods were known to be called as hand-crafted or hand-engineered
feature description. Furthermore, these methods were unsupervised as designing of the
feature representation method did not require labelled data. To track the progress of
content-based image retrieval, numerous surveys have been conducted in 2000 [1], in
2008 [72], and in 2017 [73]. Despite leveraging the hand-crafted features for the task of
content-based image retrieval, its performance was not able to represent characteristics
pertaining to an image accurately.
2.2.2 Distance Metric Learning based Image Retrieval
Research in distance metric learning is driven by the need to find meaningful low-dimensio
nal manifolds that capture the intrinsic structure of high-dimensional data [74]. Distance
metric learning has been successfully applied to a variety of applications, such as content-
based image retrieval [1] and text categorization [75]. The distance metric learning tech-
niques can be mainly classified into two categories: supervised distance metric learning,
unsupervised distance metric learning and pair-wise constraint learning. Supervised dis-
tance metric learning utilizes class-label information and identifies the dimensions that
are most informative to the classes of examples whereas unsupervised distance metric
learning focuses to build a low-dimensional manifold where geometric relationships be-
tween most data points are largely preserved [74]. The pairwise constraint learning [76]
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learns metrics from log data of pairwise constraints, or called “side information” [77] in
which each pairwise constraint indicates if two examples are relevant (similar) or irrele-
vant (dissimilar) in a particular learning task. Choosing a valid distance metric is often
critical to building an effective content-based image retrieval (CBIR) system [1]. Hence,
for feature vector representation, distance metric learning has been incorporated consid-
erably [78] especially in Image Retrieval [79] as one of its major applications along with
text categorization [75]. One of the existing approaches is through contextual constraints
among data instances [80]. Hoi, Liu, Lyu, et al. proposed two methods i.e., Discrimina-
tive Component Analysis (DCA) [80] which learnt the linear data transformation for the
optimal Mahalanobis distance metric with contextual information and the Kernel DCA
which further worked on to encapsulate the nonlinear distance metric by kernel transfor-
mations. One of kernel based approaches [81] in order to boost the retrieval performance
of CBIR systems learns a distance metric based on pairwise constraints between images
considering it as supervisory information. It defined the transformation in the kernel-
induced feature space which is non-linear with respect to image space. It outperformed
other distance learning methods because of its flexibility in metric learning. Since mea-
suring the similarity is a key component in any content-based image retrieval systems and
a significant boost in performance could be attained by learning a good distance metric, its
not free from drawbacks. For example, similarity could have different meaning in image
retrieval: similarity in visual appearance or similarity in semantic annotation.
Learning a distance metric that preserves both similarities in visual appearance and
semantic similarities was put forth by Yang, Jin, Mummert, et al. [82]. It learnt a bi-
nary representation in the form of labelled pairs followed by computing the distance as
a weighted Hamming distance using the learned binary representation. This approach
was known as visuality-preserving distance metric learning. This found its application
in the medical image retrieval domain. A rank-based distance metric learning approach
[83] was put forth by Jung-Eun Lee, Rong Jin, and Jain which compares the distances
only among the relevant and irrelevant objects for a given query. To avoid over-fitting, a
regularizer based on the Burg matrix divergence [84] was also introduced. Finally, semi-
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supervised distance metric learning [85] based approach was proposed by Hoi, Liu, and
Chang which learnt distance metrics inspecting relevance feedback log data of a CBIR
system and leveraging the unlabeled data whenever the log data turned out to be noisy or
limited. They formulated this learning problem into a convex optimization task, propos-
ing a technique called “Laplacian Regularized Metric Learning” (LRML). This method
finds its application in Collaborative Image Clustering (CIC) to investigate the log data
to achieve performance enhancement for clustering methods in image pattern clustering
tasks. Moreover, the second application is for Collaborative Image Retrieval (CIR) to
attain CBIR systems’ performance boost via investigating log data. Overall, performance
boost by incorporating distance metric learning-based methods into content-based image
retrieval has been quite promising. However, distance metric learning-based methods
depend on linear distance functions limiting its robustness to represent non-linear data
and discriminative ability. Moreover, it is unable to handle multi-modal retrieval effec-
tively.
2.2.3 Deep Learning based Image Retrieval
After ruling for over a decade, SIFT-based models were overtaken by the convolutional
neural network (CNN) after Krizhevsky, Sutskever, and Hinton [86], in 2012, via AlexNet
achieved state-of-the-art recognition accuracy in ILSRVC 2012, exceeding the previous
results by a large margin. CNN’s seemed to outperform hand-crafted features in many
vision tasks. Soon after the research focus shifted to incorporate deep learning-based
methods [87]–[90] especially CNNs for the task of content-based image retrieval. In
2014, Babenko, Slesarev, Chigorin, et al. [88], the top-layer activations were taken ad-
vantage of from CNNs as the descriptors (neural codes) for image retrieval application.
In spite of the fact that this model was trained on un-related data, the performance ob-
tained through the incorporation of neural codes for image retrieval was quite promising.
Further performance boost could be obtained by re-training the model and utilizing the
neural codes as descriptor, followed by principal component analysis (PCA) to compress
the neural code to produce a compact generator. In 2014, Razavian, Azizpour, Sullivan,
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et al. [87] reported experiments performed on off-the-shelf CNN model OverFeat net-
work [91] originally trained for the task of object classification on ILSVRC13. Using
the OverFeat network features to represent images, they report results on various tasks
like scene recognition, fine-grained recognition, object image classification, image re-
trieval, and attribute detection on various selected datasets confirming the effectiveness
of the generic descriptors extracted from the convolutional neural networks. CNN’s are
hierarchical structure composed of several layers such as convolutional layers, pooling,
non-linearities etc. The image undergoes convolution with filters, from top to bottom lay-
ers and the receptive field of these image filters increases. Zeiler and Fergus [32] put forth
that filters are responsive to particular visual patterns, which evolve from low-level bars
in bottom layers to high-level objects in top layers. CNN filters act as detectors in local
hand-crafted features for low-level and simple visual stimulus. For complex and high-
level stimuli, CNN filters have different characteristics that set them apart from SIFT-like
detectors. CNN’s have been outperforming hand-crafted features in many vision tasks.
The CNN-based retrieval models compute compact representations which Approximate
Nearest Neighbouring or Euclidean Distance follows. A detailed overview on convolu-
tional neural network was already given in section 2.1.2.
Incorporating VLAD encoding [68] to encode features into a single vector after extract-
ing convolutional features from different layers of the networks was put forth by Jégou,
Douze, Schmid, et al. The goal of embedding VLAD encoding into deep convolutional
neural networks was to investigate the effect of input image features from different layers
and scales on retrieval performance using OxfordNet [36] and GoogLeNet [49]. When
deep convolutional neural networks were successfully deployed in many computer vision
tasks, it followed naturally that even for the task of image retrieval features from the last
layers of CNNs would give best performance, especially for image classification. Ng,
Yang, and Davis [92] demonstrated that features from lower level could attain better per-
formance than the last layers. Activations from convolutional layers are considered as
local features, and various local aggregation methods could be utilized to attain a global
descriptor. Soon after, region aggregation method [90] by Tolias, Sicre, and Jégou was
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proposed in year 2016 to obtain a compact representation encoding multiple image re-
gions without re-feeding multiple inputs to the network. It mainly focused on specific
object localization. In 2016 Salvador, Giró-i-Nieto, Marqués, et al. [93] explored image
and region-wise pooled representation from object detection CNN such as Faster-RCNN
for the task of instance retrieval. The Region Proposal Network (RPN) learnt the object
proposal and its corresponding CNN features were used to construct an instance search
pipeline that consisted of a first filtering stage followed by a spatial reranking. Gordo,
Almazán, Revaud, et al. [94] put forth instance-level image retrieval. It produces a global
and compact fixed-length representation for images by aggregating several region-wise
descriptors, outperforming existing methods to obtain global descriptors for the task of
image retrieval.
Either a pre-trained CNN like AlexNet [86], VGGNet [36], GoogleNet [49] and ResNet
[37] or CNN which are fine-tuned could be deployed depending on the retrieval task per-
formed. Many large-scale recognition datasets are used for CNN pre-training, like Im-
ageNet Dataset [95] being the most common one, which contains 1.2 million images of
1000 semantic classes. Another data source is Places-2.0 dataset [96] which is twice as
large as ImageNet but has five times fewer classes. Places-205 is a scene-centric dataset
depicting various indoor and outdoor scenes. Along with them, few other instance re-
trieval datasets are Holidays [97], UkBench [98], Oxford5k [99], Flickr100k and Paris6k
[100]. The advances in CBIR research mainly is contributed by the computer vision com-
munity. The used techniques and algorithms originate from many fields, such as object
recognition and signal processing. However, in the last two decade, CBIR has received
much attention, motivated by the need to handle the rapidly growing amount of multime-
dia data efficiently. It covers versatile areas, such as image segmentation, image feature
extraction, representation, mapping of features to semantics [101].
2.2.4 Applications of Deep Learning in Content-based Image Retrieval
Deep learning has invaded many domains after its promising performance in many com-
puter vision tasks. Various studies have reported encouraging results for applying deep
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learning techniques to a variety of computer vision tasks, including speech recognition
[102][103], object recognition [8][104], and natural language processing [105][106] among
others. Narrowing it down to specifically CBIR tasks, with the advancement in digi-
tal technology, there has been an increase in the number of medical images produced
by digital devices. Hospitals perform procedures generating medical images requiring
hundreds or even thousands of gigabytes of space. Dealing with such data is complex
and time-consuming, which motivated research into image retrieval, making it one of its
major applications. In medical imaging, relevant images are extracted by radiologists.
They might segment an image into different organs, tissue types, or disease symptoms,
reducing the time to run diagnostic tests using machine learning [107]. CBIR is not only
restricted to one area, even when it comes to the environment, but biologists also gather
many kinds of data for biodiversity studies, including spatial data and images of living
beings. Researchers could complete or enhance their knowledge and understanding of
species and their habitats by combining image content-based, textual, and geographical
queries via Biodiversity Information Systems (BIS) [108][109]. A query for such systems
could be an image as input (e.g. a photo of a fish) and then want the system to “Retrieve
all database images containing fish whose fins are shaped like those of the fish in this
photo”. Another example that supports services based on image content is the digital li-
brary [110]. If a digital museum of butterflies is considered to create a digital collection
of Taiwanese butterflies, it will use image retrieval based on colour, texture, and patterns.
The Education section powered by computer vision could help students with learning dif-
ficulties. For example, it could provide image-to-speech and text-to-speech functions to
read out materials to students with dyslexia or impaired vision [111][112]. An automatic
deep learning algorithm powers the e-Commerce industry to categorize and tag product
images to allow a powerful image search. For example, consumers searching for a chair
with a particular armrest and receiving relevant results [113].
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2.3 Cross-Modal Retrieval
Research on image retrieval has endured for a few decades now. However, former at-
tempts to the attain task of image retrieval was performed using either single-media, i.e.,
both queries and results retrieved would be of same modality (as briefed out in section 2.2)
or query would belong to one kind of modality to provide user with image search results
(e.g. text-based image retrieval). With the upsurge of different kinds of media data such as
image, video, text, and audio on the Internet, users might want search results across mul-
tiple media types, e.g. using text as a query to retrieve video clips or vice-versa. Search
results across various modalities enable the user to obtain comprehensive information
about the topics or target. Since retrieval across different media has emerged as the need
of the hour, it has gained attention from researchers, industry and even academia, mak-
ing it an important real-world application [19]. Therefore, such an example of retrieval
is termed as cross-media retrieval which is more versatile than single-media retrieval and
could be defined as the task of performing retrieval across different/contrasting modalities
by taking the data belonging to one kind as query to retrieve relevant data of another kind
and vice-versa [114].
The challenge put forth by cross-modal retrieval is the measurement of similarity be-
tween different types of data which is referred to as the heterogeneity gap [19]. Since
data representations from distinct media kinds are inconsistent and they reside in unso-
licited feature space making the task intensely challenging. Most common and widely
used approach is representation learning in order to bridge the heterogeneity gap by find-
ing a function to transform the data from different modalities into a common representa-
tion space to measure the similarity between them directly. Various methods to achieve
the task of cross-modal retrieval have been proposed [115] proposing a slightly different
learning ways to find the common space which are called common space learning meth-
ods. While some methods scrutinize the known data relationships devoid common space
and calculate the similarities across media types. These methods are known as cross-
media similarity measurement methods. A diagrammatic representation of cross-media
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Figure 2.7: Figure represents the cross-modal retrieval paradigm in general. Users can
search for numerous modalities of data, such as texts, images, and videos, as a query. The
first step in representing distinct modalities of data is feature extraction. Based on these
representations of multimodal data, cross-modal correlation modeling is performed to
learn common representations for various modalities of data. Finally, the common rep-
resentations enable cross-modal retrieval by suitable solutions for search result ranking
and summarization.
retrieval is shown in Figure 2.7. Majority of proposed methods dealt retrieval of two me-
dia types (especially image and text) but cross-media retrieval with the main highlight
being heterogeneity in media types. Thus, the coalescing framework by incorporating
other media types into one still remains an open problem.
Based on the survey put for by Peng, Huang, and Zhao [115], an overview of the lit-
erature is provided for cross-modal retrieval which is mainly divided into: 1) Common
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Space Learning and 2) Cross-media Similarity Measurement. Figure 2.8 shows impor-
tant milestones for cross-modal retrieval methods from 2005 to 2015. The figure does
not subcategorize as done in the literature sections 2.3.1 and 2.3.2. For more detailed
information, the survey paper by Peng, Huang, and Zhao [115] can be referred.
2.3.1 Common Space Learning
Common space learning is the most conventional way to achieve the task of cross-modal
retrieval. It is based on the intuition that latent correlation would exist for data which
might share similar semantics hence making the fabrication the common space feasible.
For example, all the images, audio, text descriptions or video and audio clips representing
Opera House in Sydney, Australia would share similar semantics. Hence, via projec-
tion of data in a common high dimensional semantic space, they could be close to each
other in order to measure the similarity between different media types. There are several
categories under this method.
Traditional Statistical Correlation Analysis Methods. These methods being the basic
foundation and paradigm of common space learning methods predominantly learn lin-
ear projection matrices by optimizing the statistical values hence served as the basis to
incorporate common space learning methods for the task of cross-modal retrieval. The
Canonical Correlation Analysis (CCA) [116] is one of the prominent work which learns
the common space by maximising the pairwise correlations between two sets of hetero-
geneous data as introduced by Hardoon, Szedmak, and Shawe-Taylor [117]. Being an
unsupervised approach, CCA doesn’t utilize semantic category labels.
However, researchers have tried to extend CCA to incorporate semantic information.
Rasiwasia, Costa Pereira, Coviello, et al. [118] proposed to apply CCA in order to obtain
the common space of image and text, and then attain the semantic abstraction by logistic
regression. Sharma, Kumar, Daume, et al. [119] put forth Generalized multiview analysis























Figure 2.8: A chronological view of cross-modal retrieval methods depicting its evolution from 2005 to 2015.
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Alternative methods of traditional statistical correlation analysis also were proposed for
example cross-modal factor analysis (CFA) [120] which minimized the Frobenius norm
between pairwise data in the common space.
Nevertheless, the complex correlation of multi-media data in real world couldn’t be
completely modelled by applying linear projections. Additionally, these methods could
only model two media types and cross-media retrieval usually involves more than two
media types. This paved the path for some kernel-based methods [121][122] to address
issue, however the question of selecting a suitable kernel function for a particular cross-
modal learning application is still unresolved.
DNN-based Methods. With the success of deep neural networks in representation learn-
ing [123], deep learning-based approaches [124][18][125] were proposed to learn a com-
mon presentation space for multimedia data. Ngiam, Khosla, Kim, et al. [126] put forth
a bi-modal deep auto-encoder in order to learn the cross-modal correlation preserving
the reconstruction information and applying a Restricted Boltzmann Machine (RBM) to
learn the common space for cross-modal retrieval. Researchers did endeavor to embed
the deep neural network with Canonical Correlation Analysis (CCA) which was termed
as deep Canonical Correlation Analysis (DCCA) [127]. Andrew, Arora, Bilmes, et al. in-
troduced a learning paradigm for complex nonlinear transformation involving two views
of data to such an extent that evolved representations would be eminently correlated.
As a non-linear addendum to canonical correlation analysis (CCA), transformations ob-
tained from multiple stacked layers pertaining to two views are jointly learnt to maximise
the combined correlation. Unlike canonical correlation analysis (CCA) [116] and kernel
canonical correlation analysis (KCCA) [121], this method eliminated the computation of
inner product to learn correlated nonlinear transformations.
Cross-media Graph Regularization Methods. Belkin, Matveeva, and Niyogi [128]
proposed a framework to label an already partially-labelled graph. Such scenarios could
be encountered from information retrieval to pattern recognition in manifold settings.
They suggested that when data is in excess, labelling is expensive and requires assistance
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from humans. Their method was developed for regularisation on such graphs. Using the
similar notion, Zhai, Peng, and Xiao [129] proposed joint graph regularized heteroge-
neous metric learning (JGRHML) algorithm by incorporating graph regularization into
cross-modal retrieval problem. This was achieved through amalgamating the structure
of distinct media into a joint graph regularization by simultaneous optimization in or-
der to make the solution smoother for both media and hence improve accuracy of the
final metric. Being potent in the cross-media correlation learning due to its ability to infer
inter-media similarities, intra-media similarities and semantic relevance, graph regulariza-
tion has been incorporated in some recent works [130][131][132]. In real-time scenarios
where large-scale data with different media type exist, construction of graph could be a
time-consuming process with high space complexity.
Learning to Rank Methods. The learning to rank methods try to optimize the ranking
of retrieved data results regarding the ranking information as training data instead of op-
timizing the similarities between pairwise data. The focus of learning to rank methods is
usually on single-media retrieval. However, method proposed by Bai, Weston, Grangier,
et al. [133] suggested that it could be extended to cross-media retrieval as well. Grangier
and Bengio formulated the retrieval task as a ranking problem and introduced a learn-
ing method to optimize a criterion corresponding to ranking performance. Their method
learns mappings from an image to text space in uni-directional ranking, i.e., image to text.
Whereas Wu, Lu, Zhang, et al. [135] proposed bi-directional Cross-Media, Semantic Rep-
resentation Model (Bi-CMSRM) by achieving the task of cross-media retrieval through
optimizing the bi-directional list-wise ranking loss by learning bi-directional mapping,
i.e., text to image and image to text ranking information. Another work by Jiang, Wu,
Li, et al. [136] attempts to learn a multi-modal embedding common space. They take
into consideration both the alignments of textual words to objects in an image on a local
common space, then project them into global space by optimizing a ranking function.
The main intention of the learning to rank method is to boost the retrieval performance
by serving as the optimization objective for cross-media retrieval. The aforementioned
methods can’t handle more than two media kinds and incorporating ranking information
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about more than two media types into a unified framework still remains an issue.
Cross-media Hashing Methods. The rapid growth of multi-media data has made it a
necessity for the retrieval system to be efficient. Hashing methods aim to expedite the
retrieval process. However, these methods restricted themselves to single-media retrieval
[137]. For instance Tang, Li, Wang, et al. [138] proposed a hashing method named neigh-
borhood discriminant hashing (NDH) to carry through similarity search. Their method
learnt a discriminant hashing function by utilizing the label information of the samples
belonging to local neighbours, selected in order to improve retrieval precision. When it
comes to cross-media hashing, its objective is to produce hash codes for more than one
media type thereafter projecting the cross-media data into a common Hamming space.
Currently, the main focus of cross-media retrieval is to conserve the semantic discrimi-
native capability, intra-media and inter-media similarities. For example, a work by Wu,
Yu, Yang, et al. [139] proposed multi-modal dictionary learning for data objects across
different modalities by applying a hypergraph to model inter-modality and intra-modality
similarity to generate hash codes.
The semantic information of the multi-modal data was leveraged by Yu, Wu, Yang,
et al. [140] who put forth a discriminative coupled dictionary hashing (DCDH) method.
This coupled dictionary is learnt for each modality along with additional information, i.e,
categories and hence conserves the semantic discriminative information along with inter-
correlation among multi-modal data and intra-similarity for the multi-modal environment.
More recently, Jiang and Li [141] proposed deep cross-modal hashing (DCMH) in order
to utilise the feature learning and hash-code learning in conjunction by embedding it into
a unified framework. This was done to learn the discriminative information between
samples from inter-modalities. Along with it, the cross-modal similarity was preserved
by enforcing the representations of each image-text pair to be close to each other in a
common Hamming space. Cross-media hashing methods target to learn from cross-media
correlations to reduce the “media gap”. It can benefit the retrieval on real-world large-
scale datasets owing to short binary hashing codes.
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2.3.2 Cross-media Similarity Measurement
When heterogeneous data are involved, measuring the similarity usually requires project-
ing different media types into a common space. Cross-media similarity measurement
tries to achieve the same without projection into a common space. An instinctual strategy
would be utilizing known correlations of media instances in a dataset to bridge the se-
mantic gap between different media types. The proposed method in literature in order to
represent the association between media instances and multimedia documents (MMDs)
exploit the edges in graphs. Cross-media Similarity Measurement has two sub-divisions,
namely Graph-based methods and neighbor analysis methods. Both the methods involve
a certain level of overlap due to graph construction.
Graph-based Methods. Graph-based methods represent data as vertices and the correla-
tions of cross-media data as edges. In order to construct a graph, the content similarity of
single media, semantic category labels and co-existence relationships could be taken ad-
vantage of. Tong, He, Li, et al. [142] proposed independent graph representation for each
kind of feature in multi-modal data. They integrated this graph through sequential and
linear fusion under semi-supervised learning paradigm which was followed by computa-
tion of cross-media similarity. Unlike Tong, He, Li, et al., Zhuang, Yang, and Wu [143]
put forth a transductive learning based method to extract semantic correlations amidst in-
stances of different modalities to achieve the task of cross-media retrieval. They construct
a uniform cross-media correlation graph based on object features of instances pertain-
ing to different media kinds and their co-existence information. With the positive score
assigned to every query which is made to spread across the graph, the object instances
of media belonging target media or MMDs with the highest score is yielded. Constraint-
fusion [142] and similarity propagation [143] could also be used to obtain retrieval results.
Usually, these methods focus on leveraging the relevance available in MMDs containing
data with various media types of the same semantics [144]. Hence, the correlation of
between data in MMDs dispenses cues to bridge the gap existing between different media
types.
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Yang, Zhuang, Wu, et al. [145] came up with two-level manifold learning wherein re-
lationships between all the data of MMDs and media objects are learnt. The task of cross-
media retrieval is achieved by constructing an MMD semantic space where attributes are
transmitted along the MMD semantic graph. Proposed method contemplated with posi-
tive positive correlations in similarity propagation. Zhai, Peng, and Xiao [146] considered
both positive as well as negative correlation propagation for media objects belonging to
different modalities using graphs, but focused only on positive correlation and claimed
to have achieved relevant improvement in cross-media retrieval performance. The take-
away point of these methods is representing the cross-media correlations using media
instances or MMDs via constructions of one or many graphs. Nevertheless, these ap-
proaches are space-consuming and time-consuming. Furthermore, scenarios where the
relevance MMDs are available, the key factor is the relevance feedback [143]. On the flip
side with no existing relevance in MMDs, such methods won’t be feasible for the task
of cross-media retrieval in real-world scenarios as correlations amongst the MMDs are
noise-prone and fragmentary.
Neighbor Analysis Methods. In general, process of graph construction is using graph-
construction methods and in neighbor analysis methods, neighbours are explored using
relationships amidst them for similarity measurement. Clinchant, Ah-Pine, and Csurka
[147] introduced semantic combinations for fusion of image and text for cross-media re-
trieval. They argued that single image query could be ambiguous and semantic combina-
tion could overcome conceptual barriers. They combine a late fusion method with image
re-ranking. Hence, given one query image, their method retrieves its nearest neighbours,
according to single-media content similarities whereas the text descriptor correspond-
ing to those retrieved nearest-neighbours are regarded as relevant text. Zhai, Peng, and
Xiao [148] proposed heterogeneous similarity measure with nearest neighbors (HSNN)
which computed similarity between media objects belonging to different media kinds.
The cross-modal similarities were obtained via calculating the probability for two me-
dia objects belonging to the same semantic category. The probability was calculated by
analyzing the homogeneous nearest neighbors of each instance of a media type.
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Ma, Zhai, and Peng [149] borrowed the intuition from clustering algorithms and pro-
posed cluster-based correlation analysis (CBCA). Their approach captured existing corre-
lation between different multimedia objects in order to measure heterogeneous semantic
similarities. Clustering algorithms for each media kinds was incorporated to obtain co-
occurrence information which was then followed by construction of cross-modal cluster
graph (CMCG) to represent the similarities between clusters to obtain retrieval results.
Hence, these methods solely depend on analyzing nearest neighbour in datasets with
queries to obtain cross-media retrieval results. Unlike the method by Zhai, Peng, and
Xiao [148] they don’t rely on MMDs hence are flexible. As these methods also exploit
the structure of the graph, they also suffer from space and time complexity. Along with
this, it’s quite challenging to make certain of the relevant relationship of neighbours re-
sulting in performance instability.
2.4 Chapter Summary
This chapter gives a brief walk through into the deep learning, content-based image re-
trieval and cross-modal retrieval. Starting with deep learning, an overview of deep archi-
tectures like convolutional neural networks and recurrent-neural network was put forth.
Literature shows that deep network architectures perform better. Deeper the layers, dis-
criminative power of the features extracted from deep neural neural network increases.
However, it also depends on the problem being tackled as it could even lead to decrease
in performance in few cases. Hence ResNet-152 is picked as the visual backbone for
the experiments performed in Chapter 4 and 5. Followed by which, a variant based on
recurrent neural network, simple recurrent neural network, is chosen as the text pipeline
due to its ability to parallelize and used for the same purpose. Also the applications of
deep learning have been mentioned, which provides a fair idea of its dominance on day
to day life. This chapter also shows the evolution of content-based image retrieval from
using hand-crafted features to using deep features which were extracted through convo-
lutional neural network. It was concluded that content-based image retrieval using deep
features performed better at the task than handcrafted features. Along with this, its vari-
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ous applications are listed. Lastly, a preliminary study into another retrieval domain, i.e.,
Cross-Modal Retrieval is given to familiarize with the recent advancements and exist-
ing techniques. Keeping this literature as a base, Chapter 3 showcased some preparatory
experiments to get further acquainted with the tasks, challenges and issues.
Chapter 3
Image Retrieval on a Community
Archival Image Dataset
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3.1 Community Archival Image Dataset: CEGS
“ImageLink: An image search system for regional archival photo collections (UOW 2016
CEGS Grant)” website was launched as a collaborative project between the University of
Wollongong (UOW), UOW Library, Illawarra Museum and Historical Society, and Wol-
longong City Libraries supported by the UOW Community Engagement Grants Scheme.
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Hence, the archival photo collections collected in order to be displayed on the website
was known as “CEGS (Community Engagement Grants Scheme) Dataset” [150].
Figure 3.1: IMAGELINK: An image search system for regional archival photo collec-
tions (UOW 2016 CEGS Grant). Image Courtesy: ImageLink Website [150].
The objective of launching this website as a collaborative project was to exploit the
recent advancements done in visual technologies in order to ameliorate the access to im-
ages, which might have substandard or sparse illustrative metadata, held in three archival
photo collections. As a result, an interactive website - ImageLink was developed in or-
der to retrieve images throughout the three collections based on its visual appearance
rather than the metadata associated with them. This would enable the community to ef-
fortlessly search and engage with environmental, economic history, social and cultural
history through the images in the website.
To retrieve images or match images confined in the CEGS dataset [150] which con-
sisted of three collections: the UOW Library Archives, Illawarra Museum and Historical
Society, and Wollongong City Libraries, image search algorithms were incorporated in
the back-end of the website. The total number of images in the CEGS dataset is around
28k. The collections in this image archive can be explored by community members, in-
dependently or altogether, by clicking an image that would act as “Query Image” and the
image search algorithm would retrieve similar images across the collections.
CHAPTER 3. IMAGE RETRIEVAL ON CEGS DATASET 48
Figure 3.2: Images from ImageLink Website. Image Courtesy: ImageLink Website
[150].
The CEGS dataset [150] is a real-world dataset wherein images depict scenes from
practical day-to-day life e.g. people in the library, people gathered for function, gradua-
tion ceremony in a university, and portrait from people which dates back 40 years from
now, and the list goes on. The images have a different resolution as well, for example,
images from Illawarra Historical Society go back 100 years approximately rendering to
poor image quality. The objects in the images portray complex interactions among them.
Unlike the benchmark datasets, Oxford5K [99] or Paris6k [100] where object instances
take the center location in the image, images in the CEGS dataset have multiple object
instances scattered in multiple locations of the image. Along with this, it contains ei-
ther little or no meta-data and no annotated bounding boxes. Overall, it is a challenging
dataset. To take advantage of the powerful image representation of Convolutional Neural
network on this challenging dataset, the CEGS dataset. is experimented with to have a
performance comparison with benchmark image retrieval datasets.
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3.2 Pooling Methods And Diffusion-Based Image Retrieval
3.2.1 Pooling Methods used in Image Retrieval
As briefed out under Section 2.1.2, CNNs have several convolutional and pooling layers
stacked one after the other. Pooling layers are used to reduce the dimensions of feature
maps or in other words, help for a compact representation of features generated by the
convolutional layer in CNN.
Pooling in CNNs is used for the following reasons:
1. Compact Representation: In deep learning when a model is trained, because of
excessive data, the model can take huge amount of time for training. Pooling helps
to lower the curse of dimensionality.
2. Rotational/Position Invariant Feature Extraction: Pooling can also be used for
extracting rotational and position invariant feature by aggregating multiple low-
level features in the neighborhood. It also helps to better represent image features.
Various kinds of pooling methods are available for deep neural networks and the follow-
ing were experimented on CEGS dataset along with benchmark image retrieval datasets
in order to study its effect on image retrieval performance:
• Max Pooling: Max pooling selects the maximum element from the region of the
feature map covered by the filter. Thus, the output after max-pooling layer would
be a feature map containing the most prominent feature from the feature map.
• Sum Pooling: Sum pooling is another pooling operation that calculates the sum
of all elements from the region of the feature map covered by the filter. Thus, the
output after sum-pooling would be a feature map containing the sum of all feature
values.
• SPoC: Babenko and Lempitsky [151] explored plausible strategies to aggregate
deep local features in order to obtain compact global descriptors for image retrieval.
It was put forth that a simple global descriptor based on sum-pooled convolutional
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features (SPoC descriptors) with simple post processing gives a boost to the image
retrieval performance. The SPoC features were simple to implement, did not require
any hyperparameters to tune and were computationally efficient. It out-performed
triangular embeddings of deep convolutional features [152] and Fisher vector [153].
The SPoC descriptor was based on the accumulation of raw deep convolutional
features without high-dimensional embedding. Each deep convolutional feature f
from image I is associated with the spatial coordinated (x,y). This spatial coordi-
nate corresponds to the spatial position of this feature in the feature stack produced
by last convolutional layer.










here f represents the deep convolutional feature from image I having spatial coor-
dinates (x,y).
Centering prior: Usually, object of interest, is found at the geometric center of
an image for various retrieval datasets. With a simple weighting heuristic, SPoC
descriptor could be adapted so as to incorporate such centering anterior by assigning
higher weights to the features corresponding to the center of feature map stack









where coefficients α(x,y) depends on the spatial coordinates H and W . The un-
compressed ψ2(I) is of dimension C indicating the number of output maps in the
corresponding convolutional layer. A Gaussian weighting scheme is used:







setting σ to one third of the distance between the closest boundary and the center.
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Post-processing: l2 normalization is performed on the obtained representation
ψ(I) followed by PCA compression and whitening:
ψ3(I) = diag(s1,s2, ...,sN)−1MPCAψ2(I) (3.4)
where MPCA is the N×C PCA-matrix, N being number of retained dimensions, and
si corresponds to the ith associated singular value.





• R-MAC: A concise illustration of an image was proposed by Tolias, Sicre, and
Jégou [90] procured from the activations in a convolutional layer encrypting di-
verse image regions to achieve the task of object retrieval. They also employed
generalized mean [154] to leverage integral channel features from images together
with max-pooling for object localization.
Maximum activations of convolutions (MAC): Given an input image I of size
W ×H , a three-dimensional tensor corresponding to dimension W ×H × K is
obtained representing the activations pertaining to a convolutional layer. Here,
the number of output feature channels is denoted by K. A two-dimensional fea-
ture channel response was obtained from the three-dimensional tensor responses as
χ = χi, i = 1...K, where χi denotes the two-dimensional tensor. The χi indicated ith
feature channel response across valid spatial locations Ω with χi(p) response at a
particular position p. Comparison of two images was done using cosine similarity
with the K-dimensional vectors produced as follows:
fΩ = [ fΩ,1... fΩ,i... fΩ,K]T , with fΩ,i = max
p∈Ω
χi(p). (3.6)
The intuition was borrowed from Azizpour, Razavian, Sullivan, et al. [155] wherein
construction of feature vector was done by a spatial max-pooling over all locations.
The above depiction encrypts the maximum “local” response for every convolu-
tional filters and thus is translation invariant.
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Region feature vector: The image I as a whole is represented by the feature vec-
tor fΩ described in equation 3.6. If a rectangle region R ⊆ Ω = [1,W ]× [1,H] is
considered, the feature vector corresponding to the region is defined as follows:
f R = [ f R,1... f R,i... f R,K]T (3.7)
where fR,i = maxp∈Rχi(p) is the maximum activation of the ith channel on the con-
sidered region. This permitted to fabricate a representation devoid feeding ancillary
input to the network.
R-MAC (regional maximum activation of convolutions): R regions of varying
sizes on response maps are considered from CNN in lieu of the image following
Razavian, Sullivan, Maki, et al. [156]. L different scales of square regions were
sampled. For the scale (say l = 1), the size of region is considered as large as
it could be i.e., equivalent to height and width being equal to min(W,H). Regions
were evenly sampled such that the overlap was as close as 40% between consecutive
regions. The number of regions, m, extracted was dependent on the aspect ratio
of the original image e.g., if shape of input image is square then only 1 region
is extracted. For other scale l, number of evenly sampled regions were equal to
l× (l +m− 1) regions having width 2min(W,H)/(l + 1), as illustrated in Figure
3.3.
Figure 3.3: Extraction of regions at three different scales (l = 1...3) [90].
Followed by this, each region’s corresponding feature vector is calculated and post-
processing steps are performed as a sequence of l2-normalization, PCA-whitening
and l2-normalization. A single image vector is obtained by combining the group
of regional feature vectors by performing a summation followed by l2-normalizing
in the end. R-MAC offered a significant performance boost than MAC with same
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dimensionality.
3.2.2 Diffusion-Based Image Retrieval
Content-based image retrieval retrieves images that are either exact or similar matches
to the requirement of users. Usually, it means to retrieve an image or images which are
visually similar to a query image. Since deep learning technique has helped immensely
to boost the image retrieval performance using deep feature representations, a simple dis-
tance measure like Euclidean distance also shows good retrieval performance. However,
in retrieval process, the underlying manifold structure is not effectively considered which
might be out of scope for a simple distance metric to identify.
The process of diffusion exploits the underlying neighbourhood structure of data and
has proved that it can significantly improve retrieval performance [157][158]. This is
achieved by diffusing the affinity information over the underlying manifold structure of
data. In Figure 3.4, two query points are defined and if retrieval is performed, it should
retrieve most similar points to the query.
Figure 3.4: The effect of the usefulness of diffusion processes on the data manifold for
the task of retrieval [157]. The figure shows two query points (solid stars in maroon and
blue) and data points (maroon circle and blue cross). The retrieval task should return
the most similar examples from the database. The pairwise affinities do not suffice to
capture the intrinsic structure of the data manifold (left), resulting in inaccuracies in
finding close/similar examples to query points (left). In comparison, after diffusing the
similarities through the manifold and capturing the intrinsic global manifold structure,
we get significantly improved retrieval results (right).
The figure shows affinities before (left) and after (right) diffusion process. The intrin-
sic structure of the data manifold can not be captured by the Euclidean distance based
pairwise affinities alone. Therefore, image retrieval performance can be improved by
applying the diffusion process.
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Diffusion process mainly consists of three important steps:
• Initial Affinity Matrix W (W0 = A): Consider a set of data-points (e.g. images) in a
vector space represented as X = x1,x2, ...,xN of N elements with xi ∈ RD. Diffusion
process starts from computing an N×N pairwise affinity matrix A defined as:
A =

A11 · · · A1N
A21 · · · A2N
... . . .
...
AN1 · · · ANN










where σ is a parameter to fix.
• Transition matrix T (of a random walk): Given a weighted undirected graph G
with vertices X the affinity Matrix A can be regarded as its adjacency matrix. By
taking the row-wise sum of A, a diagonal matrix D can be computed as follows:
D = diag(A1n) (3.9)
D is a degree matrix of the graph and 1n is a matrix of ones of size n.
To obtain the Laplacian of the graph the affinity matrix is subtracted from the degree
matrix as follows:
L = D−A (3.10)
It is common to symmetrically normalize these matrices [159]. The affinity matrix
can be normalized as follows:
S = D−1/2AD−1/2 (3.11)
where S is the normalized affinity matrix. The Laplacian can be normalized as
follows:
L = In−S (3.12)
where In is identity matrix of size n and L is the normalized Laplacian. Note that
L and L are positive-semidefinite [159]
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• Performing diffusion process: The diffusion process iteratively updates the affin-
ity values A through transition matrix, S. There are many variants to achieve this.
The following update rule is used as in [159]. A vector y = (yi) ∈ Rn containing a
set of query points in X is defined, where yi = 1 if xi is a query and yi = 0 other-
wise. For each point xi ∈X the goal is to obtain a ranking score fi which is then
represented as a vector f = ( fi) ∈ Rn. Given an initial vector f0, the diffusion is
performed iteratively as follows:
f t = αS f t−1 +(1−α)y (3.13)
Given the transition matrix S and unit vector y normalized with L1-norm, the above
equation defines a random walk on the graph: with probability α the jump between
adjacent vertex is done as per the distribution in S, and when 1−α the jump is done
randomly. Following this process, the ranking score is infused to the neighbours in
graph. The overall process apprehends the instrinsic manifold structure of affinity
matrix and combines multiple query points.
According to [159], when α is assumed to be 0 < α < 1, equation 3.13 converges
to:
f ∗ = (1−α)L −1α y (3.14)
where Lα = In−αS is positive-definite. Note that equation 3.14 is a closed-form
solution and equation 3.13 is an intuitive derivation of diffusion process.
In sum, diffusion process can better evaluate the similarity between images and it also
is robust to variation on scale or illumination, partial occlusion and background clut-
ter.
3.3 Visual Grounding
The objective of this section is to provide a brief overview to unfold the journey of if
referred to broadly, the unification of visual and semantic or language tasks. This has
emerged as a recent research interest for many researchers due to the surge of deep-
learning techniques when it comes to computer vision and natural language processing.
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Figure 3.5: Diagrammatic Illustration of Visual Grounding.
Visual semantic information encapsulates two paradigms: Meaning of each visual se-
mantic unit and the relationship depicted by these visual semantic units. Typically, the
former is a task related to visual perception and the latter implies visual context reason-
ing. The field of visual perception has achieved significant success by incorporating deep
learning networks which seem to provide a better discriminative feature representation
[160][161][162][163]. The semantic interpretation of a visual-scene conjoining visual
perception and visual context reasoning is still in its embryonic stage. Hence, the super-
task of conjoint interpretation of visual and semantic information is a crucial requirement
of many computer vision applications like visual grounding, natural language object re-
trieval (images), video grounding (activity localization) using natural language, grounding
description for images and videos, visual semantic segmentation and referring expression
comprehension and so on. Hence, it comes as a natural implication to transfer knowledge
learned from a task belonging to one domain to the task of another domain. This section
confines itself to the task of Visual Grounding where terms like phrase localization, visual
grounding, or textual grounding would be used interchangeably according to the approach
used to tackle the super-task.
The primary objective of Computer Vision is to perceive an object in a given image.
Visual Grounding (Phrase Localization) is a variant of the primary task where objects ref-
erenced by a query are to be detected [164][165][166][167]. These tasks target to detect
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object implied by phrases especially nouns in the query given in the form of text. It all
began with aligning the textual description to visual scenes. When it comes to leveraging
the potential by fusing different modalities for computer vision tasks, the first noticeable
breakthrough came from Karpathy, Joulin, and Li [168] which made researchers further
gain interest in this direction. They proposed a framework that dealt with learning from
multi-modal data and performed the task for bi-directional retrieval of images and text by
computing a representation of both image and sentence fragments into a common space
via a structured, max-margin objective for the deep neural net. The fragments of images
(objects of interest) and the fragments of sentences (depicted by dependency tree [169])
were broken down. Using their inter-modal correspondences, the similarity was com-
puted between each image-sentence pair. The ranking of the images and sentences was
done in order of decreasing scores. As an extension to [168], Karpathy, Joulin, and Li
[170] fine-tuned the model by using a bidirectional recurrent neural network (BRCNN).
The BRCNN was used to generate word representations in sentences and eliminate the
need to use dependency trees. In this work, they also simplified the max-margin objec-
tive for the deep neural net used in [168] and showed that these modifications improved
the ranking performance. The effectiveness of this approach was validated on image-
sentence retrieval experiments on datasets like Flickr8K, Flickr30K [171] and MSCOCO
[172].
And speaking of datasets, many standard benchmark datasets have been created to
achieve the task of grounding as it involves both image and text. Flickr30K has become
the benchmark for sentence-based image description and Plummer, Wang, Cervantes, et
al. [171] shows the various experiments conducted to demonstrate the importance of the
annotations to achieve the task of localizing textual entity mentioned in the image along
with the task of bi-directional retrieval as well. Over the years, grounding datasets like
Visual Genome [173] and GuessWhat [174] have been extensively used in this domain.
Datasets like ReferItGame [175] and RefCoCo, RefCoCo+, RefCoCog which is built on
top of MS-COCO [172], also have been used extensively to evaluate the task of ground-
ing. To leverage the potential of both modalities, i.e., image and text, the global visual-
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semantic similarity plays a pivotal role. An efficient mechanism is needed for meaningful
representation of both modalities which has caught the interest of researchers in the last
decade.
Existing Approaches for Visual Grounding Representation of data is very important as
it would be processed to obtain the final results. Researchers came up with various kinds
of approaches for the representation of visual and textual data and innovative combination
strategies either by mapping features from different domains into a common space or us-
ing an attention mechanism for grounding. Recently, modular-architecture has also been
recognized as an added way in this domain. Each has its innovative perspective to tackle
the problem. A brief overview of various ways of feature representation incorporated till
now to achieve Visual Grounding is given as follows:
• Learning a common space: When working with different modalities, the most
sensible approach would be extracting visual and textual features in isolation and
blending them into a common shared space before making any kind of prediction.
When Plummer, Wang, Cervantes, et al. contributed the Flickr30k dataset [171],
they targeted textual grounding or localizing textual mentions of entities in an im-
age via Canonical Correlation analysis is one of the classic methods available to
merge heterogeneous modalities. They tackled the problem by learning a shared
semantic space by following Klein, Lev, Sadeh, et al. [176] due to its simplicity,
speed, and high accuracy. For region-to-phrase correspondence, the cosine distance
is used to rank image regions given a phrase in the resulting space. This was also
further extended to evaluate cross-modal retrieval performance. Soon after, Fukui,
Park, Yang, et al. [177] proposed Multimodal Compact Bilinear Pooling (MCB)
which comes under the initial attempts to combine representations from different
modalities and project them into a common space achieved via the random projec-
tion of image and text into a common higher-dimensional space using Count Sketch
[178]. An innovative weakly-supervised approach, by Akbari, Karaman, Bhargava,
et al. [179], to address phrase grounding by a multi-level attention mechanism by
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obtaining multi-level visual semantic features and contextualized text embedding
was proposed. Both the multi-level visual semantic features along with contextu-
alized text embedding were non-linearly mapped into a common space to optimize
the network using a multi-modal loss which achieved state-of-the-art performance.
• Attention Mechanisms: In many visual and language tasks, attention has proven
itself to be effective in capturing better image-text pairs based on their interactions.
The neural attention mechanism has been explored in computer vision tasks like
image captioning [180][181][182], visual question answering [183][184][185] and
visual semantic segmentation [186]. Because of its capability to guide the attention
to the concerned task of locating the best region in an image based on the query, an
attention-based approach was also leveraged in the case of grounding. Researchers
tried to achieve the objective of grounding phrases by considering it a problem
of a certain kind. In one of the earlier works by Rohrbach, Rohrbach, Hu, et al.
[166] came up with a novel approach of grounding a query phrase by reconstruct-
ing it using attention mechanism. Their approach could localize phrases relying
only on the phrases associated with the images without the supervision of bounding
box annotations and with bounding box supervision whenever available. In short,
their proposed method could work in all supervision modes: with no, a few, or
all grounding annotations available. Their method was based on Grounding with
a reconstruction loss hence they named it “GroundeR”. Followed by this, Deng,
Wu, Wu, et al. [187] decomposed the problem of visual grounding into three highly
correlated attention problems: 1) which words to focus on in a query; 2) where to
look in an image; 3) which object to locate. Hence, they employed an accumulation
process to merge all the attention problems and refine them circularly, where one
type of attention would be used as guidance when computing the other two. Gen-
erally, most visual grounding techniques combine all information and might suffer
from information redundancy by not considering the latent relationships. Unlike
all other visual grounding techniques, their proposed method, named Accumulated
Attention (A-ATT), was end-to-end trainable which could handle different forms of
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natural language queries. Endo, Aono, Nichols, et al. [188] considered grounding
as a regression problem unlike work from Rohrbach, Rohrbach, Hu, et al. [166].
They put forth a method to identify referred regions from a textual phrase so that
external prediction of candidate regions can be avoided. Lastly, Javed, Saxena, and
Gandhi [189] came up with an unsupervised way of visual grounding by using con-
cept learning as a proxy task to obtain self-supervision. The target was to make the
model localize regions in an image that could elucidate semantic meaning, in this
case, the presence of concept. They argue that, since most of the concepts to be
localized are nouns, using a POS tagger [190] (A Part-Of-Speech Tagger, reads text
in some language and assigns parts of speech to each word and other tokens, such as
noun, verb, adjective, etc.) was sufficient to find all nouns in a phrase and a random
selection of one of them as one concept per phrase would suffice for the task. Ac-
cording to their hypothesis, if a parameterization is induced for phrase localization,
the concept present in an image could be predicted via the localized regions. The
parameterization would make the predictions from the model converge towards the
ground-truth localization of the phrase. They experimented with various benchmark
datasets and obtained high pointing game accuracy.
• Modular Network: Recently, modular approach has received attention in commu-
nity [191][192][167], mainly in regard to Visual Question Answering and Referring
Expression. The modular architecture supports diverse protocols of training where
each component can be learned separately. Thus, it helps the system to capture
different kinds of information from each module. Along with this, it captures the
internal structure of a phrase that other approaches fail to address. A modular net-
work for referring expression comprehension - Modular Attention Network [167]
was recently proposed. It utilized two kinds of attention: language-based attention
which learned the module weights as well as the phrase/word attention that each
module should focus on; and visual attention that allows the relationship and sub-
ject modules to focus on relevant image regions. Followed by this, module weights
from all three modules are combined dynamically to output an overall score.
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Soon after, another work by Fang, Kong, Fowlkes, et al. [193] also came up with a
Modularized Textual Grounding system with an add-on of being resilient to counter-
factual data. It was end-to-end trainable in a weakly supervised manner using only
image-level annotations. They claimed that their approach improves interpretabil-
ity and resistance to counterfactual data. Since they train the modules in a weakly
supervised way, they alleviate the need for large-scale manually annotated images
for training. Yet another work by Datta, Sikka, Roy, et al. [194] addressed the
grounding of free-form text by using weak-supervision from image-sentence pairs.
To localize phrases, their work used caption-to-image retrieval as a downstream
task. They claimed that their work provided tight coupling between phrase ground-
ing and image-caption matching via the caption–conditioned image representations,
hence achieving the final task of Caption-to-Image retrieval with good accuracy for
pointing game results.
3.4 Experiments with Image Retrieval
3.4.1 Analyzing Various Pooling Mechanisms
Figure 3.6: The figure puts forth the framework used to analyze the effects of vari-
ous pooling techniques on the task of image retrieval. For images, I ∈ (0,255)W×H×3
where W = 224 and H = 224, the feature extraction was done using a pre-trained VGG-
16 network, with the fully connected layers being removed. The obtained image fea-
tures IW×H×D where (H,W ) = (7×7) and D = 512 were pooled using various pooling
methods, namely max pooling, sum pooling, SPoC, and R-MAC. Once the features are
pooled, they are followed by PCA whitening and l2 normalization. The Euclidean dis-
tance measure was used to obtain ranked indices from these pooled features against the
ground-truth images to calculate the mAP.
Experiments are conducted to analyze how various pooling mechanisms affect the task
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of image retrieval. Utilizing the benchmark image retrieval datasets along with the CEGS
dataset, the effect of various pooling mechanisms was analyzed on the task of Image
Retrieval. Figure 3.6 shows the framework for the experiment conducted. A pre-trained
VGG-16 network, with the fully connected layers removed, was used to extract image
features. The last pooling layer applied different pooling methods namely max pooling,
sum pooling, SPoC, and R-MAC. Once the features were pooled, they are followed by
PCA whitening and l2 normalization. The pooled features are used to obtain the ranked
indices by using Euclidean distance metric and mAP was calculated using the ground-
truth of various image datasets namely Paris6k [100], Oxford5K [99], INRIA [97] and
CEGS [150].
DATASET Max Pooling Sum Pooling SPoC R-Mac
Paris6k 62.27 71.02 72.12 83.02
Oxford5K 49.83 60.98 60.36 66.71
INRIA Holidays 70.13 80.36 79.90 86.20
CEGS 24.01 46.54 47.45 41.10
Table 3.1: Effect of various Pooling techniques on Image Retrieval.
Figure 3.7: Top-5 image retrieval results on Oxford5k Dataset.
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Figure 3.8: Top-5 image retrieval results on Paris6k Dataset.
Quantitative analysis of various pooling mechanisms. Quantitative results are shown
in Table 3.1 which depicts how pooling mechanism can effect the image retrieval perfor-
mance on benchmark datasets namely Paris6k, Oxford5k and INRIA Holidays along with
CEGS dataset. R-MAC gives the highest image retrieval accuracy compared to Max and
sum pooling along with SPoC. When compared to max pooling, sum pooling and SPoC,
Paris6k shows an improvement by 20.75%, 12.00% and 10.90% using R-MAC. Whereas
for Oxford5k, it is 16.88%, 5.73% and 6.35% for and INRIA holidays shows an increase
of 16.07%, 5.84% and 6.30% after applying R-MAC. It is observed that for the CEGS
dataset, the performance on different types of pooling mechanisms are low compared to
Paris6k, Oxford5k and INRIA Holidays. CEGS dataset is a scene-oriented dataset where
the object instances portray complex interactions for example student walking on stage
to receive award on their graduation ceremony. It has multiple objects like the student,
award presenter, a stage, mike stand etc. Along with this, it doesn’t have one object per
image and its corresponding object-level bounding box according to which the images
are cropped as a pre and post processing steps as in R-MAC. Thus, the image retrieval
accuracy for CEGS is low altogether. The best performance is obtained through SPoC
which is at 47.45% whereas max pooling gives least performance at 24.01%.
Qualitative analysis of various pooling mechanisms. Figures 3.7, 3.8 and 3.9 show top-
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Figure 3.9: Top-5 image retrieval results on CEGS Dataset.
5 image retrieval results. The exact match with the query image is highlighted in green.
For datasets like Oxford5k and Paris6k the ground truth images are retrieved within top-
5. CEGS dataset is more challenging due to many complex objects within a single image
which makes retrieval for this dataset more challenging.
3.4.2 Effect of Diffusion on Image Retrieval
As described how diffusion process may boost the performance of image retrieval in Sec-
tion 3.2.2, preliminary experiments were performed to check if it aids in the image re-
trieval performance of the CEGS dataset along with other benchmark datasets. The Figure
3.10 shows the framework which incorporates diffusion process. A fine-tuned VGG CNN
was used to extract 512-dimensional regional representation of image features [195]. The
R-MAC [90] regions are extracted at 3 different scales. Supervised whitening [195] is per-
formed on regional features. The affinity function with a monomial kernel [196] defined
as s(x,z) = max(xT ,z)3 is used. The diffusion parameter α is set to 0.99. Diffusion is per-
formed as described in Section 3.2.2 using the three steps which involves calculating the
affinity matrix, followed by the transition matrix and the closed solution. After obtaining
the closed solution, the ranked indices were obtained using euclidean distance metric and
performance is reported with mean average precision (mAP) for various image datasets
like Paris6k, Oxford5K, INRIA Holidays and CEGS to analyse the affect of diffusion in
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Figure 3.10: The figure puts forth the framework used to study the effect of diffusion
on the task of image retrieval in conjunction with R-MAC pooling. For images, I ∈
(0,255)W×H×3 where W = 224 and H = 224, the feature extraction was done using a pre-
trained VGG-16 network, with the fully connected layers being removed. The obtained
image features IW×H×D where (H,W )= (7×7) and D= 512 were pooled using R-MAC.
This was followed by the diffusion process. We used the Euclidean distance measure to
obtain ranked indices against the ground-truth images to calculate the mAP.
conjunction with R-MAC for the task of image retrieval. The overall implementation is
done based on the work of Iscen, Tolias, Avrithis, et al. [159].
DATASET Only R-MAC [90] R-MAC with Diffusion [159]
Paris6k 83.02 96.49
Oxford5K 66.71 93.24
INRIA Holidays 86.20 88.01
CEGS 41.10 47.30
Table 3.2: Effect of Diffusion on Image Retrieval Performance.
Quantitative Analysis of Effect of Diffusion on Image Retrieval. Quantitative results
are shown in Table 3.2 for various datasets like Paris6k, Oxford5k, INRIA Holidays and
the CEGS dataset. This table shows a comparison between “Only R-MAC” and “R-MAC
with Diffusion”. The highest performance is obtained for Paris6k, where the increase is
by 13.47% after applying diffusion. Similarly, Oxford5k shows an increase of 26.53%
after incorporating diffusion with R-MAC, and INRIA holidays shows an increase of
1.81%. As observed in Section 3.4.1, due to the complex nature of the CEGS dataset,
its image retrieval performance is relatively low compared to other benchmark datasets.
Even though the CEGS dataset’s performance after incorporating R-MAC with diffusion
is relatively lower than Oxford5k, Paris6k and INRIA Holidays, it shows an increase
of 6.20% after incorporating R-MAC with diffusion than only R-MAC. It can be seen
that diffusion process can consistently improve image retrieval for all of the four datasets
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tested in this experiment, including the community archival photo dataset CEGS. This
result indicates the importance of considering the underlying manifold structure of the
images in a dataset, even when powerful deep feature representations are used.
3.4.3 Visual Grounding on CEGS Dataset
Since the aim is to always localise the object of interest when it comes to computer vi-
sion tasks, aligning the textual description to visual scene is the key. Since this involves
working with two modalities, in order to leverage the full potential of text, a preliminary
experiment at a small scale was done with the CEGS dataset.
CEGS is a complex image dataset with very less text or high level text which some-
times does not describe the literal interpretation of an image. Experiments performed in
Section 3.4.1 and 3.4.2 dealt only with images. To incorporate the intuition of ground-
ing the text onto the image so as to use it as a guidance for retrieval would be some-
thing to explore (Chapter 4 and Chapter 5). Before that, with a small number of images
and hard-coded metadata, the framework in Figure 3.11 shows a simple idea to incor-
porate “Attention Mechanism” or “Visual Grounding via text annotation” onto images.
The framework uses selected simple images from the CEGS dataset for which the text
annotation is hard-coded. The bounding boxes corresponding to the text annotation are
self-annotated as CEGS dataset does not provide any phrase-level bounding boxes. The
aim is to localise or ground the text corresponding to the specific object in correspond-
ing to the text annotation for an image. The number of words per image is limited to
maximum four. Image features are extracted using pretrained VGG-19 [36] and text an-
notation is represented using GLoVE Vectors [197]. After feature extraction, image and
Figure 3.11: Framework to incorporate Visual Grounding via Text Annotation.
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Table 3.3: Visual Grounding evaluation on CEGS Dataset using the pointing game met-
ric.
text embedding are concatenated and passed through six layered feed-forward multi-layer
perception. The hidden layers of the six-layered MLP gradually decreased the dimension-
ality of concatenated features and were empirically chosen as 512,384,256,128,128,32.
It outputs a 2D heatmap by learning non-linear relationships between the modalities, i.e.,
confidences of the correspondence between text encoding and deep visual features. The
framework was trained for 3000 epochs, with learning rate of 0.00001. Mean square error
loss was incorporated between the target image and the predicted output from the model
for the training images and its corresponding meta-data. The target corresponds to the
ground-truth images. This intuition was borrowed from a framework put forth by Javed,
Saxena, and Gandhi [189]. Their framework attained the task of unsupervised visual
grounding by using concept learning as a proxy task to obtain self-supervision to localize
regions that could explain some semantic property in data. This was achieved using a four
layered nonlinear perceptron which calculated attention over the spatial regions of the last
feature maps from VGG-16 instead of computing it over bounding boxes. The four layers
gradually decreased the dimensionality of the concatenated features comprising of image
and text.
Quantitative Results: Table 3.3 shows evaluation of this preliminary experiment with
the pointing game metric [198] on CEGS dataset. It is a measure of how accurate is
the confident region in the predicted heatmap with respect to the ground-truth bounding
box. For a given image-caption pair, if the pixel with the maximum value lies within the
bounding box then the predicted localization heatmap is considered a Hit, otherwise it
is considered a Miss. Therefore it purely evaluates the spatial accuracy of the heatmap
instead of measuring the extent of localization. The pointing game accuracy is defined
as the fraction of correct localizations out of the total testing instances, i.e., #Hit#Hit+#Miss .
CHAPTER 3. IMAGE RETRIEVAL ON CEGS DATASET 68
Figure 3.12: Visual Grounding of Text Annotation for CEGS dataset.
The number of images experimented from CEGS dataset were 20,40 and 60 for both
training and test. If 20 images were used to train, 20 images were randomly sampled
for testing ensuring training and testing images are different. And for the self-annotated
text associated bounding boxes, pointing game accuracy (in percentage) was calculated.
For 20 images, only one word was associated with each image which results into 95%
accuracy. When the images were increased to 40 and 60, the number of hard-coded text-
meta data per image was in range of 2 ∼ 4. It is observed that with the increase in the
number of text associated with each bounding box per image, there is a decline in pointing
game accuracy. Hence, a more robust algorithm is required as model gets confused due
to more text data and bounding boxes.
Qualitative Results: Some qualitative results obtained from the experiments as an initial
attempt to perform visual grounding of the text annotation are shown in Figure 3.12. For
an image and its associated text annotation, the 2d spatial heat map is shown. For the
meta-data “woman”, the heat is centred on the object of interest woman for the corre-
sponding image. Similar pattern is shown for the text “lighthouse” and “ship”. For the
text meta-data “clock”, there are many clocks in the image. The model shows a scattering
effect for the image where heat for the object corresponding to the text-meta data does not
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Figure 3.13: Visual Grounding of Text Annotation for images not containing the object
instance corresponding to text for CEGS dataset.
point to specific clocks. It also includes other areas like the wall in between the clocks.
The model does not perform that well if the number of objects to ground associated with
the text annotation increases.
It is also necessary that given a textual phrase or word and many images, the model
must identify the absence of that particular text. For example, in Figure 3.13, if a text
‘woman’ is to be grounded, it should ground that concept if at all woman is present in
an image. If it encounters images containing objects like ‘ship’, ‘shelves with clocks’
or ‘lighthouse’ (as in the first row of Figure 3.13), it should not produce any heat on
CHAPTER 3. IMAGE RETRIEVAL ON CEGS DATASET 70
the image for that text data. Hence, it should be resilient to counterfactual data. Some
illustrations for text annotations like “lighthouse”, “ship” and “clock” are shown in Figure
3.13 which demonstrates its resilience to counterfactual data.
3.5 Chapter Summary
The task of image retrieval was performed on some benchmark datasets and the CEGS
dataset to investigate various pooling techniques. Though it was an initial approach using
a pre-trained model, it did give a fair idea on how challenging the image retrieval could
be and how pooling technique could boost the performance of image retrieval. Followed
by this, diffusion was also used as an extension onto the image retrieval framework in
order to boost its performance in conjuction with various pooling mechanisms. In order
to take advantage of text meta-data, a simple approach was investigated to perform the
visual grounding on images using text annotation to induce text-based attention. From
the results, it is seen that text data can be grounded onto the images. It was observed that
as the text annotation and bounding boxes corresponding to text annotation associated
with an image increased, the task of grounding the text became difficult along with de-
crease in performance as concluded from the pointing game evaluation metric. It would
be a challenging task to combine both modalities together and leverage the associated text
information as guidance to aid retrieval especially when images would contain high-level
concepts like “breathing” or “looking” rather than nouns like “lighthouse” or “ship”. The
model usually would end up grounding multiple image regions with respect to the ob-
jects if text metadata increases. The purpose of these preparatory experiments in this
chapter was to get acquainted with the image retrieval domain, with the different modal-
ities (image and text), and investigate the behavior exhibited in terms of quantitative and
qualitative analysis. Following the intuition from these experiments, the retrieval task is
extended to multi-modalities (image and text) and the notion of inducing text-based atten-
tion with image i.e., inter-modality fusion-based attention, to aid the task of cross-modal
retrieval is investigated within Chapter 4 and Chapter 5.
Chapter 4
Inter-modality Fusion Based Attention
for Cross-modal Retrieval
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4.1 Cross-Modal Retrieval with Attention
The two crucial facets of human cognitive capacity to understand the real world are lan-






































Figure 4.1: A generic illustration of cross-modal retrieval with an attention mechanism. The images and corresponding word features are
obtained via visual CNN and simple recurrent unit (or any other text feature extractor could be used, e.g. LSTM). The extracted features are
subjected to an attention mechanism (self-attention mechanism, cross-attention mechanism, or stacked attention mechanism, etc.). This results in
weighted image features (heat map which depicts regions of importance) and weighted text features (red colour represents the highest weighted
word feature for the word feature vector). They are subjected to linear transformation to obtain a unit-norm vector representation to be projected
into a common space. The final aim is to train the network wherein the cross-modal proximity would result in high similarity.
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The task of matching image-text is one of the rudimentary subjects when it comes to
computer vision and is usually referred to as gauging the visual-semantic affinity amidst
an image and a sentence (Figure 4.1). This has been utilized to achieve the task of cross-
modal retrieval along with many others. Though the progression made over this domain is
quite significant, the challenge of the “modality gap”, i.e., inconsistent representation and
distribution of data, persists, which makes it challenging to measure cross-modal simi-
larity. Generally, users would describe an image using a word or sentence. To search
for an image that is similar to in Figure 4.2, the user may use a caption as “A man on a
bicycle riding next to a train” to describe it. The user would expect relevant search re-
sults with the same or similar image. In short, the user would want the search results to
Figure 4.2: An illustration of text-based attention.
reflect the context of the word or sentence given as a search query. One way of achieving
this is by focusing on essential regions in an image corresponding to the word or sen-
tence using relevant nouns/verbs from the sentence to retrieve results. Unlike human’s
cognitive capability, the machine could retrieve many images. However, the intricate re-
lationship between the visual-semantic embedding needs to be captured, which is easier
for humans but challenging for machines. Hence, this led to incorporating a global at-
tention mechanism, either applied to both modalities involved or a single modality in a
cross-modal retrieval task. The common subspace learning paradigm was the most sort
after solution when dealing with heterogeneous modalities. Nevertheless, the attention
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mechanism could focus on important sub-regions in an image, inferring essential words
to focus. Therefore, various tasks that use visual-semantic embedding common subspace
learning with a global attention mechanism are deployed in conjunction.
4.1.1 Related Work
The recent success of attention mechanism in cross-modal retrieval task resulted in re-
searchers’ interest in this direction. Park, Han, Kim, et al. [16] proposed a multi-head
self-attention network for visual-semantic embedding to extricate numerous facets in tex-
tual and visual data. Their model generates multiple attention weights to encapsulate
vital words and regions separately to evaluate the correspondence between them. Ev-
ery weight ciphers a distinct portion in visual-textual features. Their model incorporated
diversity regularization loss along with cross-modal contrastive triplet loss. The diver-
sity loss kept the redundancy problem in check that could arise due to multiple attention
weights, causing similar data representation. Description of an image using natural lan-
guage by humans would include objects and interactions between objects, their relative
position concerning one another, and high-level semantic concepts such as “up in the sky”
or “noticing from the corner”. It is crucial to infer a visual rationale about objects and their
semantics when it comes to humans. However, having a machine do so is quite challeng-
ing. Prior proposed image-text matching systems take the shortfall when it comes to rea-
soning mechanism. Even though Lee, Chen, Hua, et al. [17] proposed a stacked attention
mechanism that exploited the region-level features from object detectors to ascertain the
association amidst words and image region, it still lacked a global reasoning mechanism
that might infer non-important background information to exclude. Researchers then tried
to introduce semantic reasoning and consistency when it came to image-text matching to
infer high-level semantics. Chen, Ding, Lin, et al. [199] put forth the idea “semantic con-
sistency” by fabricating two distinct embedding spaces, viz. the text-grounded embedding
space and image-grounded embedding space. Following this, semantic consistency was
then incorporated as a constraint in the common ranking objective function to learn both
embedding spaces simultaneously, which resulted in a performance gain.
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Li, Zhang, Li, et al. [200] proposed a method to capture together the objects and their
semantic relationships by distinguishing pivotal regions in images. The distinct regions
in an image and the semantic relationship exhibited by each would have varying level of
significance to infer the similarity between image-text wherein few could be dispensable.
The regions of images and their corresponding features were obtained using a bottom-
up attention model. The Graph Convolutional Network (GCN) was deployed to reason
the global and local semantic correlations via Graph topology. The whole image’s final
representation was obtained through the gate and memory mechanism to achieve global
semantic reasoning on these relationships. This enhanced features to choose discrimina-
tive information and steadily develop a representation of the whole scene in the image.
The sentence representation is learnt using RNNs. Finally, they train their model with
joint optimization of image-sentence matching and sentence generation.
Wen, Gu, and Cheng [201] pointed out that primary focus of existing approaches was:
1) alignment between region features in images and corresponding sentences; 2) align-
ment between relations of regions and relational words. They argue that if learning for
regional features and global features does not occur jointly, regional features might lose
their correlation with the global context resulting in the inconsistency with non-object
words having global meanings in some sentences. Hence, they came up with multi-level
semantic relations enhancement approach named Dual Semantic Relations Attention Net-
work (DSRAN) to enhance the correlation between regional and global concepts for more
accurate visual representation, which better correlates with the corresponding text. The
image features extracted were on two levels, global and object level. Their model’s “sep-
arate semantic relations module” learned the region-level semantic relations, and the joint
semantic relations module captured relations across objects and global concepts followed
by this feature extraction. For the text pipeline, a pre-trained GRU-encoder/ BERT-BASE
model extracted the representations of the words corresponding to the image features. The
similarity scores are calculated with the cross-modal representations, and the network pa-
rameters are updated with a hinge-based triplet ranking loss.
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Attention mechanisms has been successfully applied to various multi-modal tasks,
which enables the models to focus on the salient fine-grained parts of visual or textual
inputs. Two kinds of attention mechanisms, namely visual attention and textual attention,
have been leveraged. Visual Attention has incorporated visual attention model to aid im-
age processing tasks, focusing on fine-grained parts in an image. Mnih, Heess, Graves,
et al. [202] proposed an attention based task-driven visual processing framework for im-
age classification, which leverages Recurrent Neural Network (RNN) to intuitively pick a
sequence of regions. Gregor, Danihelka, Graves, et al. [203] proposed a spatial attention
mechanism which mimicked the foveation of the human eye and combined it with a varia-
tional auto-encoding framework to perform image generation. Yang, He, Gao, et al. [204]
propose Stacked Attention Networks (SANs) for image question answering, which could
locate relevant image regions to the question with stacked attention model. Whereas tex-
tual attention in Natural Language Processing (NLP) have adopted textual attention model
to find semantic alignments with an encoder-decoder network. Rocktäschel, Grefenstette,
Hermann, et al. [205] propose a word-by-word neural attention mechanism to reason over
entailment’s of paired words or phrases. Hermann, Kočiský, Grefenstette, et al. [206] de-
velop a class of attention based deep neural networks, which learn to read and answer
complex questions from real documents with meagre prior knowledge of language struc-
ture. Rush, Chopra, and Weston [207] leveraged a local attention-based model generating
per word of the summary conditioned on the input sentence.
In conclusion, inspired by the great progress of attention mechanism, we propose to
fully exploit the intrinsic fine-grained information within each modality with attention
mechanism, which can preserve the modality-specific characteristics when learning the
cross-modal correlation. Based on the two kinds of attentions mechanisms mentioned
above, we put forth a visual attention derived from the rich textual meta-data to focus on
salient parts of image to boost the cross-modal retrieval performance.
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4.2 Proposed Network Architecture: CMR FUSE
After the brief overview of existing works in the area of cross-modal retrieval, one of the
active concerns is the involvement of multi-modal data and leveraging the rich seman-
tics. A framework, CMR FUSE (Cross-Modal Retrieval with image-text FUSEd), is
proposed as shown in Figure 4.3, which incorporates cross-modal fusion based attention
from the textual modality. The textual features are used as a guide to the image in order
to focus on the importance region of an image based on the textual context. This in turn
would help to better align the heterogeneous modalities in a high-dimensional space, giv-
ing it a better representation hence boosting the cross-modal retrieval performance.
This proposed framework consists of three modules: visual embedding module, text
embedding module, and an inter-modality fusion module. The last one puts forth two
methods namely, CMR INN FUSE (Cross-Modal Retrieval via INNer-product with image-
text FUSEd) and CMR PARA FUSE (Cross-Modal Retrieval via PARAmetrized-attention
with image-text FUSEd) to incorporate cross-modality fusion based attention followed by
a contrastive triplet ranking loss.
4.2.1 Visual Embedding Module
ResNet-152 [37] is employed, which was pre-trained on the ImageNet dataset, as the
underlying visual backbone. Similar to [12][16], and as it befits the task, the penultimate
layer is taken which outputs a three-dimensional feature stack of D = 2048, eliminating
all of the fully-connected layers and global average pooling. Following Durand, Thome,
and Cord [208] and their weakly supervised learning framework, an additional linear
adaptation layer is induced of 1× 1 convolution transforming the feature stack from D
to D′ which is set to 2400. Hence, given an image X ∈ (0,255)W×H×3 where (W,H)
denote the width and height of the image being 256 pixels, a three-dimensional visual







































Figure 4.3: An illustration of inter-modality fusion based cross-modal retrieval. An image of size X ∈ (0,255)W×H×3, is transformed into a unit
norm representation, V∈Rd . Likewise, a sequence of n tokenized words from word2vec (w2v) [209], followed by a feature extraction from simple
recurrent unit (SRU) [47], is mapped to a normalised representation,V ∈ Rd . Training will aim to learn parameters incorporating two proposed
methods, namely CMR INN FUSE and CMR PARA FUSE , of the inter-modality fusion module such that the cross-modal semantic proximity
translates into high cosine similarity 〈V,C〉 in the joint embedded space. In our experiments, the dimensions are (w,h) = (W32 ,
H
32) = (8,8),
D = 2048, D′ = d = 2400 and k = 620.
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4.2.2 Text Embedding Module
In the text embedding module, before extraction of features, each caption C of n variable
length sequences belonging to an image are tokenized, i.e. C = (c1,c2, ...,cn),C ∈ Rk×n.
Each token ci is a k-dimensional word vector of a ith word in the sentence and C is a set of
word vectors that are independent of each other. Each token ci transformed into its vector
representation ci ∈ Rk via the pre-trained word2vec [209] embedding and where the size
k = 620, similar to [12][16]. Finally, the sentence feature extraction is done by a 4-layer
simple recurrent unit (SRU) [210] by taking the final output C ∈ RD′ where D′ is set to
2400 and is followed by l2 normalization.
4.2.3 Inter-Modality Fusion Module
CMR INN FUSE: Given the visual feature map V ∈ Rw×h×D′ and text vector C ∈ RD′ ,
the text-guided visual heat map, S ∈ Rw×h, is obtained via the inner product between
image and text features as follows:
S = cust so f tmax(〈V, C〉)∗β (4.1)
where 〈·, ·〉 denotes the inner product and cust so f tmax acts as a scaling function defined
as:
cust so f tmax(xi) =
exp(axi)
∑ j exp(ax j)
(4.2)
here, a is the “scaling factor” used to induce variation in the weights of the obtained
heatmap and is set to 2. β can be regarded as another “scaling factor” whose value corre-
spond to the dimension w×h of the given visual feature map V ∈Rw×h×D′ . Here, β = 64
since w×h = 8×8.
Once the heatmap, S ∈ Rw×h is obtained, element-wise multiplication is performed
across channels to obtain text-weighted image features, I ∈ Rw×h×D′ as follows:
I = VS (4.3)
where  denotes element-wise multiplication between image features V and the spatial
heatmap S. Selective spatial WELDON pooling [208] turns these maps into vector rep-
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resentations of dimension D′ = 2400. The last step is attained by a linear projection with
bias, followed by l2 normalization into the embedding space of dimension D′.
CMR PARA FUSE: Given the visual feature map, V∈Rw×h×D′ and text vector C∈RD′
where (w,h) correspond to the spatial size of the input image and D′ = 2400, the text-




S = so f tmax(WcF)
(4.4)
where I ∈ Rw×h×D′ , T ∈ RD′ , F ∈ Rw×h×D′ , Wa ∈ RD
′×D′ , Wb ∈ RD
′×dH , Wc ∈ RdH×1.
dH is the hidden-layer set to 620.
Initially, the visual features V and text vector C are passed through a multi-layer per-
ceptron (MLP) and an activation function tanh to project them into a joint space. This
results in an intermediate representation I for image and T for text. This is followed by
addition of obtained intermediate representation of image I and T subsequently applying
a dropout [211] of 0.5 and batchnorm [212]. After this addition operation, the text-guided
weighted image features, which is denoted as F. Note that F is also passed through an-
other MLP and an activation function tanh. Finally, the text-guided visual heatmap is
obtained through flattening features F via another MLP and then applying softmax acti-
vation to ensure all positive values.
4.2.4 Contrastive Triplet Ranking Loss
A contrastive triplet ranking loss with hard negative is incorporated as its usage has shown
notable improvement in cross-modal (image-text) tasks. Hence following [213][12][16],
in a batch, given the sampled training set of image-text pairs TB = {(Vp,Cp)}Pp=1 in
aligned joint embedding space, the triplet ranking loss with hard negative is defined
















where cn and vn are caption and image embedding respectively of nth unrelated caption
and image. In the joint embedding space, the contrastive triplet ranking loss invigorates
the similarity between matched or similar image-caption pairs to be in close proximity by
a margin α > 0 , which is set following [12], apart than unrelated image-captions pairs.
The triplet loss is defined as:
Loss(query, pos,neg) =max{0,α− cos[query, pos]+ cos[query,neg]} (4.6)
The above loss’s first argument is the “query” whereas the second and third ones are a
relevant (positive) answer and an irrelevant (negative) one respectively. cos[·,·] denotes
cosine similarity between query and positive and negative answers.
4.3 Experimental Results
4.3.1 Implementation Details
Dataset The MS-COCO dataset [172] was used to train the framework. The dataset con-
tains 123,287 images (train and validation), each of which is annotated with 5 captions.
The original split had 82,783 images in the training set and 40,504 images for valida-
tion. Karpathy and Li proposed another split (referred to as Karpathy split in this chap-
ter) wherein from the original validation set of 40,504 images, they keep 5,000 images
for validation and 5,000 for testing. The remaining 30,504 images are used as addi-
tional training data. Many previous works have used this split for the task of cross-modal
retrieval [170]. Therefore, to make our results comparable, our proposed methods are
trained using this “Karpathy split”.
Image Embedding Module A randomly cropped rectangle from an image, resized to
a fixed-size (i.e., 256× 256) is used to extract image features from ResNet-152 [37],
followed by a 1× 1 convolution setting the output dimension D′ to 2400 for the joint-
embedding space.
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Text Embedding Module Each token from captions is represented by a pre-trained word2vec
with no further fine-tuning. A 4-layer SRU text encoder is used of dimension 2400 and
a 0.25-probability dropout is applied with a tanh on linear transformation from input to
hidden state taking the final state as output.
Inter-Modality Fusion Module For the proposed method CMR PARA FUSE, the input
layer of multi-layer perceptron has a dimension of 2400 whereas the hidden state dimen-
sion is set to 620. A probability dropout 0.5 is applied on multi-layer perceptron for this
method along with the projection layer for the joint embedding.
Training Process for CMR INN FUSE The model’s training takes place in two-stages
using the karpathy split of the MS-COCO dataset [172]. During stage one, the image
and text embedding module is trained together without the inter-modality fusion module.
For the initial 8 epochs, only the SRU and the last linear layer of the image pipeline
are updated. The joint-training of both pipelines start after the 8th epoch. The model is
trained till 60 epochs using learning rate 0.001 and halving it at every epoch till the 7th
with no further reduction using Adam optimizer while setting the margin of triplet ranking
loss α to 0.2. In the second stage of training, the baseline weights obtained from stage
one training are used to initialize the model by incorporating the inter-modality fusion
module. Here, ONLY the SRU is trained along with the image pipeline’s last linear layer
for the first 30 epochs. The SRU is frozen when the image pipeline starts to train from
the 30th epoch for another 20 epochs. Like stage one training, a learning rate of 0.001 is
used and halved at every epoch until the 7th with no further reduction. The model uses
Adam optimizer, and the margin of triplet ranking loss α is set to 0.2. After parameter
searching, the batch size is fixed to 160 for both training stages; less batch size reduced
performance, and larger batch size interfered with model convergence.
Training Process for method CMR PARA FUSE Following similar two-stage train-
ing as the method CMR INN FUSE, for method CMR PARA FUSE, the image and text
embedding module is trained, without the inter-modality fusion module during stage one
training. For the initial 8 epochs, the text pipeline and the last linear layer of the image
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Method
Caption Retrieval Image Retrieval
R@1 R@5 R@10 R@1 R@5 R@10
Cross-Modal Retrieval w/o Attention
VSE++ [14] 64.60 90.00 95.70 52.00 84.30 92.00
Engilberg et al. [12] 69.20 92.20 96.58 55.76 86.80 93.71
Cross-Modal Retrieval w/ Self-Attention
MHSAN [16] 73.50 94.20 98.10 59.10 88.50 94.80
Cross-Modal Retrieval w/ Cross-Attention
SCAN [17] 72.70 94.80 98.40 58.80 88.40 94.80
CASC [199] 73.80 95.30 98.30 59.90 88.90 94.90
VSRN [200] 76.20 94.80 98.20 62.80 89.70 95.10
CMR FUSE w/ Inter-Modality Fusion based Attention (Proposed)
CMR INN FUSE 71.08 94.30 97.86 54.24 83.59 90.46
CMR PARA FUSE 84.84 98.50 99.50 55.12 80.44 87.14
Table 4.1: Comparison of Inter-Modality Fusion based Cross-Modal Retrieval on MS-
COCO datasplit [172].
pipeline are trained. After that, the rest of the image pipeline is fine-tuned. The model
is trained till 60 epochs using learning rate 0.001 and halving it at every epoch till the
7th with no further reduction. The baseline weights obtained from stage one training
is used to initialize the model by incorporating the inter-modality fusion module during
stage two training. Here, ONLY the text pipeline and the last linear layer of the image
pipeline are trained for 29 epochs. From 30th epoch, ONLY the image pipeline is updated
for another 10 epochs keeping the text pipeline frozen for the rest of the training. The
network is trained with inter-modality fusion module for in total 40 epochs, with learning
rate 0.0025 and halving it at 2nd,5th,10th,30th,40th epoch with no further reduction. Both
training stages use Adam optimizer while the margin of triplet ranking loss α is set to 0.2.
The batch size is fixed to 160 for method CMR PARA FUSE as well.
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4.3.2 Quantitative Results
MS-COCO retrieval task MS-COCO consists of 5 captions per image. The perfor-
mance of caption retrieval given image as a query is evaluated by calculating recall at r
(“R@r”) based on whether among the first r retrieved captions, at least one caption is
accurate. For an image, the recall at r is calculated 5 times on 1000-image subsets from
the test split, and the final value is obtained by averaging the results. Table 4.1 shows
the model’s quantitative results on the MS-COCO dataset measured by R@1, R@5 and
R@10 for both caption and image retrieval. The proposed model in the table is denoted
as “CMR FUSE w/ Inter-Modality Fusion based Attention (Proposed)”. The two pro-
posed methods are denoted as “CMR INN FUSE” and “CMR PARA FUSE”. It shows
the comparison of Inter-Modality Fusion based Cross-Modal Retrieval on MS-COCO
dataset with the relevant methods in the literature. All the results reported in Table 4.1
are divided into “Cross-Modal Retrieval w/o Attention”, “Cross-Modal Retrieval w/ Self-
Attention” and “Cross-Modal Retrieval w/ Cross-Attention”. To the best of our survey,
the best-published result on the task of cross-modal retrieval is, according to Table 4.1,
Visual Semantic Reasoning Network (VSRN) [200] using the cross-attention mechanism.
Compared to methods VSE++ [14] and Engilberge, Chevallier, Pérez, et al. [12], for the
Multi-head self-attention network for visual semantic embedding (MHSAN) [16], its per-
formance is relatively higher using self-attention mechanisms for the task of cross-modal
retrieval. The performance of MHSAN [16] is relatively close to stacked cross attention
for image-text matching (SCAN) [17] and cross-modal image-text retrieval with semantic
consistency (CASC) [199].
For the first proposed method CMR INN FUSE, there is relative improvement for
caption retrieval by (1.8%,2.1%,1.3%) on (R@1,R@5,R@10) in absolute when it comes
to cross-modal retrieval w/o attention with respect to Engilberge, Chevallier, Pérez, et al.
[12]. Though the performance when it comes to w/ Self-Attention and w/ cross-attention
remains inferior in case of both image and caption retrieval.
The second proposed method CMR PARA FUSE outperforms cross-modal retrieval
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w/o attention for caption retrieval by (15.6%,6.3%,2.9%) on (R@1,R@5,R@10) for
Engilberge, Chevallier, Pérez, et al. [12]. For cross-modal retrieval w/ Self-Attention,
CMR PARA FUSE outperforms MHSAN [16] by (11.3%,4.3%,1.4%) on (R@1,R@5,
R@10) for caption retrieval. Lastly, CMR PARA FUSE shows an improvement by
(8.6%,3.7%,1.3%) on (R@1,R@5,R@10) in absolute when it comes to VRSN [200]
for cross-modal retrieval w/ cross-attention for caption retrieval. Meanwhile, it is ob-
served that its performance is inferior when it comes to image retrieval when compared
with cross-modal retrieval w/o attention, w/ Self-Attention and w/ cross-attention.
From the results obtained, it can be seen that the cross-attention mechanism provides
a significant boost to caption retrieval compared with w/o attention and w/ self-attention.
The goal of generating a text-guided spatial heatmap was to focus on important regions of
the image, influencing the image’s final representation globally. The model has suffered
from a redundancy problem. Since each image has 5 different captions associated with
it, this has resulted in a similar data representation while generating a text-guided spatial
heatmap. Due to this, it has failed to separate distinct regions in the image while generat-
ing a global spatial heatmap. This may explain why the image retrieval’s performance is
inferior compared with caption retrieval.
When it comes to caption retrieval, the proposed method performed better than image
retrieval. This is because the dataset has 5 captions per image. Hence, the probability
of retrieving one of the ground-truth captions for an image query is higher compared to
retrieving a specific image for a caption query. Due to this, while calculating the recall,
it’s considered a hit if any of the ground-truth captions belonging to that image query is
retrieved, resulting in a higher recall for caption retrieval.
4.3.3 Qualitative Results
The model is validated qualitatively by visualising results for caption retrieval, image
retrieval, and attention heatmaps from the inter-modality fusion module.
Qualitative results of the text-to-image retrieval. For the given text query, Figure 4.4
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Figure 4.4: This figure shows top-5 image retrieval results for proposed architecture
CMR FUSE by two methods CMR INN FUSE and CMR PARA FUSE.
shows the top-5 retrieved images in the MS-COCO dataset for the two proposed methods:
a) CMR INN FUSE b) CMR PARA FUSE. The corresponding ground-truth image of
the given text-query is also provided to aid the visualization of qualitative results. The
actual matches are outlined in green. The model can retrieve the ground truth image
corresponding to the text query in the top-5 list. The rest of the retrieved images are
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Figure 4.5: This figure shows a comparison of top-5 image retrieval results for proposed
architecture CMR FUSE by two methods CMR INN FUSE and CMR PARA FUSE
with Engilberge, Chevallier, Pérez, et al. [12].
also sensible, including similar objects of identical category or semantic concepts in the
text query. Figure 4.5 shows a comparative qualitative image retrieval results between
Engilberge, Chevallier, Pérez, et al. [12] and our proposed method. It is observed that for
this particular example, it is able to retrieve the ground truth image for both, the proposed
methods, CMR INN FUSE and CMR PARA FUSE, and Engilberge, Chevallier, Pérez,
et al. [12]. We want to put forth that for some images Engilberge, Chevallier, Pérez, et
al. [12] retrieves ground truth images within top-5 and for some it doesn’t. It is difficult
to judge how good or bad the any proposed framework is with very selective qualitative
results.
Qualitative results of the image-to-text retrieval. Similar visualization is provided for
the qualitative results for the image-to-text retrieval as well. For a given image query, Fig-
ure 4.6 shows the top-5 retrieved captions in the MS-COCO dataset for the two proposed
methods: a) CMR INN FUSE b) CMR PARA FUSE. The corresponding ground-truth
captions for the image-query is also provided to aid the visualization of qualitative re-
sults. The ground-truth captions retrieved are highlighted in green with a “tick,” whereas
the mismatched ones are in red. Based on the model’s similarity score prediction, the
rank is obtained, and top retrieved captions are displayed. Figure 4.7 shows a compara-
CHAPTER 4. INTER-MODALITY FUSION BASED ATTN. FOR CMR 88
Figure 4.6: This figure shows top-5 caption retrieval results for proposed architecture
CMR FUSE by two methods CMR INN FUSE and CMR PARA FUSE.
tive qualitative results between Engilberge, Chevallier, Pérez, et al. [12] and our proposed
method. We observe that our proposed CMR INN FUSE method retrieves 4 ground truth
captions whereas the Engilberge, Chevallier, Pérez, et al. [12] retrieves only 2 ground
truth captions. The proposed CMR PARA FUSE and Engilberge, Chevallier, Pérez, et
al. [12] retrieve 2 ground-truth captions. Though in both cases, it does retrieve sentences
similar to the context the image is portraying in both cases.
Qualitative results from the Inter-Modality Fusion Module. For a given image and
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Figure 4.7: This figure shows a comparison of top-5 caption retrieval re-
sults for proposed architecture CMR FUSE by two methods CMR INN FUSE and
CMR PARA FUSE with Engilberge, Chevallier, Pérez, et al. [12].
corresponding captions, the model is validated qualitatively for the two proposed meth-
ods: a) CMR INN FUSE b) CMR PARA FUSE. Figure 4.8 shows the spatial heatmaps
obtained from the Inter-Modality Fusion Module for the MS-COCO dataset. The heatmaps
obtained highlight the important image region based on the textual data, which guides the
model to perform more focused retrieval. Hence, inter-modality fusion-based attention
helps align the images closer to the corresponding text captions in a high-dimensional
space, which aids cross-modal retrieval performance. The heatmaps produced from the
method CMR INN FUSE correspond mainly to the center of the image, assuming that
the object of interest is at the center. In contrast, for the method CMR PARA FUSE,
various image locations are highlighted based on the caption associated with an image.
The performance of CMR PARA FUSE is better than CMR INN FUSE, especially for
caption retrieval.
4.4 Chapter Summary
This chapter puts forth an inter-modality fusion-based attention visual-semantic embed-
ding framework CMR FUSE outlining two methods, namely CMR INN FUSE and
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Figure 4.8: This figure shows heatmap generated by inter-modality fusion mod-
ule for proposed architecture CMR FUSE by two methods CMR INN FUSE and
CMR PARA FUSE.
CMR PARA FUSE. The framework outlines its performance results on the MS-COCO
dataset for the task of cross-modal retrieval. The proposed methods exploit text (as guid-
ance) to infer additional knowledge. It generates a text-guided spatial heatmap to perform
focused cross-modal retrieval by generating comparable descriptors for both images and
texts. The methods showed relative improvement from existing cross-modal retrieval
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methods, incorporating self-attention and cross-attention mechanisms, especially for cap-
tion retrieval. The performance on the image retrieval was fair when compared to other
existing methods. Hence, inter-modality fusion could boost the caption retrieval perfor-
mance of the experiment conducted compared to self-attention mechanisms. This notion
of inter-modality fusion is carried forward to the next chapter when it comes to perform-
ing the task of cross-modal retrieval in the zero-shot scenario. This work could be further
enhanced with similar guidance on the caption pipeline from the image in future.
Chapter 5
Inter-modality Fusion Based Attention
for Zero-shot Cross-modal Retrieval
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5.1 Zero-shot Cross-modal Retrieval
In the real world, the continuous unveiling of novel object categories has made it imper-
ative to devise an algorithm that can provide the model with a generalization capability
to classify new unseen categories without additional learning. Zero-shot learning aims
to recognise unseen or novel categories during testing phase given their absence of dur-
ing training phase. It is enabled by yielding a high-level representation for the unseen or
novel categories that aids to associate them to categories learnt formerly by the machine
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during the training phase. Innately the process consists of two phases: training and infer-
ence. The training phase encapsulates the knowledge about the attributes, while during
the inference phase, the encapsulated knowledge is utilized to classify the instances from
the novel set of categories. Zero-shot learning relieves the burden of data collection con-
cerning every class for the training process. The crucial element responsible for attaining
zero-shot learning is discovering an intermediate semantic representation bridging the gap
between seen and unseen classes. In a nutshell, connection with image features is learnt
and then transferred to unseen classes via this semantic representation. Hence, given the
semantic representation, it could be leveraged to classify images using this learned con-
nection.
Figure 5.1: A diagrammatic illustration of zero-shot cross-modal retrieval. Categories
available for training are denoted as known/seen categories whereas categories not in-
cluded in the testing phase are denoted as unknown/unseen categories.
In the real world dynamic scenario, there is a dominance of multi-media data. Users
might require to search, e.g. particulars regarding a place to visit by providing an inquiry
(or query) in one modality, say text and might want search outcome in a modality other
than text, say either in audio, images or videos. Hence, cross-modal retrieval, which deals
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with receiving query data in one modality and retrieving data relevant to the query in an-
other modality, comes to the rescue. Existing cross-modal retrieval algorithms take into
account the data spanning the identical categories or classes present during training. The
retrieval task could not handle continuous augmentation of novel classes to the database,
e.g., a new category of virus or bacteria to the data corpus consisting of various virus and
bacteria categories. The cross-modal algorithms needed re-training from the start mak-
ing it computationally inefficient if the retrieval system had to perform better with novel
categories to existing data corpus. Hence, borrowing the notion from zero-shot learning,
the zero-shot cross-modal retrieval intends to retrieve relevant occurrences across modal-
ities for unseen categories, which is non-overlapped with seen categories as shown in
Figure 5.1. It makes it more challenging due to inconsistency across semantics for the
known and unknown classes or categories; therefore, the model cannot effectively learn
the representation of unknown classes during the training phase.
5.1.1 Related Work
A noticeable early work came by Akata, Reed, Walter, et al. [214] on fine-grained classifi-
cation in a zero-shot setting. Its promising performance ignited the interest of researchers
in this direction. Detailed literature on zero-shot recognition has been provided by Fu,
Xiang, Jiang, et al. [215] casing various aspects ranging from representations of models,
and from datasets and evaluation settings. The objective to classify objects from unseen
classes through zero-shot learning [216]–[218] was achieved by the attributes pertaining
to the classes (distributed word representations [197] or human-specified [219]) of both
known and unknown classes. Xian, Schiele, and Akata [220] proposed more realistic and
a generalized testing protocol for zero-shot learning (Generalized Zero Shot Learning) in
which data could be from known and unknown classes during the test time. This was
extended to a problem known as few-shot learning [221] where the task of recognizing
objects from categories is done via few available samples (e.g 1-5) during training.
Lately, Liu, Zhao, Zheng, et al. [222] extended the intuition of zero-shot learning to
cross-modal retrieval which was termed as extendable cross-modal retrieval or zero-shot
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cross-media retrieval where the training and testing had no overlap in categories and as
a consequence saw decline in retrieval performance. Chi and Peng [223] proposed us-
ing generative adversarial networks (GANs), which had a dual structure. The forward-
GAN was used to generate a common representation in a semantic space from the learnt
input through image and text. In contrast, the reverse-GAN was used to preserve the
original data structure and utilize the generated common representations to reconstruct
the input image and text. Their proposed method claimed to perform correlation learn-
ing and zero-shot learning at the same time by generating common representations to
achieve the task of zero-shot cross-media retrieval. Xu, Song, Lu, et al. [224] and Chi,
Huang, and Peng [225] also followed a similar protocol to tackle the issue of zero-shot
cross-modal retrieval. Nowadays, zero-shot learning methods employ generative models
to create pseudo samples of unknown classes using semantic information by inducing a
discriminator and generator function. This thesis’s proposed method does not generate
any pseudo sample to tackle the problem of zero-shot cross-modal retrieval as this cannot
be considered practical in the real world. Instead, it uses the textual data’s rich seman-
tics during the training stage to infer additional knowledge and aid zero-shot cross-modal
retrieval. Therefore, during testing, the model can tackle unseen classes’ distribution het-
erogeneity by inferring additional knowledge from textual data.
When it comes to using multi-modal data for cross-modal retrieval, literature shows that
image and text have dominated other modalities like video, audio and sketch. Recently,
retrieving sketch-based data has gained pace. A few notable work in zero-shot sketch-
based image retrieval [226]–[229] have experimented on standard benchmark datasets
like TU-Berlin [230] and the Sketchy [231] achieving the state-of-the-art results. Chaud-
huri, Banerjee, Bhattacharya, et al. [232] extended sketch-based image retrieval to a bi-
directional retrieval framework, with zero-shot learning for image-sketch retrieval using a
simple encoder-decoder strategy for training. Their framework used word2vec word en-
coding of the label class and seemed to outperform all the current state-of-the-art models.
They argued that the performance boost was aided through the usage of cross-triplet loss.
However, their final objective function is a linear combination of the sum of 1) cross-
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modal latent loss to reduce the discrepancies between shared representations for a pair of
image-sketch having a common semantic representation 2) cross-modal triplet loss reduce
the intra-class distances, and increase the inter-class distances by pushing the samples far
apart in the embedding space for the image-sketch pair 3) decoder loss because the sketch
and image data differ in appearance, a cross-modal reconstruction regularizer would better
align cross-modal data class-wise in latent space and, 4) classification loss to preserve the
class information in the shared space. Unlike them, the proposed framework only relies
on cross-modal triplet loss, with no supervision from class-labels. Chaudhuri, Banerjee,
Bhattacharya, et al. [232] argue that their decoder module acts as a regularizer and helps
mitigate any domain difference between the multi-modal data in the latent feature space.
This thesis’s proposed framework addresses the domain difference between the multi-
modal data in the latent feature space through incorporating inter-modality fusion based
attention. Though the proposed framework follows a two-stage training process similar
to Chaudhuri, Banerjee, Bhattacharya, et al. [232].
Whereas in generalized zero-shot learning [220], an image query from the novel class
is compared against the attributes of both unknown and known classes, and the attribute
having the topmost similarity implies to be the predicted class. Here, attributes belonging
to a class exhibit the inter-class semantic relations and both the unknown and known class
attributes are required to perform the classification. Contrary to zero-shot learning, dur-
ing zero-shot cross-modal retrieval [233], attribute information about the unknown query
classes are neither accessible nor disclosed to the system. The attributes belonging to
only training classes are employed to deduce the semantic relation within distinct classes,
making it a more challenging task.
When humans use natural language to describe an image, the description includes ob-
jects along with the interactions between those objects, their relative position concerning
one another, and other high-level semantics concepts such as “up in the air” or “watch-
ing from the corner”. Crucial as it is to infer visual reasoning about objects and their
semantics, it is also challenging as current existing image-text matching systems lack this
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reasoning mechanism. Unfortunately, there has been no approach where attention mech-
anism, neither self-attention nor inter-modality fusion attention, has been utilized for the
task of zero-shot cross-modal retrieval. We aim to exploit inter-modality fusion based
attention to infer additional knowledge via textual feature to tackle cross-modal retrieval
in the zero-shot scenario for the unseen categories.
5.2 Proposed Network Architecture: ZS CMR FUSE
After the brief overview of existing works in zero-shot cross-modal retrieval, one of the
active concerns is obtaining high performance once the novel categories encountered dur-
ing testing. The restrictive learning paradigm makes it challenging to handle the incon-
sistent semantics amidst new categories through heterogeneous distributions of different
media, resulting in low performance for the retrieval task. Inter-modality fusion-based
attention exploiting the rich semantics of textual data to infer ancillary knowledge to per-
form zero-shot cross-modal retrieval for unseen classes is proposed in this thesis. By
nature of the zero-shot cross-modal retrieval task, the encapsulated knowledge during the
training phase would help classify the instances from the novel set of categories. Along
with this, when novel categories encountered during testing, the ability to infer additional
knowledge from text data would help the model deal with heterogeneous distributions of
different media types. The proposed framework is similar to the one laid out in Chapter
4. Hence, a quick recap is provided to recall the details (kindly refer to Section 4.2 for
detailed description). The difference here is majorly mimicking the zero-shot scenario via
creating a non-overlapping data-split for MS-COCO 2014 dataset [172].
Since this chapter deals with zero-shot scenario, the proposed framework is named
ZS CMR FUSE (Zero-Shot Cross-Modal Retrieval with image-text FUSEd) consist-
ing of three modules (Figure 5.2): visual embedding module, text embedding module,
and inter-modality fusion module which puts forth two methods namely, ZS INN FUSE
(Zero-Shot Cross-Modal Retrieval via INNer product with image-text FUSEd) and
ZS PARA FUSE (Zero-Shot Cross-Modal Retrieval via PARAmetrized-attention with
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image-text FUSEd) to incorporate cross modality based attention in zero-shot scenario
followed by contrastive triplet ranking loss. The visual embedding module consists of
similar ResNet-152 [37] as visual backbone. Hence, given an image X ∈ (0,255)W×H×3
where (W,H) denote the width and height of the image being 256 pixels, a three-dimensional
visual feature map is obtained from ResNet-152 which is of size V ∈ Rw×h×D′ where
(w,h) = (W32 ,
H
32) = (8,8). An additional linear adaptation layer is induced of 1×1 convo-
lution transforming the feature stack from D = 2048 to D′ = 2400.
When it comes to text embedding module, each caption C consisting of n number of
tokens belonging to an image are tokenized, i.e. C = (c1,c2, ...,cn),C ∈ Rk×n. Each
token ci is a k-dimensional word vector, where k = 620, of a ith word in the sentence. In
other words, a pre-trained word2vec embedding transforms every token ci into its vector
representation ci ∈ Rk. The final state (hidden states ignored) of SRU, C ∈ RD
′
where D′
is set to 2400, is taken as output and is followed by l2 normalization.
The inter-modality fusion module employs two methods to obtain the text guided visual
heat map S ∈ Rw×h. The method ZS INN FUSE computes the inner product between
image and text features as follows:
S = cust so f tmax(〈V, C〉)∗β (5.1)
where 〈·, ·〉 denotes the inner product and cust so f tmax acts as a scaling function defined
as:
cust so f tmax(xi) =
exp(axi)
∑ j exp(ax j)
(5.2)
here, a is the “scaling factor” empirically to 2. β can be regarded as another “scaling






































Figure 5.2: This figure shows an overview of the proposed architecture ZS CMR FUSE. A zero-shot datasplit is created upon MSCOCO
dataset. In the training phase, ONLY the non-overlapping training split is used to train the framework using the two proposed methods namely
ZS INN FUSE and ZS PARA FUSE. During the testing phase, the non-overlapping test split is used to test the performance of cross-modal
retrieval task. NOTE: For details on the symbols, various notations, and the inter-modality fusion module, kindly refer to Figure 4.2.
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This is followed by element-wise multiplication across channels to obtain text-weighted
image features, I ∈ Rw×h×D′ as follows:
I = VS (5.3)
where  denotes element-wise multiplication between image features and the spatial
heatmap. By selective spatial WELDON pooling [208], feature maps are turned into
vector representations of dimension D′ = 2400. It is followed by a linear projection with
bias and then an l2 normalization into the embedding space of dimension D′. Whereas





S =so f tmax(WcF)
(5.4)
where the intermediate image representation is denoted by I ∈ Rw×h×D′ , intermediate
text representation is denoted by T ∈ RD′ , the text-weighted image feature is denoted
by F ∈ Rw×h×D′ . Along with this, Wa ∈ RD
′×D′ , Wb ∈ RD
′×dH , Wc ∈ RdH×1 denote
the multi-layer perception (MLP) where dH is the arbitrarily set to 620. Similar to 5.3,
text-weighted image features, I ∈ Rw×h×D′ is obtained as follows:
I = VS (5.5)
A contrastive triplet ranking loss with hard negative is incorporated similar to Section
4.2.4. Given the sampled training set of image-text pairs {(Vp,Cp)}Pp=1 in aligned joint















where cn and vn are caption and image embedding respectively of nth unrelated caption
and image.
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5.3 Creating a zero-shot cross-modal retrieval benchmark
Datasets play a crucial role in any deep learning framework. One of the main challenges
in zero-shot cross-modal retrieval is limited training instances. Along with this, collec-
tion and annotation require time and manual labour, which are expensive. From the brief
overview of existing works in literature in section 5.1.1 of zero-shot cross-modal retrieval,
we have elaborated on two major cross-modal retrieval tasks: image-text and image-
sketch. When it comes to image-sketch zero-shot cross-modal retrieval, the datasets used
are namely Sketchy [231] and TU-Berlin [230]. On the other hand, image-text zero-shot
cross-modal retrieval involves datasets like NUS-WIDE [234], Wikipedia [235], and Pas-
cal Sentence [236]. None of the existing works have experimented with a large scale real
world, more practical cross-modal dataset like MS-COCO [172]. We, on the contrary,
are the first ones to not only create a zero-shot split on the MS-COCO dataset [172] but
also put forth a zero-shot cross-modal retrieval benchmark for the same. We showcase
three different scenarios, namely without any attention mechanism, with a self-attention
mechanism, and with an inter-modality fusion based attention mechanism.
In Chapter 4, we mentioned Karpathy data split [170] being used for the task of cross-
modal retrieval. It is to be noted that the Karpathy data split is not a non-overlapping
zero-shot split. Thus, the same split can’t be used here. This is for the reason that one of
the main criteria in any zero-shot scenario is to have a pair of non-overlapping training
and test splits wherein the instances in the latter have a different scope of categories from
the former.
Microsoft-COCO (Common Objects in Context) is a large-scale dataset contributed by
Lin, Maire, Belongie, et al. It majorly addressed three fundamental research issues in
scene understanding, namely detecting non-iconic views of objects [172], relevant rea-
soning between objects and two-dimensional localization of objects. This dataset has
applications like segmentation, image captioning and object detection. Many versions
exist, e.g., 2014, 2015 and 2017. This thesis has used the 2014 version to create the zero-
shot data-split. Originally, MS-COCO dataset [172] contains 123,287 images (train and
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validation) where each image is described via 5 captions. The original split had 82,783
images in the training set and 40,504 images for validation. A zero-shot split is created
in this thesis based on the 80 object categories by dividing into non-overlapping train,
test and validation split. The train, test and validation split contains image-text pairs from
50, 20 and 10 categories, respectively. Its unique image ID identifies each image in a
particular category.
Note that the division of the MS-COCO dataset into disjoint categories resulted in a
situation where the same image could appear in two categories. This caused an overlap
among the categories for the created zero-shot split for the MS-COCO dataset. Hence,
it violated the zero-shot scenario criteria where the train and test split should be non-
overlapping. The overlap of images between the splits is found by taking the intersection
of image IDs between the train and validation splits and the train and test splits. Once the
common image IDs are obtained, the repeated occurrence of images from the test and val-
idation split are eliminated via subtracting the image IDs from the test and validation split.
For each category, an equal number of instances which is 200, is maintained for train, test
and validation split. Maintaining an equal number of instances induced uniformity and
tackled the dataset imbalance issue. The network saw equal instances for each category
which ensured learning is unbiased for all categories involved. The zero-shot split had
9619 training images, 3641 test images and 1883 validation images, respectively, after
making a non-overlapping train, test and validation split the MS-COCO dataset. Cate-
gories belonging to each split for the dataset are as follows:
• Train categories: The training categories used for the train split are ‘scissors’,
‘mouse’, ‘oven’, ‘sink’, ‘motorcycle’, ‘handbag’, ‘refrigerator’, ‘skateboard’, ‘um-
brella’, ‘knife’, ‘potted plant’, ‘apple’, ‘couch’, ‘fork’, ‘airplane’, ‘elephant’, ‘mi-
crowave’, ‘baseball bat’, ‘bird’, ‘frisbee’, ‘tie’, ‘kite’, ‘bowl’, ‘bed’, ‘vase’, ‘donut’,
‘chair’, ‘traffic light’, ‘cell phone’, ‘laptop’, ‘snowboard’, ‘sandwich’, ‘person’, ‘or-
ange’, ‘spoon’, ‘tv’, ‘toothbrush’, ‘bottle’, ‘book’, ‘cat’, ‘sports ball’, ‘backpack’,
‘bear’, ‘hair drier’, ‘bus’, ‘giraffe’, ‘remote’, ‘wine glass’, ‘sheep’, ‘clock’.
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• Test Categories: The test categories used for the test split are ‘fire hydrant’, ‘park-
ing meter’, ‘horse’, ‘cake’, ‘dining table’, ‘toaster’, ‘cup’, ‘pizza’, ‘bicycle’, ‘teddy
bear’, ‘dog’, ‘train’, ‘hot dog’, ‘zebra’, ‘baseball glove’, ‘banana’, ‘keyboard’, ‘suit-
case’, ‘truck’, ‘surfboard’.
• Validation Categories: The validation categories used for the validation split are
‘carrot’, ‘car’, ‘boat’, ‘stop sign’, ‘cow’, ‘toilet’, ‘broccoli’, ‘bench’, ‘tennis racket’,
‘skis’.
Therefore, after careful analysis, it is ensured that the splits created are disjoint. All the
overlaps were checked thoroughly and eliminated from the zero-shot split created upon
the MS-COCO data to perform the task of zero-shot cross-modal retrieval.
5.4 Experimental Results
5.4.1 Implementation Details
The implementation configuration is identical to that described in Section 4.3.1. For im-
age embedding module, images are resized to size 256× 256 and image features are
extracted from ResNet-152 [37], followed by a 1× 1 convolution where output dimen-
sion D′ to 2400 for the joint-embedding space. The 4-layered SRU text encoder’s output
dimension is 2400 and a 0.25-probability dropout with tanh activation fucntion on linear
transformation from input to hidden state then taking the final state as output. A probabil-
ity dropout of 0.5 is applied on multi-layer perceptron for inter-modality fusion module
when applying the method ZS PARA FUSE. The multi-layer perceptron’s input layer has
a dimension of 2400, whereas the hidden state dimension is set to 620 for the same.
Training Process for method ZS INN FUSE The model is trained by using the zero-
shot split created upon the MS-COCO dataset [172] in two-stages. First, the image and
text embedding module is trained, without the inter-modality fusion module, for 100
epochs using a learning rate of 0.001 and halving it at every epoch till the 7th with no
further reduction. Next, the baseline weights are used to initialize the model by incorpo-
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rating the inter-modality fusion module; the model is trained for another 60 epochs, with
a learning rate of 0.001 and halving it at every epoch till the 7th with no further reduction.
Both training stages use Adam optimizer and the batch-size is fixed to 75 after parameter
searching. The margin of triplet ranking loss α is set to 0.2.
Training Process for method ZS PARA FUSE The model is still trained by using the
zero-shot split in two-stages. The stage one training for the method is similar to method
ZS INN FUSE. The baseline weights from stage one training initialize the model for the
second phase of training with the inter-modality fusion module’s addition. The network
training goes for another 80 epochs, where only text pipeline is trained for 20 epochs
and then only the image pipeline is trained for the rest 60 epochs ( text pipeline is frozen
when updating the image pipeline). The learning rate is set to 0.001 and is halved at
every epoch till the 7th with no further reduction. The model is optimized using Adam
optimizer, batch-size is fixed to 75 and the margin of triplet ranking loss α is set to 0.2,
similar to stage one training.
5.4.2 Quantitative Results
MS-COCO Retrieval Task Similar to Section 4.3.2 (kindly refer Section 4.3.2 for de-
tailed description) performance for the task of zero-shot cross-modal retrieval is evaluated
via recall at r (“R@r”). Table 5.1 shows the model’s quantitative results on the zero-
shot split created upon the MS-COCO dataset measured by R@1, R@5 and R@10 for
both caption and image retrieval. None of the existing methods has used the MS-COCO
dataset for zero-shot cross-modal retrieval; hence there is no comparison baseline. Three
kinds of methods are shown in Table 5.1 to present the proposed approach’s effective-
ness. ZS CMR BASELINE w/o Attention represents zero-shot cross-modal retrieval
without any attention mechanism, which serves as a baseline for the task of cross-modal
retrieval (R@1, R@5 and R@10) on zero-shot scenario. ZS MHSAN w/ Self-Attention
[16] represents a baseline for the task of zero-shot cross-modal retrieval with self-attention
mechanism. Lastly, the proposed approach ZS CMR FUSE w/ Inter-Modality Fusion
based Attention (Proposed) represents the proposed fusion-based attention for the task
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of zero-shot cross-modal retrieval. All the methods shown in Table 5.1 use ResNet-152
[37] as visual feature extractor and a 4-layer SRU [47] to textual feature extractor.
Method
Caption Retrieval Image Retrieval
R@1 R@5 R@10 R@1 R@5 R@10
ZS CMR BASELINE w/o Attention [12] 16.90 37.30 47.96 12.71 30.68 41.57
ZS MHSAN w/ Self-Attention [16] 22.60 45.83 57.70 15.69 36.65 48.28
ZS CMR FUSE w/ Inter-Modality Fusion based Attention (Proposed)
ZS INN FUSE 32.73 60.63 72.83 20.00 40.36 50.10
ZS PARA FUSE 71.30 92.37 96.70 32.72 53.93 63.30
Table 5.1: Comparison of Zero-shot Cross-modal Retrieval using zero-shot split created
on MS-COCO dataset.
For ZS CMR BASELINE w/o Attention due to the challenging nature of the prob-
lem, the baseline performance is quite low. Whereas incorporating self-attention mech-
anism, ZS MHSAN w/ Self-Attention [16] achieves relative improvement for caption re-
trieval by (5.7%,8.53%,9.74%) on (R@1,R@5,R@10) in absolute and by (2.98%,5.97%,
6.71%) for image retrieval over the zero-shot cross-modal baseline, ZS CMR BASELINE
w/o Attention. Though the self-attention mechanism is effective, there is no interac-
tion between modalities. Hence, the textual data’s rich semantics isn’t utilized to its full
potential, although they could provide additional knowledge when dealing with unseen
categories.
The proposed architecture, ZS CMR FUSE w/ Inter-Modality Fusion based Atten-
tion, has two methods. For the first method ZS INN FUSE, significant improvement for
caption retrieval is achieved by (15.8%,23.3%,24.8%) on (R@1,R@5,R@10) in abso-
lute and by (7.3%,9.6%,8.5%) for image retrieval over the ZS CMR BASELINE w/o
Attention. It also outperforms the ZS MHSAN w/ Self-Attention [16] for caption re-
trieval by (10.1%,14.8%,15.1%) on (R@1,R@5,R@10) in absolute and by (4.3%,3.7%,
1.8%) for image retrieval. The second method ZS PARA FUSE outperforms ZS MHSAN
w/ Self-Attention [16] for caption retrieval by (48.7%,46.5%,39%) on (R@1,R@5,R@10)
in absolute and by (17.0%,17.3%,15.0%) for image retrieval. It should be noted that
method ZS PARA FUSE outperforms the other proposed method ZS INN FUSE for
CHAPTER 5. INTER-MODALITY FUSION BASED ATTN. FOR ZS CMR 106
Method
Image Retrieval Caption Retrieval
R@1 R@5 R@10 R@1 R@5 R@10
ZS INN FUSE
Text Pipeline Frozen 23.23 47.83 59.86 17.53 38.01 49.81
Text Pipeline NOT Frozen 32.73 60.63 72.83 20.00 40.36 50.10
ZS PARA FUSE
Text Pipeline Frozen 69.50 89.50 94.60 30.85 51.75 61.38
Text Pipeline NOT Frozen 71.30 92.37 96.70 32.72 53.93 63.30
Table 5.2: Ablation Study on Zero-shot Cross-modal Retrieval using zero-shot split
created on MS-COCO dataset.
caption retrieval by (38.6%,31.7%,23.9%) on (R@1,R@5,R@10) in absolute and by
(12.7%,13.6%,13.2%) for image retrieval. The purpose of incorporating inter-modality
fusion based attention is to infer additional knowledge by the fusion of image and text.
This inter-modality fusion helps to learn discriminative features in a common high-dimensional
space, hence attaining a better generalization ability outperforming the zero-shot cross-
modal baseline and self-attention mechanism.
Ablation Study:
Table 5.2 shows the ablation study performed using the zero-shot split created on MS-
COCO dataset [172]. For both proposed methods ZS INN FUSE and ZS PARA FUSE,
two scenarios are tabulated: 1) Text Pipeline Frozen 2) Text Pipeline NOT Frozen. When
the text pipeline is frozen, ONLY the image pipeline is updated. Since a text-guided
spatial heatmap is generated through the fusion of both modalities, the goal is to evaluate
the model for overfitting by freezing the text pipeline to monitor its performance and to
assess the approach’s effectiveness.
As seen in Table 5.2, for the method ZS INN FUSE, when the text pipeline is frozen
and ONLY the image pipeline is updated based on the baseline weights from ZS CMR
BASELINE w/o Attention. The model was trained for 60 epochs with a learning rate of
0.001 and halving it at every epoch till the 7th with no further reduction. The model was
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optimized using Adam optimizer, the batch-size is fixed to 75 empirically, and the margin
of triplet ranking loss α is set to 0.2. The performance decreases for caption retrieval by
(9.5%,12.8%,12.9%) on (R@1,R@5,R@10) in absolute and by (2.5%,3.7%,1.8%) for
image retrieval compared to when both the visual and textual pipeline trained jointly.
For the method ZS PARA FUSE, a similar ablation study is performed by freezing
the text pipeline and training ONLY the image pipeline using the baseline weights from
ZS CMR BASELINE w/o Attention for 80 epochs with learning rate 0.001, halving it
at every epoch till the 7th with no further reduction. The setting for an optimizer, batch-
size and margin of triplet ranking loss is the same as method ZS INN FUSE. There is a
performance decrease for caption retrieval by (1.8%,2.9%,2.1%) on (R@1,R@5,R@10)
in absolute and by (1.8%,2.2%,1.9%) for image retrieval compared to when the visual
and textual pipeline are both trained jointly. Even though the text-pipeline is kept frozen,
the performance’s decline is quite small (0.1% ∼ 2%). Hence, any case of overfitting
rules out due to the fusion of two modalities. Comparatively, method ZS PARA FUSE
performs better than method ZS INN FUSE even when the text pipeline is frozen as
well.
5.4.3 Qualitative Results
Similar to Section 4.3.3, the model is validated qualitatively by visualising results for
caption retrieval, image retrieval, and attention heatmaps from the inter-modality fusion
module.
Qualitative results of the text-to-image retrieval. Figure 5.3 shows the qualitative re-
sults of top-5 retrieved images for the zero-shot split of MS-COCO for the two proposed
methods: a) ZS INN FUSE b) ZS PARA FUSE. The figure shows the given caption
query and its corresponding ground truth image. Followed by this, the top-5 retrieved
images for the given caption query are shown. The actual matches are outlined in green.
From these results, ZS CMR FUSE retrieves the ground-truth image in the top-5 re-
trieved images. The rest of the retrieved images are also sensible, including similar objects
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of identical category or semantic concepts to the text query.
Figure 5.3: This figure shows top-5 image retrieval results for proposed architecture
ZS CMR FUSE from two methods ZS INN FUSE and ZS PARA FUSE.
Qualitative results of the image-to-text retrieval. Figure 5.4 shows the qualitative
results of the top-5 retrieved captions given image as a query on zero-shot split cre-
ated on the MS-COCO dataset for the two proposed methods: a) ZS INN FUSE b)
ZS PARA FUSE. The retrieved ground-truth captions retrieved are highlighted in green,
whereas the mismatched ones are in red. Based on the model’s similarity score prediction,
the rank is obtained, and top retrieved captions are displayed. In few cases, the model can
retrieve all captions correctly. However, when retrieved captions do not match the ground
truth captions, the retrieved captions have a similar context to the image query. For ex-
ample, in Figure 5.4, for the second example in the figure, none of the retrieved captions
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correspond to the ground truth captions of the image query for both the proposed meth-
ods. Despite this, the retrieved captions provide a context of ‘the bus’, ‘busy street’ and
‘view from bus of the street’ for the given image query.
Figure 5.4: This figure shows top-5 caption retrieval results for proposed architecture
ZS CMR FUSE from two methods ZS INN FUSE and ZS PARA FUSE.
Qualitative results from the Inter-Modality Fusion Module. Figure 5.5 shows the
qualitative results from the Inter-Modality Fusion Module for the zero-shot split of the
MS-COCO dataset. For the given image and its corresponding captions, the text-guided
spatial heatmap is shown for the proposed two methods, namely ZS INN FUSE and
ZS PARA FUSE. It exhibits similar behavior as seen from the inter-Modality fusion mod-
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Figure 5.5: This figure shows heatmap generated by the Inter-modality Fusion Module
for the proposed architecture ZS CMR FUSE.
ule for the two methods are proposed in Section 4.2.3 namely: inter-modality fusion based
attention using the inner product (CMR INN FUSE) and parametric inter-modality fusion
based attention (CMR PARA FUSE). When highlighting the important image region to
focus on based on textual data, the method ZS INN FUSE (3rd column of Figure 5.5)
attention is accumulated at the center of the image (red indicates maximum heat whereas
all other colors indicate relative areas the model deems important to focus on). Whereas
for the method ZS PARA FUSE, the attention spans various image locations (images that
could be scene-centric, the object need not be always at the centre of the image, captions
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could imply objects at the background). This gives a significant boost to the cross-modal
retrieval task under a zero-shot scenario.
5.5 Chapter Summary
The notion of multi-modal fusion-based attention was extended from Chapter 4 and a
zero-shot visual-semantic embedding framework ZS CMR FUSE was proposed outlin-
ing two methods namely, ZS INN FUSE and ZS PARA FUSE. The task of cross-modal
retrieval under a zero-shot scenario was attained by creating a non-overlapping zero-shot
split upon the MS-COCO dataset. To the best of our knowledge, this is the first one.
The initial baseline for zero-shot cross-modal retrieval without attention mechanism and
with self-attention was obtained. Fusion-based attention mechanism (proposed frame-
work) showed significant improvement in zero-shot cross-modal retrieval performance
when compared with these initial baselines. It provides the model with a better generaliz-
ing capability to leverage the rich semantics of textual data to infer additional knowledge,
giving it the advantage to tackle novel unseen categories’ heterogeneity distribution. It
could be concluded that incorporating an inter-modality fusion of different modalities
helps achieve better performance in a zero-shot scenario. This work could be further en-




Motivated by the ability of attention mechanisms to focus on important sub-regions of
an image and to infer important words like noun/verb from textual data, incorporating
attention mechanism in cross-modal retrieval for zero-shot scenario is proposed as the
first contribution of this dissertation. Leveraging the rich semantics of text as a guid-
ance mechanism through inter-modality fusion-based attention was put forward. Initially,
the idea was tested on the karpathy split of the MS-COCO dataset, and it was noticed
that it gave a significant boost to caption retrieval beating the existing proposed meth-
ods though image retrieval performance was a bit inferior to the existing ones. The
inter-modality fusion-based attention was tested on the zero-shot split created upon the
MS-COCO dataset which takes us to the second contribution of this dissertation. Since
no prior work is done using MS-COCO dataset under the zero-shot scenario, a base-
line was put forth for the zero-shot split created in the MS-COCO dataset showing three
scenarios: zero-shot cross-modal retrieval without attention, zero-shot cross-modal re-
trieval with self-attention, and finally zero-shot cross-modal retrieval with inter-modality
fusion-based attention. Finally, two different methods were incorporated in a zero-shot
cross-modal retrieval which generates a text-guided spatial heat-map to guide the task of
cross-modal retrieval. Hence, it could be concluded that the cross-attention mechanism
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gives a significant boost to the cross-modal retrieval performance, especially caption-
retrieval when an image is given as a query as compared to the self-attention mechanism
or without any attention mechanism.
6.2 Future Research Directions
For future research, for the zero-shot scenario, the cross-attention mechanism could be
utilized to provide a similar weighting mechanism wherein the image could be used as
guidance for the text. A more sophisticated text-encoder could be used to enhance the
text-embedding feature quality. Only the final state of the Simple Recurrent Unit (SRU)
was utilized, but if all the hidden states could be utilized to produce a weighting mecha-
nism for the text-encoder, then the performance could be boosted further. Multiple kinds
of attention mechanisms, e.g. local and regional attention could be incorporated with a
different objective function to achieve the task of zero-shot cross-modal retrieval. The at-
tention maps could also be tested for the task of phrase localization as a side task provided
the dataset could come with phrase-level bounding boxes. Certainly, these are worth ex-
ploring in future work. Apart from this, the proposed framework introduced in Chapter
4 shows inferior performance for the image retrieval when inter-modality fusion is in-
corporated for the task of cross-modal retrieval (when the image pipeline is fine-tuned
during second stage training). To enhance the image retrieval performance, two prospec-
tive facets could be explored: 1) adding a penalty on the image side while calculating
the triplet ranking loss with hard negative since the image has been provided with addi-
tional information from textual data as guidance and 2) combining the two-stage training
into one stage training where no fine-tuning occurs as in the proposed two-stage training
approach.
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