In physical systems, a reduction in dimensionality often leads to exciting new phenomena. Here we discuss the novel effects arising from the consideration of fluid turbulence confined to two spatial dimensions. The additional conservation constraint on squared vorticity relative to three-dimensional (3D) turbulence leads to the dual-cascade scenario of Kraichnan and Batchelor with an inverse energy cascade to larger scales and a direct enstrophy cascade to smaller scales. Specific theoretical predictions of spectra, structure functions, probability distributions, and mechanisms are presented, and major experimental and numerical comparisons are reviewed. The introduction of 3D perturbations does not destroy the main features of the cascade picture, implying that 2D turbulence phenomenology establishes the general picture of turbulent fluid flows when one spatial direction is heavily constrained by geometry or by applied body forces. Such flows are common in geophysical and planetary contexts, are beautiful to observe, and reflect the impact of dimensionality on fluid turbulence. 
INTRODUCTION
Turbulence is ubiquitous in nature: We observe its manifestation at all scales, from a cup of coffee being stirred to galaxy formation. Among its numerous manifestations, two-dimensional (2D) turbulence is special in many respects. Strictly speaking, it is never realized in nature or in the laboratory, both of which have some degree of three-dimensionality. Nevertheless, many aspects of idealized 2D turbulence appear to be relevant for physical systems. For example, large-scale motions in the atmosphere and oceans are described, to first approximation, as 2D turbulent fluids owing to the large aspect ratio (the ratio of lateral to vertical length scales) of these systems. Charney (1971) showed that a prominent feature of 2D turbulence is present in the theory of geostrophic turbulence. Figure 1 , showing data from a numerical simulation, a laboratory experiment, and geophysical circumstances, illustrates the similar vortex filament nature of 2D turbulence as measured in greatly disparate systems. From a theoretical perspective, 2D turbulence is not simply a reduced dimensional version of 3D turbulence because a completely different phenomenology arises from new conservation laws in two dimensions. Furthermore, the 2D Navier-Stokes equations are a simplified framework for certain turbulence problems (e.g., turbulent dispersion) because one can achieve numerically much higher spatial and temporal resolution than for a comparable simulation in three dimensions and because complications present in 3D flows such as intermittency can be avoided. When such 2D simplifications are used, it is crucial to understand how new conservation laws limit the applicability of the results.
This review is devoted to the statistics of stationary, forced-dissipated, 2D turbulence in homogeneous, isotropic conditions. We first introduce the theory and phenomenology of 2D turbulence with an eye toward the realization of these ideas in numerical simulations and in physical experiments. Next we describe how simulations and experiments are formulated to test important aspects of the theory and phenomenology. We review the critical results and their implications before ending with a summary of firm conclusions and important outstanding questions. Many interesting issues related to 2D flows are not considered, including coherent vortex formation and statistics of vortices in decaying turbulence, dynamical system approaches such as Lagrangian coherent structures and stretching fields, Lagrangian turbulence statistics, comprehensive experimental detail, and inhomogeneous flows. The effects of boundaries, stratification, rotation, and other issues related to real situations are largely excluded, except for a brief discussion with respect to experimental realizations of 2D turbulence. The interested reader should consult other reviews for details and historical perspectives (e.g., Kraichnan & Montgomery 1980 , Kellay & Goldburg 2002 , Tabeling 2002 , van Heijst & Clercx 2009 ).
EQUATION OF MOTION AND STATISTICAL OBJECTS
We consider 2D turbulence described by the Navier-Stokes equations for an incompressible flow u(x, t) = [u(x, y), v(x, y) ]:
where f u is a forcing term, and the term proportional to α is a linear frictional damping. Physically, friction results from the 3D world in which the flow is embedded (Sommeria 1986 , Salmon 1998 , Rivera & Wu 2000 and removes energy at large scales, thereby making the inverse energy cascade stationary. Because density is constant, we take ρ = 1 and automatically satisfy the incompressibility condition, ∇ · u = 0, by introducing the stream function ψ(x, t) such that u = (∂ y ψ, −∂ x ψ). Equation 1 is then rewritten for the scalar vorticity field ω = ∇ × u = −∇ 2 ψ as
where J(ω, ψ) = ∂ x ω∂ y ψ − ∂ y ω∂ x ψ = u · ∇ω and f = ∇ × f u . The equations of motion (Equations 1 and 2) are complemented by appropriate boundary conditions, which we take to be periodic on a square domain of size L 2 for a discussion of theoretical and numerical results; realistic boundary conditions for physical systems are discussed for experiments as appropriate.
In the inviscid, unforced limit, Equation 2 has kinetic energy E = (1/2) u 2 = (1/2) ψω = (1/2) k |ω(k)| 2 /k 2 and enstrophy = (1/2) ω 2 = (1/2) k |ω(k)| 2 as quadratic invariants, whereω(k, t) = ω(x, t)e ik·x is the Fourier transform and . . . represents a spatial average. Turbulence is described by at least two-point statistical objects. The most commonly studied objects are the isotropic energy spectrum
(where the average now is over all |k| = k), from which E = E(k)dk and = k 2 E(k)dk, and the velocity structure functions
where r is a vector separating two points in the flow. One can separate the structure function into longitudinal and transverse contributions
n (r) obtained from the velocity component parallel and perpendicular to r, respectively.
Real physical flows have finite viscosity, so one needs to consider the dissipation of energy as the viscosity becomes small. For the case of zero friction (α = 0) and no external forcing ( f = 0), finite viscosity ν = 0 results in the dissipation of E and given by
where we have introduced the palinstrophy P ≡ dkk 4 E(k). Because Equation 6 bounds enstrophy from above, Equation 5 implies that ε ν → 0 as ν → 0. This is the main difference with respect to 3D turbulence in which can be amplified by vortex stretching (i.e., Equation 6 has a source term), resulting in finite energy dissipation in the limit of vanishing viscosity. In fully developed 2D turbulence, energy is not dissipated by viscosity and is dynamically transferred to large scales by the inverse cascade. As opposed to vorticity, vorticity gradients (i.e., palinstrophy) are not bounded in two dimensions, and one expects a direct cascade of enstrophy. When dissipation is present, external forcing f is necessary to produce a statistically stationary state characterized by the injection of turbulent fluctuations at a scale f and the removal of those fluctuations, either at much larger scales α f by friction or at much smaller scales ν f by viscosity. The two intervals of scales f α and ν f are the inertial ranges over which universal statistics are expected.
The understanding of the direction of the two cascades in the inertial ranges dates back to Fjortoft (1953) . A more quantitative approach was proposed by Kraichnan (see Kraichnan 1967 and Eyink 1996) . The energy and the enstrophy dissipated by friction at large scales, ε α and η α , respectively, are balanced by energy/enstrophy input and by viscous dissipation, i.e., ε I = ε α + ε ν and η I = η α + η ν . The two scales characteristic of friction and viscosity are η α /η ν → 0; i.e., all the enstrophy goes to small scales to generate the direct enstrophy cascade. This analysis establishes the direction of energy and enstrophy cascades but does not reveal how the characteristic scales ν and α depend on the physical parameters α and ν.
To gain further insight about these relationships, it is convenient to move to Fourier space. Energy at a given wave number k changes at the rate
where T(k) represents the rate of energy transfer owing to nonlinear interactions (see Kraichnan & Montgomery 1980) , whereas the other terms represent the forcing and dissipation of E(k). Similarly, the nonlinear transfer of enstrophy is given by k 2 T (k). The transfer of energy and enstrophy across a scale k defines the fluxes
with E (0) = Z (0) = 0 as a consequence of the conservation laws.
In the inverse-cascade range of wave numbers, k k f (where k f 1/ f ), if the energy spectrum is dominated by infrared (IR) (small-k) contributions, one has E (k) ∼ λ k kE(k), where λ k is the characteristic frequency of the distortion of eddies at scale 1/k. Dimensionally, one has λ
is the lowest turbulent wave number, and the upper limit in the integral reflects that scales much smaller than 1/k add incoherently and therefore average out on scales 1/k.
For a scale-free solution E(k) ∼ k −β , the only expression that gives a scale-independent energy flux E (k) = ε α is the Kolmogorov solution:
where C is the dimensionless Kolmogorov constant. Friction induces an IR cutoff at the characteristic friction scale k
u rms /α, and Equation 12 is expected to hold in the range k α k k f . The extent of this inertial range of scales can be expressed in terms of an outer-scale Reynolds number that balances inertial and frictional dissipation
The characteristic frequencies in the inverse cascade follow the scaling law λ k ε 1/3 α k 2/3 ; therefore, the major contribution to λ 2 k is from p ∼ k, consistent with the locality assumption.
For the direct-cascade range at wave numbers k k f , the enstrophy flux is estimated to be
where C is another dimensionless constant. Viscous dissipation sets the ultraviolet (large-k) cutoff at a spatial scale k
with a corresponding Reynolds number Re
2 . The argument for the direct cascade is, however, not fully consistent. By substituting Equation 13 into the expression for λ 2 k , one obtains λ k ∼ ln(k/k min ) and thereby a log-k-dependent enstrophy flux. In other words, the assumption of a scale-independent flux is not compatible with a pure power-law energy spectrum. A correction to the above argument that restores a constant Z (k) was proposed by Kraichnan (1971) . By looking for a log-corrected spectrum
−n , he found that a constant enstrophy flux requires n = 1/3 and gives the prediction
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This correction has a weak point in the assumption of locality. In the expression in Equation 14, λ 2 k is IR dominated by wave numbers p k. Therefore, the situation is quite different from a Kolmogorov −5/3 spectrum (in both two and three dimensions) in which transfer rates are local in k. Rather, it is similar to the stirring of a passive scalar in the Batchelor regime (Batchelor 1959) in which the dominant straining comes from the largest scales. The analogy with passive scalars becomes stronger in the presence of friction: The inclusion of a damping term in Equation 1 has a dramatic effect on the direct enstrophy cascade in which it changes the exponent of the spectrum, as discussed in Section 4.3.
For an energy spectrum of the form E(k) ∼ k −β , one expects power-law scaling in r for the second-order velocity structure function. Indeed, for any λ, we have S 2 (λr) = 4
This argument is consistent only if the integral over k is not IR or ultraviolet divergent (i.e., is dominated by local contributions). Taking into account the asymptotic behaviors of J 0 (x), one obtains the so-called locality condition for convergence: 1 < β < 3. Under this condition, E(k) and S 2 (r) contain the same scaling information. In the case of the inverse cascade, the prediction is therefore S (L) 2 (r) = C 2 ε 2/3 r 2/3 , with C 2 = √ 3π/[2 5/3 2 (4/3)]C ≈ 2.15C. For the direct cascade, Equation 13 gives S 2 (r) ∼ r 2 , but this is at the border of the IR locality condition (β = 3). Therefore, the velocity structure functions are dominated by the largest scales and are not informative about the small-scale turbulent components (the same r 2 behavior is expected for any spectrum with β > 3). More information is obtained by looking at the statistics of small-scale-dominated quantities, the most natural being structure functions of vorticity.
Constant energy and enstrophy fluxes in the respective inertial ranges imply exact relations for the third-order structure function (see Frisch 1995 , Bernard 1999 , Lindborg 1999 , Yakhot 1999 . For homogeneous, isotropic conditions over the range of scales in the inverse cascade (r f ), one has
which is the 2D equivalent of the 3D Kolmogorov 4/5 law. In the range of scales of the direct enstrophy cascade (r f ), the prediction is
which can also be written for the mixed velocity-vorticity structure function, representing the enstrophy flux, as
Assuming self-similarity, Equation 15 leads to the scaling exponent of 1/3 for velocity fluctuations in the inverse cascade and therefore to a Kolmogorov prediction for the exponents of the velocity structure functions S n (r) ∼ r ζn with ζ n = n/3. At variance with the 3D case in which deviations are found (Frisch 1995) , this mean field prediction is supported by simulations and experiments in the inverse cascade of 2D turbulence.
METHODS AND APPROACHES
In this section, we discuss general methods and approaches for experimental realizations and numerical simulations of 2D turbulence. Physical fluid systems are intrinsically 3D. By constraining motion in one spatial direction, however, one can produce fluid motion that is approximately 2D. There are numerous ways to apply such a constraint with quite different resultant 3D perturbations. There are two main types of constraints: (a) body forces including stratification, rotation, and magnetic fields and (b) geometric anisotropy in which the length scale in one direction is much smaller than in the other two. Both constraints are important in geophysical and astrophysical systems. For example, one can treat some aspects of motion in atmospheres or oceans as approximately 2D because of the much smaller depth of the atmosphere (ocean), ∼10 km, relative to lateral global scales, 10 3 -10 4 km. We focus here on two experimental realizations of 2D turbulence that have been widely utilized, namely thin electrically conducting layers driven by a combination of a fixed array of magnets with an applied electrical current and soap films flowing under the force of gravity. We do not discuss other realizations of 2D turbulence using rotation, stratification, and magnet fields. In all laboratory realizations of 2D turbulence, the flows are damped by coupling to boundaries. We treat this as a linear frictional damping proportional to the velocity with coefficient α as in Equation 1 with a form discussed below for each system. A nondimensional measure of damping, α = α/ω rms (or, equivalently, a Reynolds number Re α = 1/α ), allows one to compare the relative importance of friction among different systems. In the cases considered here, the fluid equations governing the quasi-2D flows have not been unambiguously demonstrated to satisfy the 2D Navier-Stokes equation (see Couder et al. 1989 , Chomaz 2001 , Rivera & Wu 2002 , but the mapping is not an unreasonable one. Our main focus here is on experiments in which one can measure the full velocity field and thereby extract information that elucidates the physics of 2D turbulence in a complete way. An important point for experiments is that the degree to which the results for idealized 2D turbulence apply to the quasi-2D systems is a measure of the applicability of these predictions to 3D systems such as Earth or planetary atmospheres.
As opposed to laboratory experiments, truly 2D flows are easily realizable in silico; therefore, direct numerical simulation (DNS) is one of the most powerful methods for studying 2D turbulence (see Figure 1) . Lilly (1969) first attempted the simulation of 2D turbulence using a finite-difference scheme on a 64 × 64 grid to study both the cascades predicted by Kraichnan. This early attempt was not successful in observing coexisting cascades as much higher resolution is actually needed (Boffetta 2007) .
Many simulations of 2D turbulence do not integrate Equation 2 but instead consider a variant in which viscous dissipation and friction are replaced by higher-order terms (−1) p+1 ν p ∇ 2 p ω and (−1) q +1 α q ∇ −2q ω, respectively. The motivation for the use of hyperviscosity ( p > 1) and hypofriction (q > 0) is to reduce the range of scales over which dissipative terms contribute substantially, thereby extending the inertial range for a given spatial resolution. Recent studies (Lamorgese et al. 2005 , Frisch et al. 2008 , Bos & Bertoglio 2009 ) suggest that these modified dissipation approaches can seriously affect the statistics at the transition between inertial and dissipative scales.
Energy and enstrophy input for DNS are usually implemented numerically using a Gaussian stochastic forcing with zero mean and correlation function f (x , t ) f (x, t) = F (x −x, t −t). The spatial dependence of F is chosen to restrict the injection to a range of scales around f , whereas the temporal component is usually white noise, F (x − x, t − t) = F (r)δ(t − t ), which fixes a priori the mean enstrophy (and energy) input as η I = F (0)/2 (Novikov 1965) .
Experiments on 2D turbulence have external forcing that is fixed in space, either by a grid, as in decaying turbulence in a soap film channel, or by the fixed array of magnets for horizontal soap films and stratified layers. Standard magnet configurations include (a) a pseudo-random set of positions with a mean separation distance (Williams et al. 1997 , Voth et al. 2003 , Twardos et al. 2008 , (b) block random forcing in which small magnets of the same polarity are arranged in larger blocks , Boffetta et al. 2005 in an attempt to produce a random large-scale forcing (this scheme results in energy injection at the scale of the magnet as well as at the block scale), (c) Kolmogorov flow using strip magnets (Rivera & Wu 2000) or lines of magnets in which case there is a weak perturbation on pure parallel shear flow, and (d ) square-array forcing.
Vorticity or enstrophy flux
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Figure 2
The decomposition of a soap-film vorticity field using the filter approach to obtain the enstrophy flux: (a) unfiltered vorticity ω, (b) filtered large-scale vorticity ω , (c) small-scale vorticity ω s = ω − ω , and (d ) enstrophy flux Z .
Experimentally, one has more options for temporal forcing. The electric current can be sinusoidally periodic or square-wave periodic or it can be telegraph noise, i.e., with constant amplitude but varying intervals of positive and negative polarity of the current with zero mean. The optimal temporal forcing is not well understood, but some general observations can be noted: If the frequency is too high, the forcing does not couple well with the fluid degrees of freedom, and little net energy is injected into the fluid. The optimal transfer of energy occurs for direct-current forcing, but there is preferential buildup at the injection scale and possible coupling to large-scale inhomogeneities in the forcing (e.g., magnet arrangement, layer height). A systematic study of forcing has not been performed for experimental 2D turbulence.
An analysis method that has proved useful for both experimental (Rivera et al. 2003 , Chen et al. 2006 ) and numerical (Xiao et al. 2009 ) data is based on the filter approach, the basis for large-eddy simulations. This methodology can be applied either to the velocity field to yield information about the energy flux or to the vorticity field to obtain the enstrophy flux. We consider the vorticity here for simplicity, with details found elsewhere (Xiao et al. 2009 ). The vorticity field ω(x, y) is smoothed with a low-pass filter with cutoff , e.g., G (r) ∼ e −r 2 /(2 2 ) , to create a filtered vorticity fieldω . One obtains an equation for the large-scale enstrophy :
where K is the space transport of enstrophy, Z (r, t) = −∇ω (r, t)·σ (r, t) is the enstrophy flux out of large scales greater than into small-scale modes, and σ = (uω) −ū ω is the space transport of vorticity owing to the eliminated small-scale turbulence. The exciting aspect of this filter method is that one obtains scale-to-scale information as a function of real space coordinates. An example of the filter approach drawn from experimental soap-film data (Rivera et al. 2003 ) is shown in Figure 2 in which the vorticity field ω is decomposed into the filtered large-scale fieldω and the small-scale fieldω s = ω −ω . The resultant Z shows the physical space distribution of enstrophy flux. This representation provides an opportunity to quantitatively test physical mechanisms of the direct enstrophy process (Rivera et al. 2003) or the inverse energy cascade using the filtered energy flux (Chen et al. 2006 , Xiao et al. 2009 ).
Electromagnetically Forced Conducting Fluid Layers
An effective way to induce fluid motion in a highly controlled manner in thin layers of conducting fluids is to arrange an array of magnets beneath the layer and to apply a spatially uniform current in the plane of that layer. The resulting Lorentz force induces horizontal motion. A schematic illustration of an electromagnetic layer (EML) experiment is shown in Figure 3a . The flexibility of the placement of the magnets and of the application of different time sequences of the electric current makes this system amenable to experimental study. In particular, there is no mean flow, and because of the strong two-dimensionality of the flow, particles are straightforward to track directly, and velocity fields are obtained using particle tracking velocimetry (PTV) [or, with less fidelity, particle image velocimetry (PIV)]. Examples of such reconstructions are shown in Figure 3b ,c. An advantage of EML systems is approximately incompressible Newtonian fluid flow for modest forcing with well-understood and controllable boundary drag, which makes them suitable for studies of the inverse energy cascade and for Lagrangian measurements. However, the Reynolds numbers of the flow are limited because vigorous forcing induces compressibility effects (or thickness variations for soap films), including surface waves, and may cause Joule heating of the layers at higher currents. Finally, the relatively large thickness of salt layers makes the direct cascade hard to resolve as the generation of fine vortex filaments is limited by the layer thickness.
There have been several manifestations of EML systems using different fluids and magnetic configurations: a layer of mercury over an array of source/sinks of electric current with a largescale, constant magnetic field; a layer of saltwater with and without buffering layers to reduce bottom drag; and a soap film made electrically conducting by the addition of salt. For each system we describe the typical ranges of parameters, including drag coefficients and Reynolds numbers.
One of the first experiments on 2D turbulence was done by Sommeria (1986) (a) Schematic illustration of an electromagnetically forced thin layer system with an immiscible nonconducting bottom fluid and an upper salt solution. Differences in the apparatus depend on experimental details, e.g., mercury with a thin Hartmann layer (Sommeria 1986 ) or a miscible bottom salt solution with a pure-water upper layer . Examples of 2D field measurements in electromagnetic layers include (b) a vorticity field in a stationary inverse cascade by and (c) particle trajectories of a velocity field for stratified immiscible layers described by Rivera & Ecke (2005) reached 10 4 , whereas the outer-scale Reynolds number Re α = u rms /( f α) was set by frictional damping so that Re α < 5. Similarly, 1 < α < 10, reflecting the large damping of the thin Hartmann layer.
The most widely studied system for 2D turbulence is a single saltwater layer with thickness 0.2 < h < 1 cm and L ∼ 20 cm (Cardoso et al. 1994 , Bondarenko et al. 2002 or two layers of fluid, either miscible (Marteau et al. 1995) or immiscible (Rivera & Ecke 2005) combinations, with similar thicknesses. The aspect ratio = L/ h ∼ 100 is considerable although L/ f ∼ 20 for f = 1 cm. Boundary drag is an important feature of this system and is relatively easy to calculate. For a single layer, the rigid boundary condition on the bottom and free-surface boundary at the top imply α = νπ 2 /(2h 2 ) (Dolzhanskii et al. 1992) . With typical values of h = 0.3 cm and ν = 0.01 cm 2 s −1 , one obtains α ≈ 0.5 s −1 . Using the miscible double-layer configuration-top water layer over bottom saltwater layer, both with height h-α is reduced by a factor of four owing to the increased mass of the layer, yielding α ≈ 0.13 s −1 for h = 0.3 cm. The disadvantage of this configuration is that the fluids can mix vertically. Another arrangement that avoids this problem is the use of saltwater over a heavier, immiscible fluid (Rivera & Ecke 2005) . If one assumes a linear shear in the bottom layer, the damping coefficient is given by , similar to the miscible, two-layer system. Because the saltwater layer is the bottom layer in the miscible case and the top layer in the immiscible case, driving is more effective for the former because the magnetic field falls off with distance. In terms of forcing combined with frictional damping, the limit of Re is approximately 500, with the maximum achieved Re α ≈ 20, and α ≈ 0.01. The effective two-dimensionality of these configurations depends on the forcing, the layer depths, the ratio of depths to forcing h/ f , and the type of flow (a small number of vortices or many vortices in a turbulent state) , Akkermans et al. 2008 , Shats et al. 2010 , but there are ranges of parameters in which the two-dimensionality and incompressibility of the flow are well satisfied. The great advantage of this EML system is the ease of both construction and measurement.
The third EML system is electromagnetically forced horizontal soap films. Soap films are thinner, typically between 10 and 50 μm with on the order of 3,000, but involve more complex dynamical equations (Chomaz 2001 , Couder et al. 1989 . Rivera & Wu (2000 , 2002 suspended a relatively thick (approximately 50 μm) electrically conducting soap film in a square frame of area 7 × 7 cm 2 over a glass plate located a distance d below the film. Two opposite sides of the frame were metallic so that the authors could apply a voltage difference. Placed over an array of magnets, the current induced a horizontal Lorentz forcing of the flow. The viscosity of the soap film was the same order as water, ν ≈ 0.03 cm 2 s −1 , and the drag coefficient was in the range 0.4 < α < 1.5 s −1 depending on d (linear shear with a finite contribution of air drag from above and below the film) (Rivera & Wu 2002) . Typical parameters are Re < 250, Re α < 20, and α ≈ 0.01, quite similar to saltwater EML systems.
Soap-Film Channels
Thin surfactant layers (soap films) were introduced as models of 2D flows by Couder et al. (1989) and Gharib & Derango (1989) . These early experiments were groundbreaking and suggestive of interesting turbulent properties, but the measurement capabilities were limited, and the films were not very stable. Gharib & Derango (1989) Schematic of a vertical soap-film channel. The film is constantly replenished using a pump, and the flow rate is adjusted with a valve from the top reservoir. The frame of the channel is typically made of nylon wires. The width of the channel can be comfortably varied in the range 1-10 cm with a total height of 100-200 cm.
resembled a 3D wind tunnel in that turbulence was created, for example, by a grid placed in the flow and subsequently decayed downstream. A variant on the horizontal soap-film channel was later developed by Kellay et al. (1995) , who employed a vertical configuration (or one tilted at an angle with respect to the vertical direction as in Vorobieff et al. 1999 ) (see Figure 4) . The surfactantwater solution, typically 2% of commercial detergent in water, is continuously recirculated to the top of the channel by a pump. The thin film flows between the two nylon wires at a mean velocity ranging from approximately 0.5 m s −1 to 4 m s −1 with thicknesses between 1 and 30 μm. The resultant soap film can last for several hours. Turbulent flow is generated in the film channel by a 1D grid inserted in the film (see Figure 4) with the separation between the teeth and their size determining the injection scale.
The first quantitative probes of fluid flow in these soap films were single-point measurements of velocity (Kellay et al. 1998 , Kellay & Goldburg 2002 including LDV or optical fiber velocimetry, which allow for simple and accurate measurements of the velocity at rather high sampling rates (2,000-3,000 Hz) but are limited to a single point (or a small number of points), and the reconstruction of spatial features requires the use of the Taylor frozen-turbulence hypothesis. Rivera
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et al. (1998, 2003) and Vorobieff et al. (1999) used PIV or PTV approaches to measure velocity fields in soap films with the soap seeded with particles (which are small compared to the film thickness). Although this method yields the entire velocity field, power spectra derived from the fields have less overall resolution than single-point measurements because the spatial resolution of PIV/PTV is limited to approximately 100 × 100 points or less. The flowing system is an open one in which structures are advected with the mean flow. Thus real-time dynamics are difficult, and measurements consist of ensemble averages over interrogation areas at different downstream distances from the turbulence-generating grid. At intermediate downstream distances, on the order of the film width, the decay of energy over the interrogation region is small enough that the turbulence can be considered approximately isotropic and homogeneous. (This assumption has not been as carefully studied for 2D turbulence as it has in three dimensions.) Although not useful for the study of the inverse energy cascade because of the decaying nature of the open flow, flowing soap films are ideal for exploring the direct enstrophy cascade. The mean-flow-based Reynolds number is approximately 1,000; the Taylor Reynolds number Re λ = u rms λ/ν ≈ 100, where λ = (u rms /ω rms ) 1/2 ; the damping coefficient α ≈ 0.1 s −1 ; and α ≈ 0.0002. An estimate of α for a typical flowing soap film, assuming a Blasius laminar boundary layer and velocity fluctuations δu small compared to the mean velocity U, is α (ρ a /(hρ s ))(ν a U /y) 1/2 ≈ 0.15 s −1 , where ρ a and ρ s are the air and soap-film densities, respectively; ν a is the kinematic viscosity of air; and y is the downstream distance from the outlet flow nozzle.
NUMERICAL AND EXPERIMENTAL RESULTS
The Kraichnan-Batchelor picture of 2D turbulence lays out significant and testable predictions about spectra, structure functions, conserved fluxes, and other features of the turbulent state. We present numerical and experimental data that test the main predictions of the basic theory. Because both experiments and numerics have limited spatial range, the main results consist of tests of either the inverse cascade or the direct cascade. We then briefly consider the study of the dual-cascade picture drawn mostly for numerical simulations.
Statistics of the Inverse Cascade
The first observations of the inverse energy spectrum (Equation 12) were in DNS by Lilly (1969) , Siggia & Aref (1981) , Frisch & Sulem (1984) , and Herring & McWilliams (1985) . The first experimental study was performed by Sommeria (1986) in a mercury-layer apparatus in which he observed an inverse cascade over approximately a half-decade of wave numbers for nonstationary conditions with a Kolmogorov constant of 3 ≤ C ≤ 7. Numerical simulations of the inverse cascade followed the evolution of computing power, providing convincing evidence of Kolmogorov scaling and more precise measurements of dimensionless constants (see Figure 5a) . A k −5/3 spectrum over more than one decade (resolution 512 2 ) was observed by Maltrud & Vallis (1991) with C = 6 ± 0.5. Using a resolution of 2,048 2 , Smith & Yakhot (1993) measured a similar value C 7.0. The statistics of velocity fluctuations δu(r) for scales r in the inertial range were also found to yield a probability distribution function (PDF) that was close to Gaussian, indicating the absence of intermittency. Boffetta et al. (2000) investigated intermittency and Gaussian distributions in the inverse cascade with high statistical accuracy and found that S (L) n (r) for n ≤ 7 followed closely dimensional scaling, ruling out the possibility of 3D-like intermittency in the inverse cascade (Figure 6a) . Nevertheless, the PDF of longitudinal velocity fluctuations cannot be exactly Gaussian as a consequence of the 3/2 law (Equation 15). They found that despite the small value of the skewness E(k) 
0.03, the PDF cannot be considered Gaussian because, for large fluctuations, the antisymmetric component of the PDF becomes important.
Recent DNS of the inverse cascade by Xiao et al. (2009) and related combined numericalexperimental comparisons by Chen et al. (2006) are consistent with these scaling results with added insight into the mechanism of the inverse cascade based on a filter-space decomposition of the velocity field and the local energy flux . The theory, based on a multiscale gradient expansion developed by Eyink (2006) , yields excellent predictions for numerically and experimentally obtained data (see Chen et al. 2006, figure 2 ). The interpretation of the mechanism is complicated by the highly nonlinear nature of the turbulent state but seems to involve coupling the large-scale stress to the thinning of smaller-scale vortices (see Chen et al. 2006 n were shown to follow Kolmogorov scaling (Paret & Tabeling 1998) , and the velocity PDFs were very close to Gaussian (Figure 6b ) with a skewness s 0.05. There are many experiments probing different aspects of the inverse energy cascade, including a careful analysis of the energy budget and spatial scales in an EML soap experiment (Rivera & Wu 2000 , 2002 , a description of center and hyperbolic structure distributions (Rivera et al. 2001) , and Richardson dispersion in the inverse cascade , Boffetta & Sokolov 2002 , Rivera & Ecke 2005 .
DNS by Borue (1994) , Danilov & Gurarie (2001) , and Bos & Bertoglio (2009) that result in a steeper slope at small k consistent with a k −3 scaling seem to arise from strong hypofriction dissipation at small scales, producing states that mimic the condensate picture described below. This result may arise from the hypofriction generating an abrupt drop in the spectrum that prevents the transfer of energy above the damping scale with a resultant energy pileup at that scale. Kraichnan (1967) discussed the inverse cascade in a finite box in the absence of a large-scale dissipation mechanism. If boundary conditions allow for a lowest wave number k min ∼ 1/L, he conjectured that energy would eventually accumulate in this mode, leading to a condensate, analogous to a Bose-Einstein condensate, in which almost all the energy and enstrophy are concentrated around k min with k 2 min E. Although not reachable in either DNS or experiment, for finite viscosity and energy sufficiently large, a stationary state may be reached for an asymptotic value of the energy of the order E ε/(2νk 2 min ) (Eyink 1996) . Energy condensation was qualitatively observed in DNS by Hossain et al. (1983) and extensively studied by Smith & Yakhot (1993 , 1994 , who quantified the formation of a condensate peak at k min with a strong departure from Gaussianity for small-scale velocity increments. In physical space, the condensation appears as the formation of two strong vortices of opposite sign.
Energy Condensation at Large Scales
The dynamics of the condensate was recently addressed by Chertkov et al. (2007) using DNS with α = 0, as shown in Figure 7a ,b. The analysis separates the coherent part of the vorticity from the background to study the evolution of the condensate. The radial vorticity distribution in the condensate is described by (r, t) = √ t F(r/ f ), where the time dependence is based on an energy balance argument and F (x) ∼ x −1.25 . The spectrum, which strongly deviates from the Kolmogorov-Kraichnan slope, is close to the k −3 observed by Borue (1994) . The spectrum is dominated by the coherent phase: After the decomposition, the spectrum of the background is close to k −1 . The formation of the condensate was also observed in laboratory experiments. Paret & Tabeling (1998) used an EML setup with constant energy input provided by a current with constant amplitude and random sign. At late times, the flow was dominated by a single vortex near the center of the cell (at variance with DNS because of different boundary conditions). The size of the vortex core was the order of the forcing scale (see Paret & Tabeling 1998, figure 19) as observed in DNS. The experimental results were directly compared with DNS by Dubos et al. (2001) in which a strong departure from Gaussianity for longitudinal velocity increments was attributed to the large-scale vortex structures. The condensate was further investigated in an EML system by Shats et al. (2005) and Xia et al. (2008 Xia et al. ( , 2011 ) (see Figure 7c-e) . In the presence of a strong condensate, the spectrum at small wave numbers becomes steep, with E(k) ∼ k −3 . When the coherent vortex part is subtracted out, however, E(k) ∼ k −5/3 , somewhat steeper than the k −1 obtained in the DNS decomposition.
Statistics of the Direct Cascade
As opposed to the inverse energy cascade, the mechanism for the direct cascade is well agreed upon, namely that large-scale vortices near the injection scale induce vortex-gradient stretching that terminates with fine vortex filaments that dissipate vorticity via viscosity. Setting aside, for the moment, the subtle issue of logarithmic corrections, we consider the energy spectrum E(k). Early DNS reported results very different from theoretical expectations, with E(k) much steeper than k −3 , both for decaying simulations by McWilliams (1984) and for forced ones by Basdevant et al. (1981) and Legras et al. (1988) , in which corrections to the spectral exponent were found to depend on the forcing mechanism. These deviations appear to be correlated with the presence of strong, long-living vortices, which dominate the vorticity field, similar to decaying turbulence in which such vortices arise spontaneously (Fornberg 1977 , McWilliams 1984 , Bracco et al. 2000 . If vortices (regions with a vorticity magnitude larger than a threshold) are removed by filtering, the remaining background field gives an energy spectrum consistent with the Kraichnan prediction k −3 (Benzi et al. 1986) . A less artificial way to avoid large, persistent vortices is to drive the system with a random-intime forcing. In this case, numerical simulations by Herring & McWilliams (1985) and Maltrud & Vallis (1991) show that vortices, if present, are much weaker, and the spectrum is closer to the theoretical prediction. A set of simulations by Borue (1993) with white-in-time Gaussian forcing and for both normal and hyperviscous dissipation showed that E(k) approaches k −3 with increased spatial resolution (see Figure 8) . The Kolmogorov constant was estimated to be C = 1.6 ± 0.1. Other DNS by Gotoh (1998 ), Schorghofer (2000 , Lindborg & Alvelius (2000) , Lindborg & Vallgren (2010), and Chen et al. (2003) indicated that Equation 14 is recovered in the limit of very high Reynolds numbers by an extended direct-cascade inertial range using Newtonian viscosity and that E(k) ∼ k −3 is obtained by a variety of hyper-and hypoviscosity dissipations. The measured value of the Kolmogorov constant was C 1.3, and the prediction (Equation 16) for S (L) 3 (r) was verified with high accuracy.
The best setup for experimentally investigating the direct cascade is the flowing soap-film experiment because of the small thickness, which allows the development of very small scales. Moreover, the ratio α = α/ω rms is approximately 100 times smaller than for EML systems because of the high levels of vorticity induced in the flowing soap film. The enstrophy cascade with a scaling exponent of approximately −3.3 was observed in three almost-identical versions of the soap-film experiment with different acquisition techniques (see Figure 9) . Rutgers (1998) forced the film using two vertical combs. LDV was used to measure the velocity field at a high frequency in a small volume. Data taken in a spatial region of decaying turbulence showed a region of k −3 scaling in E(k). In a second realization, Belmonte et al. (1999) used a horizontal comb to induce the turbulence, acquired velocity data using LDV, and observed an approximately k −3 spectrum over a range of scales (Figure 9a) . In a third experiment, Rivera et al. (1998) used 2D PIV to reconstruct the velocity and vorticity fields (Figure 9b ) as a function of the downstream distance. As discussed above, this approach eliminates the need for the Taylor hypothesis but has less precision owing to lower resolution: E(k) for different downstream distances is shown in Figure 9c . The experimental data of Rivera et al. (1998) show enstrophy flux with linear scaling of the mixed structure function, in agreement with Equation 17. Similar experiments by Rivera et al. (2003) used the filter approach to directly measure the PDF of enstrophy flux, showing its close agreement with DNS by Chen et al. (2003) and correlating coherent structures with the real-space structure of the enstrophy flux, consistent with the vortex-gradient-stretching picture of the direct cascade (see also Dubos & Babiano 2002) .
The requirement of a constant enstrophy flux in the direct cascade led Kraichnan to propose a correction to the energy spectrum (see Section 2) of the form of Equation 14. (a) E(k) from laser-Doppler velocimetry in a flowing soap-film experiment by Belmonte et al. (1999) . Figure reprinted with permission, copyright c 1999, American Institute of Physics. (b) Vorticity field from a similar experiment using particle image velocimetry/particle tracking velocimetry with (c) corresponding E(k) at several distances downstream of the injection grid showing the overall decay of total energy, a scaling of E(k) ∼ k −3 , and characteristic spatial scales: forcing scale (k f ), Taylor microscale (k λ ), and dissipation scale (k d ). Panels b and c obtained from the experimental system described in Rivera et al. (2003) .
More recently, logarithmic corrections were predicted by Falkovich & Lebedev (1994) for higher-order correlators of the vorticity field in a form that is independent of the statistics of the forcing:
The observation of these logarithmic corrections is a difficult task, as finite-size effects in simulations and experiments can be important. Many DNS (Benzi et al. 1986 , Borue 1993 , Lindborg & Alvelius 2000 , Pasquero & Falkovich 2002 , Lindborg & Vallgren 2010 and experiments (Rivera et al. 1998 (Rivera et al. , 2003 Paret et al. 1999; Vorobieff et al. 1999 ) have presented results of power-law or logarithmic corrections/scalings in spectra and structure functions without definitive resolution. When considering logarithmic corrections, one needs to remember that the direct cascade is at the border of locality in the sense that dominant straining of small scales comes from the largest scales. Nonlocal effects can become dramatic if one considers a nonvanishing friction coefficient α in Equation 1. In this case, the enstrophy flux is no longer constant, and one expects power-law corrections, instead of logarithmic ones, to the energy spectrum. Motivated by geophysical applications, Lilly (1972) generalized the Kraichnan argument described in Section 2 by including a friction term and recognized that this term removes all the enstrophy if viscosity is sufficiently small for a given α. Therefore, no strictly inertial range exists, and E(k) is predicted to become steeper than −3 with a correction proportional to the friction coefficient α. Bernard (2000) and Nam et al. (2000) helped quantify this effect. Nam et al. (2000) assumed that because the enstrophy flux asymptotically vanishes, small-scale velocity fluctuations are passively transported by a smooth flow. Using results for the statistics of a passive scalar of Chertkov (1998) and Nam et al. (1999) , they predicted a steepening of the spectrum (consistent, a posteriori, with the assumption of passive transport). The correction in the spectral exponent is proportional to the friction coefficient and depends on the distribution of finite-time Lyapunov exponents. The correction with respect to the dimensional prediction is different for different orders of vorticity structure functions S
n (Bernard 2000 , Nam et al. 2000 , and the direct cascade with friction becomes intermittent, i.e., S This issue was investigated numerically by , who confirmed the previous findings and gave a physical argument, based on the statistics of Lagrangian trajectories, in support of the equivalence of the statistics of passive scalar and active vorticity. Figure 10 shows the vorticity spectrum (k) = k 2 E(k) obtained from DNS of Equation 1 for different values of α. The steepening with respect to the Batchelor-Kraichnan prediction (k) ∼ k −1 with increasing α is evident. The steepening of the spectrum by friction was also observed in EML experiments by Boffetta et al. (2005) , despite the difficulty in realizing the direct cascade in EML experiments.
Double Cascade
The observation of coexisting direct and inverse cascades is a challenging task for both experiments and DNS. Per the discussion in Section 2, one needs both α f and f ν to observe welldeveloped inertial ranges. As a consequence, the ratio between the largest and smallest scale in the flow, α / ν , is required to be much larger than what is needed in 3D turbulence. Two experimental studies by Rutgers (1998) and Bruneau & Kellay (2005) , both based on soap films, explored a novel approach to the study of the double cascade. In both cases, the flowing soap film was continuously forced by vertical arrays of cylinders. Velocity measurements, made with LDV, reveal that some energy moves to scales larger than the injection scale, that E(k) ∼ k −5/3 over a narrow range, and that energy flux is apparently to large scales. Conversely, this configuration yields velocity fields that are very heterogeneous owing to a complex combination of natural coarsening and lateral forcing, leaving doubt as to whether this is a good experimental realization of the double cascade despite the apparent spectral correspondence.
DNS by Boffetta (2007) and Boffetta & Musacchio (2010) showed the development of the double-cascade scenario by varying the resolution from 2,048 2 to 32,768 2 to test the convergence of the results at large Reynolds numbers. At the largest resolution, the extension of both the direct and inverse cascades is approximately two decades, as shown in 
CONFORMAL INVARIANCE
An interesting property of 2D turbulence discovered recently is that of conformal invariance in the inverse cascade. Conformal invariance extends the property of scale invariance to the larger class of local transformations that preserve angles. In two dimensions, the high degree of symmetry imposed by the local transformations allows substantial analytical progress. As it is a property shared by several systems in 2D statistical mechanics, conformal invariance has been used to classify universality classes in critical phenomena. Using high-resolution DNS, Bernard et al. (2006) showed that vorticity isolines in the inverse cascade display conformal invariance and that vorticity clusters are remarkably close to that of critical percolation, one of the simplest universality classes of critical phenomena. This property has been extended to other 2D turbulent systems of physical and geophysical interest, suggesting that conformal invariance could be the rule in nonintermittent inverse cascades. These results represent a key step in the development of a statistical theory of inverse cascades in 2D fluids.
flowing to large scales (inset of Figure 11b ) and approximately 98% of the enstrophy going to small scales, in agreement with the discussion in Section 2. Finite Reynolds effects are evident for the direct cascade in which one observes a significant departure from the Kraichnan prediction. Nevertheless, there is strong evidence that the correction to the exponent is a finite-size effect that will disappear as viscosity is reduced. On the basis of these numerical simulations at high resolution, Bernard et al. (2006) were able to observe the property of conformal invariance for vorticity isolines in the inverse cascade (see the sidebar, Conformal Invariance).
SUMMARY POINTS
1. The existence and robustness of the inverse energy cascade with its Gaussian, nonintermittent statistics and solid k −5/3 scaling with a Kolmogorov constant near 7 are well established.
2. The physical mechanism of the inverse cascade does not arise from vortex merger, but instead arises from the interaction of strain and vortices of different sizes, although an intuitive picture of this mechanism has not been realized.
3. The condensate state arising from the lack of dissipation at large scales results in the formation of large-scale vortices and a steepening of the low-k spectrum to approximately k −3 . Nevertheless, a decomposition that removes the dominant contribution of the large vortices reveals a less steep slope and a continued inverse energy cascade.
4. The direct cascade is understood as the large-scale straining of small-scale vortices through vortex-gradient stretching. Experiments for soap films and DNS show E(k) ≈ k −3 with slightly steeper slopes arising from frictional effects, whereas experiments in EML layers are significantly steeper, implying smoother flow and/or 3D effects.
5. The dual-cascade picture of forced Kraichnan-Batchelor turbulence finds solid support from DNS and, more tentatively, from experiments. We consider this classical picture as established and without major uncertainty provided that large-scale friction and smallscale viscosity are present to dissipate energy and enstrophy, respectively.
FUTURE ISSUES
1. A challenge for experiments is to measure directly the locality of the 2D inverse cascade, which is predicted to be less local than in three dimensions.
2. A better understanding of the effects of the condensate in 2D turbulence is important for applications of the theory in geophysical flows, which are often dominated by large vortices.
3. Evidence for or against logarithmic corrections or scalings is not definitive and is unlikely to be resolved in the near future owing to the difficulties differentiating frictional effects and insensitive logarithmic scaling.
4. The extension of the 2D turbulence picture to the more complex but still idealized model of geostrophic turbulence and especially to atmospheres and oceans remains a daunting challenge. In particular, the forcing scales in the atmosphere and oceans do not seem narrowly confined as in the idealized 2D turbulence problem, and the emergence of large-scale vortices reminiscent of the condensate problem complicates matters.
5. The extension of conformal invariance from the geometry of vorticity isolines to the statistics of turbulent fields would allow one to make analytical predictions on the correlation functions in the inverse cascade of 2D turbulence.
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