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0.Galton-Watson Branching Process
(Bienayme-)Galton-Watson branching process $\xi:j(i=1,2, \cdots , j=1,2, \cdots)$
(iid) $\xi_{11}$ $E\xi_{11}=\mu<\infty$
Galton-Watson branching process $X_{n}(n=0,1,2, \cdots)$
$X_{0}=x_{0}$ , $X_{k}=\{\begin{array}{l}\sum_{j=1}^{X_{k-1}}\xi_{kj}ifX_{k-1}\neq 00ifX_{k-1}=0\end{array}$
$X_{0}=1$ $X_{1}=2$ $X_{2}=4$ $X_{3}=5$
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$P(\xi_{11}=1)\neq 1$ $P$ ( $X_{n}arrow\infty$ or $X_{n}arrow 0$ ) $=1$
















predator $n$ prey $X_{n}$ $(n=0,1,2, \cdots)$ predator $n$
$Y_{n}$ $(n=0,1,2, \cdots)$ prey predator $n$
Coffey and B\"uhler [3]
$\{\xi_{ij} : i,j\in N\}$ $\{\eta_{ij} : i,j\in N\}$ $\{\nu_{ij} : i,j\in N\}(N=1,2, \cdots)$
$\xi_{ij}$ ta $i-1$ $j$ predator
$\eta_{ij}$ i–l $j$ prey $\nu_{ij}$ &&i
$j$ predator prey
$E\xi_{11}=\mu,$ $E\eta_{11}=m,$ $E\nu_{11}=\alpha$ .
$Var(\xi_{11})=\sigma^{2}$ , $Var(\eta_{11})=\varphi^{2}$ , $Var(\nu_{11})=\beta^{2}$ .
$\mu,$ $m>1,$ $\alpha>0$ predator $n$
$X_{n}$ Galton-Watson branching process
$U_{n}= \sum_{j--1}^{n}\nu_{nj}X$
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(a) $m\leq\mu$ $x_{0},$ $y0$
$P(Y_{n}arrow 0|X_{n}+ 0)=1$ .
(b) $m>\mu$ $x_{0}$ $y_{0}$
$P(Y_{n}+0, X_{n}+0)>0$ .
(c)
$\frac{Y_{n}}{m^{n}}arrow W_{y}$ a $s$ .
$P(W_{y}>0|X_{n}+0)=P(Y_{n}-\not\simeq 0 |X_{n}+0 )$ .
(b) (Coffey and B\"uhler [3] ) predator prey
(c) (Alsmeyer [1] ) prey Galton-Watson Branching Process
$n$ $X_{k},$ $Y_{k}$ predator prey
1 prey $m$ prey
predator prey $m$
2.Consistent Estimators of $m$
Lemma 2 Billingsley [2]
Lemma 2.1. $X_{ij}$ $a>0$
$E(X_{1}^{\frac{3}{21}+a})<\infty$
$S_{n}= \frac{X_{n1}+\cdots+X_{nn}}{n}$
$S_{n}arrow EX_{11}$ $a.s$ . $(narrow\infty)$ .








$\alpha>1$ $u_{n}=[\alpha^{n}]$ $\epsilon>0$ Chebyshev 9
$\sum_{n=1}^{\infty}P[|\frac{S_{u_{n}}^{*}-ES_{u_{\hslash}}^{*}}{u_{n}}|>\epsilon]$ $\leq$ $\sum_{n=1}^{\infty}\frac{1}{\epsilon^{2}u_{n}^{2}}Var(S_{u_{n}}^{*})$
$\leq$ $\sum_{n=1}^{\infty}\frac{1}{\epsilon^{2}u_{n}^{2}}u_{n}E[X_{11}^{2}1_{\{X_{11}\leq u_{n}^{2(1+\delta)}\}}]$
$=$ $\frac{1}{\epsilon^{2}}E[X_{11}^{2}\sum_{n=1}^{\infty}\frac{1}{u_{n}}1_{\{X_{11}\leq u_{n}^{2(1+\delta)}\}}]$ .
$K= \frac{2\alpha}{\alpha-1}$ , $N= \min\{n : x\leq u_{n}^{2(1+\delta)}\}$
$y\geq 1$ $y\leq 2[y]$













$\frac{S_{u_{n}}^{*}}{u_{n}}arrow EX_{11}$ a.s. $(narrow\infty)$ .







$EX_{11}\sum_{n\geq 0}n^{-(1+\delta)}\sum_{k\geq 0}k^{-(1+\delta)}<\infty$ .
Borel-CanteHi lemma
$P(X_{nk}\neq Y_{nk}i.0. (n, k))=0$ .
$| \frac{S_{n}^{*}-S_{n}}{n}|\leq\frac{\sum_{1\leq k\leq n}|X_{nk}-Y_{nk}|}{n}arrow 0$ a.s. $(narrow\infty)$ .
$\frac{S_{u_{n}}}{u_{n}}arrow EX_{11}$ a.s. $(narrow\infty)$ .
$u_{n}\leq k\leq u_{n+1}$ $X_{ij}\geq 0$
$\frac{u_{n}}{u_{n+1}}\frac{S_{u_{n}}}{u_{n}}\leq\frac{S_{k}}{k}\leq\frac{u_{n+1}}{u_{n}}\frac{S_{u_{n+1}}}{u_{n+1}}$ a.s.
$\frac{u_{n+1}}{u_{n}}arrow\alpha$ (n\rightarrow \infty )








$X_{n}$ Galton-Watson Branching Process










$\mathcal{F}_{n}=\sigma(X_{1}, \cdots, X_{n}, Y_{0}, \cdots, Y_{n-1})$ $\{Y_{n}+0\}$
$0<E(Y_{n}|\mathcal{F}_{n})$ $=$ $E(\sum_{j--1}^{Y_{n-1}}\eta_{nj}-\sum_{j=1}^{X_{n}}\nu_{nj}|\mathcal{F}_{n})$
$=$ $Y_{n-1}E\eta_{11}-X_{n}E\nu_{11}$
$=$ $mY_{n-1}-\alpha X_{n}$ .
$n\geq 1$ $\{Y_{n}+0\}$
$X_{n}< \frac{m}{\alpha}Y_{n-1}$ .
Theorem 1.1.(1) $\{X_{n}+0\}=\{X_{n}arrow\infty\}$ $Y_{n}arrow\infty$ .
$A_{1}\subset\{Y_{n}arrow\infty\}$ .
$A_{2}$ $X_{N}=0$ $N$ $k\geq N+1$ Galton-Watson branching















Lemma 2.2. $\{Y_{n}+0\}=\{Y_{n}arrow\infty\}$ Lemma 2.1.
$\frac{\Sigma_{i\frac{n}{-}1}^{Y-1}\eta_{ni}}{Y_{n-1}}arrow m$ a.s. $(narrow\infty)$
$A_{1}$ $A_{2}$ $A_{2}$





$| \frac{\alpha X_{n}-U_{n}}{Y_{n-1}}|$ $=$ $| \frac{\alpha X_{n}-\sum_{1=1}^{X_{n}}\nu_{n}:}{X_{n}}|\frac{X_{n}}{Y_{n-1}}$
$\leq$
$| \alpha-\frac{\sum_{1-1}^{X_{-}}n\nu_{ni}}{X_{\text{ }}}|\frac{m}{\alpha}arrow 0$ a.s. $(narrow\infty)$
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$\overline{m}_{n}=\frac{Y_{n}+\alpha X_{n}}{Y_{n-1}}arrow m$ a.s. $(narrow\infty)$ . $QE$ D.




$= \frac{\Sigma_{j}^{n_{\underline{-}1}}(\Sigma_{k\frac{j}{-}1}^{Y-1}\eta_{jk})}{\Sigma_{j-}^{n_{-1}}Y_{j- 1}}+\frac{\Sigma_{j-}^{n_{-1}}(\alpha X_{j}-U_{j})}{\Sigma_{j\overline{-}1}^{n}Y_{j-1}}$
$\frac{\Sigma_{j}^{n_{--1}}(\Sigma_{k=1}^{Y_{j-1}}\eta jk)}{\Sigma_{j--1}^{n}Y_{j-1}}=\frac{1}{\sum_{j=1}^{n}Y_{j-1}}\sum_{j--1}^{n}Y_{j-1}\frac{\Sigma_{k1}^{Y_{\frac{j}{-}}-1}\eta_{jk}}{Y_{j-1}}$.




Theorem 2.1. $A_{1}$ $A_{2}$





$| \frac{\alpha X_{n}-U_{n}}{Y_{n-1}}|arrow 0$ .
Toeplitz Lemma
$| \frac{\Sigma_{j=1}^{n}(\alpha X_{j}-U_{j})}{\Sigma_{j=1}^{n}Y_{j-1}}|$ $\leq$ $\frac{\Sigma_{j=1}^{n}|\alpha X_{j}-U_{j}|}{\Sigma_{j}^{n_{--1}}Y_{j-1}}$









$X_{n}arrow\infty(narrow\infty)$ , Lemma 2.1.
$\alpha-\frac{1}{X_{j}}\sum_{k=1}^{X_{j}}\nu_{jk}arrow 0$ a.s. $(jarrow\infty)$ .
Toeplitz lemma
$\frac{\Sigma_{j=1}^{n}X_{j}(\alpha-\frac{1}{X_{j}}\Sigma_{k\frac{j}{-}1}^{X}\nu_{jk})}{\Sigma_{j=1}^{n}X_{j}}\frac{m}{\alpha}arrow 0a.s$. $(narrow\infty)$ .
$| \frac{\sum_{j--1}^{n}(\alpha X_{j}-U_{j})}{\sum_{j=1}^{n}Y_{j-1}}|arrow 0a.s$. $(narrow\infty)$ .
$\{Y_{n}+0\}$ \rangle $\tilde{m}_{n}$ $arrow$ $m$ a.s. $(narrow\infty)$$Qa.E.D$.
3. Maximum Likelihood Estimators(mle) of $m$
$n$ $X_{k},$ $Y_{k}$ family tree $m$ (mle)
$H_{k}(n)$ $=$ $\#\{\xi_{tj}=k, i\leq n, j\leq X_{i-1}\}$ ,
$I_{k}(n)$ $=$ $\#\{\eta_{ij}=k, i\leq n, j\leq Y_{i-1}\}$ ,
$J_{k}(n)$ $=$ $\#\{\nu_{ij}=k, i\leq n, j\leq X_{i}\}$
$p=$ $(p_{0},p_{1}, \cdots)$ , $q=(q_{0}, q_{1}, \cdots)$ , $r=(r_{0}, r_{1}, \cdots)$
$L(p, q, r)$







Theorem 3.1. $\hat{m}_{n}$ $\{Y_{n}arrow\infty\}$ $m$ mle $\hat{\alpha}_{n}$ $\alpha$ mle
Proof: $r$
$l(p, q)=\log L(p, q, r)$
$\lambda,$
$\varphi$ Lagrange
$\frac{\partial}{\partial p_{k}}\{l(p, q)+\lambda(\sum_{i=0}^{\infty}p:-1)+\varphi(\sum_{j=0}^{\infty}q_{j}-1)\}$ $=$ $\frac{I_{k}(n)}{p_{k}}+\lambda=0$
$\frac{\partial}{\partial\lambda}\{l(p, q)+\lambda(\sum_{i=0}^{\infty}p_{i}-1)+\varphi(\sum_{j=0}^{\infty}q_{j}-1)\}$ $=$ $\sum_{=0}^{\infty}p_{i}-1=0$
$\frac{\partial}{\partial q_{k}}$ { $l(p,$ $q)+\lambda(\sum_{1=0}^{\infty}p:-1)+\varphi(\sum_{j=0}^{\infty}q_{j}$ 1)} $=$ $\frac{J_{k}(n)}{q_{k}}+\varphi=0$
$\frac{\partial}{\partial\varphi}\{l(p, q)+\lambda(\sum_{i=0}^{\infty}p:-1)+\varphi(\sum_{j=0}^{\infty}qj-1)\}$ $=$ $\sum_{i=0}^{\infty}q_{i}-1=0$
$\hat{\lambda}$
$=$ $- \sum_{k=1}^{\infty}I_{k}(n)=-\sum_{k--1}^{n-1}Y_{k}$ ,
$\hat{p}_{k}$ $=$ $\frac{I_{k}(n)}{\sum_{l}^{n_{=1}}Y_{l-1}}$















Theorem 3.2. $\{Y_{n}+0\}$ $\hat{m}_{n}arrow m$ a.s. $(narrow\infty)$ .
Proof: $\{Y_{n}+0\}$
$Y_{n}+U_{n}=\sum_{k=1}^{Y_{n-1}}\eta_{nk}$ .
Lemma 2.2. $\{Y_{n}+0\}=\{Y_{n}arrow\infty\}$ Lemma 2.1.




$=$ $\frac{1}{\sum_{k=1}^{n}Y_{k-1}}\sum_{k=1}^{n}Y_{k-1}\frac{Y_{k}+U_{k}}{Y_{k-1}}arrow m$ as. $(narrow\infty)$ .
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$\dot{m}_{n}arrow m$ a.s. $(narrow\infty)$ . $QE$ D.
4.Concluding Remarks with Examples
Example (a)
predator-prey process 50
$0$ pring distribution ($Pk$ predator 1 $k$ $q_{k}$ prey 1 $k$
) $\nu_{11}$ ( $rk\dagger l$ predator 1 $k$ prey \mbox{\boldmath $\tau$} )
$p_{0}= \frac{1}{1,55}q^{0}=$ $p_{1}=q_{1}= \frac{\frac{1}{22}}{5}$ $p_{2}=q_{2}= \frac{1}{i5}1_{0}$ $p_{3}=q_{3}= \frac{\frac{1}{1_{1}0}}{10}$
$r_{1}= \frac{1}{3}$ $r_{2}= \frac{1}{3}$ $r_{3}= \frac{1}{3}$





$\sim W_{y}m^{n}(W_{\nu}>0)$ ( 1. ) $\overline{m}_{n}$ $\overline{m}_{n}$
2.
$r\overline{n}_{n}$ $\overline{m}_{n}$ $\grave{9}$ { $L^{11}$ $\overline{n}_{t}$






( 3. ) $1<\mu<m<\mu^{2}$
$\overline{\alpha}_{\mathfrak{n}}$ $\overline{\alpha}_{n}$ (Example $(t)$ ) )
Example (b)
$p0=0.00$ $p_{1}=0.00$ $p_{2}=0.30$ $p_{3}=0.40$ $p_{4}=0.30$
$q0=0.00$ $q_{1}=0.00$ $q_{2}=0.00$ $q_{3}=0.05$ $p_{4}=0.95$
$1=0.00$ $\gamma 2=0.30$ $r_{3}=0.30$ $\Gamma 4$ ‘ 0.00








The Martingale Convergence Theorem $X_{n}\geq 0$ supermartingale
$X_{n}arrow X$ a.s. $(narrow\infty)$ .
E $X\leq EX_{0}$ .
Durrett [4]
Teoplitz Lemma $a_{k}$ $b_{n}= \sum_{k--1}^{n}a_{k},$ $b_{n}\cdotarrow\infty,$ $x_{n}arrow x(narrow\infty)$
$\frac{1}{b_{n}}\sum_{k=1}^{n}a_{k}x_{k}arrow x(narrow\infty)$.
Lo\’eve [6]
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