In this paper we propose an iterative method for solving the inhomogeneous systems of linear equations associated with density fitting. The proposed method is based on a version of the conjugate gradient method that makes use of automatically built quasi-Newton preconditioners. The paper gives a detailed description of a parallel implementation of the new method. The computational performance of the new algorithms is analyzed by benchmark calculations on systems with up to about 35,000 auxiliary functions. The numerical experiments indicate that the new method exhibits sub-quadratic complexity O(M 1.7 ) with respect to M , the number of auxiliary functions. Comparisons with the standard, direct approach, show no significant differences in the computed solutions.
Introduction
Over the last two decades density fitting methods have emerged from a technical particularity of some density functional theory (DFT) [1, 2] programs to a very active research field in mainstream quantum chemistry. To the best of our knowledge these methods were first introduced independently by Whitten [3] and Baerends, Ellis, and Ross [4] . Whereas Whitten established bounds for the fitting of individual Coulomb integrals, Baerends, Ellis and Ross introduced a least-square orbital density fitting for the Xα method. Their approach was later on transfered to the linear combination of Gaussian-type orbital (LCGTO) implementation by Sambe and Felton [5] . Both methods, the fitting of individual molecular integrals as well as the least-square fit of the density (and potential), yield non-variational approximated energy expressions that might compromise the mathematical robustness of the underlying electronic structure method. In particular, the formulation of energy derivatives becomes cumbersome. In order to circumvent this problem Dunlap, Connolly, and Sabin [6] suggested a variational fitting procedure for the Coulomb potential which yields a variationally approximated energy. It was shown [7] that the accuracy of this particular fitting approach is within the intrinsic accuracy of LCGTO-DFT methods. Due to the variational nature, this approach can be used to formulate analytic gradients and higher energy derivatives, see for example [8] [9] [10] . The vast majority of modern density fitting methods [11] [12] [13] [14] [15] [16] [17] [18] [19] are based on the variational fitting of the Coulomb potential. In particular, the so-called resolution of the identity, nowadays employed in wave function methods, can be formulated as a variational fitting of orbital densities. Moreover, it has been shown that the variational nature of the approximated energy remains even if the approximated density from the variational fitting of the Coulomb potential is used for the calculation of the exchange-correlation energy and potential [16] . In this approach the Kohn-Sham potential is expressed over the auxiliary density and, therefore, it is named auxiliary density functional theory (ADFT). This theoretical framework enables first-principle calculations on systems with thousands of basis functions, see for example [20] [21] [22] . Recently, a modified form of McWeeny's self-consistent perturbation theory [23] [24] [25] has been formulated within the ADFT framework [26] . This -non iterative -approach is computationally more economical and departs from the rather expensive iterative solution of the coupled perturbed Kohn-Sham equations. Most recently, the variational nature of the corresponding perturbed potential fit was proven [27] .
It is now well established that density fitting offers significant speed-ups for the calculation of Hartree-Fock or Kohn-Sham matrix elements at the cost of a negligible loss of accuracy. In particular, the Kohn-Sham matrix construction in ADFT methodology employing integral screening and expansion scales already linear for systems with less than 3000 basis functions [28] . As a consequence the linear algebra steps associated with ADFT calculations become a computational bottleneck already for medium size systems with only a few thousand basis functions. At this point it is important to note that density fitting introduces additional linear algebra steps, namely for the solution of the inhomogeneous fitting equation system, that contribute substantially to this bottleneck. So far this problem has been tackled by partitioning approaches [29] [30] [31] [32] [33] that alter the original formulation of the variational Coulomb fitting. In this paper we present an alternative approach. Instead of altering the variational fitting procedure we suggest an alternative technique for the solution of the inhomogeneous fitting equation system that removes the corresponding computational bottleneck. The method suggested in this paper builds upon a recently proposed algorithm for the automatic generation of preconditioners for conjugate gradient (CG) methods [34] by Morales and Nocedal [35] . The algorithm can be used for solving a sequence of linear equation systems,
in which the coefficient matrix is constant but the right-hand side varies. Briefly, at the time the i-th system is solved by the preconditioned conjugate gradient method, some information is carefully selected and stored. At completion of the i-th stage, that information is organized to build a preconditioner to be used in the (i + 1)-th system. The preconditioner has the form of a BFGS matrix that approximates the inverse of A. We will use this approach for the determination of the fitting coefficient from the variational Coulomb fit. In ADFT a second set of fitting coefficients occur [16] . Following Morales and Nocedal these coefficients can be determined by a preconditioned CG method based on the information generated during the calculation of the Coulomb fitting coefficients.
The proposed algorithm is well suited for very large problems. It can be efficiently parallelized as we will discuss later. In the following section the algorithmic details and the implementation of the iterative equation system solver will be described. The computational methodology for the validation and benchmark calculations is given in Section 3.
In Section 4 results of validation and benchmark calculations are discussed. Concluding remarks are drawn in the last section.
Algorithm and Implementation
The variational fitting of the Coulomb potential is based on the minimization of the following error:
In the LCGTO approximation the (closed-shell) orbital density is expanded in terms of atomic orbitals:
with
The c µi and c νi denote molecular orbital coefficients. For the expansion of the approximated density we employ atom centered primitive Hermite Gaussian auxiliary functions [36, 37] :
wherek(r) represents a Hermite Gaussian auxiliary function and xk the corresponding density fitting coefficient. The variation of E 2 with respect to these fitting coefficients yields:
In the above two-and three-center electron repulsion integral notation, the Coulomb operator 1/| r 1 − r 2 | is denoted by the symbol . The minimization of the Coulomb fitting error (2) is used for the determination of the xk coefficients in each self-consistent field cycle. For a more extended discussion of the variational Coulomb fit in the context of the self-consistent field (SCF) procedure we refer to [38] . It is convenient to cast equation (6) in the following matrix form:
Here G denotes the symmetric positive definite auxiliary function Coulomb matrix with elements Gkl = k l ; J is the corresponding Coulomb vector with elements
x is the vector of the Coulomb fitting coefficients. In ADFT a second set of fitting coefficients occurs. These so-called exchange-correlation fitting coefficients are defined by [16] :
Again, it is convenient for our further discussion to cast equation (9) in matrix form:
where z collects the exchange-correlation fitting coefficients. The vector L on the righthand side of equation (10) contains elements Lk = k | v xc [ρ] that are obtained by numerical integration on a grid. Analog to the Coulomb vector in equation (7) we name it exchange-correlation vector. It is important to note that this vector is spin-polarized, as the corresponding exchange-correlation fitting coefficients. Thus, equation (10) must be solved for both spin manifolds separately. However, for the sake of clarity, we restrict ourself to the closed-shell case where these two solutions collapse. The comparison of equation (7) and (10) reveals that the two fitting coefficient sets appearing in ADFT can be obtained from two linear equation systems with the same coefficient matrix, namely the positive definite auxiliary function Coulomb matrix, and a varying right-hand side. Thus, the iterative solver proposed by Morales and Nocedal [35] for solving a sequence of linear equation systems can be applied.
Algorithmic Details

Coulomb Fitting Coefficients
The first task represents the determination of the Coulomb fitting coefficients by solving the inhomogeneous equation system (7). Instead of attempting a direct solution that involves factorizing the Coulomb matrix G we note that the solution of equation system (7) is equivalent to the minimization of the quadratic function F (x) defined as:
In order to find a minimum of F (x) we perform an iterative quasi-Newton optimization [39, 40] . For this purpose we expand F (x) as:
The variation of F (x + ∆x) with respect to the step ∆x yields:
The corresponding second derivative,
ensures the minimization of F (x + ∆x) by equation (13) due to the positive definite nature of G. For the step direction then follows:
Here we have introduced the residual r with elements:
The step formula (15) shows that the residual takes the role of the gradient and the Coulomb matrix represents the Hessian in the minimization of F (x). In quasi-Newton methods the Hessian, here G, is approximated by a symmetric positive definite matrix which is updated in each iterative step [41] . In order to avoid matrix inversion we employ the inverse BFGS update [42] [43] [44] [45] that acts directly on the approximated inverse of G, denoted by B:
with:
The superscript old denotes quantities from the previous iteration cycle. The approximated inverse Hessian matrix is initialized by the inverse of the Hessian computed in the previous SCF cycle. As initial approximation for B in the very first SCF cycle the identity matrix can be used. After the step direction is determined by equation (15) the step length must be calculated. Because F (x) is a convex quadratic function the line-search parameter α can be computed analytically as follows [46] :
The superscript new denotes quantities for the following iteration cycle. Inserting (19) into equation (11) and deriving with respect to the line-search parameter α yields:
Thus, it follows,
and further:
Gkl ∆xk ∆xl .
With the determination of α a new set of Coulomb fitting coefficients are generated according to equation (19) . With these coefficients a new residual is then calculated. Based on the norm of this residual the iteration is either stopped by the convergence criterion or continued with a new iteration step.
Exchange-Correlation Fitting Coefficients
As already mentioned, in the case of ADFT calculations a second set of fitting coefficients is needed. These so-called exchange-correlation fitting coefficients are obtained by equation (10) . Because the Coulomb equation system (7) is solved first, a preconditioning matrix B for equation (10) is available. Thus, we can precondition equation (10) by:
The preconditioning of equation (10) results in a transformation of the inhomogeneous equation system as described in the appendix. The new exchange-correlation coefficients can be again calculated by a one-dimensional analytic line-search as:
The line-search parameter α is given by:
Gkl ∆zk ∆zl .
Different to the calculation of the Coulomb fitting coefficients, ∆z in equation (24) is obtained from a CG rather than quasi-Newton step:
Here sk denotes a component of the preconditioned residual given by,
where rl is a component of the residual of equation (10):
The CG parameter β is given as:
It is set to zero in the first iteration step. Thus, despite the fact that the transformed preconditioned equation system is solved for the exchange-correlation fitting coefficients, the new exchange-correlation fitting coefficients can be calculated solely in terms of the original residual of equation (10) and the preconditioning matrix B. No explicit transformation is necessary.
Implementation Details
In order to provide more insight into the implementation of the just described iterative fitting algorithms we now discuss their implementation in the LCGTO-DFT program de- In case of the very first SCF cycle they are initialized to zero. Similar, as initial guess for B the converged solution of the previous SCF cycle is used. In case of a geometry optimization the initial B matrix for the first SCF of a new geometry is taken from the last SCF step of the previous structure. For the very first SCF the B matrix can be initialized as the unit matrix. In parallel runs each thread holds a copy of the fitting coefficients and the Coulomb vector. However, the B matrix exist only in distributed form. Because only a triangular part is used the rows of B have different physical lengths. Nevertheless, the matrix is distributed such that the number of elements on each thread is by and large the same. As a result, one thread may hold a few long rows of the triangular B matrix, whereas another may hold many short rows. A similar distribution scheme is applied to the Coulomb matrix G which also exist only in distributed form.
As Figure 1 shows each quasi-Newton iteration for the calculation of the Coulomb fitting coefficients consist of three principal parts. In the first one the residual is calculate with the current fitting coefficients. The necessary matrix-vector multiplication is performed as a series of vector-vector operations because the matrix G is loaded row-wise from disk in this step. In parallel runs each thread calculates a portion of the result vector. Afterwards, each thread sends its result to all others. Thus, at the end a complete copy of the result vector and, therefore, of the residual is available on each parallel thread. In order to check the convergence of the residual two tests are performed. The first one is based on the normalized length of the residual,
where M denotes the number of auxiliary functions, i.e. the number of Coulomb fitting coefficients. In the first two SCF cycles the corresponding convergence threshold ε r is set to 10 −5 . In the following SCF cycles this threshold is calculated according to the formula:
Here ε SCF and ε CON refer to the current SCF energy error and the requested SCF energy convergence (default is 10 −5 a.u.), respectively. For the calculation of the Coulomb fitting coefficients ε 0 is set to ε CON /100. According to (31) this represents also the upper bound for ε r . The use of (31) guarantees that the convergence of the iterative solution for the Coulomb fitting coefficients adapts automatically to the convergence of the SCF solution.
The second convergence test is based on the spread of the current residual around the residuals of the last six iterations,
where r i denote residuals from previous iterations. The corresponding convergence threshold ε σ is set to 10 −8 in the first two SCF cycles, to 10 −9 in the following two and finally to 10 −10 in all other SCF cycles. The second part in the quasi-Newton iteration of the Coulomb fitting coefficients represents the update of the approximated inverse Coulomb matrix B. The calculation of δ and γ as well as the inverse BFGS update is implemented according to the formulas in (2.1.1).
In a parallel run B is distributed over all threads and, thus, each thread only updates its portion of B. Because r and x is available to all threads no communication arises.
The last part of the quasi-Newton iteration represents the calculation of a new set of Coulomb fitting coefficients. In parallel runs the step direction vector ∆x is calculated in portions on the different threads according to the distribution of the B matrix. They are then combined and a complete step direction vector is copied to each thread. A similar strategy is applied for the calculation of the denominator of the line-search parameter α in equation (22) . A new set of Coulomb fitting coefficients is then calculated on each thread.
With this calculation the iterative loop closes as shown in Figure 1 . After convergence is reached the updated approximated inverse of G, B upd , is written to disk. As the above discussion shows only auxiliary function vectors are copied between threads in parallel runs despite the fact that the auxiliary function matrices B and G are distributed over all threads. As a result, the parallel implementation of the iterative Coulomb fitting algorithm is not communication intensive.
In Figure 2 the pseudo code for the calculation of the exchange-correlation fitting coefficients according to the preconditioned CG algorithm described in (2.1.2) is depicted. This code fragment is intrinsic to ADFT calculations and is executed directly after the above described iterative Coulomb fitting. On input, the exchange-correlation vector L and the updated matrix B upd from the Coulomb fitting, which now acts as preconditioner, are provided along with an initial set of exchange-correlation fitting coefficients z ini . As for the Coulomb fitting coefficient vector z ini is taken from the last SCF or, in case of the very first SCF cycle, initialized to zero. In parallel runs each thread holds an own copy of the exchangecorrelation fitting coefficients. The B and G matrices are distributed as described for the calculation of the Coulomb fitting coefficients.
As Figure 2 shows the calculation of the exchange-correlation fitting coefficients with the preconditioned CG method consists of two principal parts, namely the calculation of the residual and the corresponding convergence test, and the calculation of a new set of fitting coefficients. The residual calculation is alike to the one for the Coulomb fitting coefficients.
The convergence check for the exchange-correlation fitting coefficients is based on the same two convergence thresholds, ε r and ε σ , that were introduced for the Coulomb fitting coefficients. The only difference is the value of ε 0 in formula (31) that is set to ε CON /10 for the exchange-correlation fitting coefficient convergence.
The second part in the preconditioned CG iteration represents the calculation of a new set of exchange-correlation fitting coefficients. It starts with the calculation of the preconditioned residual s. This step is computational identical to the step direction calculation in the quasi-Newton algorithm (see Figure 1) . Therefore, the same implementation is used, i.e. in parallel runs s is calculated in portions on the different threads according to the distribution of the B matrix and then combined and copied to all threads. Because the r and s vectors are available to all threads the calculation of β according to formula (29) and, thus, the calculation of the CG step direction ∆z is straightforward. The calculation of the linesearch parameter α for the preconditioned CG algorithm is computationally identical to the α calculation in the quasi-Newton algorithm. Thus, the same implementation is used.
Altogether, the calculation of the new exchange-correlation fitting coefficients follows a very similar strategy as for the Coulomb fitting coefficients. In particular, only auxiliary function vectors are copied between threads in parallel runs, too.
Computational Details
All validation and benchmark calculations were performed with the DFT program deMon2k [47] . ergy was calculated by the variational fitting procedure as described above. The obtained auxiliary density was used for the calculation of the exchange-correlation energy and po-tential, too. These energies and potentials were numerically integrated on an adaptive grid [48] . The grid accuracy was set to 10 −5 a.u. in all calculations. Thus, all calculations were performed in the framework of ADFT [16] . The structure optimizations were performed with the local density approximation (LDA) employing Dirac exchange [49] in combination with the correlation functional of Vosko, Wilk and Nusair (VWN) [50] . DFT optimized all-electron double zeta valence plus polarization (DZVP) basis sets [51] were employed. For the fitting of the density the auxiliary function set A2 was used. A restricted step quasi-Newton method in internal redundant coordinates with analytic energy gradients was used for the structure optimization [52, 53] . The convergence was based on the Cartesian gradient and displacement vectors with a threshold of 10 −4 and 10 −3 a.u., respectively. The test calculations were performed in serial as well as in parallel [20, 54, 55] with deMon2k.
Results and Discussion
In Table I results from alkane structure optimizations employing direct and iterative fitting procedures are compared. The direct fit refers to the calculation of G −1 according to [38] whereas the iterative fit refers to the iterative solvers described in (2.2). The calculation are performed in serial using a 2.4 GHz single core AMD Opteron TM processor. The data in Table I refer to the second step of the structure optimization and are representative for the other steps, too. The number of auxiliary functions ranges from 680 to 6308 in this test set. The reported CPU times refer to one optimization step, i.e. they correspond to a single point energy and gradient calculation. As the comparison between the direct and iterative fitting CPU times show the savings due to the use of the iterative solvers are little for these systems. For small systems with only a few thousands auxiliary functions such a result is expected because the direct approach relies heavily on well optimized linear algebra routines. In fact it is entirely possible that for very small systems the direct fitting method is computationally superior to the iterative approach, particularly if many SCF cycles are needed. However, the main purpose of Table I is a validation rather than performance analysis of the iterative solver for the fitting coefficients. The comparison of the direct and
iterative single point energies demonstrate the accuracy and robustness of the iterative fit.
Energy differences are in the range of 10 −5 a.u. or below. This is in accordance with the SCF energy convergence criterion of 10 −5 a.u. and holds for all optimization steps. As a result the optimized structure parameters are virtually indistinguishable. A more detailed analysis reveals that the energies obtained from iterative fits are always below the once from direct fits. This is not by chance. In fact, the iterative solution of the Coulomb fitting equation system introduces an error in the approximated Coulomb energy which effects the lower bound of the MinMax SCF [38] . As a result lower energies are found.
The difference between the iterative and direct energies are always in the range of the SCF energy convergence criterion due to (31) . Thus, they can be made arbitrarily small.
As already discussed the alkane systems in Table I are too small to appreciate the computational benefits of the iterative solvers for the fitting coefficients. For this reason we have performed benchmark calculations on zeolite models with up to about 35,000 auxiliary functions. In order to provide a common reference point for the direct and iterative fitting coefficient calculations we included C 60 in the benchmark set, too. The structures of the benchmark systems along with their stoichiometric formulas are depicted in Figure 3 We estimate that systems with more than 100,000 auxiliary functions can be tackled with our current implementation on appropriate computational
architectures. For such large systems a limited memory quasi-Newton updating would be desirable. Work in this direction is underway in our laboratory.
Appendix: Preconditioned Conjugate Gradient Transformation
The preconditioning of equation (10) with the approximate inverse, B, of the Coulomb matrix G yields the transformed equation system (23):
Because B is symmetric and positive definite by construction the Cholesky factorization B = C C T is always possible. Using this factorization we can transform the above equation
to:
Multiplication of C −1 from the left-hand side and introduction of the identity C C −1 between G and z then yields:
From now on we will use a breve to indicate transformed quantities. The new fitting coefficient set y is given by C −1 z. For the solution of the preconditioned transformed equation system (34) the CG method [34] is employed. The residual of this equation system is given by:ȓk
From this residual the CG step direction is calculated as:
The parameter β is determined from the conjugate direction criterion:
Inserting (36) into (37) then yields:
Thus, we obtain for β:
As already discussed for the Coulomb fitting coefficients the solution of (34) is equivalent to the minimization of a quadratic function. Therefore, an exact line-search can be be applied for the step length calculation. The new coefficients are then given by:
The corresponding new residual takes the form:
From the zero slope condition of the exact line-search,
follows:
Thus, we obtain for α:
As for the calculation of the Coulomb fitting coefficients the iterative cycle of the preconditioned CG method for the calculation of the y fitting coefficients finishes with the determination of α and the calculation of the new fitting coefficients by equation (40) .
A drawback of the above formulation is the need of the transformation matrix C for the transformed quantities and the back-transformation of the y fitting coefficients. In order to avoid the explicit use of the transformation matrix C the expression for β must be further simplified. To do so we now employ the zero slope condition (42) once again, however now formulated for the current residual. Thus, we obtain:
Inserting this expression into the formula for the β parameter (39) yields:
Substituting,
with ∆y older k referring to the change in the y fitting coefficients in the second to last iteration step, into (46) and employing once again the zero slope condition (42) results in the following form of β:
In case the preconditioned CG iteration is started with a steepest descent step, i.e. β is set to zero in the first iteration, and the function is quadratic, as in our case, it can be shown that the residuals are orthogonal. Under these conditions, the form of β simplifies further to:
With this form of β and the following relationships, 
the explicit transformation of G, L and z can be avoided. The parameters α and β can then be expressed in terms of the original quantities, too, as given by the equations (25) and (29) . Thus, the transformation matrix C is never invoked. 
