Iterative Toeplitz Solvers with Local Quadratic Convergence. We study an iterative, locally quadratically convergent algorithm for solving Toeplitz systems of equations from JR. P. Brent, F. G. Gustavson and D. Y. Y. Yun. "Fast solution of Toeplitz systems of equations and computation of Pad6 approximations", J. Algorithms, 1: 259-295, 1980]. We introduce a new iterative algorithm that is locally quadratically convergent when used to solve symmetric positive definite Toeplitz systems. We present a set of numerical experiments on randomly generated symmetric positive definite Toeplitz matrices. In these experiments, our algorithm performed significantly better than the previously proposed algorithm.
Introduction
An n x n matrix A is Toeplitz if it is constant along its diagonals; that is, if Ai,j = Ai-l,j-1. In this paper, we consider the case when A is symmetric and positive definite (hereafter, s.p.d.).
The problem of solving a system of linear equations of the form Ax = y, where A is an s.p.d. Toeplitz matrix, is ubiquitous in engineering and physics [1, 2] . The structure of A allows one to find x with direct methods that require many fewer operations than the O(n 3) used in Gaussian elimination. So called "fast", or O(n 2) [-2, 3, 4, 5, 6] , algorithms, most notably the Levinson recursion [-4 ], exist for this problem. More recently, several "superfast" algorithms have been introduced that reduce the operation count to O(n log 2 n) [7, 8, 9, 10] . Strang [11] has suggested using iterative methods for the solution of Ax = y. (His specific suggestion was to use the preconditioned conjugate gradient method. See [12] for an early mention of an iterative representation of A-1.) In the "ordinary" iterative method, we repeatedly solve Mx ~k) = (M -A)x ~k-1) + y for some easily invertible matrix M that is "close" to A. If it is close enough, the vectors x {k) will converge to x. If A is symmetric and positive definite, the ordinary iteration can be accelerated in many ways; for example, with the use of the steepest descent or conjugage gradient algorithms. See [13, 14, 15, 16, 17] for some new iterative methods for solving Toeplitz systems of equations.
In standard iterative algorithms and the algorithms discussed in this paper, each iteration requires the multiplication of a vector by A, the inversion of the "M" system, and, possibly, some inner products. The most common application of iterative algorithms is to sparse systems, where a matrix-vector multiplication is inexpensive. A similar situation prevails with dense Toeplitz matrices, because the matrix-vector product Aw can be computed quickly with fast Fourier transforms (FFT's) in O(n log n) operations [2, 18] .
Let L(x) be a lower triangular Toeplitz matrix with first column x. Let ~ be a vector with the components of x listed in reverse order. Also, let the first column of A -1 be e = (bo, bt) t. The Gohberg-Semencul factorization expresses the inverse of a Toeplitz matrix in terms of the first row and first column of the inverse [19, 20] . Because A -t is symmetric, we can write A -1 as a function of c:
The Gohberg-Semencul factorization is particularly convenient because it shows how to compute A-aw from e with O(n log n) operations using FFT's. Note that because A is s.p.d., we must have bo > 0.
Many direct algorithms first compute c and then use the Gohberg-Semeneul factorization to compute x. In the first paper that presented an O(n log z n) algorithm to solve Toeplitz systems, the authors also presented a method based on iterative refinement to improve the computed value of the first row and first column of the inverse of Toeplitz matrix [10] . We will call the symmetric version of that method Dynamic Iterative Improvement (hereafter, DII). As stated in [10] , DII is locally quadratically convergent. V. Pan modified DII to develop a fast version of Newton's iteration for Toeplitz-like matrices [15] .
The renewed interest in iterative Toeplitz solvers warrants a second look at DII, which we review in the next section. In Section 3, we present a new algorithm, Dynamically Conditioned Steepest Descent (hereafter, DCSD), to compute the Gohberg-Semencul factorization of A -~. Like DII, DCSD is locally quadratically convergent.
In section 4, we present a set of numerical experiments that is designed to compare the performance of DII and DCSD. In these experiments, DCSD behaved significantly better than DII.
Iterative Improvement
DII is conceptually simple. We wish to iteratively compute e. Denote the approximate solution at the k th step of the algorithm as e (a). We begin with the approximation c (~ This means that we have an approximate solution to the equation
where e 1 = (1, 0 ..... 0) t.
Let
The approximation c (~ can be substituted into the Gohberg-Semencul formula, (1), to obtain N(e(~ an approximation to A -~. Iterative improvement is then used to obtain a better estimate of c, which in turn gives a better estimate for A -~. The process is repeated until the residue (measured in some norm) is sufficiently small. The algorithm is summarized below. It is the same algorithm as the algorithm given in [10] , except that the we have removed computations that are made redundant by the fact that A is symmetric (the algorithm given in [10] is for general Toeplitz matrices).
Algorithm I (Dynamic iterative improvement)
Input c (~ k=l r (~ : e~ -Ac (~ While IIr<~-~)[I is large
In standard iterative solution methods [3, 18] , we estimate A -1 once and then do not improve this estimate. When these algorithms converge, they converge linearly; the norm of the error is multiplied by a constant (less than unity) during each iteration. The authors of [10] note that the fact that in DII the estimate for A -1 improves at about the same rate as the estimate for the solution vector implies that we will have quadratic convergence. We now give a formal statement and proof of quadratic convergence. 
Steepest Descent
The iterative solution of a symmetric positive definite system may be obtained by the use of the steepest descent algorithm. The strategy in steepest descent is to minimize the quadratic form r -(x -A -~ y)tA(x -A -~ y), which yields the minimum value of 0 at x = A -~ y. If we find x (k) by moving from x (k-~) along -Vr we obtain the steepest descent algorithm [3] :
k=k+l.
Let 2m,x(P ) (resp., Zmin(P)) be the largest (resp., smallest) eigenvalue value of P. The iterates x (k) will satisfy
where We now borrow the idea of preconditioning from the preconditioned conjugate gradient method [3, 18] . The idea is to compute instead
Algorithm 3 (Preconditioned steepest descent)
k=k+l for some easily invertible symmetric positive definite matrix M that approximates A. This is mathematically equivalent to solving the transformed system ~,~ = ~,, where ~, --M-1/2AM -1/2, ~ = M1/2x, and b = M-1/2b. It is easy to see that ~($) = ~b(x). If A is chosen so that ~c2(,i, ) </r the constant in (4) is reduced.
The ideas of the previous section can be used to speed up the convergence of the steepest descent algorithm. We use steepest descent to compute the first column of A -1. As this gives us an approximation to A -s, we can use N(c (k-l)) instead ofM -1. The resulting algorithm is
Algorithm 4 (Dynamically-conditioned steepest descent)
As with DII, we define the error at the k th iteration as s (k) = c (k) -C. Define the vector A-norm as Ilxll A = ~. Then s Ck) and d k) are related by so (4) can be used to bound the A-norm of the error at each step. As with Algorithm 1, DCSD is locally quadratically convergent. 
Ils~k+X)ll A < M I[s (k)[I 2.
Proof summary: By using (1), (4), and (5), it can be shown that
(See [17] for details.) Equation (6) shows that DCSD is locally quadratically convergent. [] If the parameter ~(k), taken as
is set to "1", then DCSD becomes the same algorithm as DII. IfN(d k-l)) is a positive definite matrix, then the choice of ~k) given by (7) is optimal, in the sense that this choice yields the smallest s tk) in the A-norm.
Nonetheless, when comparing the error bounds for DII, (3), and DCSD, (6), it is not clear, in general, which bound is stronger. As these equations are also only upper bounds, we conducted some numerical experiments to compare DCSD and DII.
Numerical Experiments
In this section, we present some numerical experiments on random s.p.d. Toeplitz matrices to judge the performance of DII and DCSD.
Denote by I the n x n identity matrix. The first type of matrix that we considered is A(x). To generate this matrix, we first compute n random numbers, ao .... The experiments were performed as follows. We calculated the exact solution to (2) and a random vector with 12 norm y. The random vector was added to the exact solution to obtain the initial approximate solution. The experiments were performed for ~c e {10, 100, 1000, 10000, 100000} and ~e {.001, .003, .1, .3, 1, 3, 10}. The experiments were performed on matrices of size 8192 • 8192. The algorithms were allowed to run until either the 12 norm of the residual was less then 10 -9 or the errors were so large as to cause overflows.
The results of the experiments on the matrices A(x) as shown in Table 1 . For large 7, DII resulted in overflows, but DCSD never did. When DII converged, it used the same number of iterations as DCSD on two occasions. Otherwise, DII needed more iterations than DCSD to reduce the norm of the residual to 10 -9.
The results of the experiments on the matrices B(x) are shown in Table 2 . Here, the performance of DCSD is slightly improved but the performance of DII is much worse. DII converged only once, and then it needed 3 89 times as many iterations as DCSD. In the numerical experiments reported on in the last section, DCSD performed better than DII. While in these experiments DCSD never diverged, we cannot prove that DCSD is gloabally convergent so it should therefore be combined with a globally convergent algorithm.
A method for combining DCSD and a globally convergent algorithm can be found in [17] . When this method was used to combine DCSD with the preconditioned conjugate gradient method of Strang [11] , the algorithm that resulted performed about as well as Strang's algorithm alone. The reason that the combination did not work better than Strang's algorithm alone is that Strang's algorithm converges slowly during the first few iterations, but as the algorithm progresses the rate of convergence increases [11, 22] . Therefore, by the time the errors are small enough for DCSD to be an effective algorithm, Strang's algorithm can anyway produce a very accurate solution quickly.
To obtain a fast iterative algorithm to solve Toeplitz equations with DCSD, it is desirable to have globally convergent algorithms for Toeplitz systems that produce fairly accurate solutions after a very small number of iterations. Algorithms with this property, as well as their use with DCSD, are described in [17] and will be reported on in a future paper by the first author.
