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Resumo
Cada vez mais as estratégias de planeamento assumem um papel preponderante na
gestão de uma empresa. De entre estas, no processo de tomada de decisão, destacam-
se sobretudo os modelos de previsão de vendas, que são de extrema importância para
o planeamento de stocks, manutenção do espaço da loja, atividade promocional, etc.
A previsão de vendas usa os dados históricos para realizar projeções confiáveis para
as vendas futuras. No setor do retalho em particular, os dados apresentam uma
estrutura hierárquica, isto é, os produtos estão organizados em grupos hierárquicos
que refletem a estrutura do negócio. Neste trabalho é apresentado um caso de estudo
real, utilizando dados de uma empresa líder no setor do retalho a nível nacional. As-
sim sendo, são testadas diversas metodologias de previsão de vendas, sendo depois
confrontadas com os resultados obtidos por modelos que exploram a estrutura hie-
rárquica dos produtos. Para além disso, são também avaliados diferentes métodos
utilizados na combinação das previsões obtidas em diferentes níveis hierárquicos. Os
resultados demonstram que, explorando a estrutura hierárquica presente nos dados,
os erros da previsão tendem a diminuir.
Palavras-Chave: Data Mining, Séries Temporais Hierárquicas, Modelação, Previ-
são de Vendas, Retalho;
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Abstract
Planning strategies play an important role in companies' management. In the
decision-making process, one of the main important is sales forecasting. They are
important for stocks planing, shop space maintenance, promotions, etc. Sales fore-
casting use historical data to make reliable projections for the future. In the retail
sector, data has a hierarchical structure. Products are organized in hierarchical
groups that reflect the business structure. In this work we present a case study, us-
ing real data, from a Portuguese leader retail company. We experimentally evaluate
standard approaches for sales forecasting and compare against models that explore
the hierarchical structure of the products. Moreover, we evaluate different methods
to combine predictions for the different hierarchical levels. The results show that
exploiting the hierarchical structure present in the data systematically reduces the
error of the forecasts.
Keywords: Data Mining, Hierarchical Time Series, Modelling, Retail, Sales Fore-
casting;
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Capítulo 1
Introdução
"All models are wrong, but some are useful." George E. P. Box
Hoje em dia, com os mercados cada vez mais competitivos, é importante adotar
estratégias de gestão que permitam às empresas valorizar-se face à concorrência.
No caso das grandes empresas de retalho - que geram uma quantidade de dados
que cresce exponencialmente - é necessário, muitas vezes, fazer uma reflexão crítica
sobre toda essa informação, transformando-a em conhecimentos úteis ao negócio,
para que, consequentemente, seja possível adotar estratégias que permitirão não
só atrair novos clientes, como fidelizar os já existentes. Ora, de entre algumas
dessas estratégias podem salientar-se: traçar perfis de clientes, encontrar regras
de associação sobre produtos que são frequentemente comprados em simultâneo,
construir modelos de previsão que poderão servir de auxílio na gestão dos recursos
a serem utilizados, entre outros (Makridakis and Wheelwright, 1998). Deste modo,
foi proposto o desafio da criação de um modelo preditivo que permitisse estimar
as vendas líquidas mensais de todas as lojas de uma empresa líder nacional no
sector do retalho não alimentar. Este projeto foi desenvolvido em ambiente laboral,
durante cerca de 4 meses. Ressalve-se desde já a grande abrangência deste tema e as
fortes implicações positivas que um bom modelo poderá ter para a empresa a curto
prazo, desempenhando um papel preponderante no processo de tomada de decisão
relativamente à distribuição dos recursos humanos e materiais.
A previsão pode definir-se com a habilidade de antecipar o futuro. Assim sendo,
prever apenas é possível se assumirmos que existe uma regularidade naquilo que
observamos, ou seja, que as observações não são aleatórias (Murteira et al., 1993).
Por norma, as vendas pertencentes ao setor do retalho não alimentar, apresentam
não só tendência e sazonalidade, como também uma elevada componente aleatória.
Por outro lado, na grande maioria das vezes, as vendas pertencentes a este setor
apresentam uma relação hierárquica entre si. Efetivamente, durante muitos anos,
os métodos lineares foram capazes de resolver os problemas mais simples. Porém,
hoje em dia, os mercados estão cada vez mais competitivos e, por exemplo, a grande
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maioria das campanhas promocionais não apresenta repetitividade anual, pelo que
não podem ser interpretadas no contexto sazonal. Assim sendo, este tipo de métodos,
apesar de fáceis de implementar e interpretar, apresentam elevada sensibilidade a
pequenas perturbações que possam ser causadas por, por exemplo, uma campanha
não repetida. Deste modo, o recurso a métodos automáticos de análise de dados
passou a ser imprescindível.
Neste trabalho, o problema da previsão de vendas é abordado como um problema
de regressão, sendo aplicados diversos métodos de Data Mining. Para além disso,
é ainda explorada a relação hierárquica entre as diferentes séries temporais. O ato
de prever, por mais confiável que possa ser, tem sempre alguma incerteza associada.
O objetivo deste trabalho será encontrar o modelo que melhor se ajusta à previsão
deste tipo de dados, reduzindo assim a incerteza.
Na sequência desta dissertação, foi escrito o paper "An Experimental Study on
Predictive Models using Hierarchical Time Series", que descreve o estudo experi-
mental aqui apresentado e que explora a estrutura hierárquica presente na base de
dados. O documento foi submetido para a conferência EPIA-2015 e foi aceite para
publicação.
1.1 Motivação
A principal motivação para a realização deste estágio relacionou-se sobretudo com
o ambiente em que se insere. Em primeiro lugar, trata-se de um desafio aliciante,
realizado em ambiente laboral e numa das maiores empresas a nível nacional - o que,
desde logo, é uma mais-valia para uma primeira experiência a nível laboral. Por
outro lado, é um tema com uma abrangência tão alargada que pode ser utilizado e
aplicado a inúmeras situações e que poderá dar um forte contributo para impulsionar
- ainda mais - o crescimento da empresa.
1.2 Problema
O desafio proposto consiste em construir um modelo que permita prever as vendas
líquidas da empresa, ao mês. Para além disso, essa previsão deverá ser feita à loja -
sendo que existem mais de 130 lojas por todo o país - e à unidade de negócio - ou seja,
não se pretende uma previsão para o total da loja, mas sim para um determinado
conjunto de produtos. A dimensão temporal deverá também ser suficiente para que,
ao dia 15 de cada mês, seja possível prever as vendas líquidas do mês seguinte.
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1.3 Objetivos
Os objetivos inicialmente traçados pela empresa baseavam-se na obtenção de taxas
de erro na ordem dos 5% para o total por loja e 10% por unidade de negócio, sendo
que o modelo deveria cobrir todos os aspetos mencionados na secção anterior.
Por outro lado, os resultados devolvidos pelo modelo deverão ser de fácil com-
preensão, para que, quando as previsões do modelo falharem em larga escala, haja
a flexibilidade de perceber o porquê dessa discrepância.
Assim sendo, o principal objetivo foi construir um modelo realista e flexível, que
fosse capaz de fazer uma previsão eficaz e eficiente para todas as lojas.
É ainda importante referir que o modelo deverá ser capaz de obter bons resultados
em contextos de incerteza elevada como, por exemplo, quando ocorre uma campanha
promocional ou quando é aberta uma nova loja.
1.4 Estrutura do Relatório
Este relatório encontra-se estruturado e organizado da seguinte forma: no capítulo
2 é apresentado o trabalho relacionado, sendo introduzidos os conceitos teóricos fun-
damentais à compreensão do problema e feita a revisão da literatura relevante sobre
a aplicação de diferentes modelos na previsão de vendas no setor do retalho; no
capítulo 3, é descrita a forma como o modelo de previsão foi construído, seguindo a
metodologia CRISP-DM ; depois disso, no capítulo 4, é explorada a estrutura hie-
rárquica inerente aos dados; e, por fim, no capítulo 5 são apresentadas as conclusões
do trabalho realizado e o trabalho futuro.
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Capítulo 2
Trabalho Relacionado
"It is far better to foresee even without certainty than not to foreseen at all." Henri
Poincare
Os métodos de previsão são considerados uma das mais importantes ferramentas
do processo de planeamento e tomada de decisão de uma empresa, podendo estar
envolvidos em diversas etapas do mesmo. Ora, se considerarmos modelos de previsão
a curto prazo, podemos fazer uma melhor gestão dos recursos humanos e materiais à
nossa disposição, contribuindo assim para uma melhor gestão do stock e fazendo com
que a empresa não tenha materiais em excesso, nem o cliente tenha de ir procurar
aquilo que deseja na concorrência. Por outro lado, os modelos a médio prazo - por
norma, realizados com periodicidade anual - auxiliam na elaboração de orçamentos.
Por fim, os modelos a longo prazo permitem avaliar o risco e os benefícios que os
grandes investimentos poderão trazer num futuro ainda distante, como por exemplo
a abertura de novas lojas e a introdução de novos produtos (Caiado, 2012).
Para que uma empresa se consiga superiorizar face à concorrência, é útil com-
preender o negócio, e, sobretudo, conseguir prever o comportamento dos clientes.
Nesse sentido, e devido à sua ampla aplicabilidade, Data Mining é uma área cada
vez mais emergente no processo de tomada de decisão de uma empresa.
2.1 Data Mining
Data Mining pode ser definido como a análise de grandes quantidades de dados,
com o intuito de encontrar relações e sumarizar os dados em diferentes formas que
sejam compreensíveis e úteis ao analista (Hand et al., 2001).
Uma tarefa de Data Mining pode ser interpretada como o processamento de
um conjunto de dados, com o intuito de extrair conhecimento dos mesmos. Assim
sendo, podemos dividir essas tarefas em dois grandes grupos: descrição e previsão.
Enquanto que o primeiro se relaciona sobretudo com a identificação de propriedades
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gerais dos dados, a previsão permite inferir futuros comportamentos. Nesse sentido,
podemos ainda dividir os problemas de previsão em dois tipos: classificação e re-
gressão, sendo que, no primeiro caso, pretendemos prever uma classe, e, no segundo,
uma variável numérica.
Deste modo, a previsão dos valores futuros de uma série temporal pode ser in-
terpretada como um problema de regressão, onde sabemos que existe uma relação
temporal entre os valores da série - variável dependente - e um conjunto de variáveis
ou fatores que os possam explicar - variáveis independentes ou explicativas -, sendo
útil introduzir essas relações na construção dos modelos preditivos. Para além disso,
o processo de aprendizagem deste tipo de problemas é realizado de forma supervi-
sionada, ou seja, são utilizados exemplos de treino, isto é, exemplos em que o valor
do output é conhecido.
2.2 Séries Temporais
Uma série temporal consiste num conjunto de observações de uma variável, reali-
zadas em períodos sucessivos de tempo. Uma série temporal multivariada não é
mais do que um conjunto de observações, dependentes de um conjunto de variáveis,
durante um determinado período de tempo.
2.2.1 Decomposição de Séries Temporais
Quando trabalhamos com séries temporais, nem sempre é útil aplicar as estatísticas
descritivas mais comuns - média, desvio-padrão, etc -, uma vez que estas podem con-
ter tendência, sazonalidade ou outras componentes sistemáticas, que condicionam
os valores destas estatísticas. De entre os diferentes fatores que podem influen-
ciar o comportamento de uma série temporal, é importante perceber o papel que
cada um desempenha. Deste modo, uma aproximação possível para tentar perce-
ber o comportamento da série é a sua decomposição em diferentes componentes
para posterior estudo individual e consequente maior entendimento das alterações
observadas, sendo elas:
• tendência: descreve o comportamento mais notório da série durante o período
de tempo considerado - isto é, se é crescente, decrescente ou constante.
• sazonalidade: está relacionada com as oscilações que ocorrem por período
de tempo - isto é, diariamente, semanalmente ou mensalmente - no decorrer
de um ano, podendo ser justificadas por diversos fatores, como as estações do
ano - onde se inserem, por exemplo, as diferenças de temperatura e o turismo
-, medidas administrativas - como o início ou final do mês - tradições, religião,
festas - como Natal ou outras épocas festivas - ou simplesmente devido a efeitos
de calendário (secção 2.2.3) (Caiado, 2012).
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• movimentos cíclicos: relacionam-se sobretudo com as fases de expansão e
recessão dos sistemas económicos. Assim, em ciclos longos, é difícil fazer a
separação entre tendência e ciclo, sendo que, nestes casos, são considerados
como uma componente conjunta.
• movimentos aleatórios: não são explicados por nenhum dos fatores an-
teriormente referidos. No caso da previsão de vendas, podem dever-se, por
exemplo, a ações promocionais - quer por parte da empresa, quer por parte da
concorrência -, proximidade de lojas da concorrência, abertura de novas lojas,
entre outros.
Ora, conhecendo cada uma destas quatro componentes - ou três, no caso em que
não se faz a distinção entre tendência e movimentos cíclicos -, é possível fazer a re-
construção da série. A série pode assim ser escrita como função destas componentes,
sendo que a fórmula matemática de conexão das mesmas pode ser aditiva (Equação
2.1) ou multiplicativa (Equação 2.2):
Yt  Tt   St   Et (2.1)
Yt  Tt  St  Et (2.2)
onde Yt representa o valor observado no instante t, Tt representa a componente
tendência-ciclo, St a componente da sazonalidade e Et o erro associado à previsão.
Enquanto que a primeira, por norma, se aplica às situações em que a amplitude
dos valores de sazonalidade se mantém constante ao longo do tempo, o modelo
multiplicativo é o mais adequado quando a série temporal apresenta variação na
amplitude da sazonalidade.
Decomposição por Sazonalidade e Tendência usando Loess
A decomposição Seasonal and Trend decomposition using Loess (STL) (Cleveland
et al., 1990) é um processo de decomposição de séries temporais amplamente uti-
lizado, uma vez que é uma metodologia versátil e robusta, onde a componente
tendência-ciclo é estimada através da regressão "Loess", que estima curvas e su-
perfícies utilizando suavização. Algumas das principais vantagens deste tipo de
decomposição são:
• capacidade de se adaptar a qualquer tipo de sazonalidade - diária, semanal ou
mensal;
• definição da taxa de variação da componente sazonal ao longo do tempo por
parte do utilizador;
• controlo do alisamento da componente tendência-ciclo por parte do utilizador;
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• comportamento robusto na presença de outliers ;
Porém, só se aplica a modelos aditivos. No caso de a série em estudo apresentar
um comportamento correspondente a um modelo multiplicativo, deve aplicar-se o
logaritmo natural ao modelo, a fim de o transformar num modelo aditivo. No
entanto, devemos certificar-nos que a série não apresenta valores nulos ou negativos.
2.2.2 Autocorrelation Function (ACF)
A Autocorrelation Function ACF baseia-se nas ocorrências passadas de uma dada
série temporal, sendo utilizada para identificar a correlação que a série temporal
apresenta com ela própria, desfasada k períodos de tempo. Assim sendo, a ACF pode
ser considerada um indicador estatístico dos dados, sendo obtida pela expressão:
r 
°n
tk 1pYt  sY qpYtk  sY q°n
t1pYt  sY q2 , k  1, ..., n 1 (2.3)
onde Yt corresponde ao valor observado no instante t, sY ao valor médio da série
temporal e n ao número de observações disponíveis.
A análise do gráfico da ACF, permite-nos retirar algumas conclusões sobre a
autocorrelação da série temporal. A título de exemplo, se as primeiras correlações
forem elevadas e decrescerem rapidamente para zero, podemos concluir que a série
apresenta correlação de curto prazo, ou seja, relaciona-se apenas com as observações
mais recentes - Figura 2.1a. Por outro lado, numa série com tendência elevada, os
valores dos lags só vão começar a decrescer ao fim de muitas observações - Figura
2.1b. Ainda se a série apresentar sazonalidade, o correlograma irá apresentar valores
elevados a cada intervalo de tempo correspondente ao período sazonal - Figura 2.1c.
(a) (b) (c)
Figura 2.1: ACF aplicada a diferentes conjuntos de dados
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2.2.3 Efeitos de Calendário
Na grande maioria das situações, o número de vendas está diretamente relacionado
com o número de dias úteis de cada mês, ou, por outras palavras, com o número de
fins de semana nele presente. Deste modo, as previsões mensais necessitam de ser
corrigidas, uma vez que, num ano, o mesmo mês poderá ter 4 fins de semana e, no
ano seguinte, 5. Por outro lado, os feriados fixos, que, de ano para ano, acontecem
em dias de semana distintos - ou até mesmo a Páscoa, que poderá acontecer num
mês distinto - poderão também condicionar a procura, o que poderá conduzir a um
enviesamento nos resultados obtidos, pelo que é preponderante proceder à correção
deste fator. Assim, frequentemente, utilizam-se três métodos de ajuste distintos
(Caiado, 2012) e que são apresentados de seguida:
Ajustamento Dias do Mês
O ajuste é realizado tendo por base o número de dias do mês, regendo-se pela
expressão:
Y rmessm  Ym 
nd
ndm
(2.4)
onde Ym representa o valor observado no mês m, nd o número médio de dias por
mês, e ndm o número de dias do mês m.
Ajustamento Fins de Semana
Neste caso, o ajuste é realizado tendo por base o número de fins de semana de cada
mês, sendo dado pela expressão:
Y rsemsm  Ym 
ns
nsm
(2.5)
onde Ym representa o valor observado no mês m, ns o número médio de fins de
semana por mês, e nsm o número de fins de semana do mês m.
Ajustamento Dia
Finalmente, neste tipo de ajustamento, os dias são divididos em dois grupos: úteis
e não úteis, de acordo com a expressão:
Y rdiasm  Ym 
ndu
ndum
(2.6)
onde Ym representa o valor observado no mês m, ndu o número médio de dias úteis
por mês, e ndum o número de dias úteis do mês m.
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2.2.4 Avaliação dos Modelos de Previsão
Por norma, a avaliação dos modelos de previsão obtidos assenta em três critérios
principais (Mitchell, 1997):
• erro das previsões;
• interpretabilidade do modelo obtido;
• tempo de execução.
Divisão do Conjunto de Dados
Em problemas de previsão, os dados são tipicamente divididos em dois grupos: um
para treino - com o qual o algoritmo aprende durante a fase de modelação -, e um
segundo para teste, a fim de averiguar o erro associado ao modelo aprendido. Estes
conjuntos têm obrigatoriamente de ser disjuntos, caso contrário, o modelo estaria já
ajustado aos dados de teste, produzindo assim previsões demasiado otimistas. As
principais técnicas utilizadas na divisão treino/teste são: holdout, cross-validation
e bootstrap. No entanto, para séries temporais, qualquer forma de reamostragem
altera a ordem natural dos dados e, por isso mesmo, estas técnicas não se podem
aplicar.
Um método possível, consiste em dividir os dados existentes em duas janelas: as
observações anteriores a um dado instante de tempo t, e as observações seguintes.
Posto isto, existem três alternativas para aprendizagem no conjunto de teste:
• Fixed Window: é obtido um modelo com todos os dados disponíveis no
conjunto de treino, e esse modelo prevê todo o conjunto de teste;
• Growing Window: para cada conjunto de um ou mais exemplos de teste
é originado um novo modelo, que é obtido treinando com todos os dados
anteriores a ele;
• Sliding Window: semelhante ao Growing Window, no entanto, neste caso, à
medida que um novo conjunto de um ou mais exemplos de teste são adicionados
ao conjunto de treino, o conjunto mais antigo de exemplos é removido do
mesmo.
O erro de previsão pode ser decomposto em duas componentes principais: o
viés e a variância. A componente do viés diz respeito à parte do erro que resulta
do mau ajuste do modelo aos dados observados. Por outro lado, a componente da
variância relaciona-se com a sensibilidade do modelo face aos dados de treino. Os
modelos com elevado erro resultante da variância, ajustam-se demasiado aos dados
de treino - overfitting -, e por isso, têm uma fraca capacidade de generalização.
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Assim sendo, os modelos mais robustos, apresentam baixa componente da variância,
ou seja, adaptam-se bem a grandes alterações causadas por variações no conjunto
de treino.
Medidas de Erro
De seguida, serão descritas as principais métricas de avaliação dos erros de previ-
são, onde m representa o número de observações disponíveis para teste, Yt o valor
observado no instante t e Yˆt a previsão para o instante t.
O Mean Squared Error (MSE) é dado pela equação:
MSE  1
m
m¸
i1
pYt  Yˆtq2 (2.7)
Note-se que o MSE é obtido numa escala diferente da original - neste caso, é usado
o quadrado. Assim sendo, a sua principal desvantagem é a sensibilidade a erros
elevados. Muitas vezes, pode também usar-se a Root Mean Squared Error (RMSE),
definida como:
RMSE   
?
MSE (2.8)
Por outro lado, o Mean Absolute Deviation (MAD) é obtido através da equação:
MAD  1
m
m¸
i1
|Yt  Yˆt| (2.9)
Quer o MSE, quer o MAD são úteis sobretudo para comparar métodos aplicados a
uma mesma série temporal. No entanto, ao contrário do MSE, o MAD não amplifica
os erros mais elevados. Assim sendo, o MAD dá uma melhor indicação do erro típico
do modelo, pois trata todos os erros do mesmo modo e vem expresso nas mesmas
unidades.
Finalmente, o Mean Absolute Percentage Error MAPE é obtido através da equa-
ção:
MAPE  1
m
m¸
i1
|Yt  Yˆt
Yt
|  100 (2.10)
Deve ter-se em atenção a aplicação deste método a séries com zeros na amostra,
porque as percentagens do erro não podem ser calculadas.
2.2.5 Testes Estatísticos
Muitas vezes, quando se pretende fazer uma comparação entre diferentes modelos,
uma análise gráfica do erro pode não ser suficiente para tirar conclusões robustas.
10
Nesse sentido, torna-se útil aplicar um teste estatístico - também designado por
teste de hipóteses -, que não é mais do que um procedimento para a rejeição ou
não, de uma dada hipótese inicial. Essa hipótese inicial, denominada hipótese nula,
corresponde à hipótese que está a ser testada. Por outro lado, a hipótese alternativa,
corresponde à negação total ou parcial da hipótese nula.
Ora, em situações em que são utilizados diversos modelos, a aplicação de testes
estatísticos torna-se relevante na medida em que permite identificar qual o mais ade-
quado aos dados disponíveis. Deste modo, calculando, por exemplo, o erro associado
às previsões obtidas para o mesmo conjunto de dados, obtido por modelos distintos,
é possível identificar qual o modelo que possui a melhor estimativa de performance
de forma estatisticamente mais significativa e que, portanto, deve ser utilizado. Nes-
ses casos, considera-se como hipótese nula a de que o modelo que pensamos ser mais
preciso, ser melhor que os restantes - aplicando, por isso, um teste unilateral. De
acordo com o resultado do teste, verifica-se se há ou não evidências para rejeitar a
assunção inicialmente efetuada.
A grande maioria dos testes estatísticos devolve um valor que corresponde ao
valor de prova do teste - p-value -, e que vai determinar a rejeição ou não da hipótese
nula. Antes de se iniciar o teste, deve definir-se o nível de significância do mesmo,
ou seja, o menor valor para o qual se rejeita a hipótese nula. Quanto maior for o
nível de significância, menor será a confiança nos resultados devolvidos pelo teste.
Existem diversos testes estatísticos, divididos em dois grandes grupos: paramé-
tricos e não paramétricos. Apesar de os paramétricos serem mais robustos, pressu-
põem uma distribuição Normal dos dados da amostra o que, em muitas situações,
não acontece, optando-se, nesses casos, pela aplicação de testes não paramétricos.
2.3 Modelos de Previsão em Séries Temporais
Fazendo uma breve contextualização histórica, verificamos que, inicialmente, as pre-
visões eram encaradas como modelos para a tomada de decisão no negócio, sendo
realizadas de forma qualitativa, aos quais estava associada elevada incerteza, uma
vez que são modelos que não só são facilmente afetados por eventuais alterações
estruturais, podendo dar uma noção errada da procura, como também se baseavam
na subjetividade dos especialistas no negócio. Ora, todas as pessoas são diferentes,
e, em ambientes de elevada incerteza, tendem a adotar atitudes distintas. Assim
sendo, um otimista, espera sempre obter o lucro máximo, o que pode ser nefasto
para a empresa, podendo conduzir a um desperdício de recursos materiais e huma-
nos. Por outro lado, uma pessoa pessimista, prefere não correr grandes riscos, no
entanto, arrisca-se a que a procura seja superior à oferta, não satisfazendo assim
as necessidades dos seus clientes. O ideal, nestes casos, seria optar pela decisão
associada ao menor custo de oportunidade, no entanto, a racionalidade subjacente
aos seres humanos nem sempre permite que isso aconteça (Libby et al., 2008).
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Deste modo, foram sendo introduzidos os métodos quantitativos, menos falí-
veis. Este tipo de métodos permitiu avaliar alguns dos fatores que estão na base
do processo de oferta e procura, como os preços, as campanhas de publicidade, a
sazonalidade de alguns produtos e lojas, a inserção de novos produtos, a conjetura
socio-económica atual que influencia a tendência do mercado, entre outros (Hooley
and Hussey, 1999).
2.3.1 Modelos Lineares
Os modelos de previsão lineares apresentam uma relação entre variáveis linear nos
parâmetros, o que implica que a variação de um parâmetro seja independente da
variação de outro parâmetro. São, por isso mesmo, modelos simples e de fácil com-
preensão, como o Baseline ou o Autoregressive Integrated Moving Average (ARIMA).
Baseline
Este é o método mais simplista de todos. De facto, o modelo Baseline mais comum
usa como previsão para um determinado período temporal, o valor observado no
período sazonal anterior.
Autoregressive Integrated Moving Average (ARIMA)
Um modelo Autoregressive Integrated Moving Average ARIMA (Box and Jenkins,
1990) é um modelo composto por três parâmetros - (p,d,q). O parâmetro p corres-
ponde à parte auto regressiva. O parâmetro q determina o número de médias móveis
a ser usado. Por fim, o parâmetro d diz respeito ao número de diferenciações que
são necessárias para transformar a série não estacionária numa série estacionária.
Deste modo, e para aplicar um modelo ARIMA é necessário:
1. transformar a série temporal numa série estacionária; para isso, devemos dife-
renciar a série d vezes; este processo pode ser realizado visualmente ou apli-
cando algum teste da raiz unitária que permita estimar o valor de d ;
2. estimar os parâmetros p e q, através da análise do gráfico da ACF.
Uma vez que nem sempre é fácil estimar estes valores, muitas vezes é útil recorrer
a algumas ferramentas já desenvolvidas presentes em alguns softwares, como o R (R
Core Team, 2014), e que fazem essa estimação de forma automática, devolvendo os
parâmetros ótimos a considerar (Hyndman and Khandakar, 2008).
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2.3.2 Modelos Não Lineares
Porém, e como já foi referido anteriormente, com a crescente complexidade dos
dados, é necessário adotar técnicas de previsão mais sofisticadas, que permitam
a incorporação de algumas variáveis explicativas que serão úteis no processo de
previsão, recorrendo-se, para isso, à construção de modelos não lineares.
Este tipo de modelos permitirá obter previsões mais robustas e suportadas por
diversas variáveis explicativas. No entanto, devemos ter em atenção que as variáveis
a ser incorporadas devem ser bem identificadas, uma vez que, ao usar demasiadas
variáveis, estas poderão estar correlacionadas ou poderão conter ruído (Lee, 2011).
Artificial Neural Networks
As Artificial Neural Networks (ANN) são uma ferramenta poderosa e muito utilizada
em problemas de previsão devido à sua elevada capacidade para identificar relações
complexas nos dados (Zhang et al., 1998).
Figura 2.2: ANN do tipo Feedforward (Vanderplat, 2015)
Este tipo de modelos tem uma forte inspiração biológica, apresentando um funci-
onamento semelhante ao de um neurónio. Assim sendo, define-se como topologia de
uma ANN, o modo como os neurónios se interligam. Essa topologia é condicionada
pelo facto da aprendizagem da rede ser ou não supervisionada. Caso seja supervi-
sionada, a rede é constituída tipicamente por uma camada de neurónios de entrada
- que contém tantos neurónios quantas as variáveis de input -, uma ou mais cama-
das de neurónios intermédios e uma camada de saída - cujo número de neurónios
corresponde à dimensão do output (Gama et al., 2012) - Figura 2.2.
Por norma, um dos maiores problemas das ANN é a definição da arquitetura
da rede, ou seja, relaciona-se com a estimativa do número de camadas ocultas e do
número de neurónios em cada camada. Alguns estudos já efetuados, indicam que
nunca é necessário utilizar mais de duas camadas ocultas (Cybenko, 1988), sendo
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que, na grande maioria das vezes, a utilização de apenas uma camada oculta produz
resultados satisfatórios (Nakama, 2011). A definição do número de neurónios da
camada oculta é um ponto fulcral na aplicação deste modelo, uma vez que a defi-
nição de um valor superior ao necessário pode traduzir-se numa adaptação extrema
aos dados de treino e consequente perda da capacidade de generalização da rede -
overfitting.
Cada neurónio recebe impulsos de entrada e calcula o output como função desses
impulsos. Assim, primeiro é realizado um cálculo linear nos inputs e, de seguida,
aplica-se uma função de ativação (Tabela 2.1), de acordo com o output desejado.
Função
Fórmula
Matemática
Contradomínio
Linear fpxq  x r8, 8s
Seno/
Cosseno
fpxq  senpxq
fpxq  cospxq
r1, 1s
Sigmóide fpxq  2
1 ex
 1 r1, 1s
Gaussiana fpxq  ex22 r1, 1s
Tabela 2.1: Principais funções de ativação usadas em Redes Neuronais
Outro dos parâmetros que, por norma, o utilizador tem de definir numa ANN
é a taxa de aprendizagem. Não existe um valor pré-definido para este parâmetro,
podendo variar consoante o problema. Por isso mesmo, deve correr-se o algoritmo
diversas vezes, até se obter o valor mais satisfatório para este parâmetro. No en-
tanto, taxas de aprendizagem muito reduzidas conduzem a tempos de aprendizagem
elevados, e taxas elevadas podem originar a não convergência do algoritmo.
Existem ainda dois tipos principais de ANN: as redes feedforward - que são
redes com conexões unidirecionais - e as redes recorrentes - que apresentam conexões
arbitrárias. A principal diferença entre ambas relaciona-se com o facto de que, nas
redes feedforward os neurónios da camada de entrada estão conectados apenas à
camada seguinte, não havendo conexões entre neurónios de uma camada e da camada
anterior. Por outro lado, as redes recorrentes são potencialmente mais instáveis,
podendo exibir comportamentos caóticos, e demorando mais tempo a convergir.
Existem ainda ANN sem camadas ocultas, usualmente denominadas por perceptrons.
Porém, para além do seu simples processo de aprendizagem, apresentam também
uma aplicabilidade limitada (Dale and Sullivan, 2006).
A aprendizagem de uma ANN consiste na atualização constante dos pesos de
conexão da rede, de forma a melhorar a eficiência da mesma, sendo, por norma,
realizada de forma supervisionada. Neste caso, o algoritmo mais utilizado é o back-
propagation (Hecht-Nielsen, 1992).
As principais vantagens das ANN são o facto de não serem sensíveis a dados com
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ruído, terem a capacidade de realizar previsões em dados diferentes daqueles onde
ocorreu o treino e terem uma densa capacidade de representação. Por outro lado,
podem apresentar períodos de treino longos e os modelos obtidos não são de fácil
interpretação.
De facto, é cada vez mais frequente a aplicação de técnicas de Data Mining na
análise de séries temporais (Azevedo et al., 2012). Na área do retalho em particular,
onde as séries temporais apresentam componentes de tendência e sazonalidade bem
definidas, a utilização de algoritmos de aprendizagem como as ANN revela-se mais
eficiente que a aplicação de métodos tradicionais, uma vez que estas conseguem
captar as dinâmicas não lineares associadas a estas componentes, assim como as
suas interações (Alon et al., 2001).
No entanto, para aplicar estes algoritmos deve verificar-se qual a melhor forma de
apresentar os dados. Alguns estudos demonstram que, por norma, as ANN são mais
eficientes quando aplicadas a dados corrigidos de tendência e sazonalidade (Zhang,
2005).
Para além disso, na área do retalho em particular, por norma, existem diversas
variáveis que podem justificar de alguma forma as oscilações nas vendas. Em Sousa
(2011), são aplicadas ANN na previsão das vendas diárias de uma empresa do setor
do calçado, usando como variáveis explicativas: o mês do ano, o dia da semana, os
feriados, as promoções ou eventos especiais, o período de saldos, as semanas pré/pós
Natal e Páscoa, a temperatura média, o índice de volume de negócios no comércio
a retalho de têxteis, vestuário, calçado e artigos de couro e ainda as vendas diárias
dos sete dias anteriores corrigidas de tendência e sazonalidade.
Support Vector Machines
As Support Vector Machines (SVM) eram, inicialmente, algoritmos orientados para
problemas lineares de classificação, que faziam a separação de duas classes linear-
mente separáveis num hiperplano, usando o algoritmo de treino da teoria de oti-
mização. Mais tarde, foi possível aplicá-las a problemas não lineares, fazendo o
mapeamento dos pontos no espaço, de forma a projetá-los num espaço de maior di-
mensão, e onde estes são divididos consoante a classe a que pertencem, com o intuito
de maximizar a margem de separação, ou seja, minimizar a distância entre os pontos
de cada classe e o hiperplano. Depois disso, foi introduzida a noção de Support Vec-
tor Regression (SVR), que seria a generalização das SVM a problemas de regressão
(Vapnik, 1995). Neste tipo de problemas, uma função não linear é aprendida por
uma máquina de aprendizagem linear, ignorando-se os erros inferiores a , de acordo
com a Figura 2.3.
Através da aplicação de uma função de kernel (Boser et al., 1992), as observações
são projetadas num espaço de maior dimensão, no qual os dados podem ser separados
por um hiperplano, como ilustrado na Figura 2.4. A tabela 2.2 resume as principais
funções de kernel usualmente aplicadas, onde xi e xj são vetores.
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Figura 2.3: Exemplo ilustrativo da aplicação de uma SVR (Ma et al., 2012)
Figura 2.4: Exemplo ilustrativo da aplicação de uma função kernel a uma SVR
(Shawe-Taylor and Cristianini, 2004)
Designação da Função Fórmula
Linear Kpxi, xjq  xTi xj
Polinomial de grau p Kpxi, xjq  p1  xTi xjqp
Gaussiana (Radial Basis) Kpxi, xjq  exp ||xixj ||
2
2σ2
Sigmóide Kpxi, xjq  tanhpβ0xTi xj   β1q
Tabela 2.2: Funções de kernel mais frequentemente usadas por SVM
Alguns dos principais parâmetros das SVM são o parâmetro C, que diz respeito
ao custo no conflito na escolha entre os erros no conjunto de treino e a margem de
maximização; o parâmetro epsilon - valor da perda - que diz respeito à complexi-
dade e capacidade de generalização da rede; e ainda a escolha da função de kernel
mais adequada ao problema.
Alguns estudos demonstraram que as ANN apresentavam algumas limitações na
aprendizagem de padrões, no caso em que os dados apresentavam elevada dimen-
sionalidade, ao contrário das SVR que apresentam bons resultados mesmo quando
a quantidade de dados disponíveis é reduzida (Kim, 2003). Assim sendo, o recurso
cada vez mais frequente às SVR pode ser justificado pela sua capacidade de pre-
ver com precisão os valores futuros de uma série temporal, mesmo quando esta é
multivariada e não estacionária (Sapankevych and Sankar, 2009).
Apesar de não tão frequentemente quanto as ANN, também as SVR têm sido
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aplicadas a problemas de previsão de vendas de séries temporais que apresentam
tendência acentuada, com bons resultados (Yu et al., 2013).
Em Crone et al. (2006a) é comparado o poder preditivo das ANN, com o das
SVR - neste segundo algoritmo compara-se ainda a utilização da função de kernel
linear com a de kernel gaussiana. Neste documento, os algoritmos de aprendizagem
são aplicados a cinco séries temporais artificiais distintas: estacionárias, com sazo-
nalidade aditiva, com tendência linear, com tendência linear e sazonalidade aditiva
e com tendência linear e sazonalidade multiplicativa. Os resultados demonstraram
que as SVR com função de kernel guaussiana são o algoritmo mais eficiente na pre-
visão de séries sem tendência. No entanto, nas séries com tendência, apresentam
previsões desastrosas , enquanto que as ANN e as SVR com função de kernel linear
produzem previsões robustas, mesmo sem realizar o pré-processamento dos dados.
A principal limitação dos algoritmos ANN e SVR relaciona-se essencialmente com
a parametrização dos mesmos, uma vez que apresentam muitos graus de liberdade.
Para além disso, a fase de pré-processamento é também de extrema importância.
Em Crone et al. (2006b) testam-se três estratégias distintas de pré-processamento:
a Normalização Linear nos intervalos r0.5, 0.5s e r1, 1s e a Normalização Padrão,
onde, a cada observação se subtrai a média da série temporal e se divide pelo des-
vio padrão. Os resultados obtidos foram estatisticamente diferentes, o que indica
que esta etapa é de extrema importância. A Normalização Linear revelou-se mais
eficiente que a Normalização Padrão, sendo que os melhores resultados foram ob-
tidos quando se considerou o intervalo r0.5, 0.5s. Ficou ainda demonstrado que a
Normalização influenciava positivamente sobretudo o algoritmo ANN.
2.3.3 Modelos Múltiplos
Por norma, não há um modelo que seja melhor que todos os outros para todos os
problemas. Assim sendo, e no sentido de melhorar as previsões de modelos individu-
ais, foi sugerida a combinação de múltiplos modelos (Bates and Granger, 2001). O
mecanismo de funcionamento dos modelos múltiplos carateriza-se pela aplicação de
diversos modelos de aprendizagem, várias vezes, e consequente escolha do conjunto
que obtém melhores previsões, usando um sistema de votação. No que se refere
à construção do modelo múltiplo podemos utilizar métodos estáticos ou métodos
dinâmicos. Enquanto que métodos estáticos combinam as previsões de todos os al-
goritmos de aprendizagem no conjunto, métodos dinâmicos selecionam os algoritmos
de aprendizagem mais apropriados ao conjunto de teste. De facto, na grande maioria
das vezes, a melhor forma de combinar os modelos é desconhecida para o analista,
uma vez que não existe uma tipologia para a construção de modelos múltiplos que
melhor se adeque a todos os problemas, pelo que, na literatura, diversas abordagens
são propostas (Jorge et al., 2012; Lee, 2011). De facto, na maioria das vezes, não
há garantias de que o algoritmo de aprendizagem encontre a melhor solução pos-
sível. No entanto, cada algoritmo apresenta um processo de procura caraterístico,
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usando diferentes funções de avaliação de hipóteses e diferentes linguagens de re-
presentação, o que origina erros independentes (Hansen and Salamon, 1990). Assim
sendo, uma das vantagens da utilização de modelos múltiplos em vez de modelos
simples traduz-se no aumento da robustez e precisão dos resultados obtidos (García
et al., 2005), uma vez que estes têm a capacidade de reduzir o impacto dos erros
porque reduzem quer a componente do viés, quer a da variância(Dietterich, 2000).
As Random Forests são um exemplo deste tipo de modelos.
Random Forests
As Random Forest conjugam a ideia de amostragem de observações e amostragem
de preditores num único modelo. Assim sendo, na fase de treino, constroem-se
múltiplas árvores de decisão. Cada árvore treina com uma amostra de bootstrap
(Efron and Tibshirani, 1994) dos dados originais, sendo que as restantes observações
são utilizadas para estimar o erro e a importância das variáveis. No fim, e no caso
de se tratar de um problema de regressão, a previsão pretendida é obtida através da
média pesada das previsões de cada árvore (Breiman, 2001), tal como é apresentado
na Figura 2.5, onde Yˆit representa a previsão da árvore i para a observação do
instante t e pi o peso dessa árvore na previsão final.
Figura 2.5: Exemplo ilustrativo da aplicação do modelo Random Forest
É importante notar que as Random Forest apenas preveem propriedades singula-
res e, portanto, não são um bom método para prever tendências em longos períodos.
No entanto, na previsão de séries temporais podem ser usadas no sentido de prever
a próxima observação (Kane et al., 2014).
2.3.4 Modelos Hierárquicos
Em bases de dados hierárquicas, muitas vezes torna-se útil explorar a relação de
dependência entre as diferentes séries temporais, garantindo assim a consistência
nas previsões de séries temporais pertencentes a diferentes níveis.
De entre as diversas abordagens existentes na literatura, em Hyndman et al.
(2011) é sugerida uma metodologia que consiste no cálculo de projeções indepen-
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dentes em todos os níveis da hierarquia, aplicando-se, de seguida, um modelo de
regressão para otimizar a combinação dessas previsões
A principal vantagem desta abordagem é o facto de as previsões obtidas para
todas as séries temporais de todos os níveis hierárquicos poderem provir da aplicação
de um qualquer algoritmo de aprendizagem, o que permite aproveitar todos os dados
disponíveis, assim como as dinâmicas inerentes a cada série temporal. Depois disso,
as previsões serão revistas, sendo transformadas através da aplicação de uma média
pesada, que utilizará todas as restantes previsões. Os pesos são obtidos através da
aplicação de um algoritmo de regressão linear às previsões obtidas - utilizando o
método dos mínimos quadrados -, considerando-se ainda um conjunto de variáveis
dummy que indicam quais as séries temporais de nível inferior que contribuem para
cada nó - matriz S.
Assim sendo, os autores começam por propor a transformação da série temporal
hierárquica numa notação matricial, onde:
• cada linha i representa um nó seguindo uma visita em largura aos nós que
compõem a hierarquia;
• cada coluna j representa uma folha na hierarquia, isto é, um nó sem descen-
dentes;
• cada posição (i,j) da matriz é igual a 1 se a série temporal representada na
folha j contribuir para a série temporal no nó i ; caso contrário, será nulo.
Na Figura 2.6 é apresentado um diagrama de uma relação hierárquica com dois
níveis.
Figura 2.6: Diagrama exemplificativo de uma relação hierárquica com dois níveis
A matriz S representativa da hierarquia representada na Figura 2.6 é apresentada
de seguida:
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S 

1 1 1 1 1
1 1 1 0 0
0 0 0 1 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

Os autores demonstraram também que, assumindo que os erros de previsão se-
guem a mesma distribuição dos dados agregados, é possível obter previsões confiáveis
para todos os níveis da hierarquia resolvendo a equação:
Y˜tphq  SpStSq1St  Yˆtphq (2.11)
, onde Y˜tphq representa a previsão corrigida para a série h no instante t, e Yˆtphq
representa a previsão anteriormente obtida para a série h no instante t.
Calculando então o valor de SpStSq1St obtém-se a matriz de pesos respeitante
às séries dos diferentes níveis hierárquicos.
pStSq1 

0.58 0.30 0.28 0.10 0.10 0.10 0.14 0.14
0.31 0.51 0.20 0.17 0.17 0.17 0.10 0.10
0.27 0.21 0.48 0.07 0.07 0.07 0.24 0.24
0.10 0.18 0.08 0.72 0.27 0.27 0.04 0.04
0.10 0.18 0.08 0.27 0.72 0.27 0.04 0.04
0.10 0.18 0.08 0.27 0.27 0.72 0.04 0.04
0.15 0.09 0.24 0.03 0.03 0.03 0.62 0.38
0.15 0.09 0.24 0.03 0.03 0.03 0.38 0.62

Deste modo, a projeção para a série AA seria dada por:
Y˜AA  0.10 YˆTotal   0.18 YˆA  0.08 YˆB   0.72 YˆAA
0.27 YˆAB  0.27 YˆAC  0.04 YˆBA  0.04 YˆBB
(2.12)
Note-se que os pesos negativos dizem respeito às séries que não influenciam
diretamente a série considerada. Este coeficiente é negativo e não nulo, uma vez
que visa retirar o efeito destas séries sobre a série do total e de eventuais séries em
hierarquias intermédias.
Os pesos apenas dependem da estrutura hierárquica entre as diferentes séries
temporais e não dos dados observados. Assim sendo, para uma mesma hierarquia,
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os pesos podem ser calculados apenas uma vez, podendo depois ser aplicados sempre
àquela hierarquia.
A exploração das hierarquias presentes em bases de dados hierárquicas é cada
vez mais utilizada. Em Ferreira and Gama (2012) é apresentada uma metodologia
que explora os diferentes níveis de agregação das hierarquias e previsões para di-
ferentes horizontes temporais. Neste caso, as previsões dos próximos elementos da
séries temporal são obtidas pela agregação das previsões das séries descendentes na
hierarquia associada a essa dimensão.
Por norma, quando subimos na hierarquia o erro de previsão decresce, uma
vez que nestes níveis alguns dos desvios e flutuações são neutralizados. As duas
estratégias mais frequentemente utilizadas são a bottom-up e a top-down. Enquanto
que no primeiro método as previsões são calculadas no nível mais baixo da hierarquia
sendo depois agregadas para prever as séries de dimensão superior; no segundo, as
previsões são calculadas no nível superior e depois desagregadas para os níveis mais
inferiores (Fliedner, 2001). Quando se utiliza este segundo processo, não existe
uma forma de desagregação universal, existindo diversas metodologias passíveis de
serem adotadas (Gross and Sohl, 1990). Apesar de o algoritmo top-down ser fácil de
construir e produzir previsões confiáveis para os níveis agregados, quando descemos
na hierarquia, pode conduzir a perda de informação relativa às dinâmicas das séries
em hierarquias descendentes e a distribuição das previsões pelos níveis inferiores
nem sempre é fácil de realizar. Por outro lado, com o algoritmo bottom-up a perda
de informação não é tão grande, mas existem muitas séries para prever e o ruído
presente nos dados de hierarquias inferiores é muitas vezes elevado.
No entanto, não existe consenso sobre qual a melhor abordagem. Porém, anali-
sando os resultados do estudo demonstrativo efetuado em Hyndman et al. (2011),
verifica-se que a metodologia anteriormente apresentada permite obter resultados
mais robustos quando comparada à aplicação dos algoritmos bottom-up e top-down.
Por outro lado, ao contrário da abordagem top-down, este método não induz nenhum
viés nas projeções corrigidas.
Para além disso, Hyndman and Athanasopoulos (2014) constatam que a variân-
cia das previsões depende da correlação e interações inerentes a séries pertencentes
ao mesmo nível hierárquico, sendo que está a ser desenvolvido um estudo demons-
trativo, com aplicações práticas.
O mesmo autor, implementou, em R (R Core Team, 2014), um algoritmo que
automaticamente devolve previsões para todos os níveis hierárquicos, tendo por base
a ideia anteriormente descrita (Hyndman et al., 2014).
2.3.5 Parametrização dos Modelos
O grande problema dos algoritmos de aprendizagem anteriormente descritos é efe-
tivamente a escolha da melhor parametrização para cada um. Em problemas que
englobem muitas séries temporais torna-se impraticável aplicar funções que permi-
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tam estimar qual a melhor parametrização para cada algoritmo, uma vez que este é
um processo moroso. Assim sendo, pode ser útil aplicar a mesma parametrização a
séries temporais com comportamento semelhante.
Clustering
O Clustering - ou Análise de Clusters -, é um método de aprendizagem não super-
visionada que consiste na agregação de um conjunto de n elementos em k grupos,
segundo determinadas métricas de distância, que vão medir as semelhanças e dis-
semelhanças entre diferentes elementos. Apresenta como principais caraterísticas o
facto de elementos colocados no mesmo grupo apresentarem uma ou mais proprie-
dades comuns - grupos homogéneos -, e elementos colocados em grupos diferentes
apresentarem elevada dissimilaridade, o que implica que os diferentes grupos sejam
distintos uns dos outros.
Quando as variáveis são numéricas, a fórmula de cálculo da distância mais utili-
zada é a distância euclidiana - Equação 2.13:
dpx, yq 
d
n¸
i1
pxi  yiq2 (2.13)
-, onde n representa o número de variáveis, e x e y as observações. No entanto,
devemos ter em atenção qual a melhor função de distância a aplicar, uma vez que
as variáveis podem estar expressas em diferentes escalas, podem ter importâncias
distintas e podem ser de diferentes tipos - por exemplo, numéricas e nominais. Assim
sendo, e de forma a contornar o primeiro problema, o clustering deve ser aplicado a
dados normalizados.
É também importante referir que existem dois tipos principais de algoritmos de
clustering : os hierárquicos e os particionais. No clustering hierárquico é gerada
uma hierarquia de grupos começando com tantos clusters quantos o número de ob-
servações e, consecutivamente, as observações mais próximas vão sendo aglomeradas
até se obter um único cluster - podendo também observar-se o processo inverso -,
de acordo com uma determinada métrica de agregação. No clustering particional
são geradas partições de observações. Neste tipo de clustering o algoritmo mais
frequentemente utilizado é o K-means (MacQueen, 1967), que começa por selecio-
nar k objetos que são escolhidos como centróides. Assim, todos os elementos vão
sendo movidos para o cluster com o centróide mais próximo e os novos centróides
são recalculados de imediato. Este processo termina quando não se verificarem mais
alterações ou quando é atingido um limite de iterações. Note-se que o conjunto de
centróides escolhido inicialmente tem bastante influência no resultado obtido e, por
isso mesmo, devemos iniciar o algoritmo diversas vezes, verificando para que solu-
ção tenderá. É ainda importante referir que, quando usamos a média para calcular
os centróides, devemos usar o quadrado da distância euclidiana como medida da
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distância, obtendo assim uma soma de quadrados que não é mais que uma suces-
são monótona decrescente limitada - uma vez que nunca atinge o zero ou valores
negativos -, o que nos leva a concluir que é convergente.
Muitas vezes, como é difícil definir o valor de k, aplica-se primeiro um algoritmo
de clustering hierárquico e, observando o dendograma (Figura 2.7) obtido, escolhe-se
o valor de k.
Figura 2.7: Exemplo ilustrativo da aplicação de métodos de Clustering
Hierárquicos a séries temporais
2.4 Tecnologias Utilizadas
O R (R Core Team, 2014) é um ambiente de desenvolvimento integrado orientado,
maioritariamente, para a análise e manipulação de dados.
Atualmente, é a linguagem de programação mais utilizada nas áreas de Data
Mining (Torgo, 2010) e Análise de Dados, sendo que o número de utilizadores desta
plataforma tem vindo a crescer (Piatetsky, 2014). Entre as suas principais vanta-
gens, destacam-se o facto de ser uma aplicação de distribuição gratuita e de código
público, existindo versões já compiladas para os principais sistemas operativos que,
na grande maioria, são fornecidas pela comunidade de utilizadores. Por outro lado,
permite importar e exportar dados de outras aplicações com relativa facilidade,
estabelecer ligações aos principais sistemas de gestão de bases de dados, entre ou-
tros. De facto, esta ferramenta tem a capacidade de importar grandes conjuntos de
dados, revelando-se uma alternativa muito valiosa, uma vez que usa uma progra-
mação orientada a objetos e apresenta tempos bastante razoáveis na execução dos
algoritmos(Matloff, 2011). Para além disso, este software apresenta também alguns
packages previamente implementados que não são mais do que funções que servirão
de auxílio na construção do modelo. De entre esses, no contexto deste problema,
destacam-se o xlsx (Dragulescu, 2014), que permite importar e exportar ficheiros
do Excel para o R; outros mais orientados para o auxílio à interpretação de séries
temporais, como o zoo (Zeileis and Grothendieck, 2005) e o stats; e ainda alguns
relacionados com a aplicação de modelos, como ANN - nnet (Ripley, 2014) -, SVM -
23
e1071 (Meyer et al., 2014) e kernlab (Karatzoglou et al., 2004) -, ou Modelos Múl-
tiplos - randomForest (Breiman et al., 2014) e caret (Kuhn, 2014). Foi também
utilizado o package DMwR (Torgo, 2010) na calibragem dos modelos. Quanto aos Mo-
delos Hierárquicos, o package hts (Hyndman et al., 2014) foi um excelente auxílio.
Para além disso, o package ggplot2 (Wickham, 2009) foi utilizado na visualização
gráfica dos resultados. Apesar de a tecnologia amplamente utilizada no ambiente
laboral em que se realizou o projeto ser o Excel, pelas razões já referidas, optou-se
por desenvolver este projeto com o auxílio da tecnologia R, versão 3.1.1., tendo sido
utilizado o Rstudio como ambiente de desenvolvimento.
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Capítulo 3
Construção do Modelo de Previsão
"Not everything that can be counted counts, and not everything that counts can be
counted." William Bruce Cameron
Sempre que pretendemos aplicar diferentes técnicas de Data Mining a um pro-
blema é útil seguir uma sequência de processos uniformizada - metodologia -, que
seja comum, independentemente do problema a considerar.
Apesar de existirem variadas metodologias amplamente adotadas, como Sam-
ple, Explore, Modify, Model and Assess (SEMMA) (Vijaylaxmi, 2012) e Knowledge
Discovery and Data Mining (KDD) (Fayyad et al., 1998), a mais utilizada é Cross
Industry Standard Process for Data Mining (CRISP-DM) (Shearer, 2000).
Uma vez que o objetivo principal da aplicação das diferentes técnicas de Data
Mining é melhorar uma situação que foi identificada como não satisfatória, a prin-
cipal vantagem da metodologia CRISP-DM relaciona-se sobretudo com o facto de
ter sempre presente o objetivo do negócio e não só os aspetos técnicos (Azevedo and
Santos, 2008). Por outro lado, esta metodologia instiga o confronto constante entre
os diversos envolvidos no projeto, o que muitas vezes é benéfico, porque permite a
intervenção de pessoas com pontos de vistas diferentes, contribuindo assim para a
construção de um modelo mais completo e flexível.
A metodologia CRISP-DM consiste então em seis fases distintas, que podem ser
vistas como um ciclo (Chapman et al., 2000):
1. Compreensão do Negócio É a fase inicial, onde se procura questionar o
projeto do ponto de vista do negócio, tentando definir o problema de forma
objetiva e identificando diferentes fatores que possam ter influência no decorrer
do projeto. Devem ser também definidos os objetivos que se pretendem atingir
após a implementação.
2. Compreensão dos Dados Consiste na recolha dos dados e exploração dos
mesmos. Nesta fase deve verificar-se a qualidade dos dados, identificando
valores ausentes ou discrepantes.
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3. Preparação dos dados Abrange todos os processos de tratamento de dados
com o intuito de os utilizar na construção de modelos em fases posteriores.
Algumas das principais tarefas aqui realizadas são: limpeza e transformação
dos dados, seleção de atributos, entre outras.
4. Modelação É onde se selecionam e constroem as várias técnicas de modelação,
bem como se calibram os parâmetros de cada modelo com o objetivo de obter os
parâmetros mais adequados ao problema a modelar. Por vezes, alguns modelos
requerem um tratamento diferente dos dados, pelo que pode ser necessário
recuar para a fase anterior. Por outro lado, quando se utilizam múltiplos
modelos, deve começar-se por testar cada modelo individualmente. Nesta fase,
deve também ser feito um paralelo com os especialistas no domínio, a fim de
discutir os resultados obtidos no contexto do negócio.
5. Avaliação É a fase do processo onde os modelos obtidos são validados, fazendo-
se uma análise crítica dos resultados obtidos. No caso de não serem atingidos
resultados satisfatórios, deve rever-se todo o processo até então efetuado, pro-
curando determinar a existência de algum fator ou tarefa importante que não
tenha sido considerado.
6. Desenvolvimento É a última fase do processo e onde se planeia a melhor
forma de utilização dos modelos. É também nesta fase que o conhecimento
adquirido deve ser organizado e apresentado de forma a que o cliente o consiga
utilizar. Podem também ser criados mecanismos de monitorização e manuten-
ção dos modelos construídos.
Figura 3.1: Fases da Metodologia CRISP-DM
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3.1 Compreensão do Negócio
O problema aqui apresentado diz respeito a uma empresa líder no setor do retalho
não alimentar. Uma compreensão do negócio em si é fundamental para obter um
bom modelo. Assim sendo, após dois dias na loja a observar o comportamento dos
clientes e a aprender um pouco com os mais entendidos, tudo se tornou mais claro.
Deste modo, podemos dizer que, nesta empresa em particular, existem 5 Unidades
de Negócio:
• Eletrodomésticos - Unidade 51 (U51);
• Entretenimento - Unidade 52 (U52);
• Som e Imagem - Unidade 53 (U53);
• Informática - Unidade 54 (U54);
• Telecomunicações - Unidade 55 (U55);
Por sua vez, cada Unidade de Negócio (UN) está dividida em categorias, que
estão divididas em sub-categorias, que, finalmente, se dividem em unidades base,
como se pode verificar na Figura 3.2.
Figura 3.2: Estrutura Mercadológica
De facto, numa loja líder de mercado, o trabalho orientado a objetivos é uma
das principais fontes de motivação. Ora, em loja, as pessoas trabalham por equipas,
estando cada equipa especializada numa das UN mencionadas. Assim sendo, é
importante ter objetivos globais, mas também objetivos mais específicos. Deste
modo, a previsão das vendas líquidas para o total de loja é um pouco insuficiente
para as dinâmicas das equipas de trabalho. Por isso mesmo, a construção de um
modelo de previsão à UN torna-se imprescindível para a obtenção de novas dinâmicas
dentro das equipas.
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A empresa não realizava, até ao momento, este tipo de previsões, pelo que, de
modo a garantir a criação de um modelo efetivamente eficiente, serão criados modelos
mais simplistas, para fazer a comparação dos resultados obtidos.
No que toca aos objetivos de Data Mining, este será tratado como um problema
de regressão - uma vez que se trata da previsão de uma variável aleatória contínua -,
sendo usados os dados existentes para treino dos algoritmos, ou seja, será realizado
um processo de aprendizagem supervisionada.
3.2 Compreensão dos Dados
Para a realização do projeto, a empresa deu total acesso aos dados disponíveis. Ora,
inicialmente, torna-se um pouco difícil perceber quais os dados que serão necessários,
especialmente nas situações em que temos um tão grande leque de opções.
Após uma análise inicial verificou-se a existência de dados desde 2011, agrupados
ao mês, relativos às vendas líquidas da empresa, por UN para cada uma das mais
de 130 lojas do grupo.
Assim, para prever dezembro de 2014, dispomos de uma matriz com 48 linhas -
relativas aos dados desde janeiro de 2011 até outubro de 2014 - e 828 colunas - uma
vez que temos 138 lojas, cada uma com 5 UN, e acrescentaram-se ainda os dados
relativos ao total de cada loja.
3.2.1 Análise Exploratória
Por uma questão de confidencialidade, no que se segue, os dados foram alterados,
mas refletem o comportamento da série temporal.
Analisando a Figura 3.3, verificamos que a série relativa ao total de vendas apresenta
sazonalidade anual, atingindo o pico no mês de dezembro.
Figura 3.3: Vendas líquidas mensais desde 2011
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De seguida, utilizou-se a decomposição STL do R (Cleveland et al., 1990), para
decompor a série temporal. Contudo, este tipo de decomposição só funciona com
modelos aditivos. Ora, como a série temporal em estudo corresponde a um modelo
multiplicativo - uma vez que apresenta sazonalidade -, aplicou-se o logaritmo na-
tural ao modelo, obtendo-se assim um modelo aditivo. Os resultados obtidos estão
ilustrados na Figura 3.4.
Figura 3.4: Decomposição da série temporal nas três componentes principais:
sazonalidade, tendência e parte aleatória
Como se verifica na Figura 3.4, a tendência foi decrescente até 2013. No entanto,
parece estar agora novamente em crescimento. Porém, esta não é muito acentuada.
Uma análise semelhante foi efetuada para o total de cada UN. De facto, o
equilíbrio na tendência verificado para a série total de vendas, não se verifica quando
consideramos as diferentes UN.
Figura 3.5: Vendas líquidas mensais e respetiva tendência da U52 desde 2011
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Assim sendo, a Unidade 52 - Entretenimento - apresenta uma tendência clara-
mente decrescente desde 2011, o que pode ser explicado pelo decréscimo na compra
de CD's de Audio e DVD's - Figura 3.5.
Por outro lado, a Unidade 55 - Mobile - está em crescimento desde 2011 - Figura
3.6.
Figura 3.6: Vendas líquidas mensais e respetiva tendência da U55 desde 2011
3.2.2 Análise da ACF
Como se verifica pela Figura 3.7, o mesmo mês do ano anterior e o mesmo mês de
há 2 anos atrás, são os únicos períodos que apresentam uma correlação positiva sig-
nificativa com o mês que se pretende prever - uma vez que o valor da autocorralação
para esses períodos é superior aos limites -, o que confirma a sazonalidade anual
anteriormente identificada.
Figura 3.7: Gráfico da ACF
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Nesta fase, fez-se ainda uma verificação da qualidade dos dados. De facto, quando
observamos a série de cada loja e UN, verificamos que não existem valores desco-
nhecidos, no entanto, existem algumas séries com valores nulos, correspondentes às
observações mais antigas. Essas observações correspondem a lojas com abertura
posterior a janeiro de 2011, pelo que deverão ser tratadas de forma distinta.
Finalmente, verificou-se também a existência de alguns valores discrepantes, que,
após a recolha das datas das campanhas promocionais realizadas, se concluiu cor-
responderem a esses períodos.
3.3 Preparação dos Dados
Dividiram-se os dados em dois conjuntos, tendo ficado os dados relativos aos últimos
6 meses de 2014 para teste e os restantes para treino, adotando-se uma estratégia -
devido à reduzida quantidade de dados disponíveis - growing window.
Por outro lado, e como se pretende fazer o estudo de uma série temporal multi-
variada, procurou-se verificar a importância de algumas variáveis que pudessem ter
influência nas vendas.
3.3.1 Variáveis Explicativas
Assim, e a conselho dos especialistas do negócio testaram-se as variáveis explicativas
apresentadas de seguida.
As estimativas apresentadas foram obtidas considerando os dados das vendas
dos últimos 12 meses para o total de vendas de todas as lojas, procedendo-se à
Normalização-padrão de cada variável.
Mês do Ano
Figura 3.8: Distribuição média das vendas líquidas Normalizadas ao mês
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Pela análise gráfica, verifica-se que o mês tem bastante influência na variação das
vendas. Efetivamente, como já tinha sido comprovado pela análise da sazonalidade
da série, dezembro domina por completo os outros meses. Novembro apresenta
também uma quantidade de vendas superior à média mensal, mas com uma diferença
significativa para dezembro. Fevereiro e maio podem considerar-se os meses com
vendas menos conseguidas.
Testou-se também a possibilidade de incluir o Natal como uma variável expli-
cativa. No entanto, como era expetável, esta variável apresentou uma correlação
positiva forte com o mês de dezembro, pelo que não foi incluída.
Número de Fins de Semana
Consideraram-se as vendas de cada dia da semana durante os últimos doze meses,
obtendo-se depois a estimativa evidenciada no gráfico, do número médio de vendas
para cada dia da semana. De facto, os fins de semana destacam-se nas vendas em
comparação com os dias úteis, como se pode verificar na Figura 3.9. Assim sendo,
decidiu-se testar a influência desta variável, uma vez que, em determinado ano, um
mês pode ter quatro fins de semana e no ano seguinte, cinco - ou cinco sábados e
quatro domingos e vice-versa.
Figura 3.9: Distribuição média das vendas líquidas Normalizadas à semana
Páscoa
Pela análise da Figura 3.10, a ocorrência da Páscoa - 2012: 8 de abril; 2013: 31 de
março ; 2014: 20 de abril; - condiciona o valor líquido das vendas, pelo que deverá
verificar-se a sua influência na construção dos modelos.
Os restantes feriados nacionais não foram considerados no modelo de previsão
ao mês uma vez que, à exceção da Páscoa, ocorrem sempre no mesmo mês.
32
Figura 3.10: Vendas líquidas diárias Normalizadas durante março e abril
Campanhas Promocionais
Como se pode visualizar na Figura 3.11, o terceiro fim de semana do mês domina por
completo os restantes, uma vez que neste mês ocorreu uma campanha promocional.
Figura 3.11: Vendas líquidas diárias Normalizadas durante 4 semanas, uma delas
com campanha promocional no fim de semana
Ora, existem duas campanhas promocionais com impactos bastante fortes, que
iremos designar por A e B. A campanha A caracteriza-se por ser uma campanha com
uma certa percentagem de desconto em talão em toda a loja - com o valor obtido em
talão a ser descontado nos 30 dias seguintes. Já a campanha B, caracteriza-se por
ser uma campanha, de até 50% de desconto, numa seleção de artigos. Estas cam-
panhas realizam-se sempre ao fim de semana - ou ao fim de semana e sextas-feiras,
podendo, por isso, apresentar durações distintas -, e, por norma, não apresentando
repetitividade anual.
Como não existiam dados concretos sobre as datas das campanhas e respetivos
impactos, fez-se uma recolha das datas em que as campanhas dos tipos A e B ocorre-
ram e, de seguida, calcularam-se as vendas em cada dia de campanha e consequente
impacto no total de vendas do mês.
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Existem ainda campanhas com impactos fortes, mas apenas em produtos da
unidade 53, pelo que também se irá estudar a sua influência. No entanto, só serão
utilizadas na previsão da UN correspondente.
É ainda curioso referir, que, se antigamente se realizavam duas a três campanhas
promocionais anualmente, hoje em dia, realizam-se campanhas praticamente todas
as semanas, pelo que esta variável se revela de extrema importância. No entanto,
muitas dessas campanhas, não são muito fortes, servindo apenas para anular o efeito
de campanhas da concorrência e manter a tendência das vendas face ao histórico.
Como funcionam como parâmetros corretivos, quer as campanhas mais pequenas,
quer as campanhas da concorrência, não foram consideradas.
3.3.2 Clustering
Seria impraticável calibrar todos os modelos para todas as UN e lojas. Assim sendo,
após Normalização dos dados, aplicaram-se primeiramente algoritmos de clustering
hierárquico a fim de definir qual o número de clusters mais adequado - que se definiu
como sendo igual a três para o total de loja. Depois disso, aplicou-se o algoritmo K-
means aos dados Normalizados, utilizando o quadrado da distância euclidiana como
medida da distância. O clustering foi aplicado aos dados dos últimos 12 meses,
de todas as lojas, por UN e total de vendas. Apesar de estar provado (Zakaria
et al., 2012) que, muitas vezes, os dados apresentam elevado ruído, pelo que não é
útil utilizar todos os dados na aplicação dos algoritmos de clustering, mas apenas
sequências isoladas, os resultados obtidos são facilmente interpretáveis e consideram-
se satisfatórios.
A distribuição das vendas do total de cada loja nos diferentes clusters e conse-
quente disposição geográfica estão ilustradas na Figura 3.12.
De facto, verifica-se que o cluster 1 engloba as lojas que apresentam um pico
de vendas no mês de dezembro e um crescimento de vendas no Verão, atingindo
um segundo pico em agosto. São lojas localizadas nas zonas do interior, sendo
que as lojas das ilhas estão também contidas neste cluster, apesar de não estarem
representadas no mapa. Por outro lado, nas lojas do cluster 2, as vendas são mais
ou menos constantes durante todo o ano, registando uma subida evidente no mês
de dezembro. Este cluster é composto pelas lojas localizadas nas grandes cidades e
imediações: Porto e Lisboa, e pelas lojas das cidades de Braga, Coimbra e Santarém.
Para além disso, no cluster 3, as lojas apresentam o seu pico de vendas em julho
e agosto, e um pico menos acentuado em dezembro, uma vez que é constituído por
lojas próximas dos principais pontos turísticos - Algarve e Nazaré.
Uma análise semelhante foi realizada para cada UN individualmente.
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(a) Cluster 1
(b) Cluster 2
(c) Cluster 3 (d) Mapa de Portugal
Figura 3.12: Agrupamento de lojas em diferentes Clusters
3.4 Modelação
A principal dificuldade em obter um modelo de previsão eficiente relaciona-se so-
bretudo com a diversidade de comportamento nas vendas das diferentes lojas e
UN. Neste contexto, o procedimento habitual de escolha do melhor modelo para
um conjunto de dados, e consequente calibragem para obtenção dos melhores pa-
râmetros teria de ser repetido centenas de vezes, o que seria impraticável. Assim
sendo, para calibrar os diferentes modelos, utilizaram-se as lojas que foram iden-
tificadas como centros de cada cluster, para cada UN, com o auxílio da função
experimentalCompariso" do package DMwR (Torgo, 2010), escolhendo os parâme-
tros que minimizavam o MSE, a fim de se tentar evitar erros muito grandes. No
caso dos totais por UN e total de vendas, foram usados as séries temporais corres-
pondentes na calibragem dos modelos.
A avaliação dos algoritmos foi realizada através de uma abordagem growing win-
dow, sendo que o horizonte temporal considerado foi a dois meses, ou seja, o algo-
ritmo treina até maio de 2014 para prever julho de 2014, de seguida, treina até junho
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de 2014 para prever julho de 2014, e assim sucessivamente. No processo de compa-
ração dos diferentes modelos, utilizou-se uma semente pré-definida a fim de garantir
que os resultados obtidos não variavam de cada vez que corrêssemos o algoritmo
num mesmo conjunto de treino.
3.4.1 Técnicas de Modelação
De forma a comparar os resultados obtidos, começaram por aplicar-se modelos li-
neares, obtendo-se previsões para todas as séries temporais correspondentes a cada
UN, por loja e total por loja. Os modelos linerares utilizados foram:
• Baseline (Secção 2.3.1);
• ARIMA (Secção 2.3.1), com estimativa automática dos parâmetros pela função
auto.arima do package forecast (Hyndman and Khandakar, 2008);
Depois disso, e, numa fase inicial, sem recurso a variáveis explicativas, efetuou-se
um processo semelhante para a aplicação de modelos não lineares:
ANN
Foi utilizada a função nnet do package nnet (Ripley, 2014). Esta função é aplicada
a dados Normalizados e implementa redes do tipo feedforward com uma camada
oculta, sendo que o algoritmo de aprendizagem é o Backpropagation. O parâmetro
Lineout foi definido como sendo verdadeiro, uma vez que se pretende prever uma
variável numérica. O único parâmetro não definido por defeito é o número de neu-
rónios da camada oculta - size -, que difere consoante a série temporal considerada
e o valor da taxa de aprendizagem - decay.
SVR
Foram usadas as funções svm e ksvm dos packages e1071 (Meyer et al., 2014) e
kernlab (Karatzoglou et al., 2004).
Na primeira função, usou-se o kernel radial - uma vez que, por norma, é o que
funciona melhor em problemas de dimensão reduzida - e o tipo foi definido para pro-
blemas de regressão - eps-regression. O custo manteve-se o definido por defeito
- uma unidade - e o valor da função de perda - epsilon - varia consoante a série
temporal em estudo.
Por outro lado, a função do package kernlab é bem mais poderosa, no en-
tanto, é também mais complexa. Neste caso, utilizou-se a função de kernel linear
- vanilladot -, uma vez que se verificou que, em séries com tendência acentuada a
36
utilização da função de kernel gaussiana não é uma boa opção -, com o custo de uma
unidade. Optou-se por se manter o tipo predefinido para problemas de regressão -
eps-svr -, sendo que o valor da perda - epsilon - varia consoante o problema.
Modelos Múltiplos
Numa tentativa de obter modelos mais robustos, foram ainda utilizadas as funções
avNNet e randomForest dos packages caret (Kuhn, 2014) e randomForest (Brei-
man et al., 2014).
Quanto ao avNNet, consiste na agregação de alguns modelos de redes neuronais com
uma camada oculta e do tipo feedforward. Definiu-se o parâmetro lineout como
sendo verdadeiro, uma vez que se pretende prever uma variável numérica. O nú-
mero de repetições que o algoritmo inicia com diferentes sementes manteve-se como
definido por defeito, 5. O número de neurónios da camada oculta - size - e a taxa
de aprendizagem - decay - variam.
Relativamente ao Random Forest, os parâmetros referentes ao tamanho de nós
terminais - node size -, o número de árvores - ntree -, assim como as variáveis
que são escolhidas aleatoriamente como candidatas em cada divisão - mtry - foram
otimizados de acordo com a série a considerar..
Testaram-se também outros algoritmos como árvores de regressão ou regressão
linear, mas o valor do erro era superior ao obtido pelos métodos lineares, pelo que
não foram considerados em fases posteriores.
Por outro lado, e face à elevada variabilidade de alguns dos modelos, testou-se
também a utilização de um modelo múltiplo. O modelo implementado foi o seguinte:
Seja m o mês que se pretende prever. Para todas as UN e lojas:
1. Treinar todos os algoritmos de aprendizagem até se obter previsões para os 3
meses anteriores ao mês anterior ao mês m e ainda para o mesmo mês do ano
anterior;
2. Calcular o MSE de cada algoritmo de aprendizagem no período considerado:
(a) Identificar os dois algoritmos que melhor preveem esse conjunto
i. Prever o mês m como a média pesada das previsões desses algoritmos
para o mês m.
A medida de avaliação utilizada na construção do modelo múltiplo - MSE - foi
escolhida com o intuito de evitar erros elevados. Foram ainda testadas diversas
formas de combinar as diferentes projeções, desde a utilização de um algoritmo de
regressão linear, passando por diversas formas de estimação dos pesos. No entanto,
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os melhores resultados no conjunto de teste foram obtidos utilizando a metodologia
acima descrita.
3.4.2 Dados de Input
No que respeita aos modelos não lineares foram sendo sucessivamente adicionadas
as diversas variáveis explicativas, a fim de verificar se os resultados melhoravam ou
não com a sua adição, utilizando os diferentes modelos anteriormente identificados.
Assim sendo, são apresentadas de seguida as variáveis e respetivos formatos que, na
generalidade, apresentaram melhores resultados:
• Vendas Líquidas: testaram-se três formatos distintos de input : as vendas
originais, as vendas normalizadas em diferentes intervalos e as diferenças entre
observações consecutivas - este último método é bastante utilizado de modo a
corrigir a sazonalidade dos dados. No entanto, obtiveram-se ligeiramente me-
lhores resultados quando se usavam os dados Normalizados no intervalo r0, 1s,
sendo que o tempo de computação é consideravelmente inferior;
• Mês do Ano: testou-se o input desta variável em formato dummy - ou seja,
com os números de 1 a 12 a codificarem cada mês - e em formato binário; de
facto, obtiveram-se resultados substancialmente melhores com a utilização de
12 variáveis binárias, o que poderá ser justificado pelo facto de, possivelmente,
o modelo interpretar a variável dummy como uma relação de ordem;
• Número de Sábados/Domingos do Mês: duas variáveis binárias em que
0 indica a existência de 4 sábados/domingos, e 1 a existência de 5 no mês a
considerar;
• Páscoa: variável binária que indica o mês onde ocorre(u) a Páscoa;
• Campanhas Promocionais: após o estudo dos impactos das campanhas,
testou-se o input como uma variável contínua e como uma variável dummy
com quatro classes correspondentes a diferentes intervalos de impactos nas
vendas, sendo todas as campanhas codificadas com base nisso. Verificou-se
que o modelo aprendia melhor quando o input era fornecido como variável
dummy.
• Campanhas Promocionais para a U53: variável binária, utilizada apenas
na previsão da U53, e indicando apenas a ocorrência ou não de campanha,
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uma vez que esta UN apresenta campanhas com um peso significativo;
• Vendas do Mesmo Mês do Ano Anterior: Verificou-se que a previsão
piorava quando era adicionada esta variável, quer no formato original, quer
com a correção de tendência e sazonalidade - ou de apenas uma -, pelo que
não foi considerada.
• Ordem: Testou-te também a introdução de uma nova variável que indicava a
ordem de cada observação. Esta variável conduziu a uma melhoria significativa
dos resultados obtidos, pelo que foi também incluída.
No final, procedeu-se também à correção de tendência e de sazonalidade da
variável a prever, no entanto, a remoção desse efeito não conduziu a uma melhoria
nos resultados, pelo que não foi considerada em fases futuras.
A Figura 3.13 demonstra a correlação entre os diferentes pares de variáveis para
a série do total de vendas.
Figura 3.13: Correlação entre as diferentes variáveis utilizadas na construção dos
modelos
Analisando a imagem, verificamos que existem efetivamente alguns pares de va-
riáveis que apresentam uma correlação positiva forte:
• Páscoa e abril De facto, a Páscoa apresenta correlação forte com o mês de
abril, uma vez que três das quatro ocorrências positivas desta variável ocorre-
ram no mês de abril. No entanto, não podemos descartar esta variável, uma
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vez que a Páscoa, num dos próximos anos, poderá ocorrer em março.
• Campanhas e novembro Também as campanhas e o mês de novembro apre-
sentam uma correlação positiva forte, uma vez que a campanha com maior
impacto a nível anual ocorre no mês de novembro, repetindo-se anualmente.
• Vendas e dezembro Finalmente, as Vendas apresentam elevada correlação
com o mês de dezembro, uma vez que este é o mês que mais vende.
Existem ainda algumas variáveis negativamente correlacionadas, no entanto, essa
correlação não é significativa. Verifica-se assim que todas as variáveis são efetiva-
mente importantes para a construção do modelo. Deste modo, é apresentada de
seguida a lista dos atributos incluídos nos dados para previsão.
Nome da Variável Tipo
janeiro binária
fevereiro binária
março binária
abril binária
maio binária
junho binária
julho binária
agosto binária
setembro binária
outubto binária
novembro binária
dezembro binária
nrsab binária
nrdom binária
pascoa binária
campanhas dummy
ordem numérica
Tabela 3.1: Lista de atributos incluídos nos dados para previsão
Finalmente, outros aspetos a realçar relativamente à construção do modelo são
as lojas com abertura posterior a janeiro de 2011. Assim, para cada UN e vendas
totais por loja, foi identificada a loja com abertura anterior a janeiro de 2011 com
comportamento mais semelhante. Assim sendo, o algoritmo foi treinado com os
dados dessa loja, sendo depois usado para prever as vendas da loja mais recente. O
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processo de Normalização utilizado foi a Normalização Padrão aplicada a ambas as
séries - no entanto, não considerando os dois primeiros meses de vendas da loja mais
recente para evitar enviesamento -, e no mesmo período de tempo. Os resultados
obtidos foram bastante satisfatórios pelo que não se testou outra alternativa. No
entanto, deve ter-se em atenção que, se alguma das lojas mais antigas apresentar
uma alteração repentina no seu comportamento, poderá condicionar os resultados
obtidos para a loja mais recente.
3.5 Avaliação
"However beautiful the strategy, you should occasionally look at the results."Winston
Churchill
De facto, podemos até construir um minucioso e complexo modelo. No entanto,
se este não nos permite obter os resultados pretendidos, o esforço foi em vão.
Na Figura 3.14, estão ilustrados os resultados obtidos por cada modelo, para
cada UN de todas as lojas e para o total por loja, para um dado mês.
Figura 3.14: Box-plots com os valores do MAPE obtidos por cada modelo, para
cada unidade de negócio
Um gráfico box-plot é uma forma visual e intuitiva de representação dos dados
para apresentação de estimativas de erro obtidas. A caixa contém as observações
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localizadas entre o terceiro quartil - Q3 - e o primeiro quartil - Q1 -, e a mediana é
indicada no interior da caixa. Depois disso, é calculada a diferença entre o Q3 e o Q1,
sendo que o extremo inferior corresponderá ao mínimo - no caso de este ser inferior a
1.5pQ3Q1q , ou igual a 1.5pQ3Q1q no caso de o mínimo ser superior a esse valor.
Um raciocínio semelhante é aplicado ao extremo superior. No caso de existirem
observações inferiores/superiores a 1.5  pQ3  Q1q, esses valores são considerados
outliers - valores extremos - sendo representados de forma isolada, podendo ainda
ser classificados como severos ou moderados, de acordo com a distância.
Como se pode observar, as previsões para a Unidade 51 e para o total de loja são
as que apresentam menores valores do MAPE em todos os modelos, possivelmente
porque são as séries que apresentam tendência menos evidente. Por outro lado, as
Unidades 52 e 55 são as piores previstas, o que, do mesmo modo, se pode justificar
por serem aquelas que apresentam uma tendência mais acentuada.
Para além disso, os outliers podem ser justificados - e comprovados com uma
análise mais detalhada - por uma alteração súbita nas vendas da respetiva loja,
bastante diferente do que seria esperado.
Por outro lado, o modelo ARIMA apresenta previsões pouco satisfatórias para
todas as séries consideradas. De facto, os resultados obtidos por este modelo são
bastante influenciados pelos valores dos parâmetros. Apesar de se ter utilizado
um método de ajuste automático para estes parâmetros, os mesmos poderão não
corresponder aos melhores valores. Para além disso, na aplicação deste método, os
dados não sofreram qualquer pré-processamento, sendo que os valores discrepantes
correspondentes a campanhas não foram corrigidos, o que poderá ter influenciado
bastante os resultados. No entanto, uma vez que este método apenas foi utilizado
para comparação e não com o intuito de ser utilizado futuramente, não se procurou
melhorá-lo.
Por outro lado, note-se que os modelos individualmente apresentam elevada va-
riabilidade. Assim, e como os modelos apresentam comportamentos distintos nas
diferentes lojas, optou-se pela implementação de um modelo múltiplo.
Na Tabela 3.2 estão ilustrados os resultados obtidos pelo modelo múltiplo para
o total de cada UN e total de vendas.
julho agosto setembro outubro novembro dezembro
Unidade 51 2,62% 13,31% 6,08% 0,91% 2,89% 1,96%
Unidade 52 12,42% 5,10% 2,31% 2,36% 16,36% 15,22%
Unidade 53 4,91% 23,94% 6,30% 2,21% 9,63% 5,89%
Unidade 54 9,30% 1,41% 3,51% 1,52% 3,25% 4,02%
Unidade 55 1,86% 14,48% 2,07% 0,03% 6,76% 11,89%
Total de Lojas 1,51 9,18% 0,56% 0,16% 1,85% 4,42%
Tabela 3.2: MAPE no conjunto de teste obtido pelo modelo múltiplo
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Os resultados obtidos no conjunto de teste para cada loja, por UN e total, estão
visíveis na Figura 3.15.
Figura 3.15: Distribuição do MAPE por unidade de negócio, obtido pelo modelo
múltiplo
Analisando os resultados obtidos, verifica-se que o modelo apresenta já valores
do MAPE próximos das pretendidas pela empresa. O mês de agosto, à exceção da
UN 52, é o que apresenta piores resultados, o que pode ser justificado pelo facto de
ter havido um crescimento não esperado nas vendas. De facto, neste mês de Verão,
o estado do tempo poderá ter influenciado o crescimento das vendas, uma vez que,
neste ano, este mês apresentou temperaturas bastante inferiores às esperadas.
Por outro lado, a UN 52, no mês de dezembro foi prevista bastante acima dos
resultados verificados, o que se pode justificar pelo facto de esta UN ser muito afetada
por novos lançamentos e no ano anterior terem existido em número bastante superior
aos deste ano.
Na Figura 3.16, observam-se os valores das vendas no ano de 2013 e de 2014 e
a projeção efetuada para o ano de 2014, referentes às vendas de uma dada loja da
UN 52.
De facto, nada faria prever um decréscimo tão acentuado nas vendas do mês de
outubro, o que originou um valor bastante elevado do MAPE. Nestes casos em que o
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Figura 3.16: Análise da série de vendas que obteve maior estimativa de erro
modelo erra em larga escala, cabe ao analista perceber se o erro terá sido do modelo
ou devido a fatores externos.
É ainda importante referir que o mês do novembro, onde existe elevada incerteza,
uma vez que ocorreu uma campanha promocional forte, obteve projeções bastante
satisfatórias, o que demonstra que o modelo obtém bons resultados, mesmo em
contextos promocionais.
Na Tabela 3.3 são apresentados os resultados obtidos para as lojas com abertura
recente - entre parêntesis é apresentado o mês e ano de abertura da loja.
julho agosto setembro outubro novembro dezembro
Loja A (05-11) 4.43% 11.6% 3.54% 3.42% 8.72% 6.73%
Loja B (11-11) 0.77% 14.2% 19.2% 2.52% 9.21% 2.89%
Loja C (04-12) 4.25% 13.1% 6.35% 5.77% 50.22% 14.92%
Loja D (09-12) 9.62% 9.34% 0.03% 8.55% 0.81% 15.21%
Loja E (10-13) 5.61% 8.56% 7.42% 8.05% 6.42% 8.02%
Loja F (08-14) - - - - - 22.8%
Tabela 3.3: MAPE para o total por loja obtido no conjunto de teste nas lojas com
abertura recente
Analisando a tabela, verifica-se que a loja F, abriu há poucos meses, pelo que
poderá, nos primeiros tempos, originar previsões bastante enviesadas, uma vez que a
média de vendas da loja será calculada tendo em conta um número muito reduzido
de meses. Por outro lado, a loja C apresenta um MAPE de 52.22% no mês de
novembro e de 14.92% no mês de Dezembro, o que se justifica pelo facto de novembro
ser, por norma, um mês de campanhas promocionais e, no ano anterior, a loja com
o comportamento mais semelhante a esta, ter vendido muito nessa campanha, o que
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levou o modelo a fazer uma projeção elevada para essa loja, e consequentemente,
para a loja C.
3.6 Desenvolvimento
Testou-se a distribuição do MAPE pelos diferentes concelhos do país, tentando
verificar-se se a localização dos principais concorrentes poderia influenciar essa dis-
tribuição. Assim sendo, para cada loja, consideram-se os erros obtidos no conjunto
de teste para o total de cada loja, utilizando-se a média dos mesmos. Uma vez que se
fez uma representação ao concelho, nos concelhos com mais de uma loja, utilizou-se
também a média dos erros.
Figura 3.17: Distribuição geográfica do MAPE e identificação dos principais
concorrentes
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Analisando a Figura 3.17 não se pode dizer que a concorrência seja um fator
preponderante na explicação dos valores do MAPE mais elevados. No entanto,
alguns dos concelhos com MAPE mais elevado apresentam efetivamente lojas dos
principais concorrentes nas imediações.
Figura 3.18: Distribuição geográfica do MAPE e identificação das lojas que
sofreram remodelações nos últimos 6 meses
Por outro lado, nos meses em que se fez a avaliação do modelo de previsão, muitas
lojas sofreram um processo de remodelação. Ora, no(s) mês(es) em que esta ocorreu,
apesar de a loja se manter aberta, devido à natural desorganização, é expectável um
decréscimo nas vendas. Por outro lado, no mês em que se dá uma reabertura da loja
agora remodelada, as pessoas estão curiosas e verifica-se uma tendência crescente
nas vendas. Ora, o modelo não contempla este parâmetro, uma vez que não existem
dados históricos suficientes para treino. Na Figura 3.18 verifica-se que, efetivamente,
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alguns dos concelhos onde estão localizadas as lojas com maior taxa de erro viram
as suas lojas sofrer remodelações no período considerado.
Na obtenção dos resultados, e como a ferramenta de trabalho amplamente uti-
lizada na empresa é o Excel, os resultados são devolvidos num ficheiro Excel, em 7
folhas distintas, cada uma das cinco primeiras correspondentes à projeção de cada
UN, uma referente ao total de cada loja e ainda uma com os valores referentes ao
total da empresa e totais de cada UN.
Depois do modelo ser implementado e avaliado, é necessário pensar se as previ-
sões se irão manter razoáveis com o decorrer do tempo, o que fica garantido pelo
facto de o algoritmo treinar novamente todos os meses, com todos os dados dispo-
níveis, fazemos assim com que se mantenha atualizado. No entanto, se abrir uma
nova loja ou fechar outra, ou se algum fator socio-económico influenciar repentina
e agressivamente as vendas, o modelo deve ser revisto a fim de se ajustar à nova
realidade.
Por outro lado, a cada novo mês são verificados de forma automática os resultados
previstos no mês anterior - ou melhor, dois meses antes. No caso de existir alguma
loja com projeções com MAPE acima de 20% para esse mês, para, pelo menos 3 UN,
é enviado um e-mail ao analista a dar indicação do mesmo, a fim de se proceder a
uma análise mais aprofundada.
47
Capítulo 4
Exploração da Estrutura Hierárquica
dos Dados
"A good forecaster is not smarter than everyone else, he merely has his ignorance
better organised. "Anonymous
O modelo obtido no capítulo anterior apresenta algumas inconsistências, como
o facto de a soma das previsões para todas as lojas ser diferente da previsão para
o total da empresa, o que é justificado pelo facto de os algoritmos treinarem com
a série temporal correspondente a cada uma das situações. Observe-se a Figura ??
que representa a divisão da série temporal referente ao total de loja em cinco séries
correspondentes às diferentes UN, que ainda se dividem pelas 137 lojas, por UN.
Figura 4.1: Decomposição da série do total de vendas nas diferentes hierarquias
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4.1 Modelos Experimentais
Face à estrutura apresentada pelos dados, torna-se útil explorar as hierarquias pre-
sentes na base de dados, que servirão também para construir um modelo mais consis-
tente nas previsões de séries temporais pertencentes a diferentes níveis hierárquicos.
Assim sendo, baseando-nos nos resultados obtidos pelo nosso modelo base, iremos
considerar as seguintes técnicas de modelação distintas:
• Modelo Não Hieráriquico (NãoHierarq): modelo que prevê as vendas
para cada loja, unidade de negócio e total da empresa, ignorando a relação
hierárquica. Representa, por isso, o modelo apresentado no capítulo anterior;
• Modelo Bottom-Up (BottomUp): modelo que se obtém utilizando uma
abordagem bottom-up, isto é, serão utilizadas as previsões obtidas para o nível
inferior da hierarquia, e as previsões dos níveis acima resultarão da soma dos
que estão em níveis inferiores;
• Modelo Top-Down (TopDown): modelo que se obtém utilizando uma
abordagem top-down, isto é, utilizamos a previsão obtida para o total da em-
presa e, de seguida, à priori, medimos o peso de cada unidade de negócio no
total de vendas, tendo por base o histórico relativo ao mês considerado. Depois
disso, é feita a distribuição dos valores previstos pelas diferentes séries presen-
tes no nível hierárquico imediatamente inferior - e realizando um raciocínio
semelhante para o último nível da hierarquia;
• Modelo com Combinação Hierárquica (CombHierarq): modelo que
utiliza todas as previsões anteriormente obtidas, calculadas de forma indepen-
dente para cada nível hierárquico, aplicando, de seguida, o modelo de regressão
sugerido por Hyndman et al. (2014) e apresentado na Secção 2.3.4, para oti-
mizar a combinação das previsões obtidas. No nosso problema, a matriz S
correspondente à hierarquia representada na Figura 4.1 tem dimensão 691 x
685, sendo que, a partir desta, é calculada a matriz de pesos.
4.2 Avaliação dos Modelos Obtidos
Os resultados obtidos são apresentados na Tabela 4.1.
Observando a Tabela 4.1 verifica-se que para a série correspondente ao total, 50%
do conjunto de teste é melhor previsto pelo CombHierarq, enquanto que os outros
50% são pelo modelo TopDown - cujos resultados são iguais aos do NãoHierarq,
uma vez que o TopDown treina com os dados da série correspondente ao total de
vendas. Por outro lado, nas séries do nível intermédio, os modelos CombHierarq
e BottomUp são os melhores no mesmo número de previsões - 33% cada um -,
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julho agosto setembro outubro novembro dezembro
UN 51
NãoHierarq 2.62% 13.31% 6.08% 0.91% 2.89% 1.96%
BottomUp 2.71% 3.81% 3.81% 3.82% 6.54% 1.34%
TopDown 2.46% 6.32% 4.21% 2.71% 5.42% 2.10%
CombHierarq 1.93% 9.42% 5.82% 0.46% 3.15% 1.04%
UN 52
NãoHierarq 12.42% 5.10% 2.31% 2.37% 16.36% 15.22%
BottomUp 6.24% 12.68% 2.67% 3.28% 7.02% 13.42
TopDown 4.12% 6.76% 2.52% 4.02% 9.51% 14.22%
CombHierarq 9.22% 4.97% 2.39% 2.36% 15.21% 13.11%
UN 53
NãoHierarq 4.91% 23.94% 6.3% 2.21% 9.63% 5.89%
BottomUp 2.98% 8.10% 6.56% 3.06% 6.78% 15.60%
TopDown 5.02% 8.43% 5.78% 1.98% 5.59% 7.20%
CombHierarq 4.76% 22.71% 7.21% 2.15% 8.52% 6.26%
UN 54
NãoHierarq 9.30% 1.41% 3.51% 1.52% 3.25% 4.02%
BottomUp 1.47% 1.70% 2.70% 2.89% 2.87% 4.30%
TopDown 3.56% 2.87% 3.87% 2.81% 4.56% 3.89%
CombHierarq 8.67% 1.37% 3.70% 1.40% 4.02% 4.07%
UN 55
NãoHierarq 1.87% 14.48% 2.07% 0.03% 6.76% 11.89%
BottomUp 13.22% 9.86% 4.05% 1.91% 4.49% 12.15
TopDown 4.20% 11.21% 3.42% 1.32% 5.02% 12.67%
CombHierarq 2.04% 10.17% 4.12% 0.12% 6.05% 11.65%
Total
NãoHierarq 1.51% 9.18% 0.56% 0.16% 1.85% 4.42%
BottomUp 1.58% 2.24% 0.93% 0.45% 2.42% 5.02%
TopDown 1.51% 9.18% 0.56% 0.16% 1.85% 4.42%
CombHierarq 1.46% 5.76% 0.68% 0.14% 1.23% 6.33%
Tabela 4.1: MAPE no conjunto de teste obtido pelos diferentes modelos
hierárquicos
seguindo-se os modelos NãoHierarq e TopDown sendo, cada um, o mais eficiente em
17% das previsões.
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(a) Unidade 51 (b) Unidade 52
(c) Unidade 53 (d) Unidade 54
(e) Unidade 55 (f) Total por Loja
Figura 4.2: MAPE no conjunto de teste pelos modelos hierárquicos
Os resultados para cada loja, por UN estão ilustrados na Figura 4.2, sendo que
são também apresentados os resultados para o total por loja, obtidos de acordo com
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cada um dos métodos.
De facto, analisando a Figura 4.2, verifica-se sobretudo uma redução dos erros
mais elevados quando se utiliza o modelo CombHierarq em comparação com o modelo
NãoHierarq. Por outro lado, salvo alguns pequenos erros de arredondamento em
cálculos intermédios, as previsões dos modelos NãoHierarq e BottomUp são iguais,
uma vez que o modelo BottomUp prevê de forma independente todas as séries do
nível inferior da hierarquia. Por outro lado, verifica-se um erro elevado no modelo
TopDown face aos restantes, o que pode ser justificado pelo ruído introduzido no
processo de desagregação.
Com o intuito de verificar qual o modelo hierárquico estatisticamente mais signi-
ficativo na previsão do último nível, aplicou-se um teste de hipóteses. Uma vez que
temos uma amostra de dimensão elevada, pelo Teorema do Limite Central podemos
considerar que a amostra segue uma distribuição aproximadamente Normal. Ora,
visualmente, descartamos a possibilidade de o modelo TopDown produzir melhores
resultados. Sabemos também que os resultados obtidos, para este nível hierárquico,
pelos modelos NãoHierarq e BottomUp são iguais. Assim sendo, e uma vez que os
testes paramétricos são mais potentes que os testes não paramétricos, aplicou-se o
t-test às amostras emparelhadas, considerando o valor da diferença entre os diferen-
tes pares de observações. A hipótese nula testa se a média dessas diferenças é nula,
e a hipótese alternativa testa se os erros obtidos pelo modelo CombHierarq são infe-
riores aos obtidos pelo modelo BottomUp. Obteve-se então um p-value inferior a 1%
pelo que, para este nível de significância rejeitamos a hipótese nula, concluindo as-
sim que o modelo CombHierarq produz projeções com erros estatisticamente menos
significativos que o modelo BottomUp. De facto, já se tinha verificado graficamente
que o modelo CombHierarq reduz sobretudo os erros de maior dimensão, o que terá
elevado impacto no cálculo da média.
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Capítulo 5
Conclusões e Trabalho Futuro
5.1 Conclusões
"Forecasting is the art of saying what will happen, and then explaining why it didn't."
Anonymous
Este projeto teve como principal objetivo o desenvolvimento de um modelo predi-
tivo que permitisse obter uma estimativa confiável relativamente às vendas líquidas
mensais, das diferentes UN de cada uma das lojas de uma empresa líder no sector do
retalho não alimentar. Deste modo, o modelo implementado visou colmatar algumas
falhas verificadas ao nível da gestão dos recursos existentes, a fim de ser utilizado na
definição de objetivos de vendas a realizar pelas diferentes equipas. Nesse sentido,
as previsões obtidas deveriam ser tão realistas quanto possível, uma vez que uma
previsão abaixo do esperado poderá prejudicar a empresa, e uma previsão acima
poderá interferir nos prémios dos trabalhadores. Por outro lado, procurou-se adotar
uma estratégia de construção atual, que permita a incorporação de diversos fatores
externos para que, assim, seja mais fácil justificar uma má previsão, baseando-se
nas diversas variáveis explicativas utilizadas.
Assim sendo, podemos dizer que a previsão à UN se revelou bastante difícil
de realizar. De facto, há medida que descemos na hierarquia os erros tendem a
aumentar, uma vez que em hierarquias superiores, existe uma compensação dos
mesmos e um consequente histórico mais homogéneo. De facto, quando passamos
para o total loja ou totais de UN, as previsões são consideravelmente mais precisas.
Por outro lado, atendendo à estrutura hierárquica inerente ao conjunto de dados
apresentado, verificou-se que a metodologia recentemente sugerida que combina to-
das as previsões dos diferentes níveis hierárquicos apresentou erros significativamente
inferiores quando comparada com as tradicionais abordagens bottom-up e top-down.
Comparativamente com o modelo que não considera a estrutura hierárquica dos
dados, revelou sobretudo um decréscimo dos erros mais elevados.
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O desenvolvimento do projeto decorreu assim da forma como fora planeado,
tendo sido cumpridos os prazos estipulados pela empresa e alcançadas as taxas de
erro desejadas.
É ainda importante ter em atenção que, com a nova forma de trabalho, as equi-
pas poderão tender a trabalhar para os objetivos definidos pelo modelo, podendo
conduzir a alterações nos padrões observados. Por outro lado, é importante ter em
atenção que estamos a prever um valor líquido de vendas, e a verdade é que, de ano
para ano, o custo dos produtos tende a diminuir e a tendência em período de crise
será optar pela marca com preço mais competitivo. Nesse sentido, daqui a algum
tempo, poderá ser necessário voltar a aplicar os algoritmos de clustering, e conse-
quentemente, parametrizar novamente os modelos para que se adaptem facilmente
a novas realidades. Para além disso, com o passar do tempo, mais dados vão ficando
disponíveis para treino, o que poderá contribuir para uma melhoria significativa do
modelo.
Relativamente ao tempo de execução do algoritmo, consideram-se que os tempos
obtidos foram bastante aceitáveis. As projeções mensais para todas as UN e totais
são devolvidas em vinte minutos, o que, tendo em conta a dimensão do problema,
não é um valor muito elevado.
5.2 Trabalho Futuro
Uma das limitações que condicionou o desenvolvimento do modelo foi a inexistência
de um registo das campanhas anteriormente efetuadas e respetivos impactos, tendo
sido necessário estimá-los. Isto poderá ter conduzido a alguns erros, uma vez que,
por exemplo, nas campanhas do tipo B apenas alguns produtos estão em promoção,
mas considerou-se como se fossem todos. Por outro lado, nas campanhas do tipo A,
são emitidos talões a ser descontados nos dias seguintes, facto que o modelo também
não contempla. Assim sendo, um estudo mais aprofundado relativo a este tema,
podendo também contemplar campanhas de menor impacto - ou seja, em apenas
determinadas marcas para determinada unidade de negócio -, poderia conduzir a
melhores resultados.
Por outro lado, e apesar de o trabalho desenvolvido ter atingido taxas de erro bas-
tante satisfatórias, há sempre aspetos que o modelo não pode contemplar, realçando-
se, em particular, o fator concorrência, pelo que, uma possível melhoria, seria a im-
plementação de um novo parâmetro que correspondesse, por exemplo, à identificação
de lojas da concorrência nas imediações, ou, até mesmo, a eventuais promoções e
campanhas que as mesmas possam vir a ter e que possam vir a influenciar o com-
portamento dos consumidores. Apesar de no gráfico apresentado relativamente à
distribuição dos principais concorrentes e taxas de erro obtidas pelo modelo, não
haver uma clara indicação dessa influência, alguns dos concorrentes não são diretos,
competindo apenas em determinadas UN, pelo que poderia ser interessante efetuar
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um estudo semelhante para cada UN em particular. Uma outra alternativa, seria a
inserção da quota de mercado por loja - projeto neste momento em desenvolvimento
pela empresa.
Para além disso, uma outra variável que poderia ser explorada é o estado me-
teorológico. Talvez a temperatura diária não tenha grande influência, mas se con-
siderarmos, por exemplo, os dias de alerta laranja em algumas regiões, talvez se
conseguisse obter melhores previsões para esses dias em concreto. Por outro lado,
no Verão, em dias de chuva, há uma maior tendência das pessoas para irem fazer
compras. Nesse caso, seria necessário realizar um levantamento das temperaturas
médias verificadas nas diferentes regiões a que cada loja pertence e dar essa informa-
ção ao modelo. No entanto, como usamos dados mensais e não diários na construção
do modelo, este parâmetro poderá não ser muito relevante.
O estudo experimental apresentado nesta dissertação que explora a estrutura
hierárquica existente na base de dados, permitiu escrever o paper "An Experimental
Study on Predictive Models using Hierarchical Time Series", que foi submetido para
a conferência EPIA-2015 e foi aceite para publicação.
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Acrónimos
ANN Artificial Neural Networks
ARIMA Autoregressive Integrated Moving Average
CRISP-DM Cross Industry Standard Process for Data Mining
ACF Autocorrelation Function
KDD Knowledge Discovery and Data Mining
MAD Mean Absolute Deviation
MAPE Mean Absolute Percentage Error
MSE Mean Squared Error
RMSE Root Mean Squared Error
STL Seasonal and Trend decomposition using Loess
SEMMA Sample, Explore, Modify, Model and Assess
SVM Support Vector Machines
SVR Support Vector Regression
UN Unidade de Negócio
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