Parallelization of meta-heuristics for NP-complete problems by Cvahte , Rok
UNIVERZA V LJUBLJANI




Delo je pripravljeno v skladu s Pravilnikom o podeljevanju Presˇernovih
nagrad sˇtudentom, pod mentorstvom dr. Andreja Brodnika
Ljubljana, 2010
Rezultati diplomskega dela so intelektualna lastnina Fakultete za racˇunalniˇstvo in
informatiko Univerze v Ljubljani. Za objavljanje ali izkoriˇscˇanje rezultatov diplom-
skega dela je potrebno pisno soglasje Fakultete za racˇunalniˇstvo in informatiko ter
mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.
IZJAVA O AVTORSTVU
diplomskega dela
Spodaj podpisani Rok Cvahte,
z vpisno sˇtevilko 63050056,
sem avtor diplomskega dela z naslovom:
Povzporejanje metahevristik za NP-polne probleme
S svojim podpisom zagotavljam, da:
• sem diplomsko delo izdelal samostojno pod mentorstvom
dr. Andreja Brodnika
• so elektronska oblika diplomskega dela, naslov (slov., angl.), povzetek
(slov., angl.) ter kljucˇne besede (slov., angl.) identicˇni s tiskano obliko
diplomskega dela
• soglasˇam z javno objavo elektronske oblike diplomskega dela v zbirki
”
Dela FRI“.
V Ljubljani, dne 22.02.2010 Podpis avtorja:

Zahvala
Mentorju bi se rad zahvalil za vse, kar me je tekom sodelovanja naucˇil, ter za
njegov trud, pomocˇ in ideje, ki so pripomogli k nastanku te diplomske naloge.
Starsˇem bi se rad zahvalil, ker so mi sˇtudij omogocˇili in me ves cˇas podpi-
rali, tako financˇno kot tudi moralno. Najboljˇsemu prijatelju Filipu bi se rad
zahvalil za brezpogojno podporo in sˇtevilne nasvete, ki so naredili moj sˇtudij
bolj uspesˇen.
Turboinsˇtitutu in tamkajˇsnjemu vodji raziskav, dr. Andreju Lipeju, bi se
rad zahvalil za omogocˇeno izvedbo preizkusa mojih algoritmov na superracˇu-
nalniku LSC Adria. Andreju Krevlu iz Laboratorija za racˇunalniˇske komunika-
cije bi se rad zahvalil za pomocˇ in potrpezˇljivost pri vzpostavitvi in upravljanju
navideznih strojev, ki so omogocˇili del mojih preizkusov.
Dr. Borutu Robicˇu bi se rad zahvalil za njegovo pomocˇ pri pregledu slo-
varcˇka. Zahvala gre tudi dr. Marcu Chiarandiniju za predlaganje literature s








2.1 Deterministicˇni Turingov stroj . . . . . . . . . . . . . . . . . . . 13
2.2 Razred P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Nedeterministicˇni Turingov stroj . . . . . . . . . . . . . . . . . . 14
2.4 Razred NP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Razmerje med razredoma P in NP . . . . . . . . . . . . . . . . . 16
2.6 Primeri NP-ekvivalentnih problemov . . . . . . . . . . . . . . . 16
3 Kombinatoricˇna optimizacija 23
3.1 Metahevristike . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Primeri metahevristik . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Vzporedni stroj 41
4.1 OpenMPI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 PVM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Primerjava OpenMPI in PVM . . . . . . . . . . . . . . . . . . . 46
5 Problem vzporednih metahevristicˇnih algoritmov 49
5.1 Vzporedno simulirano ohlajanje . . . . . . . . . . . . . . . . . . 51
5.2 Vzporedno razprsˇeno iskanje . . . . . . . . . . . . . . . . . . . . 54
5.3 Vzporedna navzkrizˇna entropija . . . . . . . . . . . . . . . . . . 56
5.4 Smiselnost povzporejanja . . . . . . . . . . . . . . . . . . . . . . 59
6 Preizkusi 61
6.1 Preizkusna okolja . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 DIMACS primerki . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.3 Preizkusni primeri . . . . . . . . . . . . . . . . . . . . . . . . . 64
7 Rezultati 67
7.1 Primerjava treh zaporednih algoritmov . . . . . . . . . . . . . . 67
7.2 Kakovost algoritma simulirano ohlajanje . . . . . . . . . . . . . 71
7.3 Cena komunikacije . . . . . . . . . . . . . . . . . . . . . . . . . 74
7.4 Cˇas izvajanja in sˇtevilo iteracij . . . . . . . . . . . . . . . . . . . 78
7.5 Kakovost resˇitev in sˇtevilo iteracij . . . . . . . . . . . . . . . . . 81
7.6 Profili kakovosti resˇitev skozi iteracije . . . . . . . . . . . . . . . 85
8 Zakljucˇek in nadaljnje delo 95
8.1 Zakljucˇek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
8.2 Nadaljnje delo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
A Namestitev vzporednih okolij 99






V tem delu se bomo seznanili s prakticˇnimi problemi, za katere ne poznamo
algoritmov, ki bi nasˇli resˇitev v manj kot eksponentnem cˇasu na deterministicˇ-
nem Turingovem stroju. Ogledali si bomo pojem NP-polnosti, ki omogocˇa for-
malno razvrsˇcˇanje problemov glede na njihovo zahtevnost. Sledi pregled sˇtirih
NP-ekvivalentnih problemov: problem najvecˇje neodvisne mnozˇice, problem
najvecˇjega polnega podgrafa, problem najmanjˇsega pokritja grafa in problem
trgovskega potnika.
Nadaljevali bomo z ogledom metahevristicˇnih algoritmov, ki nam omogo-
cˇajo, da v cˇasu, praviloma bistveno krajˇsem od eksponentnega, dobimo subop-
timalno resˇitev dolocˇenega problema. Za zgled si bomo ogledali sˇest metahevri-
sticˇnih algoritmov za resˇevanje problema najvecˇje neodvisne mnozˇice: pozˇresˇno
iskanje, simulirano ohlajanje, razprsˇeno iskanje, metoda navzkrizˇne entropije,
sistem mravelj in evolucijski algoritem.
Resˇevanje problemov lahko pospesˇimo tudi z uporabo vecˇ racˇunalnikov.
Tako si bomo ogledali orodja za pripravo vzporednih programov, in sicer si
bomo podrobneje ogledali tehnologiji PVM in OpenMPI. Na podlagi zapore-
dnih algoritmov in z uporabo OpenMPI in PVM bomo pripravili tri vzporedne
metahevristicˇne algoritme: simulirano ohlajanje, razprsˇeno iskanje in metoda
navzkrizˇne entropije.
Sledi predstavitev rezultatov omenjenih zaporednih in vzporednih algorit-
mov, implementiranih v programskem jeziku C++, na sˇtirih sistemih: dva
razlicˇna strezˇnika Dell, heterogen sistem racˇunalnikov in superracˇunalnik LSC
Adria. Pri analizi bomo uporabili standardne DIMACS primerke.
Pri tem bomo videli, da se zaporedni algoritem simulirano ohlajanje ob-
nese bolje tako od do sedaj najboljˇse znane implementacije kakor tudi od osta-
lih analiziranih algoritmov razprsˇeno iskanje in metoda navzkrizˇne entropije.
Pri primerjavi zaporednih algoritmov z vzporednimi bomo videli, da prikazani
vzporedni algoritmi obicˇajno skrajˇsajo cˇas resˇevanja in izboljˇsajo kakovost re-
sˇitev, vendar je pohitritev ob enaki kakovosti precej slabsˇa od teoreticˇno pri-
cˇakovane vrednosti. Sledila bo sˇe primerjava okolij OpenMPI in PVM, kjer se
izkazˇe, da se simulirano ohlajanje in razprsˇeno iskanje z uporabo PVM obne-
seta bistveno bolje kot pri uporabi OpenMPI.
Zakljucˇili bomo s pregledom mozˇnih smernic za nadaljnje delo.
Kljucˇne besede:





In this work, we look at a class of very hard practical problems which, cur-
rently, can only be solved with algorithms running in exponential time on deter-
ministic Turing machine. Further, we discuss the theory of NP-completeness,
which allows us to classify problems based on their complexity. We proceed
by looking at four NP-equivalent problems: maximum independent set prob-
lem, maximum clique problem, minimum vertex cover problem and traveling
salesman problem.
We continue with a class of meta-heuristic algorithms, which provide sub-
optimal solutions – however, their running time is usually substantially smaller
than exponential. We discuss six of such meta-heuristic algorithms: hill climb-
ing, simulated annealing, scatter search, cross-entropy method, ant colony op-
timization and evolutionary algorithm.
To solve problems faster, we can deploy several computers simultaneously.
We look at two technologies, allowing us to write parallel programs: Open-
MPI and Parallel Virtual Machine (PVM). Based on serial algorithms and
using OpenMPI and PVM, we build three parallel meta-heuristic algorithms:
simulated annealing, scatter search and cross-entropy method.
Subsequently, we present test results of the mentioned serial and parallel
algorithms, implemented in programming language C++ on four systems: two
different Dell servers, heterogeneous system of computers and supercomputer
LSC Adria. For the analysis, we use standard DIMACS instances.
Results show that serial simulated annealing algorithm outperforms cur-
rently best known implementation and it is also better than described cross-
entropy method and scatter search. When we compare serial and parallel
algorithms, we observe that parallel algorithms usually improve solving time
and improve solution quality. However, the speedup – at the same quality –
is substantially worse than the theoretically expected value. We also compare
parallel environments OpenMPI and PVM and see that simulated annealing
and scatter search algorithms using PVM perform considerably better than
using OpenMPI.
We conclude with directions for possible future work.
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Slovarcˇek je nastajal s pomocˇjo Islovarja [1] in slovarcˇka krajˇsav [2]. Dolo-
cˇeni pojmi glede teorije NP-polnosti so povzeti po [3], glede vzporednih strojev
in algoritmov po [4] ter glede metahevristik po [5].
Algoritem angl. Algorithm. Racˇunalniˇski program, namenjen resˇevanju do-
locˇenega formalno definiranega problema.
Cˇas izvajanja vzporednega algoritma Dejanski cˇas, ki pretecˇe od zacˇetka
do konca izvajanja vzporednega algoritma, angl. wall clock time. Ozna-
cˇimo ga s Tp, kjer p predstavlja sˇtevilo procesov.
Cˇas izvajanja zaporednega algoritma Analogen cˇasu izvajanja vzpored-
nega algoritma. Oznacˇimo ga s T1.
Deterministicˇni Turingov stroj angl. Deterministic Turing machine, okr.
DTS. Teoreticˇni stroj, ki je po mocˇi racˇunanja ekvivalenten splosˇno-
namenskim racˇunalnikom.
Evolucijski algoritem angl. Evolutionary algorithm. Metahevristicˇni algo-
ritem, ki temelji na principih evolucije.
Funkcijski problem angl. Function problem. Problem, pri katerem zˇelimo





ne“, npr. zaporedje vozliˇscˇ na grafu.
InfiniBand Standard, ki dolocˇa hitro omrezˇje, namenjeno predvsem superra-
cˇunalnikom.
Internetni protokol angl. Internet protocol , okr. IP. Protokol, namenjen
prenosu podatkov preko omrezˇja paketnega preklapljanja.
Izostritev angl. Intensification. Princip metahevristik, ki je dopolnilen raz-
prsˇitvi in govori o temeljitem preiskovanju dolocˇenega podrocˇja prostora
resˇitev z namenom odkrivanja cˇim boljˇsih resˇitev znotraj tega podrocˇja.
Jedro angl. Core. Del procesorja, ki izvaja enake naloge, kot jih sicer izvaja
procesor pri enojedrnih procesorjih.
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Kakovost resˇitve angl. Solution quality . Definicija kakovosti resˇitve je del
definicije problema. V optimizacijskih problemih zˇelimo dosecˇi najboljˇso
mozˇno.
Linearna pospesˇitev angl. Linear speedup. Pospesˇitev je linearna takrat,
kadar raste linearno s sˇtevilom procesov.
Lokalno iskanje angl. Local search. Ena izmed kljucˇnih komponent meta-
hevristik, ki govori o preiskovanju okolice resˇitve.
Metahevristika angl. Metaheuristic. Metoda, ki uporablja hevristike za re-
sˇevanje problemov kombinatoricˇne optimizacije, za katere s trenutnimi
racˇunalniki in algoritmi ni mogocˇe preiskati celotnega prostora resˇitev v
zadovoljivo omejenem cˇasu. Obicˇajno je rezultat metahevristicˇnih algo-
ritmov suboptimalna resˇitev.
Metoda navzkrizˇne entropije angl. Cross-entropy method . Metahevri-
sticˇni algoritem, ki temelji na simulaciji redkih dogodkov, angl. rare
event simulation.
Naivno povzporejanje angl. Na¨ıve parallelization. Povzporejanje, pri ka-
terem se ne uporabi zapletenih metod povzporejanja, ampak se hkrati
pozˇene zaporedni algoritem na dolocˇenem sˇtevilu procesov.
Nedeterministicˇni Turingov stroj angl. Non-deterministic Turing mach-
ine, okr. NTS. Enak kot deterministicˇni Turingov stroj, vendar razsˇirjen
z mozˇnostjo alternativnih prehodov. Zanj velja, da kadar je na voljo vecˇ
prehodov, stroj izbere pravi prehod.
Neodvisna mnozˇica angl. Independent set . Mnozˇica vozliˇscˇ v grafu, za
katero velja, da med nobenim parom vozliˇscˇ ni povezave.
Nesprejemljiva resˇitev angl. Infeasible solution. Resˇitev dolocˇenega pri-
merka, ki krsˇi vsaj eno izmed omejitev problema.
NP problem angl. NP problem. Problem, ki ga lahko resˇimo v polinomskem
cˇasu na nedeterministicˇnem Turingovem stroju glede na velikost vhoda.
Na deterministicˇnem Turingovem stroju pa ni nujno, da ga je mogocˇe
resˇiti v polinomskem cˇasu.
NP-ekvivalenten problem angl. NP-equivalent problem. Funkcijski pro-
blem, ki je hkrati NP-tezˇek in NP-lahek.
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NP-lahek problem angl. NP-easy problem. Funkcijski problem, ki ga je mo-
gocˇe resˇiti v polinomskem cˇasu na deterministicˇnem Turingovem stroju,
cˇe imamo resˇitev v polinomskem cˇasu za pripadajocˇi odlocˇitveni problem.
NP-poln problem angl. NP-complete. NP problem, za katerega velja, da
lahko nanj v polinomskem cˇasu prevedemo katerikoli NP problem.
NP-tezˇek problem angl. NP-hard . Problem, na katerega je mogocˇe v po-
linomskem cˇasu prevesti neki NP-poln problem. NP-tezˇki problemi so
vsaj tako tezˇki kot NP-polni.
Odlocˇitveni problem angl. Decision problem. Problem, pri katerem mo-





Opravilo angl. Task . Enota izvajanja racˇunalniˇskega programa.
Optimizacijski problem angl. Optimization problem. Problem, pri katerem
moramo najti najboljˇso mozˇno resˇitev glede na kakovost.
Pokritje grafa angl. Vertex cover . Mnozˇica vozliˇscˇ grafa, ki zadosˇcˇa pogoju,
da vsaka povezava grafa meji vsaj na eno vozliˇscˇe, vkljucˇeno v to mnozˇico.
Polinomska prevedba angl. Polynomial-time reduction. Prevedba dolocˇe-
nega problema Pi na neki drug problem Pj, ki jo je mogocˇe izvesti v
polinomskem cˇasu na deterministicˇnem Turingovem stroju.
Poln graf angl. Complete graph. Graf, za katerega velja, da je vsako vozliˇscˇe
povezano z vsakim drugim vozliˇscˇem.
Pomnilnik z nakljucˇnim dostopom angl. Random access memory , okr.
RAM. Pomnilnik, pri katerem dostop do podatkov na poljubnem naslovu
in v poljubnem vrstnem redu traja enako dolgo.
Pospesˇitev angl. Speedup, okr. Sp. Razmerje med cˇasom izvajanja zapo-
rednega algoritma in cˇasom izvajanja vzporednega algoritma, pri cˇemer
vzporedni algoritem resˇi isti problem kot zaporedni algoritem, le da to
stori na p procesih.
Povzporejanje angl. Parallelization. Proces, pri katerem se na podlagi za-
porednega algoritma pripravi vzporedni algoritem.
Prenosni protokol angl. Transmission control protocol , okr. TCP. Eden
izmed protokolov za prenos podatkov preko omrezˇja, v kombinaciji z IP
protokolom.
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Primerek angl. Instance. Dobimo ga iz problema, ko dolocˇimo vrednosti
parametrov problema.
Primerjalni preizkus angl. Benchmark ali Benchmark test . Preizkus, ki
je namenjen primerjavi razlicˇnih racˇunalnikov z namenom objektivnega
ugotavljanja razlike v sposobnostih (npr. v hitrosti obdelave).
Problem Definiramo ga kot neko splosˇno vprasˇanje, na katero zˇelimo odgovo-
riti. Problem ima dolocˇene parametre, katerih vrednosti niso opredeljene,
tj. parametri so prosti. Problem je definiran s splosˇnim opisom vseh nje-
govih parametrov in opisom, kaksˇne omejitve mora izpolnjevati resˇitev
problema.
Problem najmanjˇsega pokritja grafa angl. Minimum vertex-cover prob-
lem. Problem na grafu, pri katerem moramo najti najmanjˇse pokritje
grafa z vozliˇscˇi.
Problem najvecˇje neodvisne mnozˇice angl. Maximum independent set prob-
lem ali Maximum stable set problem. Problem na grafu, pri katerem
moramo najti najvecˇjo neodvisno mnozˇico vozliˇscˇ.
Problem najvecˇjega polnega podgrafa angl. Maximum clique problem.
Problem na grafu, pri katerem moramo najti najvecˇji poln podgraf.
Problem trgovskega potnika angl. Traveling salesman problem, okr. TSP.
Problem na grafu, pri katerem je potrebno najti najkrajˇsi mozˇni obhod
cˇez vsa vozliˇscˇa, pri cˇemer mora biti vsako vozliˇscˇe obiskano natanko
enkrat. Povezave med vozliˇscˇi so utezˇene in predstavljajo razdaljo med
vozliˇscˇi. Locˇimo simetricˇni in asimetricˇni problem trgovskega potnika.
Proces angl. Process . Proces je entiteta, ki izvaja dolocˇeno opravilo (pona-
vadi vzporednega) algoritma. Potrebno je razlikovati med procesom in
procesnim elementom, saj lahko na dolocˇenem procesnem elementu tecˇe
vecˇ procesov hkrati (vendar se obicˇajno tezˇi k razmerju 1 : 1).
Procesni element angl. Processing element . Element, na katerem tecˇe izva-
janje dolocˇenega procesa, ponavadi enega. V primeru enojedrnega pro-
cesorja procesni element enacˇimo s procesorjem. V primeru vecˇjedrnih
procesorjev procesni element enacˇimo z jedrom procesorja.
Procesor angl. Processor . Del racˇunalnika, ki razpoznava in izvaja ukaze,
zapisane kot racˇunalniˇski program v strojnem jeziku. Procesor ima vsaj
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eno jedro (oznacˇimo kot enojedrni procesor), lahko pa ima tudi vecˇ kot
eno jedro (dvojedrni, sˇtirijedrni itd. procesor). Pri izvajanju ukazov ima
procesor na voljo dolocˇeno kolicˇino pomnilnika z nakljucˇnim dostopom.
Programski vmesnik angl. Application programming interface, okr. vme-
snik. Nacˇin, s katerim je mogocˇe na preprost nacˇin dolocˇiti, katere vme-
snike mora nuditi dolocˇen program oziroma orodje.
Prostor resˇitev angl. Solution space. Za dolocˇen primerek oznacˇimo kot
prostor resˇitev vse mozˇne resˇitve (tj. naredimo vse mozˇne kombinacije
vseh vrednosti vsake spremenljivke primerka).
Psevdokoda angl. Pseudocode. Nacˇin predstavitve algoritma na visokem ni-
voju, ki je neodvisen od specificˇnega programskega jezika in je namenjen
izkljucˇno tolmacˇenju algoritma.
Racˇunalnik angl. Computer . Naprava, namenjena samodejnemu izvajanju
racˇunalniˇskih programov, s katerimi se obdelujejo in shranjujejo podatki.
Vsebuje vsaj en procesor in dolocˇeno kolicˇino pomnilnika z nakljucˇnim
dostopom.
Razposˇiljanje angl. Broadcast . Komunikacijska operacija, pri kateri en pro-
ces posˇlje podatke vsem ostalim procesom.
Razprsˇeno iskanje angl. Scatter search. Metahevristicˇni algoritem, ki iz-
haja iz tezˇnje po cˇim vecˇji preiskanosti prostora resˇitev.
Razprsˇitev angl. Diversification. Princip metahevristik, ki je dopolnilen
izostritvi in govori o temeljitem preiskovanju prostora resˇitev z namenom
razpoznavanja podrocˇij, v katerih je kakovost resˇitev boljˇsa.
Simulirano ohlajanje angl. Simulated annealing . Metahevristicˇni algori-
tem, ki temelji na metalursˇkem postopku ohlajanja kovin.
Sistem mravelj angl. Ant system ali Ant colony optimization. Metahevri-
sticˇni algoritem, ki cˇrpa iz biologije in simulira obnasˇanje mravelj.
Sprejemljiva resˇitev angl. Feasible solution. Resˇitev dolocˇenega primerka,
ki ne krsˇi nobene izmed omejitev problema.
Strosˇek rezˇije angl. Overhead cost . Strosˇek, ki ni neposredno del resˇevanja
dolocˇenega problema, ampak dolocˇene vrste rezˇije (npr. komunikacija
pri vzporednem algoritmu).
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Superracˇunalnik angl. Supercomputer . Racˇunalnik, ki je bistveno bolj zmo-
gljiv od osebnega racˇunalnika, v smislu hitrosti in kolicˇine obdelanih po-
datkov.
Topologija omrezˇja angl. Network topology . Fizicˇna ali logicˇna razporedi-
tev elementov omrezˇja.
Ucˇinkovitost angl. Efficiency , okr. Ep. Pri ocenjevanju vzporednih algorit-
mov razmerje med pospesˇitvijo in sˇtevilom procesov p.
Uporabniˇski datagramski protokol angl. User datagram protocol , okr.
UDP. Eden izmed protokolov za prenos podatkov preko omrezˇja, v kom-
binaciji z IP protokolom.
Utezˇeni graf angl. Weighted graph. Graf, v katerem ima vsaka izmed pove-
zav pripisano tezˇo.
Vecˇmodalna funkcija angl. Multimodal function. Funkcija, ki ima vecˇ lo-
kalnih optimumov in se lahko uporablja za ocenjevanje uspesˇnosti opti-
mizacijskih algoritmov.
Zrnatost angl. Granulation. Lastnost orodja za vzporedno racˇunanje z vi-





V matematiki poznamo kar precej tezˇkih problemov, ki zahtevajo veliko cˇasa
za izracˇun resˇitve. Ker zˇelimo biti pri ocenjevanju zahtevnosti problemov kon-
kretni in se ne zˇelimo opirati na relativne pojme, kot so lahek problem, tezˇek
problem ipd., se bomo v poglavju 2 seznanili s teorijo NP-polnosti, ki je bila
leta 1979 natancˇno opisana v [3] in govori o tem, kako tezˇki so dolocˇeni odlo-
cˇitveni in funkcijski problemi. Pri tem se opira na tocˇno definirane pojme, kot
so P, NP, NP-tezˇek, NP-poln itd. problem. S temi pojmi je bila v [3] tocˇno
opredeljena zahtevnost resˇevanja raznovrstnih odlocˇitvenih in funkcijskih pro-
blemov. Obstaja nezanemarljiv delezˇ problemov iz resnicˇnega sveta, za katere
poznamo le algoritme z eksponentno cˇasovno zahtevnostjo v odvisnosti od ve-
likosti parametrov, na deterministicˇnem Turingovem stroju (DTS). V praksi
to pomeni, da je izracˇun resˇitev cˇasovno zelo zahteven in pogosto nespreje-
mljivo dolg. Da bi z abstraktnega presˇli na konkretno, si bomo pogledali sˇtiri
dejanske probleme: problem najvecˇje neodvisne mnozˇice, problem najvecˇjega
polnega podgrafa, problem najmanjˇsega pokritja grafa in problem trgovskega
potnika. Za resˇevanje teh problemov poznamo trenutno le algoritme, ki imajo
eksponentno cˇasovno zahtevnost na DTS.
Kot posledica ugotovitev prejˇsnjega odstavka nas zanima, ali je mogocˇe
resˇevati omenjene probleme na nacˇin, pri katerem najdemo resˇitev hitreje kot
v eksponentnem cˇasu. Kolikor nam zadosˇcˇajo resˇitve, ki v splosˇnem niso opti-
malne, si lahko pomagamo z metahevristicˇnimi algoritmi, ki si jih bomo ogle-
dali v poglavju 3. Njihova znacˇilnost je, da najdejo resˇitve problema v cˇasu,
ki je krajˇsi od eksponentnega, vendar pri tem obicˇajno ne najdejo optimalne
resˇitve. Pogledali si bomo sˇest razlicˇnih metahevristicˇnih algoritmov: pozˇresˇno
iskanje, simulirano ohlajanje, razprsˇeno iskanje, metoda navzkrizˇne entropije,
sistem mravelj in evolucijski algoritem.
11
12 Poglavje 1: Uvod
Ko zacˇnemo delati z vzporednimi algoritmi, je zelo pomembno, kaksˇna
orodja imamo na razpolago za izkoriˇscˇanje dolocˇenega vzporednega stroja. V
splosˇnem jih locˇimo glede na nivo zrnatosti. Pri fini zrnatosti so med bolj
znanimi MPI, OpenMP in PVM ter pri grobi zrnatosti racˇunalniˇstvo na mrezˇi,
angl. grid computing , in racˇunalniˇstvo v oblaku, angl. cloud computing . Vme-
snik MPI ima kar nekaj razlicˇnih implementacij, med njimi tudi OpenMPI. Ena
izmed pomembnejˇsih implementacij racˇunalniˇstva na mrezˇi je Globus Toolkit.
V poglavju 4 si bomo natancˇno ogledali in primerjali OpenMPI ter PVM.
Ker si zˇelimo dosegati cˇim boljˇse resˇitve s pomocˇjo metahevristicˇnih algo-
ritmov, in to v cˇim krajˇsem cˇasu, je zanimiva ideja povzporejanja metahevri-
sticˇnih algoritmov, s katero se bomo seznanili v poglavju 5. Pri povzporejanju
kot osnovo vzamemo zaporedno razlicˇico dolocˇenega metahevristicˇnega algo-
ritma in pripravimo vzporedno razlicˇico, ki se lahko izvaja na vecˇ kot enem
racˇunalniku hkrati. Pri tem zˇelimo pripraviti cˇim bolj ucˇinkovit vzporedni al-
goritem, ki bo razpolozˇljiv vzporedni sistem cˇim bolje obremenil. Ogledali si
bomo pripravo vzporednih razlicˇic algoritmov simulirano ohlajanje, razprsˇeno
iskanje in metoda razprsˇene entropije.
Pripravljene algoritme zˇelimo med seboj empiricˇno primerjati, zato si bomo
v poglavju 6 ogledali vzporedne stroje, na katerih so bili izvedeni preizkusi. Za
kakovostno analizo rezultatov preizkusov je pomembno izvesti preizkuse pod
kontroliranimi pogoji in na natancˇno dolocˇeni strojni in programski opremi,
zato si bomo ogledali specifikacije vseh sistemov. Poleg tega se bomo seznanili
tudi z nacˇinom preizkusˇanja z vidika vecˇkratnih meritev in izbire razlicˇnih
primerkov.
V poglavju 7 si bomo pogledali in primerjali rezultate preizkusov imple-
mentiranih zaporednih in vzporednih algoritmov za resˇevanje problema najve-
cˇje neodvisne mnozˇice. Zakljucˇke diplomske naloge bomo zapisali v poglavju
8, kjer si bomo ogledali tudi mozˇne smernice za nadaljnje delo.
Poglavje 2
NP-polnost
V tem poglavju si bomo ogledali potreben del teorije NP-polnosti, kot je bila
leta 1979 natancˇno opisana v [3]. Najprej si bomo pogledali deterministicˇni
Turingov stroj in razred problemov P. Sledil bo opis nedeterministicˇnega Turin-
govega stroja in razredov NP. Nato si bomo ogledali razmerje med razredoma P
in NP ter poglavje zakljucˇili z ogledom sˇtirih konkretnih problemov na grafih.
2.1 Deterministicˇni Turingov stroj
Deterministicˇni Turingov stroj (DTS) [3], angl. deterministic Turing machine,
je definiran z dvosmernim neomejenim trakom, bralno-pisalno glavo in nad-
zorno enoto. Trak je razdeljen na celice in v vsaki izmed njih je zapisan
simbol iz koncˇne abecede ali poseben simbol B, ki oznacˇuje, da je ta celica
prazna. Bralno-pisalna glava, v nadaljevanju glava, vidi natanko en simbol
na traku. Mogocˇe jo je premikati levo/desno po en znak hkrati. Nadzorna
enota vsebuje koncˇno mnogo stanj in je v vsakem trenutku v enem izmed
teh stanj. S pomocˇjo bralno-pisalne glave lahko iz traku prebere simbol in na
njegovo mesto zapiˇse drug ali enak simbol.
Nadzorna enota deluje tako, da v vsakem koraku na podlagi simbola, ki je
bil prebran, in trenutnega stanja zapiˇse nov simbol na trak, glavo premakne v
levo ali desno in preide v novo stanje.
Deterministicˇni Turningov stroj formalno definiramo kot sedmerko M =
(Q,Σ,Γ, δ, q0, B, F ), kjer Q predstavlja koncˇno mnozˇico stanj nadzorne enote,
Σ predstavlja koncˇno mnozˇico vhodnih simbolov, Γ predstavlja koncˇno mno-
zˇico tracˇnih simbolov, δ predstavlja funkcijo prehodov, q0 predstavlja zacˇetno
stanje, B predstavlja prazen simbol in F predstavlja mnozˇico koncˇnih stanj
nadzorne enote. Pri tem veljajo naslednje omejitve: Σ ⊂ Γ, q0 ∈ Q, B ∈ Γ in
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F ⊆ Q. Funkcija prehodov δ je definirana kot Q× Γ→ Q× Γ× {L,D}, kjer
L in D predstavljata premik glave za en simbol v levo oziroma desno.
Vsak Turingov stroj ima svoj jezik in sprejme besede, ki so v tem jeziku.
To, da Turingov stroj sprejme dolocˇeno besedo, pomeni, da nadzorna enota
v koncˇnem sˇtevilu korakov pride iz zacˇetnega stanja q0 v eno izmed koncˇnih
stanj F . Pri tem je potrebno pred zacˇetkom zagona Turingovega stroja na trak
zapisati vhodno besedo (na mesta od 1 do n, kjer je n dolzˇina vhodne besede).
Jezik Turingovega stroja M formalno definiramo kot L(M) = {w|w ∈ Σ∗ ∧M
sprejme w}.
Ker zˇelimo DTS uporabljati za resˇevanje problemov, moramo definirati sˇe
relacijo med jeziki in problemi. Vsak primerek problema lahko na dolocˇen
nacˇin zapiˇsemo kot zaporedje vhodnih simbolov Σ∗. Pri taksˇni predstavitvi
locˇimo med zaporedji vhodnih simbolov, ki ne predstavljajo nobenega primerka
problema, in zaporedji, ki predstavljajo primerek problema. Slednja zaporedja
dalje delimo na tista, za katera DTS odgovori z
”





Razred P obsega probleme, za katere poznamo programe, ki imajo polinomsko
cˇasovno zahtevnost na DTS. Formalno razred P definiramo kot P = {L|obstaja
program s polinomsko cˇasovno zahtevnostjo na DTS in velja L = L(M)} [3].
Polinomska cˇasovna zahtevnost programa je definirana kot omejitev cˇasa
izvajanja programa od zgoraj z velikostjo strukture, s katero je podan primerek
problema. Pri tem mora biti struktura smiselna in ne sme vsebovati odvecˇnih
informacij.
2.3 Nedeterministicˇni Turingov stroj
Nedeterministicˇni Turingov stroj (NTS) [3], angl. non-deterministic Turing
machine, je podoben DTS, z razliko, da je funkcija prehodov δ definirana
drugacˇe. Za dolocˇeno kombinacijo simbola pod glavo in stanja nadzorne enote
lahko definiramo vecˇ alternativnih prehodov.
Pri izvajanju NTS izbere tisti prehod, da bo NTS sprejel vhodno besedo,
kolikor le-ta pripada jeziku NTS. V praksi NTS ni mogocˇe izdelati. Izbiro
pravega prehoda si lahko predstavljamo na naslednji nacˇin. Na voljo imamo
magicˇni kovanec, ki pove, katerega izmed mozˇnih prehodov je potrebno izbrati,
da bo NTS sprejel vhodno besedo, kolikor le-ta pripada jeziku NTS. Na DTS
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je mogocˇe NTS simulirati tako, da na vsakem koraku, kjer imamo vecˇ kot en
alternativni prehod, sledimo vsem prehodom. Na ta nacˇin se razvije drevesna
struktura. V tem primeru DTS sprejme vhodno besedo, cˇe je uspesˇna vsaj ena
veja drevesa.
2.4 Razred NP
Razred NP zajema probleme, za katere poznamo programe, ki imajo poli-
nomsko cˇasovno zahtevnost na NTS. Formalno definiramo razred NP kot NP
= {L|obstaja program s polinomsko cˇasovno zahtevnostjo na NTS in velja
L = L(M)} [3].
Razred NP vsebuje poseben podrazred z imenom NP-poln [3], oznacˇimo
NP-poln ⊂ NP. Za vsak problem, ki pripada razredu NP-polnih problemov,
velja, da je mogocˇe v polinomskem cˇasu nanj prevesti katerega koli izmed




prvega“ NP-polnega problema (problem izpolnjivosti) je
leta 1971 objavil Cook [6]. Po tem je bilo bolj enostavno pokazati za dolocˇene
druge probleme razreda NP, da so tudi ti NP-polni. Cˇe zˇelimo za dolocˇen
problem Pi, ki pripada razredu NP, dokazati, da je tudi NP-poln, zadosˇcˇa
dokaz, da je mogocˇe v polinomskem cˇasu prevesti vsaj enega izmed NP-polnih
problemov Pj na problem Pi.
Poleg razredov NP in NP-poln obstaja tudi razred NP-tezˇek [3], angl. NP-
hard . V razred NP-tezˇkih problemov sodijo vsi problemi, za katere velja, da je
mogocˇe nanje v polinomskem cˇasu prevesti katerega koli izmed NP problemov.
Drugacˇe povedano, dolocˇen problem Pi je NP-tezˇek natanko tedaj, ko obstaja
NP-poln problem Pj in je mogocˇe problem Pj v polinomskem cˇasu prevesti na
problem Pi. Vsak izmed NP-tezˇkih problemov je vsaj tako zahteven kot vsak
izmed NP problemov. Izpostaviti je potrebno tudi to, da NP-tezˇki problemi,
ki so izven mnozˇice NP, v primeru enakosti P = NP ne postanejo resˇljivi v
polinomskem cˇasu.
Kadar obravnavamo funkcijske probleme (npr. problem trgovskega po-
tnika) v okviru NP-polnosti, moramo definirati sˇe dva razreda. Problem Pi
pripada razredu NP-lahek, angl. NP-easy , natanko tedaj, ko obstaja pre-
vedba v polinomskem cˇasu problema Pi na neki NP problem Pj. Neki drug
problem Pk pripada razredu NP-ekvivalenten, angl. NP-equivalent , cˇe je
problem Pk hkrati NP-lahek in NP-tezˇek [3]. Razred NP-ekvivalenten je ana-
logen razredu NP-polnih problemov za funkcijske probleme.
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2.5 Razmerje med razredoma P in NP
Razred P je vsebovan v razredu NP, oznacˇimo P ⊆ NP. To velja, ker lahko
vsak program za resˇevanje problema, ki pripada razredu P in se izvaja na
DTS, preprosto pretvorimo na program za resˇevanje problema razreda NP, ki
se izvaja na NTS. Pretvorba je trivialna, saj NTS omogocˇa vse, kar omogocˇa
DTS. Pri tem seveda ne uporabimo ene izmed mozˇnosti, ki jih ponuja NTS, tj.
definiranje funkcije δ z alternativnimi prehodi za dolocˇeno kombinacijo simbola
pod glavo in stanja nadzorne enote.
Kaksˇno je razmerje v obratni smeri, iz razreda NP v razred P, ne vemo.
Trenutno ne poznamo nacˇina, da bi program, ki se v polinomskem cˇasu izvede
na NTS, pretvorili v program, ki se v polinomskem cˇasu izvede na DTS. Prav
tako nimamo dokaza, ki bi govoril o tem, da to ni izvedljivo. V prvem primeru,
cˇe je mogocˇe pretvoriti program z NTS na DTS in program pri tem ohrani
polinomsko cˇasovno zahtevnost, velja enakost P = NP. V nasprotnem primeru
velja stroga vsebovanost P ⊂ NP.
Kljub mnogim poskusom raziskovalcev v preteklih desetletjih odgovora na
to vprasˇanje sˇe ni [7]. Obstajajo ugibanja na podlagi empiricˇnih podatkov o
tem, katera izmed izkljucˇujocˇih se variant drzˇi. Vecˇina vodilnih znanstvenikov
v danasˇnjih dneh je mnenja, da velja stroga vsebovanost P ⊂ NP [7]. Opozoriti
gre, da je mogocˇe v kriptografiji najti kar nekaj primerov, ki se zanasˇajo na
predpostavko P ⊂ NP. Mocˇ in varnost dolocˇenih algoritmov v kriptografiji iz-
vira iz tega, da je potrebno izredno veliko cˇasa za razbitje dolocˇene kode, ker je
problem razbitja kode NP-poln ali NP-ekvivalenten [8]. Kolikor bi se izkazalo,
da velja P = NP ali da je mogocˇe izdelati sistem, ki v bistveno krajˇsem cˇasu
kot doslej resˇi NP-poln problem (kot na primer kvantni ali DNK racˇunalnik),
bi to imelo posledice za dolocˇene kriptirane komunikacije v preteklosti, ki so
bile morda prestrezˇene in so sˇe nerazbite.
Razmerje med razredi P, NP, NP-poln in NP-tezˇek je prikazano na sliki
2.1.
2.6 Primeri NP-ekvivalentnih problemov
V tem podpoglavju bomo pogledali sˇtiri NP-ekvivalentne probleme: problem
najvecˇje neodvisne mnozˇice, problem najvecˇjega polnega podgrafa, problem
najmanjˇsega pokritja grafa in problem trgovskega potnika. Ker vsi sˇtirje na-
vedeni problemi temeljijo na grafu, bomo graf najprej formalno definirali.
Graf G = (V,E) je sestavljen iz mnozˇice vozliˇscˇ V in mnozˇice povezav
med vozliˇscˇi E. Mnozˇica vozliˇscˇ vsebuje n vozliˇscˇ in je definirana kot V =
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{v1, v2, . . . vn}. Mnozˇica povezav med vozliˇscˇi vsebuje m parov vozliˇscˇ in je
definirana kot E ⊆ {{vi, vj} : vi, vj ∈ V ∧ vi 6= vj}.
Grafe lahko delimo na usmerjene in neusmerjene. O usmerjenih grafih
govorimo, kadar locˇimo med povezavama {vi, vj} in {vj, vi}. V nasprotnem
primeru, ko ne locˇimo med povezavama, govorimo o neusmerjenih grafih.
Vsaki izmed povezav v grafu lahko priredimo tezˇo, zapiˇsemo ∀{vi, vj} ∈ E :
W (vi, vj) ∈ R. V taksˇnem primeru govorimo o utezˇenem grafu, angl. weighted
graph.
Pri predstavitvi naslednjih sˇtirih problemov bomo z S oznacˇevali mnozˇico
vseh mozˇnih resˇitev. Pri problemih najvecˇje neodvisne podmnozˇice, najvecˇjega
polnega podgrafa in najmanjˇsega pokritja grafa govorimo o delitvi vozliˇscˇ grafa
v dve disjunktni podmnozˇici (vljucˇena in izkljucˇena vozliˇscˇa), in zato je vseh
mozˇnih resˇitev 2n. Pri problemu trgovskega potnika govorimo o zaporedju
vseh vozliˇscˇ brez ponavljanja, invariantno na obratni vrstni red, in je zato
vseh mozˇnih resˇitev n!/2.
Resˇevanje problema najvecˇje neodvisne podmnozˇice in njemu enakovre-
dnih problemov se v praksi uporablja za minimizacijo Boolovih izrazov, angl.
Boolean logic minimization, v teoriji kod za odpravljanje napak, angl. error-
correcting code, pri zaznavanju tekmovanja za vire, angl. race condition de-
tection, itd. Problem trgovskega potnika je v praksi uporaben za razlicˇne
situacije, v katerih imamo dolocˇene lokacije (vozliˇscˇa) in povezave med njimi
ter nas zanima, kako na najcenejˇsi nacˇin obiˇscˇemo vse lokacije, npr. priprava
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poti avtobusov, poti dostave blaga s tovornjaki trgovinam, poti dostave blaga
z ladjami v pristaniˇscˇa, poti servisnih tehnikov med lokacijami.
2.6.1 Problem najvecˇje neodvisne mnozˇice
Angl. Maximum stable set problem. Na grafu G = (V,E) za neodvisno mnozˇico
vozliˇscˇ Z ⊆ V velja, da nobeno izmed vozliˇscˇ ni sosednje nobenemu drugemu
vozliˇscˇu v mnozˇici Z. Zapiˇsemo kot Z = {v1, v2, . . . vk} in velja ∀vi∀vj ∈ Z :
{vi, vj} /∈ E.
Odlocˇitveni problem je definiran kot preveritev, ali za celo sˇtevilo K, 0 ≤
K ≤ |V |, na grafu G obstaja neodvisna podmnozˇica vozliˇscˇ Z ⊆ V , da velja
|Z| ≥ K. Ta odlocˇitveni problem je NP-poln [3]. Pri optimizacijskem problemu
najvecˇje neodvisne mnozˇice zˇelimo najti neodvisno mnozˇico Zb, ki ima najvecˇje
mozˇno sˇtevilo vozliˇscˇ. To zapiˇsemo kot ∀Zi ∈ S : |Zi| ≤ |Zb|. Ta optimizacijski
problem je NP-ekvivalenten [3].
Primer problema in ena izmed mozˇnih resˇitev sta prikazana na sliki 2.2,
resˇitev je mnozˇica {a, f}. Pri tem ne obstaja resˇitev, ki bi vsebovala vecˇ kot
dve vozliˇscˇi, zato je prikazana resˇitev najvecˇja mozˇna.





2.6.2 Problem najvecˇjega polnega podgrafa
Angl. Maximum clique problem. Na grafu G = (V,E) je klika definirana kot
podmnozˇica vozliˇscˇ Z ⊆ V . Pri tem mora veljati, da je vsako vozliˇscˇe pod-
mnozˇice Z na grafu G povezano z vsakim drugim vozliˇscˇem iz te podmnozˇice.
Zapiˇsemo kot Z = {v1, v2, . . . vk} in velja ∀vi∀vj ∈ Z ∧ i 6= j : {vi, vj} ∈ E.
Vsaka klika enolicˇno dolocˇa poln podgraf grafa G, oznacˇimo ga s H in velja
H = (Z, F ), kjer F = {{ui, uj} : ui, uj ∈ Z ∧ i 6= j}.
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Odlocˇitveni problem je definiran kot preveritev, ali za celo sˇtevilo K, 0 ≤
K ≤ |V |, na grafu G obstaja klika Z ⊆ V , da velja |Z| ≥ K. Ta odlocˇitveni
problem je NP-poln [9]. Pri optimizacijskem problemu najvecˇjega polnega
podgrafa zˇelimo najti taksˇno kliko Zb, ki ima najvecˇje mozˇno sˇtevilo vozliˇscˇ.
To zapiˇsemo kot ∀Zi ∈ S : |Zi| ≤ |Zb|. Ta optimizacijski problem je NP-
ekvivalenten [3].
Primer problema in ena izmed mozˇnih resˇitev sta prikazana na sliki 2.3,
resˇitev je mnozˇica {a, b, c}. V primeru ne obstaja resˇitev, ki bi vsebovala vecˇ
kot tri vozliˇscˇa, zato je prikazana resˇitev najvecˇja mozˇna.





2.6.3 Problem najmanjˇsega pokritja grafa
Angl. Minumum vertex cover problem. Na grafu G = (V,E) je pokritje
grafa definirano kot mnozˇica vozliˇscˇ Z ⊆ V , tako da je za vsako povezavo
na grafu vsaj eno izmed vozliˇscˇ vkljucˇeno v pokritje grafa. Zapiˇsemo kot
Z = {v1, v2, . . . vk} in velja ∀{ui, uj} ∈ E : ui ∈ Z ∨ uj ∈ Z.
Odlocˇitveni problem je definiran kot preveritev, ali za celo sˇtevilo K, 0 ≤
K ≤ |V |, na grafu G obstaja pokritje vozliˇscˇ Z ⊆ V , da velja |Z| ≤ K. Ta
odlocˇitveni problem je NP-poln [9]. Pri optimizacijskem problemu najmanjˇsega
pokritja grafa je cilj najti pokritje grafa Zb, ki ima najmanjˇse mozˇno sˇtevilo
vozliˇscˇ. To zapiˇsemo podobno kot pri prejˇsnjih dveh problemih, ∀Zi ∈ S :
|Zb| ≤ |Zi|. Ta optimizacijski problem je NP-ekvivalenten [3].
Primer problema in ena izmed mozˇnih resˇitev sta prikazana na sliki 2.4,
resˇitev je mnozˇica {b, c, d, e}. Pri tem ne obstaja resˇitev, ki bi vsebovala manj
kot sˇtiri vozliˇscˇa, zato je prikazana resˇitev najmanjˇsa mozˇna.
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2.6.4 Enakost resˇevanja problemov
Pri resˇevanju naslednjih treh odlocˇitvenih problemov, problema neodvisne mno-
zˇice, problema polnega podgrafa in problema najmanjˇsega pokritja grafa, v
bistvu resˇujemo isti problem. Za poljuben graf G = (V,E) in podmnozˇico
vozliˇscˇ Z ⊆ V so naslednje tri izjave ekvivalentne [3]:
1. Z je pokritje grafa G,
2. V \Z je neodvisna podmnozˇica grafa G,
3. V \Z je klika komplementarnega grafa Gc, kjer velja Gc = (V,Ec), pri
cˇemer Ec = {{vi, vj} : vi, vj ∈ V ∧ {vi, vj} /∈ E}.
Odlocˇitveni problem pokritja grafa je NP-poln problem, dokazano s pre-
vedbo problema 3SAT [3]. Zaradi zgoraj navedene ekvivalence sta tudi odlo-
cˇitvena problema neodvisne podmnozˇice in polnega podgrafa NP-polna.
2.6.5 Problem trgovskega potnika
Angl. Traveling salesman problem. Na grafu G = (V,E), ki vsebuje n voz-
liˇscˇ, je Hamiltonov cikel definiran kot zaporedje vozliˇscˇ T = {v1, v2, . . . , vn},
kjer vi ∈ V ∧ 1 ≤ i ≤ n. Pri tem je vsako izmed vozliˇscˇ obiskano natanko
enkrat in obstaja povezava med dvema zaporednima vozliˇscˇema ter med za-
cˇetnim in koncˇnim vozliˇscˇem. Zapiˇsemo kot {vi, vi+1} ∈ T ∧ 1 ≤ i < n :
{vi, vi+1} ∈ E in {vn, v1} ∈ E. Ceno taksˇnega obhoda grafa definiramo kot
C(T ) = W ({vn, v1})+∑n−1i=1 W ({vi, vi+1}), pri cˇemer W ({vi, vj}) oznacˇuje ceno
povezave {vi, vj}.
Odlocˇitveni problem trgovskega potnika definiramo kot preveritev, ali za
sˇtevilo K ∈ Z+0 na grafu G obstaja Hamiltonov cikel T , da velja C(T ) ≤ K. Ta
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odlocˇitveni problem je NP-poln [3]. Pri optimizacijskem problemu trgovskega
potnika zˇelimo najti zaporedje vozliˇscˇ Tb, katerega cena je najmanjˇsa mozˇna.
To zapiˇsemo kot ∀Ti ∈ S : C(Tb) ≤ C(Ti). Ta optimizacijski problem je
NP-ekvivalenten [3].
Glede na to, ali je problem trgovskega potnika postavljen na usmerjenem ali
na neusmerjenem grafu, locˇimo dve vrsti, simetricˇni in asimetricˇni problem. Pri
simetricˇnem je tezˇa povezave {vi, vj} enaka tezˇi povezave {vj, vi}, to zapiˇsemo
kot ∀{vi, vj} ∈ E : W ({vi, vj}) = W ({vj, vi}). Pri asimetricˇnem problemu
tezˇa povezave {vi, vj} ni nujno enaka tezˇi povezave {vj, vi}.
Na sliki 2.5 je prikazan preprost problem trgovskega potnika, simetricˇne
vrste, katerega najboljˇsa resˇitev je zaporedje vozliˇscˇ {a, b, d, f, e, c}, ki ima
ceno 6.

















Kombinatoricˇna optimizacija, angl. combinatorial optimization, je podrocˇje,
ki se ukvarja z iskanjem resˇitev v mnozˇici mozˇnih resˇitev [5, 10]. Nasˇtejmo
nekaj problemov, ki spadajo v podrocˇje kombinatoricˇne optimizacije:
• celosˇtevilsko programiranje (angl. integer programming),
• iskanje minimalnega vpetega drevesa (angl. minimum spanning tree),
• linearno programiranje (angl. linear programming),
• problem nahrbtnika (angl. knapsack problem).
• problem najkrajˇse poti na grafu (angl. shortest path problem),
• problem najmanjˇsega pokritja grafa (angl. minimum vertex cover),
• problem najvecˇje neodvisne mnozˇice (angl. maximum independent set
problem),
• problem najvecˇjega polnega podgrafa (angl. maximum clique problem),
• problem n dam (angl. n-queens puzzle),
• problem trgovskega potnika (angl. traveling salesman problem),
• problem voznega reda (angl. vehicle routing problem).
Dolocˇeni problemi kombinatoricˇne optimizacije sodijo v razred P in po-
znamo algoritme, ki najdejo optimalno resˇitev v polinomskem cˇasu na DTS
(od zgoraj nasˇtetih problem najkrajˇse poti na grafu in problem n dam). Ven-
dar za vecˇino problemov, ki sodijo v kombinatoricˇno optimizacijo, velja, da
pripadajo razredu NP-ekvivalentnih problemov. Zaradi tega se je skozi leta
razvil nabor algoritmov, ki pridejo do resˇitve problema v cˇasu, ki je manjˇsi od
eksponentnega, vendar je v splosˇnem ta resˇitev suboptimalna. Pri tem obstaja
tezˇnja, da se z izboljˇsevanjem algoritmov cˇim bolj priblizˇamo optimalni resˇitvi.
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Izpostaviti moramo, da v splosˇnem ni mogocˇe vedeti, katera resˇitev je op-
timalna, dokler ni bil preiskan celoten prostor resˇitev S (v dolocˇenih posebnih
primerih je to mogocˇe zˇe prej, npr. z izlocˇanjem delov prostora resˇitev). Zaradi
tega za resˇitev, ki je bila dobljena s pomocˇjo priblizˇnega algoritma, v splosˇnem
ne vemo, ali je optimalna ali ne. Vsak problem ima definiran svoj prostor
resˇitev S, ki vsebuje m resˇitev Si, 1 ≤ i ≤ m.
Kadar govorimo o problemih optimizacije, moramo med drugim dolocˇiti
tudi, kaj optimiziramo. V kombinatoricˇni optimizaciji optimiziramo kakovost
resˇitve, angl. fitness function ali objective function. Definicija kakovosti resˇi-
tve je del definicije problema (npr. pri problemu neodvisne podmnozˇice grafa
kot kakovost resˇitve definiramo sˇtevilo vkljucˇenih vozliˇscˇ). Za neko resˇitev Si
kakovost resˇitve oznacˇimo z f(Si) ∈ R.
3.1 Metahevristike
Z nazivom metahevristike oznacˇujemo skupino algoritmov, ki so v prvi vrsti
namenjeni resˇevanju optimizacijskih problemov, ki ne sodijo v razred P [5, 10].
Metahevristicˇni algoritmi obicˇajno najdejo eno ali vecˇ suboptimalnih resˇitev
v cˇasu, ki je manjˇsi od eksponentnega. V tuji literaturi so metahevristicˇni
algoritmi poznani tudi pod imenom angl. stochastic local search [10]. V splo-
sˇnem velja, da vecˇ cˇasa kot ima metahevristicˇni algoritem na voljo, boljˇsa bo
kakovost resˇitve (angl. anytime algorithm).
Ena izmed glavnih idej metahevristik je sosesˇcˇina [5, 10], angl. neigh-
borhood . Cˇe imamo dolocˇeno resˇitev S, njeno sosesˇcˇino definiramo s pomo-
cˇjo poljubne funkcije N(SM), ki vrne mnozˇico sosednjih resˇitev N(SM) =
{S1, S2, . . . , Sk}. Sosednje resˇitve se razlikujejo od resˇitve SM v tem, da imajo
razlicˇne vrednosti komponent resˇitve (npr. odstranjeno ali dodano kaksˇno vo-
zliˇscˇe, cˇe resˇujemo problem na grafu).
Glede na to, da imajo razlicˇni kombinatoricˇni problemi razlicˇne omejitve,
moramo locˇiti med sprejemljivimi, angl. feasible, in nesprejemljivimi,
angl. infeasible, resˇitvami [5, 10]. Sprejemljiva resˇitev izpolnjuje vse omeji-
tve, nesprejemljiva resˇitev pa krsˇi vsaj eno izmed omejitev dolocˇenega kom-
binatoricˇnega problema. Pri dolocˇenih problemih, npr. problemu trgovskega
potnika, so vse mozˇne resˇitve tudi sprejemljive (cˇe kot vse mozˇne resˇitve ra-
zumemo vse mozˇne Hamiltonove cikle na dolocˇenem grafu), v splosˇnem pa to
ni nujno. Pri pripravi metahevristik za resˇevanje problemov, katerih prostor
vseh mozˇnih resˇitev vsebuje tudi nesprejemljive resˇitve, se pogosto pojavi di-
lema, ali naj metahevristika deluje tudi nad nesprejemljivimi resˇitvami ali naj
3.1 Metahevristike 25
Tabela 3.1: Oznake vozliˇscˇ v grafu
Vkljucˇeno Izkljucˇeno
Ne krsˇi omejitev Sprejemljivo Prosto
Krsˇi omejitve Nesprejemljivo Zasedeno
se jim izogne. V prvem primeru je potrebno poskrbeti za ustrezno spremembo
(popravilo) nesprejemljivih resˇitev v sprejemljive resˇitve.
Kadar obravnavamo optimizacijske probleme na grafu in obstaja mozˇnost
nesprejemljivih resˇitev, vsakemu vozliˇscˇu dodelimo oznako. Kot vidimo v ta-
beli 3.1, vozliˇscˇem, ki ne krsˇijo omejitev problema, pravimo sprejemljiva,
kadar so vkljucˇena v resˇitev, in prosta, kadar niso vkljucˇena v resˇitev. Ana-
logno vozliˇscˇem, ki krsˇijo omejitve problema, pravimo nesprejemljiva, kadar
so vkljucˇena v resˇitev, in zasedena, kadar niso vkljucˇena v resˇitev.
Na sliki 3.1 vidimo problem neodvisne mnozˇice, v katerem vozliˇscˇi a in b
krsˇita omejitev, da med vozliˇscˇi, vkljucˇenimi v resˇitev, ne sme biti povezav.
Zato ju oznacˇimo kot nesprejemljivi vozliˇscˇi. Za izkljucˇena vozliˇscˇa c, d in e
recˇemo, da so zasedena, saj je vsako izmed njih sosednje vsaj enemu izmed
zˇe vkljucˇenih vozliˇscˇ. Vidimo lahko tudi, da vozliˇscˇe f ne krsˇi omejitev pro-
blema, saj nobeno izmed njemu sosednjih vozliˇscˇ ni vkljucˇeno v resˇitev, zato
ga oznacˇimo kot sprejemljivo vozliˇscˇe.





Za metahevristike sta med drugim pomembna pojma lokalni optimum,
angl. local optimum, in globalni optimum, angl. global optimum, ki ju
pripiˇsemo posameznim resˇitvam. Za resˇitev SL, ki je lokalni optimum, ve-
lja, da nobena izmed sosednjih resˇitev iz mnozˇice N(SL) ni boljˇsa od SL.
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Brez izgube na splosˇnosti se omejimo na maksimizacijske probleme in zapi-
sˇemo ∀Si ∈ N(SL) : f(SL) ≥ f(Si). Za globalni optimum SG velja, da nobena
druga resˇitev izmed vseh mozˇnih ni boljˇsa od SG. Podobno za lokalni optimum
zapiˇsemo ∀Si ∈ S : f(SG) ≥ f(S), kjer je S mnozˇica vseh mozˇnih resˇitev.
Primer problema lokalnega optimuma je prikazan na sliki 3.2. S polnim
krogcem je oznacˇen globalni maksimum. Vsak izmed preostalih vrhov, ki so
nizˇji od najvecˇjega vrha, predstavlja lokalni maksimum. Iz tega neposredno
sledi, da globalnega optimuma ni mogocˇe najti s preprosto (in naivno) metodo
pomikanja v smeri izboljˇsevanja kakovosti resˇitve, dokler je to mogocˇe. V
anglesˇcˇini se taksˇna metoda imenuje hill climbing in je podrobno opisana v
razdelku 3.2.1.
Slika 3.2: Primer problema lokalnega optimuma
f(Si)
Si
Na podrocˇju metahevristik sta se v zadnjem cˇasu uveljavila tudi pojma
razprsˇitev, angl. diversification, in izostritev, angl. intensification [5]. Pri
razprsˇitvi zˇelimo razsˇiriti podrocˇje preiskovanja prostora resˇitev z namenom
prehoda v podrocˇje, ki vsebuje boljˇse resˇitve. Izostritev, ki je nasprotna raz-
prsˇitvi, govori o temeljitem preiskovanju dolocˇenega podrocˇja, z namenom da
se najde cˇim boljˇsa resˇitev znotraj tega podrocˇja. Kot primer razprsˇitve lahko
navedemo zamenjavo sosesˇcˇine z namenom preiskovanja dela prostora resˇitev,
ki prej sˇe ni bil preiskan. Izostritev lahko ponazorimo z lokalnim iskanjem zno-
traj dolocˇenega podrocˇja, pri cˇemer nas zanimajo najboljˇse kakovosti resˇitev
znotraj tega podrocˇja.
3.1.1 Lokalno iskanje
Lokalno iskanje je skupno ime za metahevristicˇne algoritme, ki uporabljajo
idejo sosesˇcˇine. Vhod v lokalno iskanje je navadno zacˇetna resˇitev. Nacˇinov,
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kako generirati zacˇetno resˇitev je vecˇ. V praksi se pogosto uporabljajo kon-
strukcijske hevristike ali preprosto nakljucˇno generiranje resˇitev.
Med izvajanjem metahevristicˇnega algoritma se na vsakem koraku zamenja
trenutna resˇitev z eno izmed sosednjih resˇitev. Postopek se ponavlja, dokler
ni izpolnjen ustavitveni pogoj (npr. presezˇen cˇas izvajanja, dosezˇena kakovost
resˇitve ali zaznana konvergenca).
Metodo lokalnega iskanja bomo ponazorili na problemu najvecˇje neodvisne
mnozˇice. Za resˇitev S definiramo okolico resˇitve N(S) kot mnozˇico resˇitev,
ki imajo dodano eno izmed prostih vozliˇscˇ. Primer je ilustriran na sliki 3.3.
Zacˇetna resˇitev je prikazana na podsliki (a), na preostalih podslikah (b), (c)
in (d) so prikazane vse mozˇne sosednje resˇitve.
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3.2 Primeri metahevristik
V literaturi srecˇamo veliko sˇtevilo metahevristicˇnih algoritmov. Razpon tako





uspesˇnost“ nasprotujeta ter je zaradi tega potrebno iskati kompromise.
Z izrazom splosˇnost mislimo na sˇtevilo razlicˇnih problemov, ki jih je mogocˇe
resˇevati brez zahtevnih prilagoditev z dolocˇenim metahevristicˇnim algoritmom.
Z izrazom uspesˇnost mislimo na kakovost resˇitev, povprecˇeno cˇez raznolike
primerke dolocˇenega problema.
Metahevristicˇne algoritme locˇimo po razlicˇnih kriterijih, med drugim glede
na temelj algoritma. Dolocˇeni algoritmi temeljijo na idejah iz narave (npr.
simulirano ohlajanje, sistem mravelj, evolucijski algoritem), medtem ko imajo
drugi temelj v statistiki (npr. metoda navzkrizˇne entropije), spet tretji nimajo
posebnih temeljev (npr. iskanje s tabujem, angl. tabu search). V nadaljevanju
si bomo pogledali sˇest metahevristicˇnih algoritmov, pripravljenih za resˇevanje
problema najvecˇje neodvisne mnozˇice. Vsi, razen evolucijskega algoritma in
metode navzkrizˇne entropije, temeljijo na metodi lokalnega iskanja z razlicˇnimi
dodatki.
3.2.1 Pozˇresˇno iskanje
Angl. Hill climbing . Algoritem za pozˇresˇno iskanje (glej algoritem 3.1) je eden
izmed najbolj preprostih algoritmov lokalnega iskanja. Kot zˇe samo ime pove,
je algoritem pozˇresˇen, in to pomeni, da se vedno premika v smeri izboljˇsujocˇe
ali enakovredne kakovosti resˇitve. Ta pozˇresˇnost ni brez cene, saj tak algori-
tem obicˇajno zelo hitro dosezˇe lokalni optimum in zakljucˇi izvajanje, ker nima
mehanizma, s katerim bi se resˇil iz lokalnega optimuma. Posledicˇno je kakovost
resˇitve, dosezˇena s tem algoritmom, v splosˇnem nizka.
Funkciji
• GenerirajZacˇetnoResˇitev(): generira in vrne zacˇetno resˇitev (npr.
s konstrukcijsko metodo).
• SosednjeResˇitve(resˇitev): vrne mnozˇico vseh sosednjih resˇitev, glede
na defnicijo sosednosti.
3.2.2 Simulirano ohlajanje
Angl. Simulated annealing . Algoritem simuliranega ohlajanja (glej algoritem
3.2), na kratko
”
simulirano ohlajanje“, je bil prvicˇ predstavljen leta 1983 v
3.2 Primeri metahevristik 29
Algoritem 3.1 Pozˇresˇno iskanje
1: function PozˇresˇnoIskanje()
2: resˇitev ← GenerirajZacˇetnoResˇitev()
3: premikUspel ← True
4: while premikUspel do
5: sosednjeResˇitve ← SosednjeResˇitve(resˇitev)
6: premikUspel ← False
7: resˇitevNova ← resˇitev
8: for all resˇitev’ ∈ sosednjeResˇitve do
9: if f(resˇitev’) ≥ f(resˇitevNova) then
10: resˇitevNova ← resˇitev’
11: premikUspel ← True
12: if premikUspel then
13: resˇitev ← resˇitevNova
14: return resˇitev
[11]. Opis, izboljˇsave in variacije simuliranega ohlajanja je mocˇ najti v [12, 13].
Opis uporabe algoritma simuliranega ohlajanja za resˇevanje problema najve-
cˇjega polnega podgrafa najdemo v [14] in za resˇevanje njemu ekvivalentnega
problema, problem najmanjˇsega pokritja grafa, najdemo v [15].
Glavna ideja algoritma simulirano ohlajanje je v tem, da se izvede veliko
sˇtevilo iteracij in v vsaki izmed njih se generira sosednja resˇitev trenutne re-
sˇitve. Sosednja resˇitev, ki je boljˇsa ali vsaj enako dobra, vedno nadomesti
trenutno resˇitev. Slabsˇa sosednja resˇitev nadomesti trenutno resˇitev samo z
dolocˇeno verjetnostjo, ki je odvisna od temperature. Temperatura se skozi ite-
racije znizˇuje glede na urnik ohlajanja. Nizˇja, kot je temperatura, manjˇsa je
verjetnost, da slabsˇa sosednja resˇitev nadomesti trenutno resˇitev.
Urnik ohlajanja je staticˇen ali dinamicˇen. Pri staticˇni verziji je sˇtevilo
iteracij pri konstantni temperaturi dolocˇeno vnaprej, s parametri. Po drugi
strani je pri dinamicˇni verziji sˇtevilo iteracij pri dolocˇeni temperaturi odvisno
od tega, kako se resˇitev izboljˇsuje (sˇe vedno obstaja mozˇnost zgornje meje,
preko parametra). V algoritmu 3.2 vidimo razlicˇico, ki uporablja staticˇen urnik
ohlajanja [13].
Generiranje resˇitev na zacˇetku lahko naredimo na razlicˇne nacˇine. Eden
izmed njih je, da zacˇnemo s prazno resˇitvijo in dodajamo eno po eno prosto
vozliˇscˇe, dokler je to mogocˇe.
Pri dolocˇanju sosednjih resˇitev je na voljo veliko razlicˇic in ena izmed njih
je sledecˇa. Iz veljavne resˇitve najprej nakljucˇno odstranimo dolocˇeno sˇtevilo
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nakljucˇnem vrstnem redu vkljucˇujemo prosta vozliˇscˇa, dokler je to mogocˇe.
Parametri
• α: parameter staticˇnega urnika ohlajanja.
• czacˇ: dolocˇa zacˇetno temperaturo.
• ckon: dolocˇa koncˇno temperaturo.
• L: dolocˇa sˇtevilo iteracij pri konstantni temperaturi.
Algoritem 3.2 Simulirano ohlajanje
1: function SimuliranoOhlajanje(α, czacˇ, ckon, L)
2: resˇitev ← GenerirajZacˇetnoResˇitev()
3: c← czacˇ
4: while c ≥ ckon do
5: for i = 1 to L do
6: soseda ← Soseda(resˇitev) // Pridobi nakljucˇno sosedo
7: if f(soseda) ≥ f(resˇitev) then
8: resˇitev ← soseda // Vedno sprejmi boljˇso ali enako
9: else if exp(f(soseda)−f(resˇitev)
c
) ≤ rand() then
10: resˇitev ← soseda
11: c← c · α // Zmanjˇsaj temperaturo
12: return resˇitev
Funkcije
• GenerirajZacˇetnoResˇitev(): generira in vrne zacˇetno nakljucˇno re-
sˇitev.
• Rand(): vrne nakljucˇno vrednost iz intervala [0, 1).
• Soseda(resˇitev): vrne nakljucˇno izbrano sosednjo resˇitev.
3.2.3 Razprsˇeno iskanje
Angl. Scatter search. Uvod v algoritem razprsˇenega iskanja (glej algoritem
3.3), na kratko
”
razprsˇeno iskanje“, je podan v [16], vecˇ podrobnosti najdemo v
[17]. Razprsˇeno iskanje je metoda, ki temelji na tezˇnji po cˇim vecˇji preiskanosti
prostora resˇitev v smislu, da se pregleda cˇim vecˇje sˇtevilo raznolikih resˇitev.
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Razprsˇeno iskanje je bilo zˇe uporabljeno za resˇevanje problema najvecˇjega
polnega podgrafa [18]. Na zacˇetku razprsˇenega iskanja se generira referencˇna
mnozˇica, ki je glavna sestavina tega algoritma, tako da vsebuje p raznolikih re-
sˇitev. Kasneje se v vsaki iteraciji posodobi, tako da vsakicˇ vsebuje b1 najboljˇsih
resˇitev in b2 najbolj raznolikih resˇitev (v primerjavi s tistimi resˇitvami, ki so zˇe
v referencˇni mnozˇici). V vsaki iteraciji so pari resˇitev med seboj kombinirani.
Eden izmed mozˇnih nacˇinov je, da nad vsemi mozˇnimi pari resˇitev izvedemo
nakljucˇno krizˇanje, angl. random uniform two-parent crossover . Ker pri tem
nastanejo tudi nesprejemljive resˇitve, moramo uporabiti metodo za popravilo
resˇitev, ki ji sledi metoda za izboljˇsavo resˇitev.
Pomemben princip razprsˇenega iskanja je ta, da se v referencˇni mnozˇici ne
smejo pojavljati podvojene resˇitve. To se lahko preveri ali ob samem vsta-
vljanju v referencˇno mnozˇico ali pa se naknadno izvede preveritev in izlocˇijo
podvojene resˇitve.
Opis razprsˇenega iskanja v [16] dolocˇa uporabo konvergencˇnega kriterija, ki
je izpolnjen, ko se referencˇna mnozˇica med dvema iteracijama ne spremeni vecˇ.
Ker je mogocˇe, da to traja zelo dolgo, lahko uporabimo tudi drugacˇen konver-
gencˇni kriterij, pri katerem se algoritem zakljucˇi, ko je priˇslo do dolocˇenega
sˇtevila zaporednih iteracij, v katerih se kakovost resˇitve ni izboljˇsala.
Parametri
• p: sˇtevilo nakljucˇnih resˇitev, ki naj se generirajo na zacˇetku za zalogo.
• b1: sˇtevilo najboljˇsih resˇitev, ki naj bodo del referencˇne mnozˇice.
• b2: sˇtevilo najbolj razlicˇnih resˇitev, ki naj bodo del referencˇne mnozˇice.
• maksIterBrezIzboljˇsave: ustavitveni pogoj, najvecˇje sˇtevilo zaporednih
iteracij, v katerih se kakovost resˇitve ni izboljˇsala.
Funkcije
• GenerirajPare(refMnozˇica): vrne vse mozˇne pare kombinacij resˇitev
iz refMnozˇica.
• GenerirajResˇitve(p): vrne mnozˇico p nakljucˇno generiranih resˇitev.
Resˇitve so generirane nakljucˇno, zacˇensˇi s prazno resˇitvijo in z dodaja-
njem enega po enega prostega vozliˇscˇa, dokler je to mogocˇe.
• IzboljsˇajResˇitve(zaloga): izvede izboljˇsavo resˇitev. Pri tem se eno po
eno vkljucˇujejo prosta vozliˇscˇa, dokler je to mogocˇe.
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Algoritem 3.3 Razprsˇeno iskanje
1: function RazprsˇenoIskanje(p, b1, b2)
2: zaloga ← GenerirajResˇitve(p) // Zacˇetne resˇitve
3: refMnozˇica ← NajboljsˇaKakovost(zaloga, b1) ∪
NajboljsˇaRazlicˇnost(zaloga, refMnozˇica, b2)
4: iterBrezIzboljˇsave ← 0 // Sˇtevec za ustavitveni pogoj
5: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
6: while iterBrezIzboljˇsave < maksIterBrezIzboljˇsave do
7: zaloga ← {}
8: pari ← GenerirajPare(refMnozˇica)
9: for all par ∈ pari do
10: NarediKombinacijo(par) // Nakljucˇno enakomerno krizˇanje




15: zaloga ← zaloga ∪ refMnozˇica
16: refMnozˇica ← NajboljsˇaKakovost(zaloga, b1) ∪
NajboljsˇaRazlicˇnost(zaloga, refMnozˇica, b2)
17: if f(Najboljsˇa(refMnozˇica)) ≥ f(najboljˇsaResˇitev) then
18: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
19: iterBrezIzboljˇsave ← 0
20: else
21: iterBrezIzboljˇsave++ // Brez izboljˇsave najboljˇse resˇitve
22: return Najboljsˇa(refMnozˇica)
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• IzlocˇiPodvojene(zaloga, refMnozˇica): iz zaloge izlocˇi vse taksˇne resˇi-
tve, ki so zˇe prisotne v referencˇni mnozˇici.
• Najboljsˇa(refMnozˇica): vrne najboljˇso resˇitev glede na kakovost.
• NajboljsˇaKakovost(zaloga, k): vrne k najboljˇsih resˇitev iz zaloge in
jih pri tem izlocˇi iz zaloge.
• NajboljsˇaRazlicˇnost(zaloga, refMnozˇica, k): vrne k najbolj razlicˇnih
resˇitev iz zaloge v primerjavi z resˇitvami v refMnozˇica in jih pri tem izlocˇi
iz zaloge. Razlicˇnost se meri kot evklidska razdalja med resˇitvami cˇez vse
kombinacije resˇitev v zalogi in refMnozˇica. Najbolj razlicˇne se poiˇscˇejo s
pomocˇjo max-min kriterija, kot je opisano v razdelku 2 v [16].
• NarediKombinacijo(par): izvede kombinacijo med dvema resˇitvama
z uporabo enakomernega nakljucˇnega krizˇanja, angl. uniform random
crossover , vozliˇscˇe po vozliˇscˇe.
• PopraviResˇitve(zaloga): za vsako resˇitev v zalogi izvede popravilo
vseh nesprejemljivih resˇitev. Pri tem izlocˇa eno po eno nesprejemljivo
vozliˇscˇe, v nakljucˇnem vrstnem redu, dokler resˇitev ne postane spreje-
mljiva.
3.2.4 Metoda navzkrizˇne entropije
Angl. Cross-entropy method . Metoda navzkrizˇne entropije (glej algoritem 3.4),
na kratko
”
navzkrizˇna entropija“, je bila predstavljena v [19]. Med drugim je
namenjena tudi resˇevanju problemov kombinatoricˇne optimizacije. V jedru
navzkrizˇne entropije sta dva koraka, ki se obicˇajno vecˇkrat zaporedno pona-
vljata. V prvem koraku se izvede generiranje nakljucˇnih vzorcev z dolocˇenim
mehanizmom in v drugem koraku posodabljanje parametrov mehanizma, ki
izvaja generiranje nakljucˇnih vzorcev, s ciljem, da bodo imeli v naslednji ge-
neraciji nakljucˇni vzorci boljˇso kakovost.
Navzkrizˇno entropijo za resˇevanje problema najvecˇjega polnega podgrafa
so zˇe uporabili v [20, 21]. Oboji so kot mehanizem za generiranje nakljucˇnih
vzorcev vzeli matriko verjetnosti V , ki dolocˇa verjetnost za vkljucˇitev vozliˇscˇa
vj takoj zatem, ko je bilo vkljucˇeno vozliˇscˇe vi, oznacˇimo kot ”
prehod“. Matrika
je velikosti (n+ 1)× n, pri cˇemer je n sˇtevilo vozliˇscˇ grafa, in ima eno vrstico
vecˇ, kot je vozliˇscˇ, ker prva vrstica matrike dolocˇa, kaksˇne so verjetnosti, da
se zacˇne graditi resˇitev s posameznim vozliˇscˇem. Preostale vrstice dolocˇajo
verjetnost, da se za vozliˇscˇem vi vkljucˇi vozliˇscˇe vj. Vozliˇscˇe vj je za vozliˇscˇem
vi vkljucˇeno v resˇitev z verjetnostjo V [i+1, j]. Pri tem uporabimo Bernoullijevo
porazdelitev z zacˇetno verjetnostjo 1
n
za vsak prehod.
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Kljub temu da v [20, 21] problem generiranja nesprejemljivih resˇitev ni ne-
posredno omenjen, do njega pride in ga je potrebno resˇiti. Eden izmed nacˇinov,
kako ga resˇimo, je, da postavimo verjetnosti vseh zasedenih vozliˇscˇ na nicˇ. Ka-
tera vozliˇscˇa so zasedena, je potrebno preracˇunati po vsaki vkljucˇitvi nekega
vozliˇscˇa. Poleg tega moramo na nicˇ postaviti tudi verjetnosti za vkljucˇitve
vozliˇscˇ, ki so zˇe vkljucˇena v resˇitev.
Navzkrizˇno entropijo je mogocˇe kombinirati z lokalnim iskanjem [21], ven-
dar to pripelje do izgube izraza navzkrizˇne entropije, saj ni vecˇ nujno, da je
navzkrizˇna entropija tista, ki je odgovorna za generiranje dobrih resˇitev. Zato
bi morali preveriti, kako se metoda obnasˇa brez uporabe lokalnega iskanja in
z uporabo lokalnega iskanja, in rezultate primerjati. V nadaljevanju bomo
obravnavali navzkrizˇno entropijo, ki ne uporablja lokalnega iskanja.
Parametri
• ρ: dolocˇa, kaksˇen delezˇ vzorca je uporabljen pri posodobitvi parametrov.
• c: dolocˇa velikost vzorca v kombinaciji z dolocˇenim parametrom primerka
(sˇtevilo vozliˇscˇ).
• α: dolocˇa kolicˇino glajenja parametrov, angl. smoothing .
Funkcije
• Dodaj(urejeniSeznam, resˇitev): doda resˇitev v urejeni seznam glede na
kakovost.
• GenerirajResˇitev(V ): vrne novo resˇitev, ki je generirana s pomocˇjo
Bernoullijeve porazdelitve z uporabo verjetnosti, ki so podane v matriki
V .
• PosodobiVerjetnosti(V , α, urejeniSeznam): posodobi matriko ver-
jetnosti V glede na resˇitve v urejenem seznamu. Parameter α dolocˇa
glajenje, tako da je α-delezˇ nove verjetnosti zdruzˇen z (1 − α)-delezˇem
stare verjetnosti za dolocˇen prehod.
• Prvi(urejeniSeznam): vrne resˇitev, ki je na zacˇetku urejenega seznama
(tj. najboljˇsa resˇitev).
• Skrajsˇaj(urejeniSeznam, Nnajb): v urejenem seznamu zadrzˇi samoNnajb
najboljˇsih resˇitev, ostale zanemari.
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Algoritem 3.4 Navzkrizˇna entropija
1: function NavzkrizˇnaEntropija(ρ, c, α)








}} // Matrika verjetnosti
3: N ← n× c // Velikost vzorca
4: Nnajb ← N × ρ // Sˇtevilo resˇitev vzorca za posodobitev
5: urejeniSeznam ← {} // Resˇitve razvrsˇcˇene po kakovosti
6: iterBrezIzboljˇsave ← 0
7: najboljˇsaResˇitev ← 0
8: while iterBrezIzboljˇsave < maksIterBrezIzboljˇsave do
9: for i = 1 to N do // Generiraj vzorcˇne resˇitve
10: resˇitev ← GenerirajResˇitev(V )
11: Dodaj(urejeniSeznam, resˇitev) // Dodaj resˇitev v seznam
12: Skrajsˇaj(urejeniSeznam, Nnajb) // Uporabi samo Nnajb resˇitev
13: PosodobiVerjetnosti(V , α, urejeniSeznam)
14: if f(Prva(urejeniSeznam)) ≥ f(najboljˇsaResˇitev) then
15: najboljˇsaResˇitev ← Prva(urejeniSeznam)
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3.2.5 Evolucijski algoritem
Angl. Evolutonary algorithm. Evolucijski algoritem (glej algoritem 3.5) je opi-
san v [22, 23]. Poleg tega so dolocˇene zanimive ideje glede resˇevanja problema
nesprejemljivih resˇitev po mutaciji in/ali krizˇanju podane v [24]. Evolucijski
algoritem je osnovan na procesu evolucije iz biologije in pri izvajanju dela z
dolocˇeno populacijo, katere cˇlani so mutirani in med seboj krizˇani. Mutacije in
krizˇanje je mogocˇe izvesti na veliko nacˇinov. Za mutacije je najpreprostejˇsi pri-
mer ta, da se vsaka komponenta resˇitve spremeni z dolocˇeno verjetnostjo (npr.
na grafu vkljucˇitev dolocˇenega vozliˇscˇa, ki je bilo prej izkljucˇeno, ali obratno).
Pri krizˇanju obravnavamo par resˇitev in z dolocˇeno verjetnostjo paroma za-
menjamo dolocˇeno komponento resˇitve. Mutacijam in krizˇanju sledi postopek
selekcije. Selekcija obicˇajno vkljucˇuje kriterij kakovosti resˇitve, lahko pa tudi
druge kriterije, npr. raznolikost resˇitev, da se preprecˇi prehitra konvergenca.
Parametri
• λ: velikost populacije.
• µ: sˇtevilo potomcev, ki naj se jih naredi pri krizˇanju (na iteracijo).
• nm: sˇtevilo mutacij, ki naj se jih izvede na vsaki resˇitvi.
Algoritem 3.5 Evolucijski algoritem
1: function EvolucijskiAlgoritem(λ, µ, nm)
2: populacija ← GenerirajZacˇetnoPopulacijo(λ)
3: ustavitveniPogoj ← False
4: while ¬ ustavitveniPogoj do
5: populacijaMutirano ← IzvediMutacije(populacija, nm)
6: krizˇanci ← IzvediKrizˇanje(populacija)
7: krizˇanciMutirano ← IzvediMutacije(krizˇanci, nm)
8: populacija ← NovaGeneracija(populacija ∪ krizˇanci ∪
populacijaMutirano ∪ krizˇanciMutirano)
9: ustavitveniPogoj ← PreveriUstavitveniPogoj()
10: return NajboljsˇaResˇitev(populacija)
Funkcije
• GenerirajZacˇetnoPopulacijo(λ): pripravi zacˇetno populacijo veli-
kosti λ.
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• IzvediKrizˇanje(populacija): izvede parno krizˇanje med resˇitvami v po-
pulaciji, pri cˇemer sta dva starsˇa nadomesˇcˇena z dvema potomcema.
• IzvediMutacije(populacija, nm): vrne novo mnozˇico resˇitev, pri cˇemer
je bilo nad vsako resˇitvijo izvedenih nm mutacij (nakljucˇno porazdeljene).
• PreveriUstavitveniPogoj(): ugotovi, ali je ustavitveni pogoj izpol-
njen.
• NajboljsˇaResˇitev(populacija): vrne najboljˇso resˇitev v populaciji glede
na kakovost.
• NovaGeneracija(populacija): na podlagi podane populacije vrne novo
populacijo glede na dolocˇene kriterije (npr. kakovost, raznolikost resˇitev).
3.2.6 Sistem mravelj
Sistemov mravelj je vecˇ, dva izmed bolj znanih sta angl. Ant system in angl.
Ant colony system. Ena izmed razlicˇic Ant system se imenuje MAX−MIN Ant
System in je opisana v [25]. Opazˇanje, da ima MAX−MIN Ant System podobno
zmogljivost kot ACS, najdemo v [25]. Poleg tega trdijo, da so se vse ostale
preizkusˇene implementacije sistema mravelj odrezale slabsˇe. V [26] je podan
jedrnat pregled razlicˇnih implementacij idej sistema mravelj. Med drugim je
opisan Ant colony system (ACS) in podani so zacˇetni poskusi analize cˇasovne
zahtevnosti opisanih algoritmov.
Sistem mravelj temelji na grafu in je zato najbolj primeren za resˇevanje
NP-polnih in NP-ekvivalentnih problemov na grafih (npr. problem trgovskega
potnika). Glavna ideja je v tem, da je na voljo dolocˇeno sˇtevilo mravelj, ki se
jih odlozˇi v graf. Njihova naloga je, da obiˇscˇejo razlicˇna vozliˇscˇa. V vsakem
vozliˇscˇu se morajo odlocˇiti, kako nadaljevati. To dolocˇajo vrednosti fermonov,
ki so pripisane vsakemu izmed vozliˇscˇ ali vsaki izmed povezav grafa. Vrednosti
fermonov na vozliˇscˇih ali povezavah je treba obravnavati kot utezˇi verjetnosti,
da mravlja gre po dolocˇeni poti. Vecˇja kot je vrednost fermona, vecˇja je ver-
jetnost, da gre mravlja po tej poti. Pri tem je potrebno uposˇtevati morebitne
prepovedi dolocˇenih povezav (npr. cˇe je bilo neko vozliˇscˇe zˇe obiskano, pri
problemu trgovskega potnika). Cˇe vrednosti fermonov pripiˇsemo povezavam,
lahko v splosˇnem zapiˇsemo verjetnost, da se mravlja premakne iz vozliˇscˇa vi v
vozliˇscˇe vj, glej enacˇbo 3.1. S τi,j smo oznacˇili vrednost fermona na povezavi
med vozliˇscˇema vi in vj in z vsoto ponazorili sesˇtevek vrednosti fermonov vseh
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Za dolocˇene vrste problemov (npr. problem najvecˇje neodvisne mnozˇice)
vrsta grafa ni enolicˇno dolocˇena. Pri sami implementaciji izbiramo na primer
med polnim grafom, verizˇnim grafom in sˇe nekaterimi drugimi vrstami grafov
[26]. Od vrste grafa je odvisna hitrost in uspesˇnost resˇevanja problema. V
algoritmu 3.6 si oglejmo eno od mozˇnih implementacij Ant System na verizˇnem
grafu.
Parametri
• M : sˇtevilo mravelj v sistemu.
• τmax: najvecˇja dovoljena vrednost fermona.
• ρ: dolocˇa jakost izhlapevanja fermonov.
• razmerjePosodobitev: dolocˇa razmerje med uporabo najboljˇse resˇitve v
iteraciji ali najboljˇse resˇitve do sedaj (kadar je enak 1, se uporablja samo
najboljˇsa resˇitev v iteraciji, in kadar je enak 0, se uporablja samo naj-
boljˇsa resˇitev do sedaj).
Funkcije
• IzhlapevanjeFermonov(τ , ρ): izvede izhlapevanje fermonov v ma-
triki τ , pri cˇemer so vse vrednosti pomnozˇene z (1 − ρ). Poleg tega se
uposˇtevajo tudi zgornje in spodnje meje za vrednosti fermonov.
• OdlozˇiFermone(τ , resˇitev): odlozˇi fermone na pot, ki jo je opravila
dolocˇena mravlja. Ko se dolocˇa nova vrednost fermonov, se ne prekoracˇi
zgornje meje.
• PreveriUstavitveniPogoj(): ugotovi, ali je ustavitveni pogoj izpol-
njen.
• VkljucˇiVozliˇscˇe(resˇitev, vk): cˇe je vozliˇscˇe vk prosto, ga vkljucˇi v
resˇitev.
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Algoritem 3.6 Sistem mravelj
1: function SistemMravelj(M , ρ, τmax, razmerjePosodobitev)
2: for i = 1 to n do
3: τ [i][0]← τmax // Inicializacija vseh fermonov na zgornjo vrednost
4: τ [i][1]← τmax
5: ustavitveniPogoj ← False
6: while ¬ ustavitveniPogoj do
7: for mravljaSˇt = 1 to M do
8: k ← Rand() // Nakljucˇno zacˇetno vozliˇscˇe
9: resˇitev ← {vk}
10: for i = 1 to n do
11: k ← (k + 1) mod n
12: if τ [k][0]/(τ [k][0] + τ [k][1]) < Rand() then
13: VkljucˇiVozliˇscˇe(resˇitev, vk)
14: if f(resˇitev) > f(najboljˇsaVIteraciji) then
15: najboljˇsaVIteraciji ← resˇitev
16: if f(najboljˇsaVIteraciji) > f(najboljˇsaDoSedaj) then
17: najboljˇsaDoSedaj ← najboljˇsaVIteraciji // Nova najboljˇsa
18: τmax = f(najboljˇsaVIteraciji)/ρ
19: τmin = τmax/a
20: IzhlapevanjeFermonov(τ , ρ)
21: if razmerjePosodobitev < Rand() then
22: τ ← OdlozˇiFermone(τ , najboljˇsaVIteraciji)
23: else
24: τ ← OdlozˇiFermone(τ , najboljˇsaDoSedaj)





V preteklih desetletjih so bili za hitrejˇso obdelavo vecˇje kolicˇine podatkov (resˇe-
vanje kompleksnih problemov ipd.) razviti vecˇprocesorski racˇunalniki in vzpo-
redni stroji, pri slednjih se med seboj povezuje vecˇje sˇtevilo racˇunalnikov. V
zadnjih letih je mogocˇe opaziti, da se je poudarek preselil na razvoj vecˇjedrnih
procesorjev. To se je v vecˇji meri zgodilo zaradi dosega fizicˇnih omejitev pri
povecˇevanju frekvenc procesorjev [27]. Uveljavitev vecˇjedrnih procesorjev je
povecˇala mozˇnosti za vzporedno izvajanje algoritmov, in to pri nizˇjih strosˇkih
kot nekdaj. Poleg tega je napredek pri povezovanju racˇunalnikov med seboj
preko hitrega omrezˇja (npr. Ethernet, InfiniBand) omogocˇil sestavo ucˇinkovi-
tih in ne prevecˇ dragih vzporednih strojev.
Napredek strojne opreme je gnal razvoj razlicˇnih orodij za izkoriˇscˇanje po-
tenciala vzporednih strojev. S pojmom zrnatost oznacˇujemo, na kaksˇnem
nivoju med seboj komunicirajo algoritmi. Kolikor je izmenjava podatkov po-
gosta in se procesi v vecˇji meri zanasˇajo drug na drugega, to imenujemo fina
zrnatost. V nasprotnem primeru, ko si procesi podatke izmenjujejo bolj po-
redko in so pri izvajanju bolj samostojni, to imenujemo groba zrnatost.
Glavni predstavniki fine zrnatosti so vmesnik MPI [28], vmesnik OpenMP
[4] in PVM [29]. Implementacij vmesnika MPI je vecˇje sˇtevilo (FT-MPI, HP
MPI, LA-MPI, LAM/MPI, MPICH, OpenMPI, PACX-MPI itd.).
Pri grobi zrnatosti izpostavimo racˇunalniˇstvo na mrezˇi [30], angl. grid
computing , in racˇunalniˇstvo v oblaku [31], angl. cloud computing . Obstaja
vecˇ implementacij racˇunalniˇstva na mrezˇi, med njimi je ena od bolj znanih
Globus Toolkit [32].
Eden izmed boljˇsih virov informacij o pripravi in uporabi vzporednih al-
goritmov fine zrnatosti je [4], kjer je opis mnogih tehnik priprave vzporednih
algoritmov, teorije o analizi ucˇinkovitosti in pospesˇitvi vzporednih algoritmov,
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kako najti in izkoristiti vire vzporednosti, kaksˇni so vzorci komunikacije in
kako se prilegajo razlicˇnim omrezˇjem, opis MPI in OpenMP ter opis in analiza
mnozˇice vzporednih algoritmov za resˇevanje razlicˇnih problemov (sortiranje,
mnozˇenje matrik, problemi na grafih, FFT itd.).
Po [4] obstajajo razlicˇne tehnike dekompozicije, in sicer rekurzivna dekom-
pozicija (uporablja princip
”
deli in vladaj“), podatkovna (uporablja delitev
podatkov na manjˇse kose), raziskovalna dekompozicija (uporablja razdelitev
prostora resˇitev) in napovedovalna dekompozicija (princip podoben napove-
dovanju skokov na procesorju). Prvi dve tehniki, rekurzivna in podatkovna
dekompozicija, sta splosˇni, saj ju je mogocˇe uporabiti na veliki mnozˇici raz-
licˇnih problemov. Preostali tehniki sta specializirani in zato uporabni le na
dolocˇenih problemih. Seveda je mogocˇa tudi poljubna kombinacija zgoraj na-
sˇtetih tehnik, odvisno od potreb in lastnosti problema.
V nadaljevanju bomo za lazˇjo razlago predpostavili, da se vsak proces iz-
vaja na svojem sistemu, oznacˇili ga bomo kot vozliˇscˇe. Vozliˇscˇa so med seboj
povezana v omrezˇje in tvorijo topologijo. Nasˇtejmo nekaj bolj pogostih topo-
logij: 2-dimenzionalna mrezˇa, obrocˇ, polno povezano omrezˇje, skupno vodilo,
zaporedje, zvezda itd. [4]. Od tega, kaksˇno topologijo imamo na voljo, je
odvisno, kako ucˇinkovit bo prenos podatkov.
Ker je hitrost prenosa dolocˇene kolicˇine podatkov preko omrezˇja bistveno
manjˇsa od hitrosti izvajanja programov na procesorju, je zelo pomembno, na
kaksˇen nacˇin se preko omrezˇja prenasˇajo podatki. Ta nacˇin prenosa mora biti
prilagojen topologiji omrezˇja. Kot primer prenasˇanja podatkov med procesi
si oglejmo razposˇiljanje, angl. broadcast , ki se pogosto pojavlja pri vzpore-
dnih algoritmih. Pri tovrstnem posˇiljanju eden izmed procesov posˇlje dolocˇene
podatke vsem ostalim procesom, imenujemo jih sporocˇilo, angl. message.
Na slikah 4.1, 4.2 in 4.3 smo s primeri ponazorili optimalno razposˇiljanje na
obrocˇu, na 2-dimenzionalni mrezˇi in na skupnem vodilu. S polnimi cˇrtami so
oznacˇene povezave med vozliˇscˇi in s pikcˇastimi cˇrtami prenosi med vozliˇscˇi, pri
cˇemer je na pikcˇasti cˇrti zapisana tudi sˇtevilka koraka. Pri vseh topologijah,
razen pri skupnem vodilu, predpostavimo, da prenos sporocˇila med poljub-
nima vozliˇscˇema traja en korak in da lahko v istem koraku vsako izmed vozliˇscˇ
komunicira le z enim drugim vozliˇscˇem.
Na sliki 4.1 vidimo primer razposˇiljanja na obrocˇu z osmimi procesi. Kot
vidimo, se v prvem koraku kot izvorni proces obnasˇa samo dejanski izvorni
proces. V drugem koraku se kot izvorni proces, poleg dejanskega izvornega
procesa, obnasˇa tudi proces, ki je v prvem koraku prejel sporocˇilo od izvornega
procesa. Taksˇno rekurzivno razpolavljanje se nadaljuje v tretjem koraku (in
nadaljnjih korakih, cˇe bi imeli vecˇ procesov). Zato je za razposˇiljanje potrebnih
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log2 n korakov [4], torej v nasˇem primeru trije koraki.
Slika 4.1: Primer razposˇiljanja na obrocˇu (p = 8, 3 koraki)
1 2 3 4






Nadalje na sliki 4.2 vidimo primer razposˇiljanja na 2-dimenzionalni mrezˇi
s 16 procesi. Kot pri obrocˇu lahko tudi na mrezˇi uporabimo rekurzivno razpo-
lavljanje in opravimo razposˇiljanje v log2 n korakih [4]. Zato so v primeru 16
procesov potrebni sˇtirje koraki.
Slika 4.2: Primer razposˇiljanja na 2-dimenzionalni mrezˇi (p = 16, 4 koraki)
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
1
2 2
3 3 3 3
4 4 4 4
4 4 4 4
Zadnjega izmed treh primerov, razposˇiljanje na skupnem vodilu, si oglejmo
na sliki 4.3. Zaradi posebne lastnosti vodila, pri katerem eden izmed procesov
posˇilja, vsi ostali pa sprejemajo, zadosˇcˇa en sam korak, ne glede na sˇtevilo
procesov.
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Slika 4.3: Primer razposˇiljanja na vodilu (p = 8, 1 korak)
1 2 3 4







Pospesˇitev oznacˇimo z Sp in definiramo kot razmerje med cˇasom izvaja-
nja najboljˇsega znanega zaporednega algoritma v razmerju do cˇasa izvajanja
vzporednega algoritma, ki resˇi enak problem z uporabo p procesnih elementov.
Pri tem se predpostavlja, da je vsak izmed p procesnih elementov enak pro-
cesnemu elementu, na katerem je bil izmerjen cˇas zaporednega algoritma [4].
Cˇe s T1 oznacˇimo cˇas izvajanja najboljˇsega zaporednega algoritma in s Tp cˇas





Ucˇinkovitost oznacˇimo z Ep in definiramo kot razmerje med pospesˇitvijo
in sˇtevilom procesnih elementov p. Na idealnem vzporednem stroju je ucˇinko-
vitost enaka 1 [4]. Cˇe se vzporedni algoritem izvaja na p procesih, zapiˇsemo





Pri pospesˇitvi in ucˇinkovitosti se moramo zavedati, da je cˇas izvajanja za-
porednega in vzporednega algoritma odvisen tudi od same implementacije in
uporabljenih orodij za pripravo vzporednih algoritmov. Poleg tega lahko pri
definiciji pospesˇitve opazimo, da je zaradi narave metahevristicˇnih algoritmov
tezˇje dolocˇiti, kateri je najboljˇsi znani algoritem za resˇevanje dolocˇenega pro-
blema, ali pa je to celo nemogocˇe.
V nadaljevanju si bomo v podpoglavju 4.1 pogledali OpenMPI, ki je ena
izmed implementacij vmesnika MPI, in v podpoglavju 4.2 PVM. Med seboj ju
bomo primerjali v podpoglavju 4.3.
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4.1 OpenMPI
OpenMPI je implementacija programskega vmesnika Message Passing Inter-
face (MPI), kot je predpisan s strani Message Passing Interface Forum [28].
OpenMPI je nastal kot kombinacija treh uveljavljenih implementacij MPI vme-
snika, FT-MPI, LA-MPI in LAM/MPI, z dodatki PACX-MPI [33].
OpenMPI za komunikacijo uporablja TCP protokol in leno vzpostavljanje
povezav. Slednje pomeni, da se povezava vzpostavi sˇele, ko je to potrebno,
in ne na zacˇetku izvajanja programa, ki uporablja OpenMPI. Ko je povezava
enkrat vzpostavljena, se je do konca izvajanja ne zapre [33]. OpenMPI se
zazˇene in koncˇa skupaj s programom, kar v praksi pomeni, da je strosˇek rezˇije
pri kratkih programih relativno velik v primerjavi z dolgimi programi.
OpenMPI vsebuje podporo za povezave, hitrejˇse od obicˇajnega LAN omrezˇja,
kot na primer InfiniBand. Za prenos podatkov preko omrezˇja OpenMPI av-
tomatsko izbere najhitrejˇsi nacˇin povezave, ki je na voljo [33]. Podprto je
veliko sˇtevilo skupinskih operacij, namenjenih prenosu in izmenjavi podatkov
med razlicˇnimi procesi. Podroben opis najbolj pogosto uporabljenih operacij
najdemo v [4], na tem mestu le nasˇtejmo bolj pomembne: MPI Allgather,
MPI Allreduce, MPI Alltoall, MPI Barrier, MPI Bcast, MPI Gather, MPI -
Recv, MPI Reduce, MPI Scatter, MPI Send, MPI Sendrecv itd. Med njimi
je operacija razposˇiljanje, MPI Bcast, ena izmed najbolj pomembnih. V na-
daljevanju bomo dolocˇene izmed nasˇtetih operacij uporabili pri vzporednih
metahevristicˇnih algoritmih.
Kljub temu da po privzetih nastavitvah podpora za heterogena okolja ni
vkljucˇena, jo lahko vkljucˇimo izrecno in s tem omogocˇimo komunikacijo med
programi, ki so lahko napisani v razlicˇnih programskih jezikih: C, C++ in For-
tran. Poleg tega se z vkljucˇitvijo omenjene podpore omogocˇi tudi izvajanje na
arhitekturno heterogenih okoljih (uporaba razlicˇne strojne opreme in razlicˇnih
operacijskih sistemov) [33]. Pri tem moramo izpostaviti sˇe to, da je v splo-
sˇnem hitrost komunikacije v bolj heterogenih okoljih manjˇsa zaradi potrebnih
pretvorb (npr. pretvorba iz zapisa debelega konca v zapis tankega konca).
4.2 PVM
Za razliko od OpenMPI Parallel Virtual Machine (PVM) ni implementacija
vmesnika in zato obstaja le ena implementacija PVM, opisana je v [29]. PVM
je navidezni vzporedni stroj, ki ga je potrebno vzpostaviti zˇe pred zacˇetkom
izvajanja uporabniˇskega programa in se ne zakljucˇi neposredno po koncu izva-
janja uporabniˇskega programa. V PVM je mogocˇe dodati poljubno sˇtevilo he-
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terogenih racˇunalnikov (glede na strojno opremo in operacijski sistem). PVM
podpira kar 38 razlicˇnih strojnih arhitektur, zˇe od verzije 3.3 dalje (izdana
leta 1994) [29]. Pri tem je pomembno opaziti, da je prenos podatkov obicˇajno
hitrejˇsi, cˇe je sistem bolj homogen, saj ni potrebno izvajati dolocˇenih pretvorb
med razlicˇnimi sistemi. Na vsakem izmed racˇunalnikov, vkljucˇenih v PVM,
tecˇe sistemski PVM proces, ki ima nadzor nad vsemi uporabniˇskimi PVM
procesi. Sistemski PVM proces mora skrbeti za nemoteno komunikacijo upo-
rabniˇskih procesov z drugimi uporabniˇskimi procesi. Primer komunikacije je
ponazorjen na sliki 4.4, kjer uporabniˇska procesa 1 in 2 komunicirata neposre-
dno znotraj strezˇnika 1, enako velja tudi za uporabniˇska procesa 3 in 4 znotraj
strezˇnika 2. Kadar morata med seboj komunicirati procesa, ki se nahajata na
razlicˇnih strezˇnikih, to poteka posredno preko sistemskega PVM procesa.
Slika 4.4: Primer medstrezˇniˇske komunikacije pri PVM
Up. proces 1 Up. proces 2
Strežnik 1
Sist. proces 1
Up. proces 3 Up. proces 4
Strežnik 2
Sist. proces 2
Pri prenosu podatkov preko mrezˇe PVM uporablja protokol UDP, kar po-
meni, da je prenos preko omrezˇja dobro izkoriˇscˇen, seveda pod pogojem, da je
omrezˇje zanesljivo in ni potrebno pogosto ponavljati posˇiljanja podatkov.
Tako kot prej omenjeni OpenMPI tudi PVM podpira veliko sˇtevilo sku-
pinskih operacij. Podrobnosti je mogocˇe najti v [29], tukaj nasˇtejmo naj-
pomembnejˇse: pvm barrier, pvm bcast, pvm gather, pvm recv, pvm reduce,
pvm scatter, pvm send itd. Kot pri OpenMPI bomo tudi pri PVM upora-
bili dolocˇene izmed nasˇtetih operacij. Bolj natancˇno, cˇe bo le mogocˇe, bomo
uporabili ekvivalentne operacije.
4.3 Primerjava OpenMPI in PVM
Implementacije programskega vmesnika MPI se v danasˇnjem cˇasu zelo aktivno
razvijajo, medtem ko je razvoj PVM manj aktiven. Slednje vidimo v [34], saj
so bile zadnje spremembe glede funkcionalnosti izdane z verzijo 3.4.4 (z dne
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28.09.2001). Od takrat naprej ni bilo dodane funkcionalnosti, le odpravljanje
napak in dodajanje sistemske podpore (npr. za strojno arhitekturo x86-64).
Pomanjkanje razvoja se odrazˇa tudi v dejstvu, da PVM trenutno nima podpore
za hitro omrezˇje InfiniBand, ki je v splosˇni rabi na superracˇunalnikih.
OpenMPI za prenos podatkov preko omrezˇja uporablja protokol TCP, med-
tem ko PVM uporablja protokol UDP. Glavna razlika med protokoloma TCP
in UDP je, da se pri TCP protokolu tekom prenosa podatkov vzdrzˇuje seja, pri
UDP protokolu pa sej nimamo. Poleg tega je pri TCP protokolu zagotovljeno,
da bo vsak paket prispel na cilj. Pri UDP protokolu to ni zagotovljeno (za
zanesljivo komunikacijo mora poskrbeti sam PVM). Glava paketa je pri TCP
protokolu vecˇja kot pri UDP protokolu, saj vsebuje vecˇ informacij.
Med OpenMPI in PVM je razlika tudi v nacˇinu izvajanja okolja. OpenMPI
se zazˇene skupaj s programom, medtem ko mora biti PVM pred zagonom zˇe
vzpostavljen. Zaradi tega se program, ki uporablja PVM, lahko zacˇne hitreje
izvajati. Cˇe je potrebno zagnati veliko kratkih programov, ima PVM pred-
nost, saj je eno samo vzpostavljanje okolja porazdeljeno (amortizirano) cˇez
vse zagone.
Cˇe primerjamo operacije, ki jih podpirata OpenMPI in PVM, opazimo, da
PVM ne podpira skupinskih operacij, kot so Alltoall, Allreduce in Allgather.
Vse tri operacije imajo predpono All, kar pomeni, da je po koncˇani operaciji
rezultat na voljo na vseh procesih, in ne samo na enem. OpenMPI ima iz
tega vidika prednost, saj moramo te operacije pri PVM rocˇno implementirati z
uporabo bolj osnovnih operacij. Na primer operacijo MPI Allgather lahko na
PVM implementiramo ali z zaporedjem operacij pvm gather in pvm bcast ali
s tem, da vsak proces posˇlje podatke vsakemu drugemu procesu, z operacijama
pvm send in pvm recv. Seveda je potrebno pri sami implementaciji dolocˇiti,





V tem poglavju si bomo pogledali tri vzporedne metahevristicˇne algoritme,
pripravljene za resˇevanje problema najvecˇje neodvisne podmnozˇice na grafu.
Pri povzporejanju bomo uporabili centraliziran pristop in zato razdelili pro-
cese na vodjo in delavce. Eden izmed p procesov bo imel vlogo vodje, ostalih
p− 1 procesov pa vlogo delavca. Poleg tega delo vodje vkljucˇuje tudi vse, kar
pocˇnejo delavci. Z drugimi besedami, imamo p procesov, ki opravljajo vlogo
delavca, pri cˇemer eden izmed njih opravlja tudi delo vodje.
Pri vseh vzporednih algoritmih bomo uporabili isti princip za razposˇiljanje
semen nakljucˇnega generatorja (izvede se pred zacˇetkom izvajanja dejanskega
algoritma). Vodja preko parametra dobi nakljucˇno seme in inicializira svoj
nakljucˇni generator. Nato generira p − 1 sˇtevil, ki predstavljajo semena za
vse ostale procese, delavce. Vsak izmed delavcev dobi od vodje eno seme, s
katerim inicializira svoj nakljucˇni generator. S tem zagotovimo, da razlicˇni
delavci razlicˇno preiskujejo prostor resˇitev.
Pred samim opisom vzporednih algoritmov si oglejmo princip, ki je splosˇen
vsem trem, tj. sinhronizacija resˇitev cˇez vse procese. Princip je pona-
zorjen na sliki 5.1. Sinhronizacijo smo ponazorili z vodoravno cˇrto s polnimi
krogci, podobno kot razposˇiljanje v [35]. Sinhronizacija se lahko zgodi ob vsaki
iteraciji (kot bomo videli pri vzporednih algoritmih razprsˇeno iskanje in nav-
zkrizˇna entropija) ali pa na vsake k iteracij (kot pri vzporednem algoritmu
simuliranega ohlajanja). Podrobnosti glede izvedbe sinhronizacije si bomo v
nadaljevanju pogledali pri opisu vsakega izmed algoritmov.
Oglejmo si sˇe skupinske operacije, ki so skupne vsem trem algoritmom. Za-
pisali bomo oznake operacij v psevdokodi in njihovo funkcionalnost ter ustrezne
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Slika 5.1: Princip sinhronizacije resˇitev cˇez vse procese





OpenMPI in PVM operacije, ki se uporabljajo pri implementaciji.
Zbiranje: pri OpenMPI se uporabi operacija MPI Gather() in pri PVM ope-
racija pvm gather().
• Posˇlji(ID klica, naslovnik, {podatki}): vsak proces z uporabo zbiranja
posˇlje svoje podatke naslovniku.
• Zbiranje(ID klica): na naslovniku vrne zbrane podatke, ki so bili po-
slani od vseh procesov, pri cˇemer je bil podan enak ID klica.
Razposˇiljanje: pri OpenMPI se uporabi operacija MPI Bcast() in pri PVM
operacija pvm bcast().
• Razposˇiljanje(ID klica, {podatki}): natanko en proces posˇlje podatke
vsem ostalim procesom z uporabo razposˇiljanja.
• Sprejmi(ID klica): vrne podatke, ki so bili razposlani s strani dolocˇenega
drugega procesa, pri cˇemer je bil podan enak ID klica.
Redukcija: pri OpenMPI se uporabljata operaciji MPI Reduce() ter MPI -
Allreduce() in pri PVM operaciji pvm reduce() ter nadomestilo za Allreduce
(ker PVM nima operacije Allreduce, jo je potrebno nadomestiti z zaporedjem
operacij pvm reduce() in pvm bcast()).
• Redukcija(operacija, naslovnik, {podatki}): izvede se dolocˇena opera-
cija redukcije cˇez podatke vseh procesov. Opiˇsimo dve operaciji reduk-
cije, ki ju bomo uporabili. Pri operaciji
”
vsota“ vsak proces prispeva
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svojo vrednost ki za izracˇun vsote Σki, 1 ≤ i ≤ p. Pri operaciji ”pro-
cesMaksimum“ vsak proces prispeva svojo vrednost ki in nato se dolocˇi,
kateri proces ima najvecˇjo vrednost, arg maxi ki, 1 ≤ i ≤ p. Kadar
se operacija poklicˇe nad vektorjem, se izvede redukcija komponento po
komponento. Rezultat operacije redukcije je dostopen na naslovniku.
• RedukcijaNaVse(operacija, {podatki}): deluje enako kot operacija
Redukcija, vendar je rezultat dostopen na vseh procesih, in ne samo
na naslovniku.
Zacˇeli bomo z opisom vzporedne razlicˇice algoritma simulirano ohlajanje
in nadaljevali z vzporednima algoritmoma razprsˇenega iskanja in navzkrizˇne
entropije.
5.1 Vzporedno simulirano ohlajanje
Eden izmed boljˇsih virov s sistematicˇnim opisom razlicˇnih nacˇinov povzporeja-
nja simuliranega ohlajanja je [36]. Opisali so 5 razlicˇnih nacˇinov povzporejanja:
1. Asinhroni pristop, angl. asynchronous approach, pri katerem vsi pro-
cesi tecˇejo neodvisno eden od drugega. Na koncu izvajanja se kot rezultat
vrne najboljˇsa najdena resˇitev med vsemi procesi.
2. Sinhroni pristop z obcˇasno izmenjavo resˇitev, angl. synchronous
approach with occasional solution exchanges , ki je kombinacija simulira-
nega ohlajanja in genetskega algoritma, pri katerem si delavci posredno,
preko vodje, izmenjajo resˇitve. Pri posredovanju vodja resˇitve med seboj
premesˇa z uporabo genetskega operatorja mutacija.
3. Sinhroni pristop z obcˇasnim vsiljenjem najboljˇse resˇitve ob fi-
ksnih intervalih, angl. synchronous approach with occasional enforce-
ment of best solution – fixed intervals , pri katerem vodja ob dolocˇenih
fiksnih intervalih vsem delavcem posˇlje najboljˇso resˇitev, ki je bila naj-
dena do tistega trenutka.
4. Sinhroni pristop z obcˇasnim vsiljenjem najboljˇse resˇitve ob spre-
menljivih intervalih, angl. synchronous approach with occasional en-
forcement of best solution – varying intervals , ki je podoben pristopu iz
prejˇsnje tocˇke, le da je dolzˇina intervala spremenljiva.
5. Tesno povezan sinhroni pristop, angl. highly coupled synchronous
approach, pri katerem vsak izmed delavcev izracˇuna po en korak hkrati
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in o tem obvesti vodjo. Vodja nato izmed vseh mozˇnih korakov izbere
najboljˇsi korak, razposˇlje novo resˇitev in postopek ponovi.
Poleg petih omenjenih nacˇinov so v [36] razvili tudi hibridni nacˇin, ki kom-
binira tocˇki 3 in 5 ter je bolj ucˇinkovit. Vse nacˇine so preizkusili na veliki
mnozˇici raznolikih vecˇmodalnih funkcij in pri tem ugotovili, da se je glede
kakovosti resˇitve najbolje izkazal pristop iz tocˇke 5.
Eno izmed mozˇnih delitev vzporednega simuliranega ohlajanja najdemo v
[37], kjer so obravnavali problem dodelitve letal iz flote, angl. fleet assignment
problem. Osnovna delitev je na en sprehod, angl. single-walk , in vecˇ sprehodov,
angl. multiple-walks . Pri tem en sprehod pomeni, da se sledi le eni sami
poti, vecˇ sprehodov pa pomeni, da se hkrati sledi vecˇ potem. Dalje se en
sprehod deli na en korak, angl. single-step, in vecˇ korakov, angl. multiple-
step. Vecˇ sprehodov se deli na interakcijske sprehode, angl. interacting walks ,
in neodvisne sprehode, angl. independent walks .
V nadaljevanju si bomo ogledali vzporedni algoritem, ki temelji na povzpo-
redenju algoritma 3.2 s pristopom iz tocˇke 3 vira [36], tj. sinhroni pristop z
obcˇasnim vsiljenjem najboljˇse resˇitve ob fiksnih intervalih. Glede na delitev iz
vira [37] omenjeni algoritem 3.2 umestimo v kategorijo vecˇ korakov, podkate-
gorija interakcijski sprehodi.
Pri vzporednem algoritmu simuliranega ohlajanja (glej algoritem 5.1) de-
lavci na vsakih Nsinh iteracij sinhronizirajo najboljˇso najdeno resˇitev preko
vodje. Sinhronizacija poteka tako, da vsak delavec vodji sporocˇi kakovost resˇi-
tve. Naloga vodje je, da izbere delavca, ki ima najboljˇso resˇitev, in to sporocˇi
vsem delavcem. Izbrani delavec nato razposˇlje najboljˇso resˇitev vsem ostalim
in postopek se ponovi. Izvajanje se zakljucˇi, ko je dosezˇena koncˇna tempera-
tura, podana s parametrom.
Parametri
Parametri α, czacˇ, ckon in L vzporednega algoritma simulirano ohlajanje so
definirani enako kot pri zaporednem algoritmu 3.2. Naslednji parameter se
uporablja samo pri vzporednem algoritmu.
• Nsinh: dolocˇa, na vsake koliko sˇtevilo znizˇanj temperature se naredi sin-
hronizacija najboljˇse resˇitve preko vodje.
Funkcije
• GenerirajZacˇetnoResˇitev(): generira zacˇetno resˇitev, tako da zacˇne
s prazno resˇitvijo in vkljucˇuje eno po eno prosto vozliˇscˇe, dokler je to
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Algoritem 5.1 Vzporedno simulirano ohlajanje
1: function VzporednoSimuliranoOhlajanje(α, czacˇ, ckon, L, Nsinh)
2: if vodja = taProces then
3: resˇitev ← GenerirajZacˇetnoResˇitev()
4: Razposˇiljanje(1, resˇitev)
5: else
6: resˇitev ← Sprejmi(1) // Zacˇetna resˇitev enaka vsem
7: najboljˇsaResˇitev ← resˇitev
8: c← czacˇ
9: while c > ckon do
10: c′kon ← c× αNsinh // Koncˇna temp. te sinhronizacije
11: while c ≥ c′kon do
12: for i = 1 to L do
13: soseda ← Soseda(resˇitev) // Pridobi nakljucˇno sosedo
14: if f(soseda) ≥ f(resˇitev) then
15: resˇitev ← soseda // Vedno nadomesti z boljˇso ali enako
16: else if exp(f(soseda)−f(resˇitev)
c
) ≤ rand() then
17: resˇitev ← soseda
18: if f(resˇitev) ≥ f(najboljˇsaResˇitev) then
19: najboljˇsaResˇitev ← resˇitev
20: c← c · α // Zmanjˇsaj temperaturo
21: Posˇlji(2, vodja, f(najboljˇsaResˇitev))
22: if vodja = taProces then
23: kakovosti ← Zbiranje(2) // Zberi vse kakovosti
24: izbraniProces ← IzberiNajboljsˇo(kakovosti)
25: Razposˇiljanje(3, izbraniProces)
26: izbraniProces ← Sprejmi(3)
27: if izbraniProces = taProces then
28: Razposˇiljanje(4, resˇitev) // Izbran za razposˇiljanje
29: else
30: resˇitev ← Sprejmi(4)
31: najboljˇsaResˇitev ← resˇitev
32: if vodja = taProces then
33: return resˇitev
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mogocˇe.
• IzberiNajboljsˇo(kakovosti): vrne identifikacijsko oznako procesa, ki
ima najboljˇso resˇitev. Cˇe jih je vecˇ, je eden izmed najboljˇsih nakljucˇno
izbran.
• Rand(): vrne nakljucˇno vrednost iz intervala [0, 1).
• Soseda(resˇitev): vrne eno izmed nakljucˇno izbranih sosednjih resˇitev.
5.2 Vzporedno razprsˇeno iskanje
Zaporedni algoritem razprsˇenega iskanja smo zˇe opisali v algoritmu 3.3. Raz-
licˇne nacˇine povzporejanja razprsˇenega iskanja najdemo v [38], kjer razlikujejo
med naslednjimi strategijami posodabljanja referencˇne mnozˇice (refMnozˇica):
en korak, angl. single-walk , ali vecˇ korakov, angl. multiple-walk . Pri prvi stra-
tegiji obstaja le ena sama referencˇna mnozˇica, ki se razdeli med vecˇ procesov
zaradi hitrejˇse obdelave. Druga strategija se deli na dve varianti, neodvisno
angl. independent-threads , in interaktivno angl. cooperative-threads . Pri prvi
vsak izmed procesov deluje nad svojo referencˇno mnozˇico in ne sodeluje z
drugimi procesi. Pri drugi varianti si procesi med seboj na razlicˇne nacˇine
izmenjujejo resˇitve.
V nadaljevanju si bomo v algoritmu 5.2 pogledali eno izmed mozˇnih raz-
licˇic povzporedenja, v kateri vsi procesi izvajajo razprsˇeno iskanje, s tem da
sta zbiranje in razposˇiljanje referencˇne mnozˇice prepusˇcˇena vodji. Na zacˇetku
izvajanja vsak proces generira svojo zalogo nakljucˇnih resˇitev in pripravi refe-
rencˇno mnozˇico. Nato izvede krizˇanje in mutacijo resˇitev referencˇne mnozˇice
ter zbere najboljˇse in najbolj raznolike resˇitve, ki tvorijo novo referencˇno mno-
zˇico. Nato vodja zbere referencˇne mnozˇice vseh procesov in poiˇscˇe najbolj
kakovostne ter najbolj raznolike resˇitve. Te shrani v novo referencˇno mnozˇico,
ki jo nato razposˇlje vsem procesom. Postopek se ponovi, zacˇensˇi s korakom,
v katerem vsak izmed procesov izvede krizˇanje in mutacijo resˇitev referencˇne
mnozˇice.
Parametri
Vsi sˇtirje parametri vzporednega algoritma razprsˇeno iskanje (p, b1, b2 in ma-
ksIterBrezIzboljˇsave) so definirani enako kot pri zaporednem algoritmu 3.3.
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Algoritem 5.2 Vzporedno razprsˇeno iskanje
1: function RazprsˇenoIskanje(p, b1, b2, maksIterBrezIzboljˇsave)
2: zaloga ← GenerirajNakljucˇneResˇitve(p)
3: refMnozˇica ← NajboljsˇaKakovost(zaloga, b1)
4: refMnozˇica ← refMnozˇica ∪ NajboljsˇaRazlicˇnost(zaloga,
refMnozˇica, b2)
5: iterBrezIzboljˇsave ← 0
6: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
7: koncˇaj ← False
8: while ¬ koncˇaj do
9: zaloga ← {}
10: pari ← GenerirajPare(refMnozˇica) // Nad svojo ref. mnozˇico
11: for all par ∈ pari do
12: NarediKombinacijo(par)




17: zaloga ← zaloga ∪ refMnozˇica
18: refMnozˇica ← NajboljsˇaKakovost(zaloga, b1) ∪
NajboljsˇaRazlicˇnost(zaloga, refMnozˇica, b2)
19: Posˇlji(1, vodja, refMnozˇica) // Vsak posˇlje svojo ref. mnozˇico
20: if vodja = taProces then
21: zaloga ← Zbiranje(1) // Vodja zbere vse ref. mnozˇice
22: refMnozˇica ← NajboljsˇaKakovost(zaloga, b1)
23: refMnozˇica ← refMnozˇica ∪ NajboljsˇaRazlicˇnost(zaloga,
refMnozˇica, b2)
24: if f(Najboljsˇa(refMnozˇica)) ≥ f(najboljˇsaResˇitev) then
25: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
26: iterBrezIzboljˇsave ← 0
27: else
28: iterBrezIzboljˇsave++
29: if iterBrezIzboljˇsave = maksIterBrezIzboljˇsave then
30: koncˇaj ← True
31: Razposˇiljanje(2, {refMnozˇica, koncˇaj})
32: {refMnozˇica, koncˇaj} ← Sprejmi(2) // Sprejmi novo ref. mnozˇico
33: if vodja = taProces then
34: return najboljˇsaResˇitev
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Funkcije
• GenerirajPare(refMnozˇica): vrne vse mozˇne pare kombinacij resˇitev
referencˇne mnozˇice.
• GenerirajResˇitve(p): vrne mnozˇico p nakljucˇno generiranih resˇitev.
Resˇitve so generirane nakljucˇno, zacˇensˇi s prazno resˇitvijo in vstavljanjem
enega po enega prostega vozliˇscˇa, dokler je to mogocˇe.
• IzboljsˇajResˇitve(zaloga): izvede izboljˇsavo resˇitve. Pri tem se eno po
eno vkljucˇujejo prosta vozliˇscˇa, dokler je to mogocˇe.
• IzlocˇiPodvojene(zaloga, refMnozˇica): iz zaloge izlocˇi vse taksˇne resˇi-
tve, ki so zˇe prisotne v referencˇni mnozˇici.
• Najboljsˇa(refMnozˇica): vrne najboljˇso resˇitev glede na kakovost.
• NajboljsˇaKakovost(zaloga, k): vrne k najboljˇsih resˇitev iz zaloge in
jih pri tem izlocˇi iz zaloge.
• NajboljsˇaRazlicˇnost(zaloga, refMnozˇica, k): vrne k najbolj razlicˇnih
resˇitev iz zaloge v primerjavi z resˇitvami v refMnozˇica in jih pri tem izlocˇi
iz zaloge. Razlicˇnost se meri kot evklidska razdalja med resˇitvami cˇez
vse kombinacije resˇitev v zalogi in referencˇni mnozˇici. Najbolj razlicˇne
se poiˇscˇejo s pomocˇjo max-min kriterija (razdelek 2 v [16]).
• NarediKombinacijo(par): izvede kombinacijo med dvema resˇitvama
z enakomernim nakljucˇnim krizˇanjem, angl. uniform random crossover ,
vozliˇscˇe po vozliˇscˇe.
• PopraviResˇitve(zaloga): za vsako resˇitev v zalogi izvede popravilo
vseh nesprejemljivih resˇitev. Pri tem eno po eno izlocˇa nesprejemljiva
vozliˇscˇa v nakljucˇnem vrstnem redu, dokler resˇitev ne postane spreje-
mljiva.
5.3 Vzporedna navzkrizˇna entropija
Uporaba vzporednega algoritma za navzkrizˇno entropijo (glej algoritem 5.3)
je opisana v [39]. Razpoznali so dve nalogi, ki ju lahko povzporedimo. Prva
naloga je generiranje vzorcev na podlagi verjetnosti. Njihova ideja je bila, da
vsak izmed p procesov namesto N vzorcev generira N
p
vzorcev. Druga naloga
je posodabljanje verjetnosti na podlagi generiranih vzorcev, ki jo je mogocˇe
dalje deliti na ocenjevanje vzorcev in posodabljanje verjetnosti. Pri njihovi
implementaciji posodabljanje verjetnosti ni bilo vzporedno, ampak posredno
(centralizirano) preko vodje. Glede ocenjevanja resˇitev je bila njihova ideja
ta, da vsak izmed procesov oceni tiste resˇitve (oz. del vzorca), ki jih je sam
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generiral.
Uporaba vzporednega algoritma za navzkrizˇno entropijo za resˇevanje pro-
blema najvecˇjega polnega podgrafa je opisana v [21]. Njihov algoritem upora-
blja MPI in je podoben tistemu v [39], vendar vodje niso uporabili za posoda-
bljanje verjetnosti, ampak za racˇunanje vrednosti γ, ki dolocˇa prag minimalne
kakovosti resˇitve, da se dolocˇen vzorec uporabi za posodobitev verjetnosti. Med
drugim so za zbiranje najboljˇsih resˇitev uporabili skupinsko operacijo MPI -
Allreduce.
V nadaljevanju si bomo ogledali povzporedenje, ki uporablja podobne prin-
cipe kot [21, 39]. Razlika je v tem, da ne bomo uporabljali izmenjevanja resˇitev,
ampak samo izmenjevanje podatkov o verjetnostni matriki. Vsak proces izra-
cˇuna svoj vzorec in na njegovi podlagi pripravi matriko verjetnosti. Nato se
naredi skupinska operacija Allreduce z uporabo vsote cˇez vse procesorje. Tako
ima vsak izmed procesorjev enako matriko verjetnosti, ki je rezultat vseh pro-
cesorjev. Pri OpenMPI v ta namen uporabimo operacijo MPI Allreduce. Ker
PVM ne podpira operacije redukcije, ki bi rezultat pustila na vseh procesih,
uporabimo centraliziran pristop (najprej redukcija na enega izmed procesov,
ki ji sledi razposˇiljanje).
Parametri
Vsi sˇtirje parametri (ρ, c, α in maksIterBrezIzboljˇsave) vzporednega algoritma
metode navzkrizˇne entropije so definirani enako kot pri zaporednem algoritmu
3.4.
Funkcije
• Dodaj(urejeniSeznam, resˇitev): doda resˇitev v urejeni seznam.
• GenerirajResˇitev(V ): vrne novo resˇitev, ki je generirana s pomocˇjo
Bernoullijeve porazdelitve z uporabo verjetnosti, ki so podane v matriki
V .
• PosodobiVerjetnosti(V , α, urejeniSeznam): posodobi matriko ver-
jetnosti V glede na resˇiteve v urejenem seznamu. Parameter α dolocˇa
glajenje, tako da je α-delezˇ nove verjetnosti zdruzˇen z (1 − α)-delezˇem
stare verjetnosti za dolocˇeno vozliˇscˇe.
• Prva(urejeniSeznam): vrne najbolj kakovostno resˇitev na seznamu.
• Skrajsˇaj(urejeniSeznam, Nnajb): v urejenem seznamu zadrzˇi samoNnajb
najboljˇsih resˇitev, ostale zanemari.
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Algoritem 5.3 Vzporedna navzkrizˇna entropija
1: function VzporednaNavzkrizˇnaEntropija(ρ, c, α)
2: V ← {{0.5, ..., 0.5}, . . . , {0.5, ..., 0.5}} // Matrika verjetnosti
3: N ← n× c // Velikost vzorca
4: Nnajb ← N × ρ // Sˇtevilo resˇitev vzorca za posodobitev
5: urejeniSeznam ← {} // Resˇitve razvrsˇcˇene po kakovosti
6: iterBrezIzboljˇsave ← 0
7: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
8: koncˇaj ← 0
9: while koncˇaj < p do // Dokler vsi procesi ne koncˇajo
10: for i = 1 to N do // Generiraj vzorcˇne resˇitve
11: resˇitev ← GenerirajResˇitev(V )
12: Dodaj(urejeniSeznam, resˇitev) // Dodaj resˇitev v seznam
13: Skrajsˇaj(urejeniSeznam, Nnajb) // Uporabi samo Nnajb resˇitev
14: koncˇaj ← 0
15: if f(Prva(refMnozˇica)) ≥ f(najboljˇsaResˇitev) then
16: najboljˇsaResˇitev ← Najboljsˇa(refMnozˇica)
17: iterBrezIzboljˇsave ← 0
18: else
19: iterBrezIzboljˇsave++
20: if iterBrezIzboljˇsave ≥ maksIterBrezIzboljˇsave then
21: koncˇaj ← 1
22: V ← PosodobiVerjetnosti(V , α, urejeniSeznam)
23: {V , koncˇaj} ← RedukcijaNaVse(vsota, {V , koncˇaj})
24: izbraniProces ← RedukcijaNaVse(procesMaksimum,
f(Prva(urejeniSeznam)))
25: if izbraniProces = taProces then
26: return Prva(urejeniSeznam) // Najboljˇsa resˇitev izbranega
procesa
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5.4 Smiselnost povzporejanja
Pri povzporejanju metahevristicˇnega algoritma se lahko srecˇamo s problemom,
da je rezultat vzporedne razlicˇice algoritma relativno slab. Razlogov za to je
vecˇ, eden izmed pomembnejˇsih je, da smo s povzporedenjem povecˇali izostri-
tev, pri cˇemer je razprsˇitev ostala nespremenjena. To ima lahko za posledico,
da algoritem hitreje obticˇi v lokalnem optimumu, iz katerega vecˇ ne more po-
begniti.
Cˇe zˇelimo ugotoviti, kdaj je povzporedenje dolocˇenega algoritma smiselno,
si zamislimo sledecˇ kriterij. Rekli bomo, da je povzporedenje smiselno takrat,
kadar je vzporedni metahevristicˇni algoritem boljˇsi od naivnega vzporednega
algoritma. S pojmom naivni vzporedni algoritem oznacˇimo hkratni zagon ek-
vivalentnega zaporednega algoritma na vecˇ procesih. Cˇe torej enkrat zazˇenemo
vzporedni algoritem na p procesih in dobimo rezultat fvzp ter p-krat zazˇenemo
zaporedni algoritem na enakem racˇunalniku in oznacˇimo najboljˇsega izmed p
rezultatov z fnaiv, mora biti fvzp v povprecˇju, cˇez raznolike primerke problema,






V svojih preizkusih smo uporabili sˇtiri razlicˇne sisteme: dva razlicˇna Dellova
strezˇnika z navideznima strojema VMware, heterogeni sistem Linux in Fre-
eBSD strezˇnikov ter superracˇunalnik LSC Adria.
6.1.1 Strezˇnik Dell 1950
Na strezˇniku Dell PowerEdge 1950, na kratko Dell 1950, je namesˇcˇen navidezni
stroj VMware ESX 3.5.0. Strezˇnik ima en dvojedrni procesor Intel Xeon 5130
(frekvenca 2.00 GHz, predpomnilnik L2 2x2 MB), pomnilnik 4 GB na 1333MHz
vodilu. Ker sta na razpolago dve jedri, lahko na tem strezˇniku ucˇinkovito
izvajamo do najvecˇ dva procesa hkrati.
V navideznem stroju je bil postavljen navidezni racˇunalnik z operacijskim
sistemom Linux Ubuntu 9.04, arhitektura x86, strezˇniˇska razlicˇica s podporo
za SMP, jedro 2.6.28-15-server. Pri prevajanju algoritmov je bil uporabljen
GCC 4.3.3.
6.1.2 Strezˇnik Dell R200
Na strezˇniku Dell PowerEdge R200, na kratko Dell R200, je namesˇcˇen navide-
zni stroj VMware ESXi 4.0.0. Strezˇnik ima en sˇtirijedrni procesor Intel Xeon
X3220 (frekvenca 2.40 GHz, predpomnilnik L2 2x4 MB), pomnilnik 8 GB na
1066MHz vodilu. Ker so na razpolago sˇtiri jedra, lahko na tem strezˇniku ucˇin-
kovito izvajamo do najvecˇ sˇtiri procese hkrati.
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Tabela 6.1: Strezˇniki heterogenega sistema
Strezˇnik Operac. sistem Procesor Pomnilnik
1 Ubuntu 8.10 Intel Pentium 4, 2.80 GHz 512 MB
2 Ubuntu 8.10 Intel Pentium 4, 2.40 GHz 512 MB
3 FreeBSD 6.2 Intel Pentium 4, 2.40 GHz 512 MB
4 FreeBSD 6.2 Intel Celeron, 2.80 GHz 1024 MB
V navideznem stroju VMware so bili postavljeni sˇtirje identicˇni navidezni
racˇunalniki, ki so tvorili vzporedni stroj. Opis vsakega izmed njih je enak
tistemu, ki je opisan pri strezˇniku Dell 1950. Pri izvedbi preizkusov vzpore-
dnih algoritmov sta bila uporabljena OpenMPI 1.3 in PVM 3.4.5 (navodila za
namestitev najdemo v dodatku A).
6.1.3 Heterogeni sistem strezˇnikov
Sestava grucˇe heterogenih racˇunalnikov je razvidna iz tabele 6.1. V uporabi
sta operacijska sistema Linux Ubuntu 8.10 in FreeBSD 6.2 na procesorjih Intel
Pentium 4 in Intel Celeron. Vidimo, da je taksˇna grucˇa strezˇnikov hetero-
gena v smislu operacijskih sistemov in procesorjev, ne pa tudi arhitektur, saj
imata oba procesorja x86 arhitekturo. Strezˇnika, na katerih je namesˇcˇen Li-
nux Ubuntu, sta uporabljala jedro 2.6.27-9-generic in strezˇnik z operacijskim
sistemom FreeBSD jedro 6.2-RELEASE. Pri prevajanju algoritmov na Fre-
eBSD strezˇnikih je bil uporabljen GCC 3.4.6 in na Linux Ubuntu strezˇnikih
GCC 4.3.2. Pri izvedbi preizkusov vzporednih algoritmov sta bila na obeh
operacijskih sistemih uporabljena OpenMPI 1.3.3 in PVM 3.4.5 (navodila za
namestitev najdemo v dodatku A).
Kljub heterogenosti grucˇe sta tako OpenMPI kot PVM delovala brez te-
zˇav (s tem da moramo pri OpenMPI izrecno vkljucˇiti podporo za heterogene
sisteme). Rezultatov preizkusov na tem sistemu ne bomo prikazali, saj je bil
namen preizkusov le potrditi, da je mogocˇe OpenMPI in PVM uporabiti tudi
na heterogenih okoljih. Kljub temu da je v splosˇnem izvajanje na heteroge-
nih okoljih nekoliko pocˇasnejˇse (zaradi potrebnih pretvorb iz zapisa debelega
konca v zapis tankega konca ipd.), je obicˇajno sˇe vedno bolje bolje uporabiti
vzporedni algoritem, cˇetudi na heterogenem okolju, kot pa sploh ne.
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6.1.4 Superracˇunalnik LSC Adria
Superracˇunalnik Ljubljana Supercomputing Center – LSC Adria je v lasti pod-
jetja Turboinsˇtitut, d.d., Ljubljana, in se uporablja predvsem za racˇunanje
dinamike tekocˇin, angl. computational fluid dynamics. Sestavljen je iz 256
strezˇnikov (namesˇcˇenih v enote IBM BladeCenter H), vsak izmed strezˇnikov
vsebuje dva sˇtirijedrna procesorja Intel Xeon E5530 (frekvenca 2.40 GHz, pred-
pomnilnik L2 4x256 KB in L3 8 MB), pomnilnik 16 GB na 1066MHz vodilu.
Za povezavo med strezˇniki skrbita dve gigabitni LAN omrezˇji in eno InfiniBand
omrezˇje. Na vsakemu od strezˇnikov je bil namesˇcˇen operacijski sistem Linux
CentOS 4.6, arhitektura x86-64, strezˇniˇska razlicˇica s podporo za SMP, jedro
2.6.9-67.ELlargesmp. Pri prevajanju algoritmov je bil uporabljen GCC 3.4.6.
Pri izvedbi preizkusov vzporednih algoritmov sta bila uporabljena OpenMPI
1.2.6 in PVM 3.4.5 (oba sta bila zˇe predhodno namesˇcˇena na superracˇunalniku,
navodila za namestitev najdemo v dodatku A).
Superracˇunalnik je z LINPACK primerjalnim preizkusom dosegel Rmax =
35.08 TFlops in Rpeak = 49.15 TFlops. Na tej podlagi je bil junija leta 2008
uvrsˇcˇen na 53. mesto lestvice svetovnih superracˇunalnikov TOP500 [40].
6.2 DIMACS primerki
DIMACS primerki so bili leta 1993 pripravljeni za tretji DIMACS izziv z naslo-
vom NP-tezˇki problemi: najvecˇji poln podgraf, barvanje grafa in izpolnjivost,
angl. NP Hard Problems: Maximum Clique, Graph Coloring, and Satisfiability
[41], in se sˇe danes pogosto uporabljajo za preizkus metahevristicˇnih algorit-
mov. Primerki so prosto dostopni na spletu [42]. DIMACS primerki so sicer v
prvi vrsti namenjeni resˇevanju problema najvecˇjega polnega podgrafa. Ker je
resˇevanje tega problema ekvivalentno resˇevanju problema najvecˇje neodvisne
mnozˇice (kot opisano v razdelku 2.6.4), lahko vse grafe primerkov pretvorimo
na komplementarne grafe in na njih resˇujemo problem najvecˇje neodvisne mno-
zˇice.
Na voljo je 80 razlicˇnih primerkov. Zaporedne algoritme bomo preizkusili
na vseh 80 primerkih. Ker je bil cˇas izvajanja na superracˇunalniku omejen, smo
preizkuse vzporednih algoritmov izvedli na sedmih primerkih, izbranih glede
na velikost (tj. sˇtevilo vozliˇscˇ grafa dolocˇenega primerka). Izbrali smo primerke
brock200 1, C1000.9, C4000.5, keller6, MANN a9, MANN a45 in MANN a81.
S temi sedmimi primerki je precej dobro pokrita mnozˇica vseh 80 DIMACS
primerkov, saj z njimi pokrijemo celoten razpon sˇtevila vozliˇscˇ, od 45 vozliˇscˇ
pri primerku MANN a9 do 4000 vozliˇscˇ pri primerku C4000.5. Ostalih pet
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Tabela 6.2: DIMACS primerjalni preizkus
Primerek
Cˇas (sekunde)
Dell 1950 Dell R200 LSC Adria
r100.5 <  <  < 
r200.5 0, 034 0, 03 0, 03
r300.5 0, 372 0, 235 0, 29
r400.5 2, 456 1, 406 1, 829
r500.5 10, 31 5, 332 6, 959
primerkov je razvrsˇcˇenih znotraj teh skrajnosti.
6.2.1 DIMACS primerjalni preizkus
Na obeh strezˇnikih Dell in na LSC Adria je bil pognan DIMACS primerjalni
preizkus, angl. benchmark , ki se uporablja za dolocˇitev zmogljivosti racˇunal-
nikov, z namenom primerjave rezultatov med razlicˇnimi avtorji, ki uporabljajo
razlicˇne racˇunalnike. V tabeli 6.2 so prikazani cˇasi na petih primerkih, ki se
obicˇajno uporabljajo pri DIMACS primerjalnemu preizkusu [41]. Vse meritve
so bile opravljene 10-krat in povprecˇene, za boljˇso natancˇnost in zanesljivost.
6.3 Preizkusni primeri
Zaporedne in vzporedne razlicˇice metahevristicˇnih algoritmov simulirano ohla-
janje, razprsˇeno iskanje in navzkrizˇna entropija smo preizkusili na problemu
najvecˇje neodvisne mnozˇice. Vseh sˇest algoritmov (s sˇtevilkami 3.2, 3.3, 3.4,
5.1, 5.2 in 5.3) je bilo implementiranih v programskem jeziku C++. Pri preiz-
kusih smo uporabili DIMACS primerke.
Vse meritve so bile opravljene z uporabo 10 razlicˇnih semen za nakljucˇni
generator (razen kjer bomo izrecno navedli, da je bilo uporabljeno razlicˇno
sˇtevilo semen). Izpostaviti moramo, da je imel OpenMPI pri preizkusih na
superracˇunalniku LSC Adria na razpolago omrezˇje InfiniBand, PVM pa ne,
saj ga ne podpira. Pri preizkusih tako zaporednih kot vzporednih algoritmov
so bili uporabljeni parametri, navedeni v tabeli 6.3. Ti parametri so bili do-
locˇeni eksperimentalno z namenom zagotavljanja relativno dobrih resˇitev pri
sprejemljivem cˇasu izvajanja.
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Na podlagi rezultatov preizkusov si bomo v naslednjem poglavju pogledali
sledecˇe primerjave:
• Uporaba vseh 80 DIMACS primerkov:
– Primerjava treh zaporednih algoritmov (Dell 1950).
– Kakovost algoritma simulirano ohlajanje (Dell 1950).
• Uporaba izbranih sedmih DIMACS primerkov:
– Cena komunikacije (LSC Adria in Dell R200).
– Cˇas izvajanja in sˇtevilo iteracij (LSC Adria in Dell R200).
– Kakovost resˇitev in sˇtevilo iteracij (neodvisno od okolja).




V tem poglavju si bomo ogledali rezultate preizkusov in primerjav. Za pri-
kaz rezultatov bomo v veliki meri uporabljali tabele, zato se moramo najprej
seznaniti z notacijo. Kadar imamo vecˇ zagonov z razlicˇnimi semeni (v na-
sˇem primeru obicˇajno 10), dobimo toliko razlicˇnih meritev. Za ponazoritev
taksˇnega rezultata v tabelah bomo uporabili sledecˇo notacijo:
”
povprecˇje (mi-
nimum, maksimum)“, kjer povprecˇje predstavlja navadno povprecˇje rezultatov,
minimum predstavlja najmanjˇsega izmed rezultatov in maksimum najvecˇjega.
Poleg tega moramo pojasniti sˇe, na kaksˇen nacˇin so bili pridobljeni rezultati.
Cˇe ni drugacˇe zapisano, rezultati odrazˇajo kakovost najboljˇse dosezˇene resˇitve
in cˇas (v sekundah), v katerem je bila ta najboljˇsa resˇitev prvicˇ dosezˇena. Tudi
cˇe algoritem naleti na resˇitev enake kakovosti ponovno kasneje, nas ta cˇas ne
zanima.
Omeniti velja oznake v primerih, ko rezultatov ni bilo mogocˇe pridobiti ali
izracˇunati. V primeru, da dolocˇena meritev ni bila opravljena (npr. zaradi
pomanjkanja cˇasa), bomo to oznacˇili z N.P., kar pomeni
”
ni podatka“. Pri do-
locˇenih meritvah cˇasa se lahko zgodi, da je cˇas manjˇsi od natancˇnosti merjenja
in zato ni mogocˇe zapisati tocˇne vrednosti. V takih primerih bomo to oznacˇili
z < . Kadar dolocˇenega izraza (npr. ulomka) ni mogocˇe ovrednotiti, ker je




7.1 Primerjava treh zaporednih algoritmov
V tabeli 7.2 vidimo primerjavo dosezˇenih resˇitev in cˇasov za tri zaporedne me-
tahevristicˇne algoritme: simulirano ohlajanje, razprsˇeno iskanje in navzkrizˇna
entropija. Preizkus je bil izveden na vseh 80 DIMACS primerkih za problem
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Tabela 7.1: Uvrstitev treh zaporednih algoritmov za problem najvecˇje neodvi-
sne mnozˇice (Dell 1950)
(a) Glede na kakovost resˇitve
Algoritem 1. mesto 2. mesto 3. mesto
Simulirano ohlajanje 66 4 10
Razprsˇeno iskanje 37 43 0
Navzkrizˇna entropija 17 1 62
(b) Glede na cˇas izvajanja
Algoritem 1. mesto 2. mesto 3. mesto
Simulirano ohlajanje 43 24 13
Razprsˇeno iskanje 9 32 39
Navzkrizˇna entropija 29 26 25
najvecˇje neodvisne mnozˇice (kot je opisan v razdelku 2.6.1). Ugotovimo lahko,
da algoritem simulirano ohlajanje dosezˇe enako dober ali boljˇsi rezultat kot
ostala dva algoritma pri vseh primerkih, razen pri hamming8-2, hamming10-2
in MANN a81.
Rezultate dosezˇene povprecˇne kakovosti in cˇasov izvajanja lahko analizi-
ramo s pomocˇjo uvrsˇcˇanja algoritmov, angl. ranking . Za vsakega od 80 pri-
merkov razdelimo prvo, drugo in tretje mesto glede na dosezˇeno kakovost re-
sˇitve in glede na cˇas izvajanja posameznega algoritma. V tabeli 7.1 vidimo,
kolikokrat je dolocˇen algoritem dosegel prvo, drugo ali tretje mesto, sesˇteto
cˇez vse primerke. Sesˇtevek po stolpcih ni nujno enak 80, ker imata lahko dva
ali celo vsi trije algoritmi pri dolocˇenem primerku enak rezultat in jim je zato
potrebno dodeliti isto mesto.
Za algoritem simulirano ohlajanje smo zˇe ugotovili, da je najboljˇsi, in ta-
bela 7.1a to potrjuje. Ugotovimo lahko tudi, da je v splosˇnem razprsˇeno iskanje
boljˇse od navzkrizˇne entropije, vendar razlika ni tako velika kot med simulira-
nim ohlajanjem in razprsˇenim iskanjem. Cˇe primerjamo sˇe uvrsˇcˇanje cˇasov, v
tabeli 7.1b vidimo, da je simulirano ohlajanje najvecˇkrat zasedlo prvo mesto,











Tabela 7.2: Primerjava treh zaporednih algoritmov za problem najvecˇje neodvisne mnozˇice (Dell 1950)
Primerek
Simulirano ohlajanje Razprsˇeno iskanje Navzkrizˇna entropija
Kakovost Cˇas (s) Kakovost Cˇas (s) Kakovost Cˇas (s)
brock200 1 21 2,608 (0,659; 3,367) 20,3 (20; 21) 0,339 (0,093; 1,805) 18,3 (18; 20) 0,076 (0,019; 0,19)
brock200 2 12 0,128 (0,032; 0,281) 11,9 (11; 12) 0,439 (0,022; 1,248) 9,8 (9; 10) 0,066 (0,033; 0,122)
brock200 3 15 0,141 (0,029; 0,321) 14,2 (14; 15) 0,202 (0,097; 0,396) 12,4 (12; 13) 0,076 (0,03; 0,131)
brock200 4 17 1,368 (0,448; 2,585) 16,3 (16; 17) 0,371 (0,02; 0,967) 14,2 (13; 15) 0,074 (0,029; 0,122)
brock400 1 25 5,2 (4,044; 5,766) 24,4 (24; 25) 1,506 (0,747; 3,361) 21,3 (20; 22) 1,124 (0,272; 2,081)
brock400 2 25,3 (25; 28) 5,32 (3,886; 6,098) 24,2 (24; 25) 1,382 (0,554; 3,238) 22 (20; 24) 1,57 (0,171; 2,393)
brock400 3 26,3 (25; 30) 4,296 (2,752; 5,465) 24,1 (23; 25) 1,128 (0,2; 1,919) 21,5 (20; 23) 0,936 (0,273; 1,714)
brock400 4 29,1 (25; 33) 5,384 (1,458; 6,407) 24,1 (23; 25) 1,6 (0,716; 3,444) 21,9 (20; 24) 1,128 (0,146; 2,087)
brock800 1 20,4 (20; 21) 11,627 (1,483; 15,63) 19,7 (19; 20) 3,697 (0,879; 8,41) 17,8 (17; 19) 7,893 (1,182; 20,932)
brock800 2 20,7 (20; 21) 13,582 (10,92; 16,951) 19,9 (19; 21) 3,97 (1,589; 9,734) 17,8 (17; 19) 5,195 (2,24; 14,375)
brock800 3 21,2 (20; 22) 13,209 (11,083; 14,475) 20,1 (19; 21) 4,186 (1,609; 7,562) 17,5 (17; 19) 4,747 (1,197; 13,686)
brock800 4 20,6 (20; 21) 13,137 (9,318; 15,23) 19,6 (19; 20) 3,117 (0,927; 8,6) 17,8 (17; 19) 5,089 (1,156; 11,003)
C125.9 34 0,687 (0,332; 0,97) 34 0,102 (0,052; 0,124) 33,4 (33; 34) 0,019 (0,013; 0,028)
C250.9 44 1,879 (1,64; 2,065) 43,7 (43; 44) 0,555 (0,227; 1,467) 42 (41; 43) 0,47 (0,282; 0,758)
C500.9 56,2 (56; 57) 4,093 (3,443; 5,128) 52,8 (51; 54) 1,365 (1,094; 1,578) 52,2 (46; 54) 5,358 (1,01; 7,518)
C1000.9 66,8 (65; 68) 7,676 (6,154; 10,535) 61,7 (58; 64) 5,813 (3,519; 14,8) 59,4 (52; 64) 47,903 (2,019; 82,363)
C2000.5 15,9 (15; 16) 40,907 (3,341; 52,638) 15 8,7 (2,568; 14,68) 14,1 (14; 15) 94,192 (48,143; 152,246)
C2000.9 74,9 (74; 76) 17,221 (14,204; 21,053) 67,2 (64; 69) 13,544 (7,642; 25,604) 59 (58; 60) 101,943 (15,705; 248,642)
C4000.5 16,7 (16; 17) 67,926 (12,73; 111,705) 15,6 (15; 16) 18,609 (6,134; 40,511) 15 443,785 (121,571; 1299,663)
c-fat200-1 12 0,034 (0,024; 0,059) 12 0,046 (0,038; 0,075) 12 0,042 (0,035; 0,054)
c-fat200-2 22,2 (22; 24) 0,031 (0,023; 0,055) 24 0,055 (0,045; 0,096) 24 0,052 (0,033; 0,138)
c-fat200-5 56,8 (56; 58) 0,027 (0,016; 0,042) 58 0,063 (0,059; 0,065) 58 0,034 (0,028; 0,042)
c-fat500-1 14 0,216 (0,165; 0,405) 14 0,216 (0,203; 0,262) 13,8 (13; 14) 0,473 (0,395; 0,71)
c-fat500-2 25,2 (24; 26) 0,205 (0,158; 0,388) 26 0,244 (0,228; 0,299) 26 0,42 (0,4; 0,434)
c-fat500-5 62,4 (62; 64) 0,183 (0,141; 0,349) 64 0,335 (0,287; 0,547) 64 0,434 (0,386; 0,584)
c-fat500-10 125,3 (124; 126) 0,16 (0,112; 0,465) 126 0,353 (0,322; 0,42) 126 0,431 (0,388; 0,539)
DSJC500.5 13 4,121 (0,525; 8,359) 12,8 (12; 13) 1,059 (0,294; 2,211) 11,5 (11; 12) 1,19 (0,332; 2,696)
DSJC1000.5 14,5 (14; 15) 13,638 (1,342; 26,532) 13,9 (13; 14) 2,954 (0,787; 6,654) 12,9 (12; 14) 7,8 (2,325; 23,378)
gen200 p0.9 44 44 1,637 (1,409; 1,999) 43,6 (41; 44) 0,42 (0,281; 1,187) 40,4 (37; 44) 0,219 (0,114; 0,39)
gen200 p0.9 55 55 1,637 (1,209; 1,862) 55 0,181 (0,089; 0,241) 49,6 (40; 55) 0,141 (0,079; 0,237)
gen400 p0.9 55 55 3,304 (2,773; 3,923) 50,7 (50; 52) 1,027 (0,865; 1,215) 49,3 (48; 51) 2,685 (1,957; 3,984)
gen400 p0.9 65 65 3,434 (2,493; 4,513) 64,7 (62; 65) 1,017 (0,718; 1,589) 56,8 (48; 65) 3,015 (2,009; 4,336)
gen400 p0.9 75 75 3,871 (3,689; 4,159) 75 0,633 (0,55; 0,744) 66,4 (51; 75) 2,658 (1,637; 4,433)
hamming6-2 31,2 (31; 32) 0,674 (0,001; 1,207) 32 0,007 (0,004; 0,011) 32 0,006 (0,002; 0,011)
hamming6-4 4 0,007 (0,003; 0,014) 4 0,009 (0,005; 0,012) 4 0,007 (0,003; 0,012)
hamming8-2 127 2,022 (1,991; 2,076) 128 0,115 (0,108; 0,153) 128 0,23 (0,187; 0,265)
hamming8-4 16 0,082 (0,023; 0,178) 16 0,107 (0,027; 0,119) 15,1 (13; 16) 0,164 (0,042; 0,345)
hamming10-2 511 5,641 (5,216; 6,205) 512 1,354 (0,97; 1,813) 512 31,803 (29,484; 33,136)
hamming10-4 40 10,374 (10; 10,864) 36,9 (35; 40) 6,392 (2,963; 14,351) 35 (32; 40) 49,105 (10,839; 82,819)








Tabela 7.2: Primerjava treh zaporednih algoritmov za problem najvecˇje neodvisne mnozˇice (Dell 1950, nadaljevanje)
Primerek
Simulirano ohlajanje Razprsˇeno iskanje Navzkrizˇna entropija
Kakovost Cˇas (s) Kakovost Cˇas (s) Kakovost Cˇas (s)
johnson8-4-4 14 0,006 (0,002; 0,01) 14 0,008 (0,004; 0,011) 14 0,007 (0,002; 0,015)
johnson16-2-4 8 0,008 (0,003; 0,017) 8 0,011 (0,007; 0,015) 8 0,009 (0,005; 0,018)
johnson32-2-4 16 0,035 (0,022; 0,077) 16 0,04 (0,036; 0,046) 16 0,278 (0,265; 0,289)
keller4 11 0,028 (0,009; 0,093) 11 0,033 (0,013; 0,175) 11 0,033 (0,015; 0,072)
keller5 27 8,154 (7,313; 8,794) 26,6 (26; 27) 2,126 (0,794; 4,485) 24,2 (23; 26) 9,731 (1,094; 16,921)
keller6 57,4 (55; 59) 33,437 (23,748; 41,559) 51,2 (48; 55) 23,738 (11,991; 39,763) 45,7 (43; 50) 571,177 (71,586; 1846,382)
MANN a9 16 0,006 (0,001; 0,022) 16 0,006 (0,003; 0,011) 16 0,011 (0,001; 0,033)
MANN a27 125,8 (125; 126) 4,097 (3,154; 5,332) 125,2 (124; 126) 0,719 (0,014; 1,167) 123,5 (123; 124) 0,46 (0,123; 0,863)
MANN a45 338,9 (338; 340) 11,159 (10,299; 11,985) 338,1 (337; 339) 2,256 (0,038; 5,177) 336,9 (336; 338) 12,616 (2,405; 29,592)
MANN a81 1082,8 (1081; 1085) 0,084 (0,055; 0,265) 1087,3 (1087; 1088) 4,986 (0,159; 26,005) 1088,6 (1088; 1090) 378,69 (80,874; 734,291)
p hat300-1 8 0,146 (0,072; 0,339) 8 0,139 (0,065; 0,286) 7,2 (7; 8) 0,156 (0,089; 0,407)
p hat300-2 25 1,865 (0,242; 2,898) 25 0,243 (0,165; 0,329) 24,2 (23; 25) 0,423 (0,218; 0,651)
p hat300-3 36 2,844 (2,345; 3,41) 35,8 (34; 36) 0,487 (0,282; 0,92) 33,9 (33; 36) 0,645 (0,404; 1,213)
p hat500-1 9 0,271 (0,141; 0,583) 9 0,292 (0,151; 0,332) 8,3 (8; 9) 0,654 (0,354; 1,56)
p hat500-2 36 4,319 (2,649; 5,059) 36 0,755 (0,573; 0,932) 34,7 (31; 36) 2,27 (1,347; 3,564)
p hat500-3 50 4,198 (3,757; 4,703) 49,4 (49; 50) 0,831 (0,496; 1,201) 48,8 (47; 50) 3,995 (2,325; 6,549)
p hat700-1 11 8,425 (1,645; 17,681) 11 1,515 (1,108; 3,777) 8,7 (8; 9) 3,042 (0,978; 6,627)
p hat700-2 44 6,353 (5,251; 7,027) 44 1,189 (0,897; 1,59) 43,5 (42; 44) 8,59 (6,873; 11,001)
p hat700-3 62 4,452 (3,932; 5,25) 61,9 (61; 62) 1,571 (1,183; 2,231) 60,9 (60; 62) 11,402 (7,244; 15,085)
p hat1000-1 10 2,376 (0,832; 5,9) 10 1,19 (0,938; 1,482) 9,2 (9; 10) 9,167 (2,455; 23,585)
p hat1000-2 46 9,536 (7,977; 11,394) 46 2,645 (1,477; 8,01) 45,6 (45; 46) 31,238 (20,958; 45,509)
p hat1000-3 68 7,877 (6,135; 8,687) 65,6 (64; 68) 2,595 (1,647; 3,638) 65 (64; 68) 46,363 (24,067; 62,039)
p hat1500-1 11,8 (11; 12) 36,515 (1,478; 52,699) 11,1 (11; 12) 4,123 (1,847; 7,222) 10,1 (10; 11) 24,125 (7,768; 60,19)
p hat1500-2 65 13,701 (11,894; 14,951) 64,7 (64; 65) 5,039 (4,154; 6,506) 64,4 (61; 65) 99,521 (66,331; 162,967)
p hat1500-3 94 10,444 (9,235; 11,855) 93 (92; 94) 4,178 (3,466; 5,63) 92,9 (92; 93) 96,355 (81,321; 111,768)
san200 0.7 1 29 (21; 30) 3,75 (0,085; 5,295) 30 0,082 (0,019; 0,122) 26,4 (16; 30) 0,09 (0,021; 0,14)
san200 0.7 2 16,7 (15; 18) 2,714 (0,026; 4,612) 18 0,524 (0,25; 1,185) 14,8 (14; 17) 0,062 (0,019; 0,151)
san200 0.9 1 69,6 (69; 70) 2,402 (1,96; 2,982) 70 0,141 (0,097; 0,212) 67,3 (51; 70) 0,114 (0,097; 0,152)
san200 0.9 2 60 2,391 (2,235; 2,508) 60 0,153 (0,089; 0,213) 52,5 (40; 60) 0,134 (0,016; 0,187)
san200 0.9 3 44 1,836 (1,634; 1,981) 43,2 (36; 44) 0,339 (0,268; 0,456) 35,3 (35; 36) 0,163 (0,131; 0,229)
san400 0.5 1 13 1,313 (0,166; 3,094) 12,6 (9; 13) 0,44 (0,201; 1,097) 8,4 (8; 9) 0,446 (0,176; 1,54)
san400 0.7 1 23,6 (21; 40) 5,401 (0,034; 9,271) 40 0,477 (0,239; 1,074) 25,6 (22; 40) 0,382 (0,175; 1,128)
san400 0.7 2 20,2 (19; 30) 7,945 (0,531; 10,033) 30 1,413 (0,397; 3,062) 17,9 (17; 19) 0,527 (0,161; 0,983)
san400 0.7 3 18,9 (17; 22) 7,351 (0,339; 8,972) 17,5 (17; 18) 0,837 (0,182; 2,147) 15,8 (15; 16) 0,55 (0,277; 0,894)
san400 0.9 1 100 4,652 (4,005; 5,602) 100 0,419 (0,205; 0,711) 78,9 (54; 100) 1,212 (0,127; 3,449)
san1000 11,3 (10; 15) 3,693 (0,385; 16,656) 11 (10; 15) 0,963 (0,403; 2,888) 9,9 (9; 10) 5,349 (2,353; 10,56)
sanr200 0.7 18 1,885 (0,495; 2,75) 18 0,306 (0,095; 0,625) 15,8 (15; 18) 0,076 (0,02; 0,163)
sanr200 0.9 42 1,746 (1,291; 2,105) 41 0,266 (0,183; 0,379) 40,2 (38; 41) 0,159 (0,103; 0,232)
sanr400 0.5 13 6,094 (0,641; 8,646) 12,7 (12; 13) 1,506 (0,218; 3,54) 11,1 (11; 12) 0,521 (0,197; 0,96)
sanr400 0.7 21 5,005 (4,357; 5,5) 20,6 (20; 21) 1,593 (0,198; 4,331) 18 (17; 19) 0,563 (0,167; 1,055)
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7.2 Kakovost algoritma simulirano ohlajanje
V tabeli 7.3 vidimo primerjavo med zaporedno razlicˇico simuliranega ohlajanja,
s katero smo se seznanili v pricˇujocˇem delu, oznacˇimo jo z SA C, in algoritmom
simuliranega ohlajanja, opisanim v [14], objavljenim leta 2007, oznacˇimo ga z
SA GXXP. Preizkus je bil izveden na vseh 80 DIMACS primerkih. V tabeli so v
drugem, tretjem in cˇetrtem stolpcu navedene lastnosti primerkov, |V| oznacˇuje
sˇtevilo vozliˇscˇ v grafu, |E| oznacˇuje sˇtevilo povezav in gostota oznacˇuje gostoto
grafa, izracˇunano po standardni formuli (glej enacˇbo 7.1). Preizkus algoritma
SA C je bil izveden na strezˇniku Dell 1950. Po do sedaj zbranih informacijah
ni boljˇse implementacije algoritma simulirano ohlajanje za resˇevanje problema
najvecˇjega polnega podgrafa (ali za resˇevanje katerega izmed ekvivalentnih
problemov). Avtorji so v [14] objavili rezultate preizkusa algoritma, napisanega
v programskem jeziku C++, na racˇunalniku s procesorjem Intel Pentium III,
866 MHz. Pri tem so kot rezultat navedli najboljˇsi najdeni rezultat preko
dolocˇeno sˇtevilo zagonov (odvisno od primerka, od 20 do 200). Kot je razvidno
iz tabele, je predlagani algoritem SA C dosegel vsaj enako kakovost resˇitve pri
vseh primerkih, razen pri hamming8-2 in hamming10-2. Boljˇso kakovost resˇitev
je algoritem SA C dosegel pri 35 primerkih.
Gostota =
2|E|
|V |(|V | − 1) (7.1)
Cˇase za resˇevanje tezˇje primerjamo zaradi razlicˇnih sistemov in ker avtorji
niso navedli cˇasov izvajanja standardnega primerjalnega preizkusa DIMACS.
Kljub temu opazimo, da je predlagani algoritem SA C pri dolocˇenih primerkih
(npr. DCJC1000.5) za dva reda velikosti boljˇsi od algoritma SA GXXP pri
enako dobrem najboljˇsem rezultatu.
Cˇe primerjamo resˇitve predlaganega algoritma SA C z zelo uspesˇnim al-
goritmom dinamicˇno lokalno iskanje, angl. dynamic local search, za resˇevanje
problema najvecˇjega polnega podgrafa, leta 2006 opisanim v [43], ugotovimo,
da je algoritem SA C pri 67 DIMACS primerkih dosegel enako dobro resˇitev
kot tisti v [43] (v tabeli 7.3 oznacˇeno z zvezdico (*)). Pri nobenem izmed
primerkov algoritem SA C ni dosegel boljˇse kakovosti resˇitve.
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Tabela 7.3: Primerjava zaporednega algoritma simulirano ohlajanje z obstoje-
cˇim algoritmom za problem najvecˇje neodvisne mnozˇice (Dell 1950)
Primerek |V| |E| Gostota SA GXXP [14] Predlagani SA C
Kakovost Cˇas (s) Kakovost Cˇas (s)
brock200 1 200 14834 0,745 21 5 21* 2,608 (0,659; 3,367)
brock200 2 200 9876 0,496 12 8 12* 0,128 (0,032; 0,281)
brock200 3 200 12048 0,605 14 2 15* 0,141 (0,029; 0,321)
brock200 4 200 13089 0,658 16 <1 17* 1,368 (0,448; 2,585)
brock400 1 400 59723 0,748 25 22 25 5,2 (4,044; 5,766)
brock400 2 400 59786 0,749 25 29 25,3 (25; 28) 5,32 (3,886; 6,098)
brock400 3 400 59681 0,748 25 26 26,3 (25; 30) 4,296 (2,752; 5,465)
brock400 4 400 59765 0,749 25 26 29,1 (25; 33*) 5,384 (1,458; 6,407)
brock800 1 800 207505 0,649 21 131 20,4 (20; 21) 11,627 (1,483; 15,63)
brock800 2 800 208166 0,651 21 124 20,7 (20; 21) 13,582 (10,92; 16,951)
brock800 3 800 207333 0,649 21 122 21,2 (20; 22) 13,209 (11,083; 14,475)
brock800 4 800 207643 0,650 21 125 20,6 (20; 21) 13,137 (9,318; 15,23)
C125.9 125 6963 0,898 34 <1 34* 0,687 (0,332; 0,97)
C250.9 250 27984 0,899 44 4 44* 1,879 (1,64; 2,065)
C500.9 500 112332 0,900 57 59 56,2 (56; 57*) 4,093 (3,443; 5,128)
C1000.9 1000 450079 0,901 68 222 66,8 (65; 68*) 7,676 (6,154; 10,535)
C2000.5 2000 999836 0,500 16 877 15,9 (15; 16*) 40,907 (3,341; 52,638)
C2000.9 2000 1799532 0,900 74 776 74,9 (74; 76) 17,221 (14,204; 21,053)
C4000.5 4000 4000268 0,500 17 903 16,7 (16; 17) 67,926 (12,73; 111,705)
c-fat200-1 200 1534 0,077 12 <1 12* 0,034 (0,024; 0,059)
c-fat200-2 200 3235 0,163 24 <1 22,2 (22; 24*) 0,031 (0,023; 0,055)
c-fat200-5 200 8473 0,426 58 <1 56,8 (56; 58*) 0,027 (0,016; 0,042)
c-fat500-1 500 4459 0,036 14 4 14* 0,216 (0,165; 0,405)
c-fat500-2 500 9139 0,073 26 <1 25,2 (24; 26*) 0,205 (0,158; 0,388)
c-fat500-5 500 23191 0,186 64 <1 62,4 (62; 64*) 0,183 (0,141; 0,349)
c-fat500-10 500 46627 0,374 126 <1 125,3 (124; 126*) 0,16 (0,112; 0,465)
DSJC500.5 500 62624 0,502 13 17 13* 4,121 (0,525; 8,359)
DSJC1000.5 1000 249826 0,500 15 363 14,5 (14; 15*) 13,638 (1,342; 26,532)
gen200 p0.9 44 200 17910 0,900 44 21 44* 1,637 (1,409; 1,999)
gen200 p0.9 55 200 17910 0,900 55 1 55* 1,637 (1,209; 1,862)
gen400 p0.9 55 400 71820 0,900 55 31 55* 3,304 (2,773; 3,923)
gen400 p0.9 65 400 71820 0,900 65 28 65* 3,434 (2,493; 4,513)
gen400 p0.9 75 400 71820 0,900 75 75 75* 3,871 (3,689; 4,159)
hamming6-2 64 1824 0,905 32 <1 31,2 (31; 32*) 0,674 (0,001; 1,207)
hamming6-4 64 704 0,349 4 <1 4* 0,007 (0,003; 0,014)
hamming8-2 256 31616 0,969 128 3 127 2,022 (1,991; 2,076)
hamming8-4 256 20864 0,639 16 <1 16* 0,082 (0,023; 0,178)
hamming10-2 1024 518656 0,990 512 427 511 5,641 (5,216; 6,205)
hamming10-4 1024 434176 0,829 40 144 40* 10,374 (10; 10,864)
johnson8-2-4 28 210 0,556 4 <1 4* 0,007 (0,001; 0,028)
johnson8-4-4 70 1855 0,768 14 <1 14* 0,006 (0,002; 0,01)
johnson16-2-4 120 5460 0,765 8 <1 8* 0,008 (0,003; 0,017)
johnson32-2-4 496 107880 0,879 16 <1 16* 0,035 (0,022; 0,077)
keller4 171 9435 0,649 11 <1 11* 0,028 (0,009; 0,093)
keller5 776 225990 0,752 27 143 27* 8,154 (7,313; 8,794)
keller6 3361 4619898 0,818 51 644 57,4 (55; 59*) 33,437 (23,748; 41,559)
MANN a9 45 918 0,927 16 <1 16* 0,006 (0,001; 0,022)
MANN a27 378 70551 0,990 126 49 125,8 (125; 126*) 4,097 (3,154; 5,332)
MANN a45 1035 533115 0,996 334 393 338,9 (338; 340) 11,159 (10,299; 11,985)
MANN a81 3321 5506380 0,999 1080 1879 1082,8 (1081; 1085) 0,084 (0,055; 0,265)
p hat300-1 300 10933 0,244 8 <1 8* 0,146 (0,072; 0,339)
p hat300-2 300 21928 0,489 25 <1 25* 1,865 (0,242; 2,898)
p hat300-3 300 33390 0,744 36 2 36* 2,844 (2,345; 3,41)
(Se nadaljuje)
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Tabela 7.3: Primerjava zaporednega algoritma simulirano ohlajanje z obstoje-
cˇim algoritmom za problem najvecˇje neodvisne mnozˇice (Dell 1950, nadaljeva-
nje)
Primerek |V| |E| Gostota SA GXXP [14] Predlagani SA C
Kakovost Cˇas (s) Kakovost Cˇas (s)
p hat500-1 500 31569 0,253 9 <1 9* 0,271 (0,141; 0,583)
p hat500-2 500 62946 0,505 36 1 36* 4,319 (2,649; 5,059)
p hat500-3 500 93800 0,752 50 32 50* 4,198 (3,757; 4,703)
p hat700-1 700 60999 0,249 11 18 11* 8,425 (1,645; 17,681)
p hat700-2 700 121728 0,498 44 3 44* 6,353 (5,251; 7,027)
p hat700-3 700 183010 0,748 62 12 62* 4,452 (3,932; 5,25)
p hat1000-1 1000 122253 0,245 10 6 10* 2,376 (0,832; 5,9)
p hat1000-2 1000 244799 0,490 46 16 46* 9,536 (7,977; 11,394)
p hat1000-3 1000 371746 0,744 68 100 68* 7,877 (6,135; 8,687)
p hat1500-1 1500 284923 0,253 12 490 11,8 (11; 12*) 36,515 (1,478; 52,699)
p hat1500-2 1500 568960 0,506 65 40 65* 13,701 (11,894; 14,951)
p hat1500-3 1500 847244 0,754 94 215 94* 10,444 (9,235; 11,855)
san200 0.7 1 200 13930 0,700 17 9 29 (21; 30*) 3,75 (0,085; 5,295)
san200 0.7 2 200 13930 0,700 15 9 16,7 (15; 18*) 2,714 (0,026; 4,612)
san200 0.9 1 200 17910 0,900 61 12 69,6 (69; 70*) 2,402 (1,96; 2,982)
san200 0.9 2 200 17910 0,900 60 12 60* 2,391 (2,235; 2,508)
san200 0.9 3 200 17910 0,900 44 6 44* 1,836 (1,634; 1,981)
san400 0.5 1 400 39900 0,500 7 <1 13* 1,313 (0,166; 3,094)
san400 0.7 1 400 55860 0,700 21 36 23,6 (21; 40*) 5,401 (0,034; 9,271)
san400 0.7 2 400 55860 0,700 16 25 20,2 (19; 30*) 7,945 (0,531; 10,033)
san400 0.7 3 400 55860 0,700 17 30 18,9 (17; 22*) 7,351 (0,339; 8,972)
san400 0.9 1 400 71820 0,900 57 38 100* 4,652 (4,005; 5,602)
san1000 1000 250500 0,502 8 <1 11,3 (10; 15*) 3,693 (0,385; 16,656)
sanr200 0.7 200 13868 0,697 18 <1 18* 1,885 (0,495; 2,75)
sanr200 0.9 200 17863 0,898 42 5 42* 1,746 (1,291; 2,105)
sanr400 0.5 400 39984 0,501 13 17 13* 6,094 (0,641; 8,646)
sanr400 0.7 400 55869 0,700 21 13 21* 5,005 (4,357; 5,5)
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7.3 Cena komunikacije
Tabela 7.5 predstavlja primerjavo cˇasov izvajanja treh metahevristicˇnih algo-
ritmov med OpenMPI in PVM na LSC Adria. Edina razlika med OpemMPI
in PVM zagoni je v tem, da se uporablja drugo orodje, sicer pa je potek
algoritmov enak (enako sˇtevilo iteracij, enaka kakovost resˇitve, enak vzorec ko-
munikacije med procesi). Preizkus je bil izveden z uporabo 16 procesorjev na
superracˇunalniku LSC Adria, pri cˇemer je na vsakem procesorju tekel natanko
en proces.
Cˇase izvajanja lahko statisticˇno analiziramo z uporabo Studentovega t-
preizkusa znacˇilnosti (parametricˇni in parni). Pri tem postavimo nicˇelno hipo-
tezo, da sta populaciji cˇasov izvajanja pri OpenMPI in PVM enaki. Za stopnjo
zaupanja vzamemo 95%, kar pomeni, da nicˇelno hipotezo zavrnemo, kadar je
vrednost p manjˇsa kot 0,05. V tabeli 7.4 vidimo rezultate preizkusa. Ugo-
tovimo lahko, da je pri simuliranem ohlajanju in razprsˇenem iskanju razlika
vedno statisticˇno pomembna. S pomocˇjo tabele 7.5 ugotovimo, da je povprecˇni
cˇas izvajanja pri algoritmih simulirano ohlajanje in razprsˇeno iskanje pri PVM
manjˇsi od povprecˇnega cˇasa izvajanja pri OpenMPI, kar pomeni, da je ko-
munikacija med procesi s pomocˇjo PVM ucˇinkovitejˇsa od OpenMPI pri teh
dveh algoritmih. Cˇe pogledamo sˇe navzkrizˇno entropijo, lahko ugotovimo, da
je razlika statisticˇno pomembna pri vseh primerkih, razen C4000.5 in keller6,
za slednjega ni podatka. Ko uposˇtevamo sˇe cˇase v tabeli 7.5, ugotovimo, da je
OpenMPI boljˇsi pri primerkih brock200 1 in MANN a45 ter da je PVM boljˇsi
pri primerkih C1000.9 in MANN a81. Torej za navzkrizˇno entropijo ne mo-
remo recˇi, kateri algoritem je boljˇsi, saj se rezultat nagiba bodisi k OpenMPI
bodisi k PVM, odvisno od primerka.
Vendar moramo pri navzkrizˇni entropiji uposˇtevati sˇe to, da je komunika-
cija pri PVM bolj zahtevna kot pri OpenMPI, ker PVM ne podpira operacije
All reduce in je bila nadomesˇcˇena z zaporedjem redukcije in razposˇiljanja.
Vendar to ni najboljˇse mozˇno nadomestilo za operacijo All reduce. Kolikor
bi pri PVM implementacijo te operacije izboljˇsali, bi se morda izkazalo, da je
uporaba PVM ucˇinkovitejˇsa.
V tabeli 7.6 vidimo enako primerjavo, kot je opisana v prvem odstavku,
izvedeno na strezˇniku Dell R200. Preizkus je bil izveden z uporabo enega
procesorja s sˇtirimi jedri, pri cˇemer je na vsakem jedru tekel natanko en pro-
ces. Rezultati te tabele se bistveno razlikujejo od preizkusa na LSC Adria.
Pri simuliranem ohlajanju in razprsˇenem iskanju vidimo, da se razmerje med
cˇasom OpenMPI in PVM giblje zelo blizu 1 (razen za primerek MANN a9).
Anomalijo pri primerku MANN a9 lahko pripiˇsemo temu, da je cˇas izvajanja
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Tabela 7.4: Studentov t-preizkus cˇasa izvajanja vzporednega algoritma med
OpenMPI in PVM za problem najvecˇje neodvisne mnozˇice (LSC Adria)
(a) Simulirano ohlajanje
Primerek p-vrednost Interval zaupanja
brock200 1 1.11E-07 6.430 8.708
C1000.9 8.29E-09 15.333 19.199
C4000.5 3.75E-09 55.273 67.876
keller6 1.75E-10 39.658 45.857
MANN a9 9.08E-07 4.733 6.986
MANN a45 6.58E-10 14.930 17.672
MANN a81 0.005 3.189 13.309
(b) Razprsˇeno iskanje
Primerek p-vrednost Interval zaupanja
brock200 1 1.05E-08 5.893 7.423
C1000.9 2.01E-14 9.077 9.568
C4000.5 7.60E-06 11.811 19.593
keller6 1.05E-12 17.537 19.035
MANN a9 2.87E-12 2.006 2.199
MANN a45 4.88E-10 6.906 8.129
MANN a81 0.003 2.323 8.608
(c) Navzkrizˇna entropija
Primerek p-vrednost Interval zaupanja
brock200 1 3.36E-17 3.825 3.925
C1000.9 1.43E-09 -22.541 -18.751
C4000.5 0.648 -6.390 9.760
keller6 N.P. N.P. N.P.
MANN a9 9.99E-08 2.025 2.733
MANN a45 0.002 0.814 2.537
MANN a81 0.015 -71.818 -11.223
za ta primerek izredno majhen in se zato bolj odrazˇa cena postavitve okolja
OpenMPI (PVM te cene nima, saj je okolje zˇe postavljeno). Za razliko od LSC
Adrie pri tem preizkusu ne bomo mogli ugotoviti, da je razlika med OpenMPI
in PVM statisticˇno pomembna, saj so si vrednosti prevecˇ podobne. Cˇe pogle-
damo sˇe navzkrizˇno entropijo, opazimo, da je OpenMPI hitrejˇsi pri primerkih
brock200 1 in MANN a9. To sta primerka, katerih cˇas izvajanja je majhen in
zato potrjuje dejstvo, da je potrebno pri OpenMPI najprej postaviti okolje,
pri PVM pa ne. Pri ostalih primerkih pa opazimo, da je OpenMPI hitrejˇsi
za priblizˇno 2- do 5-krat. Kot zˇe omenjeno v prejˇsnjem odstavku, izvajata
OpenMPI in PVM algoritma operacijo All reduce na razlicˇen nacˇin, kar ima
za posledico pricˇujocˇe rezultate.
Analizo zakljucˇimo z ugotovitvijo, da se algoritem, ki uporablja OpenMPI,
izvaja priblizˇno enako dolgo kot algoritem, ki uporablja PVM, pod pogojem,
da tecˇejo vsi procesi na istem procesorju (in morda tudi racˇunalniku). To
namiguje, da je razlika v rezultatih na LSC Adria posledica razlicˇno hitrega
odziva in prenosa podatkov preko omrezˇja, saj OpenMPI in PVM, kot zˇe
omenjeno, uporabljata razlicˇne nacˇine komunikacije. Taksˇno ugotovitev bi







Tabela 7.5: Primerjava cˇasa izvajanja vzporednega algoritma med OpenMPI in PVM za problem najvecˇje
neodvisne mnozˇice (LSC Adria)
Simulirano ohlajanje Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 4 (2; 8) 21 8,967 (5,72; 12,326) 1,398 (0,629; 2,704) 6,414
C1000.5 9,4 (8; 11) 67,8 (67; 68) 26,127 (18,972; 31,14) 8,861 (7,615; 10,267) 2,949
C4000.5 7,8 (2; 11) 17 123,555 (67,822; 149,694) 61,981 (19,67; 79,397) 1,993
keller6 8,7 (8; 9) 59 74,895 (65,963; 82,089) 32,138 (30,183; 33,545) 2,33
MANN a9 1,9 (1; 2) 16 5,881 (2,071; 7,325) 0,022 (0,019; 0,028) 267,318
MANN a45 17,3 (15; 18) 340 31,4 (28,42; 34,416) 15,1 (13,559; 15,571) 2,079
MANN a81 3,2 (1; 13) 1082,3 (1081; 1088) 15,125 (2,217; 56,212) 6,876 (0,171; 36,532) 2,2
Razprsˇeno iskanje Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 2,1 (1; 4) 21 7,146 (5,406; 8,18) 0,488 (0,299; 0,891) 14,643
C1000.5 6,8 (4; 15) 62,1 (60; 64) 15,821 (13,094; 24,297) 6,499 (4,457; 14,222) 2,434
C4000.5 2,3 (1; 5) 16 31,476 (8,522; 46,911) 15,774 (6,393; 27,788) 1,995
keller6 6,9 (4; 13) 53,8 (52; 56) 42,63 (34,679; 62,355) 24,344 (13,833; 43,86) 1,751
MANN a9 1 16 2,114 (2,066; 2,494) 0,012 (0,008; 0,034) 176,167
MANN a45 3,3 (1; 5) 339,1 (338; 340) 10,648 (6,411; 12,925) 3,131 (1,323; 5,136) 3,401
MANN a81 1 1088,3 (1088; 1089) 7,32 (2,29; 14,923) 1,854 (0,229; 4,311) 3,948
Navzkrizˇna entropija Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 7,4 (5; 11) 20,1 (20; 21) 4,137 (4,129; 4,15) 0,263 (0,163; 0,379) 15,73
C1000.5 26,8 (23; 32) 64,1 (64; 65) 14,94 (13,39; 17,201) 35,586 (29,675; 43,105) 0,42
C4000.5 1 15,2 (15; 16) 43,71 (26,031; 50,871) 42,025 (39,083; 45,534) 1,04
keller6 33,2 (5; 42) 49,9 (48; 51) 525,216 (360,896; 630,092) N.P. N.P.
MANN a9 1 16 2,39 (2,07; 3,128) 0,011 (0,009; 0,014) 217,273
MANN a45 3 (1; 6) 338 5,587 (3,618; 7,515) 3,912 (0,819; 8,417) 1,428







Tabela 7.6: Primerjava cˇasa izvajanja vzporednega algoritma med OpenMPI in PVM za problem najvecˇje
neodvisne mnozˇice (Dell R200)
Simulirano ohlajanje Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 7,4 (2; 11) 21 2,161 (0,633; 2,763) 2,086 (0,586; 2,784) 1,036
C1000.9 7,7 (7; 9) 66,8 (66; 68) 6,069 (5,067; 8,066) 6,069 (5,282; 7,461) 1
C4000.5 2 17 57,705 (19,064; 75,942) 57,637 (19,14; 75,768) 1,001
keller6 7,6 (7; 9) 58 (57; 59) 23,968 (19,896; 27,282) 24,135 (19,82; 28,076) 0,993
MANN a9 1,9 (1; 2) 16 0,231 (0,057; 0,261) 0,022 (0,009; 0,03) 10,5
MANN a45 16,7 (16; 19) 339,7 (339; 340) 8,707 (8,182; 9,811) 8,935 (8,117; 9,527) 0,974
MANN a81 1 1081,9 (1080; 1088) 1,06 (0,107; 6,401) 1,047 (0,06; 6,526) 1,012
Razprsˇeno iskanje Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 2,7 (1; 5) 21 0,336 (0,221; 0,559) 0,326 (0,201; 0,54) 1,031
C1000.9 6,1 (5; 8) 61,1 (59; 63) 2,621 (2,171; 3,138) 2,646 (2,05; 3,135) 0,991
C4000.5 4,5 (1; 11) 16 13,513 (6,808; 24,573) 13,504 (6,452; 24,667) 1,001
keller6 7,1 (5; 13) 51,8 (49; 54) 11,98 (8,551; 19,838) 11,984 (8,64; 20,338) 1
MANN a9 1 16 0,068 (0,055; 0,078) 0,013 (0,011; 0,029) 5,231
MANN a45 4,3 (1; 13) 338,4 (338; 339) 1,751 (0,098; 4,699) 1,798 (0,042; 4,83) 0,974
MANN a81 1,5 (1; 6) 1088,3 (1088; 1089) 1,444 (0,188; 6,945) 1,454 (0,144; 7,221) 0,993
Navzkrizˇna entropija Sˇtevilo
Kakovost
Cˇas Cˇas Razmerje cˇas
Primerek iteracij OpenMPI PVM OpenMPI/PVM
brock200 1 8,1 (3; 12) 19,6 (19; 20) 4,137 (4,129; 4,15) 0,824 (0,401; 1,126) 5,021
C1000.9 31 (28; 35) 63,4 (62; 64) 14,94 (13,39; 17,201) 123,405 (113,771; 137,94) 0,121
C4000.5 1,3 (1; 2) 15 43,71 (26,031; 50,871) 167,205 (119,087; 278,231) 0,261
keller6 10,5 (1; 42) 46,9 (46; 50) 525,216 (360,896; 630,092) 1033,527 (71,009; 3665,111) 0,508
MANN a9 1,1 (1; 2) 16 2,39 (2,07; 3,128) 0,022 (0,01; 0,07) 108,636
MANN a45 4,8 (2; 9) 338 5,587 (3,618; 7,515) 20,394 (7,839; 39,899) 0,274
MANN a81 6,2 (2; 11) 1089 (1088; 1090) 137,854 (39,378; 197,634) 689,687 (147,133; 1069,154) 0,2
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7.4 Cˇas izvajanja in sˇtevilo iteracij
Tabela 7.7 prikazuje primerjavo med zaporednimi in vzporednimi metahevri-
sticˇnimi algoritmi glede na sˇtevilo iteracij in cˇas pri fiksni kakovosti resˇitve.
Preizkus je bil izveden na superracˇunalniku LSC Adria z uporabo 16 procesov
na enak nacˇin kot v prejˇsnjem razdelku. Cˇe zˇelimo primerjati cˇas izvajanja
in sˇtevilo iteracij, moramo opraviti meritve pri istem rezultatu, zato fiksiramo
kakovosti resˇitev. Primerjava je mogocˇa le, cˇe fiksiramo kakovost resˇitve na
najmanjˇso dosezˇeno kakovost resˇitve pri dolocˇenem primerku, vzeto cˇez zapo-
redni in vzporedni algoritem.
Ugotovimo lahko, da je pri simuliranem ohlajanju povprecˇno sˇtevilo iteracij
pri vseh primerkih, razen pri MANN a81, manjˇse kot pri zaporednem algoritmu
za razmerje med 1 in 3. Pri razprsˇenem iskanju in pri navzkrizˇni entropiji je
vzporedni algoritem pri vseh sedmih primerkih vsaj tako dober kot zaporedni
algoritem, razmerje se giblje med 1 in 4.
Ker imamo meritve tako zaporednega kot vzporednega algoritma, lahko
izracˇunamo pospesˇitev. Pri preizkusu je bilo uporabljenih 16 procesov, zato
je najvecˇja mozˇna pospesˇitev 16. Kot vidimo v zadnjih dveh stolpcih, je bila
pospesˇitev bistveno manjˇsa od 16. Pri PVM je skoraj pri vseh primerkih za
vse tri algoritme nad 1. Drugacˇe je bilo pri OpenMPI, kjer je bila pospesˇitev
manjˇsa od 1 za vse primerke pri simuliranem ohlajanju in navzkrizˇni entropiji.
Kadar je pospesˇitev manjˇsa od 1, je bolje, da izvajamo zaporedni algoritem
kot vzporednega.
Iz tabele 7.8 vidimo enako primerjavo, kot je opisana v prejˇsnjem odstavku,
izvedeno na strezˇniku Dell R200. Preizkus je bil izveden z uporabo sˇtirih pro-
cesorjev, pri cˇemer je na vsakem procesorju tekel natanko en proces. Vidimo,
da je pri simuliranem ohlajanju razmerje iteracij precej blizu 1. Pri preizkusu
na LSC Adria ni bilo tako, ker je bilo tam uporabljenih 16 procesov, in ne
samo sˇtirje. Najvecˇja mozˇna pospesˇitev je 4, vendar kot je razvidno iz zadnjih
dveh stolpcev, je pospesˇitev le malo vecˇja od 1, razen za primerek MANN -
a81. Cˇe pogledamo sˇe algoritma razprsˇeno iskanje in navzkrizˇna entropija,
vidimo, da razmerje iteracij niha med 1 in 3, odvisno od primerka, kar je bolje
od simuliranega ohlajanja. Pospesˇitve so pri razprsˇenem iskanju in navzkrizˇni
entropiji sicer boljˇse kot pri simuliranem ohlajanju, vendar v vecˇini sˇe vedno
precej manjˇse od 4. Ena izmed dobrih izjem je resˇevanje primerka C4000.5 z
navzkrizˇno entropijo, kjer je pospesˇitev pri PVM enaka 2,685.
Zakljucˇimo lahko, da preizkusˇeni vzporedni algoritmi niso dosegli dobre
pospesˇitve. Eden izmed bolj pomembnih vzrokov je relativno majhno razmerje
sˇtevila iteracij med zaporednimi in vzporednimi algoritmi, ki onemogocˇa, da bi
pospesˇitev dobro narasˇcˇala s sˇtevilom procesov. Za dobro pospesˇitev bi moralo










Tabela 7.7: Primerjava cˇasa izvajanja in sˇtevila iteracij med zaporednimi in vzporednimi algoritmi pri fiksni kakovosti
resˇitve za problem najvecˇje neodvisne mnozˇice (LSC Adria)
Simulirano ohlajanje Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 21 2,6 (1; 3) 8,2 (2; 11) 8 (5; 11) 1,4 (< ; 3) 3 (1; 7) 0,325 1,857 2,733
C1000.5 65 9,6 (8; 11) 8,6 (7; 10) 22,2 (19; 25) 7,1 (6; 8) 6,3 (5; 7) 0,432 1,352 1,365
C4000.5 16 27,3 (20; 40) 2,7 (2; 4) 65,8 (65; 66) 19,5 (19; 20) 1 0,415 1,4 2,7
keller6 55 30,2 (23; 36) 8,1 (6; 10) 63,4 (57; 71) 25,4 (23; 27) 5,6 (5; 6) 0,476 1,189 1,446
MANN a9 16 <  1,9 (1; 2) 4,9 (2; 6) <  1 N.M.I N.M.I 1,9
MANN a45 338 16,2 (15; 17) 18,2 (17; 19) 25,5 (21; 28) 11,9 (11; 13) 12,1 (11; 14) 0,635 1,361 1,504
MANN a81 1081 <  1 12,1 (2; 30) 4,9 (< ; 16) 2 (1; 5) N.M.I N.M.I 0,5
Razprsˇeno iskanje Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 20 1 2,6 (2; 3) 5,3 (5; 6) 0,1 (< ; 1) 1 0,189 10 2,6
C1000.5 58 5,1 (3; 9) 8 (5; 14) 12,4 (10; 14) 3,3 (2; 4) 3,3 (2; 4) 0,411 1,545 2,424
C4000.5 15 6 (5; 9) 1,7 (1; 3) 22,8 (22; 23) 8,7 (8; 9) 1 0,263 0,69 1,7
keller6 48 18,9 (12; 51) 8,5 (6; 22) 27,2 (26; 30) 9,4 (8; 12) 2,3 (2; 3) 0,695 2,011 3,696
MANN a9 16 0,2 (< ; 1) 1 5,1 (5; 6) <  1 0,039 N.M.I 1
MANN a45 337 1,2 (< ; 6) 2,8 (1; 10) 6,1 (6; 7) 1 1 0,197 1,2 2,8
MANN a81 1087 4,2 (0; 41) 2,9 (1; 20) 13,8 (13; 14) 3,1 (3; 4) 1 0,304 1,355 2,9
Navzkrizˇna entropija Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 18 <  4,1 (1; 9) 2,4 (2; 4) <  1,2 (1; 2) N.M.I N.M.I 3,417
C1000.5 52 2,5 (< ; 5) 4,8 (1; 9) 2,5 (2; 3) 0,7 (0; 1) 1 1 3,571 4,8
C4000.5 15 129,9 (39; 369) 3,6 (1; 10) 30,1 (26; 31) 42,7 (38; 45) 1 4,316 3,042 3,6
keller6 43 33,4 (20; 65) 1,5 (1; 3) 17,1 (15; 18) N.P. 1 1,953 N.P. 1,5
MANN a9 16 <  1,4 (1; 3) 2 <  1 N.M.I N.M.I 1,4
MANN a45 336 1,1 (1; 2) 1,2 (1; 3) 2,6 (2; 3) 0,8 (< ; 1) 1 0,423 1,375 1,2







Tabela 7.8: Primerjava cˇasa izvajanja in sˇtevila iteracij med zaporednimi in vzporednimi algoritmi pri fiksni kakovosti
resˇitve za problem najvecˇje neodvisne mnozˇice (Dell R200)
Simulirano ohlajanje Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 21 1,8 (< ; 3) 8,2 (2; 11) 2,1 (0; 3) 2 (< ; 3) 7,4 (2; 11) 0,857 0,9 1,108
C1000.9 65 5,5 (5; 6) 8,6 (7; 10) 4,9 (4; 7) 5,1 (4; 6) 7,7 (7; 9) 1,122 1,078 1,117
C4000.5 16 29,8 (19; 47) 2,7 (2; 4) 19,3 (19; 20) 19,2 (19; 20) 2 1,544 1,552 1,35
keller6 55 22,2 (18; 26) 8,1 (6; 10) 21,3 (20; 24) 21,3 (20; 24) 7,6 (7; 9) 1,042 1,042 1,066
MANN a9 16 0,1 (< ; 1) 1,9 (1; 2) 0,3 (< ; 1) <  1,9 (1; 2) 0,333 N.M.I. 1
MANN a45 338 8,5 (8; 9) 18,2 (17; 19) 7,7 (7; 9) 7,9 (7; 9) 16,7 (16; 19) 1,104 1,076 1,09
MANN a81 1081 0,3 (< ; 1) 1 0,1 (< ; 1) 0,1 (< ; 1) 1 3 3 1
Razprsˇeno iskanje Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo / Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 20 0,4 (< ; 1) 2,6 (2; 3) <  0,3 (< ; 1) 1 N.M.I. 1,333 2,6
C1000.9 58 2,8 (1; 5) 8 (5; 14) 2 (1; 3) 2,1 (2; 3) 4,1 (3; 5) 1,4 1,333 1,951
C4000.5 15 5,9 (5; 8) 1,7 (1; 3) 7 (6; 8) 6,9 (6; 7) 1 0,843 0,855 1,7
keller6 48 11,6 (8; 27) 8,5 (6; 22) 6,8 (5; 9) 7 (5; 9) 3,4 (2; 5) 1,706 1,657 2,5
MANN a9 16 <  1 0,2 (< ; 1) 0,1 (< ; 1) 1 N.M.I. N.M.I. 1
MANN a45 337 0,5 (< ; 3) 2,8 (1; 10) 0,4 (< ; 1) 0,3 (< ; 1) 1 1,25 1,667 2,8
MANN a81 1087 2,1 (< ; 21) 2,9 (1; 20) 1,4 (1; 2) 1,6 (1; 2) 1 1,5 1,313 2,9
Navzkrizˇna entropija Zaporedni algoritem Vzporedni algoritem Razmerje iteracij
Primerek Kakovost Cˇas
Sˇtevilo Cˇas Cˇas Sˇtevilo Pospesˇitev Pospesˇitev zaporedni /
iteracij OpenMPI PVM iteracij OpenMPI PVM vzporedni
brock200 1 18 <  4,1 (1; 9) 0,2 (< ; 1) <  2,4 (1; 4) N.M.I. N.M.I. 1,708
C1000.9 52 9,1 (2; 18) 4,8 (1; 9) 4,6 (2; 11) 5,9 (2; 17) 2,1 (1; 5) 1,978 1,542 2,286
C4000.5 15 395,5 (87; 1156) 3,6 (1; 10) 156,5 (119; 242) 147,3 (119; 209) 1,3 (1; 2) 2,527 2,685 2,769
keller6 43 98,4 (56; 156) 1,5 (1; 3) 72,1 (71; 73) 71,8 (71; 75) 1 1,365 1,37 1,5
MANN a9 16 <  1,4 (1; 3) 0,1 (< ; 1) <  1,1 (1; 2) N.M.I. N.M.I. 1,273
MANN a45 336 3,2 (2; 8) 1,2 (1; 3) 2,9 (2; 3) 2,6 (2; 3) 1 1,103 1,231 1,2
MANN a81 1088 233,3 (79; 474) 3,2 (1; 8) 147,9 (81; 248) 147,4 (80; 259) 1,8 (1; 3) 1,577 1,583 1,778
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7.5 Kakovost resˇitev in sˇtevilo iteracij
V tabeli 7.9 vidimo primerjavo med zaporednimi in vzporednimi metahevri-
sticˇnimi algoritmi glede na kakovost resˇitve in sˇtevilo iteracij. Preizkus je bil
izveden na LSC Adria z uporabo 16-ih procesov, pod zˇe opisanimi pogoji. Pri
preizkusu so imeli vsi algoritmi podano ciljno kakovost resˇitve, kot je razvidno
iz drugega stolpca tabele. Opazimo lahko, da je povprecˇna kakovost resˇitev
pri vseh treh vzporednih algoritmih enaka ali boljˇsa od kakovosti zaporednega
algoritma. Razlika je relativno majhna, med 0 in 10 odstotki. Razlog za to je,
da je preiskanost prostora pri vzporednem algoritmu vecˇja in da je vzporedni
algoritem, potem ko je enkrat presegel prag zˇelene kakovosti, le-tega presegel
za vecˇ kot zaporedni algoritem, saj je imel hkrati na razpolago rezultate 16
procesov, in ne samo enega, kot je to pri zaporednem algoritmu.
Cˇe pogledamo sˇe razmerje iteracij (ki je izracˇunano kot razmerje med pov-
precˇno vrednostjo sˇtevila iteracij vzporednega algoritma proti povprecˇni vre-
dnosti sˇtevila iteracij zaporednega algoritma), vidimo, da je vzporedni algo-
ritem pri vseh treh metahevristicˇnih algoritmih v vecˇini primerov potreboval
manj iteracij kot zaporedni algoritem (razmerje manjˇse od 1). Vendar hkrati
vidimo tudi to, da razmerje nikoli ni manjˇse od 0,2. V taksˇnem primeru je
najboljˇsa mozˇna teoreticˇna pospesˇitev 5, kar pomeni, da bi lahko algoritem
ucˇinkovito uporabil do 5 procesov. To slabo razmerje iteracij ima za posledico,
da imajo vsi trije metahevristicˇni algoritmi relativno majhno pospesˇitev, kar
smo videli zˇe v prejˇsnjem razdelku.
V tabeli 7.10 vidimo enako primerjavo, kot je opisana v prvem odstavku,
izvedeno na strezˇniku Dell R200 z uporabo sˇtirih procesov. Cˇe zacˇnemo s si-
muliranim ohlajanjem, vidimo, da je pri primerku C4000.5 bistvena razlika v
povprecˇnem sˇtevilu iteracij, 2 pri Dell R200 in 7,8 pri LSC Adria. Pri nekem
drugem primerku, npr. brock200 1, je razlika ravno obratna in je povprecˇno
sˇtevilo iteracij pri Dell R200 7,4 ter na LSC Adria le 4. Rezultati namigu-
jejo na to, da je tezˇko recˇi, ali je bolje uporabiti sˇtiri procese ali 16 procesov
z vidika manjˇsega sˇtevila iteracij. Cˇe primerjamo sˇe kakovosti resˇitev, lahko
ugotovimo, da rezultati pri uporabi 16 procesov nikoli niso slabsˇi od tistih pri
uporabi sˇtirih procesov, kvecˇjemu boljˇsi. Cˇe analiziranje nadaljujemo na raz-
prsˇenem iskanju, ugotovimo, da je sˇtevilo iteracij pri 16 procesih vedno manjˇse
(razen pri primerku C1000.9). To je verjetno posledica dejstva, da je pri upo-
rabi 16 procesov preiskanost prostora vecˇja, saj pri iskanju sodeluje 4-krat vecˇ
procesov. Pri tem opazimo, da povprecˇna kakovost pri 16 procesih ni nikoli
slabsˇa od povprecˇne kakovosti pri sˇtirih procesih. Pri navzkrizˇni entropiji lahko
ugotovimo, da povecˇevanje sˇtevila procesov ugodno vpliva na kakovost resˇitve.
To si lahko ponovno pojasnimo z vecˇjo preiskanostjo prostora, saj je pri 16
procesih generiranih 4-krat vecˇ nakljucˇnih resˇitev. Podobno ugotovitev zabe-
lezˇimo tudi za povprecˇno sˇtevilo iteracij, saj je pri 16 procesih vedno manjˇse
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ali enako (razen pri primerku keller6). Podobno kot v prejˇsnjem odstavku
ugotovimo, da je vredno uporabljati vzporedni algoritem navzkrizˇne entropije
le, kadar je razmerje iteracij manjˇse od 1. To pri sˇtirih procesih drzˇi le za
primerka C4000.5 in MANN a9.
Zakljucˇimo lahko z ugotovitvijo, da v splosˇnem povecˇanje sˇtevila procesov
pripomore k vecˇji preiskanosti prostora in zato k boljˇsi kakovosti resˇitve. Glede
iteracij pri simuliranem ohlajanju ne moremo zakljucˇiti nicˇ konkretnega. Pri
razprsˇenem iskanju in navzkrizˇni entropiji lahko recˇemo, da se v splosˇnem s









Tabela 7.9: Primerjava kakovosti resˇitev in sˇtevila iteracij med zaporednimi in vzporednimi algoritmi za problem najvecˇje
neodvisne mnozˇice (LSC Adria)
Simulirano ohlajanje Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 21 21 8,2 (2; 11) 21 4 (2; 8) 1 0,488
C1000.5 68 66,8 (65; 68) 10,4 (8; 14) 67,8 (67; 68) 9,4 (8; 11) 1,015 0,904
C4000.5 17 16,7 (16; 17) 7,6 (2; 13) 17 7,8 (2; 11) 1,018 1,026
keller6 59 57,4 (55; 59) 10,8 (6; 15) 59 8,7 (8; 9) 1,028 0,806
MANN a9 16 16 1,9 (1; 2) 16 1,9 (1; 2) 1 1
MANN a45 340 338,9 (338; 340) 18,8 (18; 19) 340 17,3 (15; 18) 1,003 0,92
MANN a81 1085 1082,8 (1081; 1085) 1 1082,3 (1081; 1088) 3,2 (1; 13) 1 3,2
Razprsˇeno iskanje Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 21 20,3 (20; 21) 4,7 (2; 22) 21 2,1 (1; 4) 1,034 0,447
C1000.5 64 61,7 (58; 64) 14,5 (9; 38) 62,1 (60; 64) 6,8 (4; 15) 1,006 0,469
C4000.5 16 15,6 (15; 16) 6,9 (1; 18) 16 2,3 (1; 5) 1,026 0,333
keller6 55 51,2 (48; 55) 14,4 (7; 26) 53,8 (52; 56) 6,9 (4; 13) 1,051 0,479
MANN a9 16 16 1 16 1 1 1
MANN a45 339 338,1 (337; 339) 6,2 (1; 13) 339,1 (338; 340) 3,3 (1; 5) 1,003 0,532
MANN a81 1088 1087,3 (1087; 1088) 4,7 (1; 20) 1088,3 (1088; 1089) 1 1,001 0,213
Navzkrizˇna entropija Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 20 18,3 (18; 20) 6 (1; 17) 20,1 (20; 21) 7,4 (5; 11) 1,098 1,233
C1000.5 64 59,6 (52; 64) 24,6 (1; 41) 64,1 (64; 65) 26,8 (23; 32) 1,076 1,089
C4000.5 15 15 3,6 (1; 10) 15,2 (15; 16) 1 1,013 0,278
keller6 50 45,7 (43; 50) 8,5 (1; 28) 49,9 (48; 51) 33,2 (5; 42) 1,092 3,906
MANN a9 16 16 1,4 (1; 3) 16 1 1 0,714
MANN a45 338 336,9 (336; 338) 4,7 (1; 11) 338 3 (1; 6) 1,003 0,638







Tabela 7.10: Primerjava kakovosti resˇitev in sˇtevila iteracij med zaporednimi in vzporednimi algoritmi za problem najvecˇje
neodvisne mnozˇice (Dell R200)
Simulirano ohlajanje Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 21 21 8,2 (2; 11) 21 7,4 (2; 11) 1 0,902
C1000.9 68 66,8 (65; 68) 10,4 (8; 14) 66,8 (66; 68) 7,7 (7; 9) 1 0,74
C4000.5 17 16,7 (16; 17) 7,6 (2; 13) 17 2 1,018 0,263
keller6 59 57,4 (55; 59) 10,8 (6; 15) 58 (57; 59) 7,6 (7; 9) 1,01 0,704
MANN a9 16 16 1,9 (1; 2) 16 1,9 (1; 2) 1 1
MANN a45 340 338,9 (338; 340) 18,8 (18; 19) 339,7 (339; 340) 16,7 (16; 19) 1,002 0,888
MANN a81 1085 1082,8 (1081; 1085) 1 1081,9 (1080; 1088) 1 1 1
Razprsˇeno iskanje Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 21 20,3 (20; 21) 4,7 (2; 22) 21 2,7 (1; 5) 1,034 0,574
C1000.9 64 61,7 (58; 64) 14,5 (9; 38) 61,1 (59; 63) 6,1 (5; 8) 0,99 0,421
C4000.5 16 15,6 (15; 16) 6,9 (1; 18) 16 4,5 (1; 11) 1,026 0,652
keller6 55 51,2 (48; 55) 14,4 (7; 26) 51,8 (49; 54) 7,1 (5; 13) 1,012 0,493
MANN a9 16 16 1 16 1 1 1
MANN a45 339 338,1 (337; 339) 6,2 (1; 13) 338,4 (338; 339) 4,3 (1; 13) 1,001 0,694
MANN a81 1088 1087,3 (1087; 1088) 4,7 (1; 20) 1088,3 (1088; 1089) 1,5 (1; 6) 1,001 0,319
Navzkrizˇna entropija Ciljna Zaporedni algoritem Vzporedni algoritem Razmerje kakovosti Razmerje iteracij
Primerek kakovost Kakovost Sˇt. iteracij Kakovost Sˇt. iteracij vzporedni / zaporedni vzporedni / zaporedni
brock200 1 20 18,3 (18; 20) 6 (1; 17) 19,6 (19; 20) 8,1 (3; 12) 1,071 1,35
C1000.9 64 59,6 (52; 64) 24,6 (1; 41) 63,4 (62; 64) 31 (28; 35) 1,064 1,26
C4000.5 15 15 3,6 (1; 10) 15 1,3 (1; 2) 1 0,361
keller6 50 45,7 (43; 50) 8,5 (1; 28) 46,9 (46; 50) 10,5 (1; 42) 1,026 1,235
MANN a9 16 16 1,4 (1; 3) 16 1,1 (1; 2) 1 0,786
MANN a45 338 336,9 (336; 338) 4,7 (1; 11) 338 4,8 (2; 9) 1,003 1,021
MANN a81 1090 1088,6 (1088; 1090) 4,7 (1; 9) 1089 (1088; 1090) 6,2 (2; 11) 1 1,319
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7.6 Profili kakovosti resˇitev skozi iteracije
Na slikah 7.1, 7.2 in 7.3 vidimo primerjavo med tremi metahevristicˇnimi al-
goritmi glede na trenutno kakovost resˇitve skozi iteracije. Za vsakega izmed
algoritmov je bil narejen profil zaporednega zagona in dva profila vzporednega
zagona (en s sˇtirimi procesi in en s 16 procesi). Na vodoravni osi so prikazane
iteracije in na navpicˇni osi kakovosti resˇitev. Koncˇna resˇitev je oznacˇena s
polnim kvadratkom, v katerega vodi pusˇcˇica. Prikazani so profili vseh dese-
tih zagonov, razen pri navzkrizˇni entropiji, primerek MANN a81, za katerega
je prikazanih le sedem zagonov. Kot je zapisano v oznakah slik, so imeli vsi
zagoni podano ciljno kakovost (enako kot v tabelah 7.9 in 7.10). Pri vsakem
izmed zagonov je algoritem bodisi dosegel ciljno kakovost bodisi prenehal z iz-
vajanjem, ker so bili izpolnjeni pogoji za ustavitev (pri simuliranem ohlajanju
dosezˇena koncˇna temperatura, pri ostalih dveh algoritmih dosezˇeno najvecˇje
sˇtevilo iteracij brez izboljˇsave kakovosti resˇitve).
Pri algoritmu simulirano ohlajanje se za iteracijo sˇteje dolocˇeno sˇtevilo zni-
zˇanj temperature, in sicer 500, saj je tako dolocˇeno s parametri pri vzporednem
algoritmu. Za zaporedni algoritem uporabimo isti kriterij, da lahko rezultate
med seboj primerjamo. To lahko ponazorimo na primeru: cˇe je algoritem
opravil 3000 znizˇanj temperature, se to odrazi kot 6 iteracij. Pri ostalih dveh
algoritmih sˇtejemo vsako iteracijo algoritma kot dejansko iteracijo.
Pri profilu algoritma simulirano ohlajanje, slika 7.1, lahko ugotovimo, da je
vzporedni algoritem v vecˇini primerov hitreje priˇsel do enako dobre ali boljˇse
resˇitve. Poleg tega lahko opazujemo sˇe razliko med uporabo sˇtirih in 16 proce-
sov. V splosˇnem uporaba 16 procesov povzrocˇi, da algoritem hitreje pride do
enako dobre ali boljˇse resˇitve. Problem se je pojavil pri primerku MANN a81,
kjer je bil vzporedni algoritem slabsˇi od zaporednega. Ocˇitno se je pri tem pri-
merku v vecˇini primerov zgodilo, da je vzporedni algoritem obticˇal v globokem
lokalnem optimumu, iz katerega se ni mogel vecˇ resˇiti. Zanimivo je izposta-
viti sˇe primerek keller6, pri katerem se vzporedni algoritem, ki uporablja sˇtiri
procese, obnasˇa precej podobno kot zaporedni algoritem.
Slika 7.1: Profil izvajanja simuliranega ohlajanja
(a) Primerek brock200 1, ciljna kakovost resˇitve = 21
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Slika 7.1: Profil izvajanja simuliranega ohlajanja (nadaljevanje)
(b) Primerek C1000.5, ciljna kakovost resˇitve = 68
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(c) Primerek C4000.5, ciljna kakovost resˇitve = 17
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(d) Primerek keller6, ciljna kakovost resˇitve = 59
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Slika 7.1: Profil izvajanja simuliranega ohlajanja (nadaljevanje)
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(f) Primerek MANN a45, ciljna kakovost resˇitve = 340
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(g) Primerek MANN a81, ciljna kakovost resˇitve = 1085
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Pri profilu algoritma razprsˇeno iskanje, slika 7.2, opazimo podobno kot pri
simuliranem ohlajanju, da je vzporedni algoritem priˇsel do enako dobre ali
boljˇse resˇitve pri vseh primerkih. Zanimivo je pri primerku keller6 opaziti po-
doben pojav kot pri simuliranem ohlajanju, in sicer da se vzporedni algoritem,
ki uporablja sˇtiri procese, obnasˇa zelo podobno kot zaporedni algoritem. Ka-
kovost resˇitve je pri vzporednem algoritmu s 16 procesi pogosto precej boljˇsa
od vzporednega algoritma. To si lahko ponovno razlagamo z dejstvom, da je
vzporedni algoritem preiskal vecˇji prostor resˇitev, saj se je hkrati izvajal na 16
procesih. Pri sˇtirih procesih pa razlika ni vecˇ tako ocˇitna.
Slika 7.2: Profil izvajanja razprsˇenega iskanja
(a) Primerek brock200 1, ciljna kakovost resˇitve = 21
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(b) Primerek C1000.5, ciljna kakovost resˇitve = 64
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Slika 7.2: Profil izvajanja razprsˇenega iskanja (nadaljevanje)
(c) Primerek C4000.5, ciljna kakovost resˇitve = 16
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(d) Primerek keller6, ciljna kakovost resˇitve = 55
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(e) Primerek MANN a9, ciljna kakovost resˇitve = 16
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Slika 7.2: Profil izvajanja razprsˇenega iskanja (nadaljevanje)
(f) Primerek MANN a45, ciljna kakovost resˇitve = 339
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(g) Primerek MANN a81, ciljna kakovost resˇitve = 1088
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Pri profilu navzkrizˇne entropije, slika 7.3, lahko ugotovimo, da je v vseh
primerih vzporedni algoritem, ki uporablja 16 procesov, hitreje priˇsel do enako
dobre ali boljˇse resˇitve. Pri sˇtirih procesih razlika ni vecˇ tako prepricˇljiva.
Cˇe ponovno pogledamo primerek keller6, je imel vzporedni algoritem s sˇtirimi
procesi precejˇsnje tezˇave, tisti s 16 procesi pa ne. Pri slednjem opazimo, da
je nasˇel zelo dobre resˇitve, vendar je bilo to placˇano s precej vecˇjim sˇtevilom
iteracij kot pri zaporednem algoritmu. Iz tega vidika je algoritem razprsˇenega
iskanja na boljˇsem, saj pri njem ni potrebno placˇati te cene. Dodajmo sˇe, da
se pri vecˇini ostalih primerkov algoritem, ki uporablja sˇtiri procese, ali bolj
nagiba k zaporednemu algoritmu ali bolj k vzporednemu algoritmu, odvisno
od primerka.
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Slika 7.3: Profil izvajanja navzkrizˇne entropije
(a) Primerek brock200 1, ciljna kakovost resˇitve = 20
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(b) Primerek C1000.5, ciljna kakovost resˇitve = 64
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(c) Primerek C4000.5, ciljna kakovost resˇitve = 15
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Slika 7.3: Profil izvajanja navzkrizˇne entropije (nadaljevanje)
(d) Primerek keller6, ciljna kakovost resˇitve = 50
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(f) Primerek MANN a45, ciljna kakovost resˇitve = 338
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Slika 7.3: Profil izvajanja navzkrizˇne entropije (nadaljevanje)
(g) Primerek MANN a81, ciljna kakovost resˇitve = 1090
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Opazovanje profilov kakovosti resˇitev skozi iteracije zakljucˇimo z ugotovi-
tvijo, da je v dolocˇenih primerih povzporedenje dolocˇenega zaporednega algo-
ritma po eni strani povzrocˇilo doseganje boljˇsih resˇitev, po drugi strani pa je v
vecˇini primerov povzporedenje povzrocˇilo hitrejˇso konvergenco algoritma. Obe
izboljˇsavi nista nujno hkratni in lahko se zgodi, da je konvergenca prehitra in
je zaradi tega kakovost resˇitve slabsˇa.
Ugotovimo lahko sˇe, da se je s povzporedenjem ocˇitno povecˇala izostritev,
vendar razprsˇitev temu ni v zadostni meri sledila. To je imelo za posledico
omenjeno hitrejˇso konvergenco. Izpostaviti moramo sˇe, da smo opazili, da je
vzporedni algoritem z uporabo sˇtirih procesov nekaksˇna mesˇanica zaporednega
algoritma in vzporednega algoritma, ki uporablja 16 procesov. Odvisno od
primerka se bolj nagiba v eno ali drugo stran. V veliki vecˇini primerov je
bil vzporedni algoritem, ki uporablja 16 procesov, uspesˇnejˇsi pri doseganju
boljˇsih resˇitev in pogosto v manjˇsem sˇtevilu iteracij kot vzporedni algoritem s
sˇtirimi procesi. To nakazuje na dobro plat prikazanega povzporejanja, saj si z
vecˇanjem sˇtevila procesov vedno zˇelimo izboljˇsavo – najsibo v vecˇji kakovosti
resˇitve ali v manjˇsem sˇtevilu iteracij, ki ima za posledico krajˇsi cˇas izvajanja.

Poglavje 8
Zakljucˇek in nadaljnje delo
8.1 Zakljucˇek
V pricˇujocˇem delu smo si pogledali dolocˇene tezˇke probleme in se v tem okviru
seznanili s teorijo NP-polnosti. Natanko smo definirali pojme, ki opredeljujejo,
kako tezˇki so dolocˇeni problemi in si ogledali sˇtiri NP-ekvivalentne probleme.
Nadaljevali smo s pregledom dela podrocˇja kombinatoricˇne optimizacije, in
sicer smo se seznanili z metahevristikami. Z njimi resˇujemo probleme, za katere
ne poznamo algoritmov, ki bi zahtevali cˇas, krajˇsi od eksponentnega. Cˇe nam
zadosˇcˇajo suboptimalne resˇitve, lahko taksˇno resˇitev dobimo bistveno hitreje
kot v eksponentnem cˇasu. Ogledali smo si sˇest metahevristicˇnih algoritmov:
pozˇresˇno iskanje, simulirano ohlajanje, razprsˇeno iskanje, metoda navzkrizˇne
entropije, evolucijski algoritem in sistem mravelj. Izpostavili smo principa
razprsˇitve in izostritve. Prvi govori o sˇirokem preiskovanju prostora resˇitev in
drugi o natancˇnem preiskovanju manjˇsega dela prostora resˇitev.
Sledil je opis razlicˇnih orodij, ki se uporabljajo za pripravo vzporednih
algoritmov, tako na manjˇsih sistemih kot na superracˇunalnikih. Podrobno
smo si ogledali PVM in eno izmed implementacij vmesnika MPI, OpenMPI.
Z zˇeljo po pridobitvi resˇitve v cˇim krajˇsem cˇasu smo si pogledali pripravo
vzporednih razlicˇic treh metahevristicˇnih algoritmov: simulirano ohlajanje,
razprsˇeno iskanje in metoda navzkrizˇne entropije. Za osnovo smo vzeli zapo-
redne algoritme in jih ustrezno predelali, da jih je bilo mogocˇe hkrati izvajati
kot vecˇ procesov, pri cˇemer so si ti procesi izmenjevali informacije o dotlej
najdenih resˇitvah.
Ker smo zˇeleli zaporedne in vzporedne algoritme med seboj empiricˇno pri-
merjati, smo si najprej ogledali sisteme, na katerih smo kasneje izvedli preiz-
kuse. Pri tem smo vsakega od sistemov natancˇno opisali in podali informacije
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o dolzˇini izvajanja primerjalnega preizkusa DIMACS.
V predzadnjem poglavju smo si ogledali empiricˇne rezultate treh zapore-
dnih in vzporednih metahevristicˇnih algoritmov za resˇevanje problema najvecˇje
neodvisne mnozˇice. Rezultati so bili pridobljeni na opisanih sistemih z uporabo
DIMACS primerkov.
Za predstavljeni zaporedni algoritem simuliranega ohlajanja za resˇevanje
problema najvecˇje neodvisne mnozˇice vozliˇscˇ na grafu smo pokazali, da je v
splosˇnem boljˇsi od najboljˇsega znanega algoritma. Pri 35 primerkih od 80 je
predstavljeni algoritem dosegel boljˇsi rezultat in slabsˇega le pri dveh primerkih.
Na podlagi empiricˇnih rezultatov smo ugotovili, da se predstavljene vzpore-
dne razlicˇice treh metahevristicˇnih algoritmov ne obnesejo prevecˇ dobro. Opa-
zili smo dolocˇene prednosti vzporednih algoritmov z vidika boljˇse kakovosti
resˇitve. Vendar nismo videli pohitritve, ki jo lahko sicer upravicˇeno pricˇaku-
jemo pri povzporejanju. Rezultat smo v vecˇji meri pripisali vecˇjemu poudarku
na izostritvi kot na razprsˇitvi, kar je bila posledica povzporejanja.
Eden izmed zanimivih rezultatov je bil, da se je z vidika cˇasa izvajanja PVM
obnesel bolje od OpenMPI pri algoritmih simulirano ohlajanje in razprsˇeno
iskanje in to kljub temu, da je imel OpenMPI na razpolago hitro omrezˇje
InfiniBand.
8.2 Nadaljnje delo
Za primerjavo rezultatov bi bilo zanimivo pripraviti vzporedne algoritme z
uporabo naivnega povzporejanja, jih empiricˇno ovrednotiti in primerjati s pre-
dlaganimi tremi vzporednimi algoritmi. Lahko bi se izkazalo, da se kompleksno
povzporejanje, ki smo si ga ogledali, odrezˇe slabsˇe in ne prinese pricˇakovanega
rezultata. V takem primeru bi zakljucˇili, da tovrstno povzporejanje ni smi-
selno (obstaja sˇe mozˇnost, da bi drugacˇen nacˇin kompleksnega povzporejanja
prinesel boljˇse rezultate).
Menimo, da je neprepricˇljiv rezultat vzporednih algoritmov rezultat slabe
razprsˇitve. Kot smo na vecˇ mestih opazili, so vzporedni algoritmi relativno
hitro konvergirali, kar je posledica prevelike izostritve in pomanjkanja razprsˇi-
tve. Cˇe bi konvergenco upocˇasnili, bi verjetno dosegli boljˇse rezultate. Zato je
tukaj verjetno sˇe precej prostora za izboljˇsave.
Poleg tega je pri simuliranem ohlajanju in razprsˇenem iskanju odprta mo-
zˇnost izboljˇsave lokalnega iskanja [44]. Pri tem pa je seveda potrebno paziti
na to, da se prevecˇ ne povecˇa izostritev, ki je zˇe tako velika, vsaj ne brez
bistvenega povecˇanja razprsˇitve kot protiutezˇi.
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Kot zˇe omenjeno pri primerjavi vzporednih algoritmov, bi bilo smiselno
preizkusiti hitrejˇso implementacijo skupinske operacije All reduce pri PVM.
Morda bi se izkazalo, da je PVM komunikacijsko boljˇsi od OpenMPI ne samo
pri simuliranem ohlajanju in razprsˇenem iskanju, temvecˇ tudi pri metodi nav-
zkrizˇne entropije. Poleg tega bi bilo zanimivo pri primerjavi med OpenMPI
in PVM z raznolikimi preizkusi ugotoviti, pod katerimi pogoji se PVM obnese
boljˇse kot OpenMPI.
Eden izmed zanimivih preizkusov bi bil, kako se vzporedni algoritmi ob-
nasˇajo, ko se sˇtevilo procesov povecˇa na 32, 64 ali celo sˇe vecˇ. Na ta nacˇin
bi lahko ugotovili, v kaksˇni smeri se s povecˇevanjem sˇtevila procesov razvija
razmerje med razprsˇitvijo in izostritvijo.
Odprta je sˇe mozˇnost izboljˇsave rezultatov opisanih zaporednih in vzpore-
dnih algoritmov s spreminjanjem parametrov algoritmov. Zelo verjetno obstaja
kombinacija parametrov, ki da boljˇse rezultate od tistih, ki smo si jih ogledali.





OpenMPI 1.3.3 na FreeBSD 6.2 in 7.0 preko zbirke
”
ports“
1 # Jave ne potrebujemo
2 root$ export WITHOUT_JAVA=yes
3 root$ cd /usr/ports/net/openmpi
4 # Namestitev
5 root$ make install clean
6 # Nastavitev spremenljivk (za uporabnike OpenMPI)
7 root$ echo "export PATH=/usr/local/mpi/openmpi/bin:$PATH" >> \
8 ~rokcvahte/.bashrc
OpenMPI 1.3.3 na Ubuntu 7.10 in 8.10 preko izvorne
kode
1 # Prenos izvorne kode
2 root$ cd ~
3 root$ wget http://www.open-mpi.org/software/ompi/v1.3/downloads/\
4 openmpi-1.3.3.tar.gz
5 root$ tar -xzf openmpi-1.3.3.tar.gz
6 root$ cd openmpi-1.3.3
7 # Izbira namestitvenega direktorija
8 root$ ./configure --prefix=/usr/local/openmpi-1.3.3
9 # Namestitev
10 root$ make all install
11 # Nastavitev spremenljivk (za uporabnike OpenMPI)
12 root$ echo "export PATH=/usr/local/openmpi-1.3.3/bin:$PATH" >> \
13 ~rokcvahte/.bashrc
14 root$ echo "export LD_LIBRARY_PATH=/usr/local/openmpi-1.3.3/lib" >> \
15 ~rokcvahte/.bashrc
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OpenMPI 1.3 na Ubuntu 9.04 preko orodja
”
APT“
1 root$ apt-get install libopenmpi-dev openmpi-bin openmpi-doc ssh
OpenMPI 1.2.6 na CentOS 4.6 preko izvorne kode
1 # Prenos izvorne kode
2 root$ cd ~
3 root$ wget http://www.open-mpi.org/software/ompi/v1.2/downloads/\
4 openmpi-1.2.6.tar.bz2
5 root$ tar -xvjf openmpi-1.2.6.tar.bz2
6 root$ cd openmpi-1.2.6
7 # Izbira namestitvenega direktorija
8 root$ ./configure --prefix=/usr/local/openmpi-1.2.6
9 # Namestitev
10 root$ make all install
11 # Nastavitev spremenljivk (za uporabnike OpenMPI)
12 root$ echo "export PATH=/usr/local/openmpi-1.2.6/bin:$PATH" >> \
13 ~rokcvahte/.bashrc
14 root$ echo "export LD_LIBRARY_PATH=/usr/local/openmpi-1.2.6/lib" >> \
15 ~rokcvahte/.bashrc
PVM 3.4.5 na FreeBSD 6.2 in 7.0 preko zbirke
”
ports“
1 # Jave ne potrebujemo
2 root$ export WITHOUT_JAVA=yes
3 root$ cd /usr/ports/net/pvm
4 # Namestitev
5 root$ make install clean
6 # Nastavitev spremenljivk (za uporabnike PVM)
7 root$ echo "export PVM_ROOT=/usr/local/lib/pvm" >> ~rokcvahte/.bashrc
8 root$ echo "export PVM_RSH=/usr/bin/ssh" >> ~rokcvahte/.bashrc
PVM 3.4.5 na Ubuntu 8.10 in 9.04 preko orodja
”
APT“
1 root$ apt-get install pvm pvm-dev
2 # Nastavitev spremenljivk (za uporabnike PVM)
3 root$ echo "export PVM_ROOT=/usr/lib/pvm3" >> ~rokcvahte/.bashrc
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PVM 3.4.6 na Ubuntu 9.04 preko izvorne kode
1 root$ export PVM_ROOT=/usr/local/pvm
2 root$ apt-get install m4
3 # Prenos izvorne kode
4 root$ cd ~
5 root$ wget http://www.netlib.org/pvm3/pvm3.4.6.tgz
6 root$ tar -xvf pvm3.4.6.tgz
7 root$ mv pvm3 /usr/local/pvm
8 root$ cd /usr/local/pvm
9 # Namestitev
10 root$ make
11 # Popravek zaradi napake "gs_getgstid() failed to start group server: No\
12 such file"
13 root$ ln -s /usr/bin/pvmgs /home/rok/pvm3/bin/LINUX/pvmgs
14 # Nastavitev spremenljivk (za uporabnike PVM)
15 root$ echo "export PVM_ROOT=/usr/local/pvm" >> ~rokcvahte/.bashrc
PVM 3.4.6 na CentOS 4.6 preko izvorne kode
1 root$ export PVM_ROOT=/usr/local/pvm
2 # Prenos izvorne kode
3 root$ wget http://www.netlib.org/pvm3/pvm3.4.6.tgz
4 root$ tar -xvf pvm3.4.6.tgz
5 root$ mv pvm3 /usr/local/pvm
6 root$ cd /usr/local/pvm
7 # Namestitev
8 root$ make
9 # Nastavitev spremenljivk (za uporabnike PVM)
10 root$ echo "export PVM_ROOT=/usr/local/pvm" >> ~rokcvahte/.bashrc
11 root$ echo "export PATH=$PVM_ROOT/lib/:$PATH" >> ~rokcvahte/.bashrc

Dodatek B
Prevajanje in zagon vzporednih
programov
OpenMPI prevajanje na FreeBSD in Ubuntu
1 rokcvahte$ mpicc izvornaDatoteka.cpp -o izvrsljivaDatoteka
OpenMPI zagon
1 # Zagon sˇtirih procesov izvrsˇljive datoteke (mpi_hostfile vsebuje spisek
2 # racˇunalnikov)
3 rokcvahte$ mpirun -n 4 -hostfile mpi_hostfile izvrsljivaDatoteka
PVM prevajanje na Ubuntu
1 rokcvahte$ gcc -O3 -lpvm3 -lgpvm3 izvornaDatoteka.cpp -o izvrsljivaDatoteka
PVM prevajanje na FreeBSD
1 rokcvahte$ gcc -O3 -L/usr/local/lib -lpvm3 -lgpvm3 izvornaDatoteka.cpp -o \
2 izvrsljivaDatoteka
103
104 Dodatek B: Prevajanje in zagon vzporednih programov
PVM zagon
1 # Prekopiraj izvrsˇljivo datoteko v privzeti direktorij za PVM
2 rokcvahte$ cp izvrsljivaDatoteka ~/pvm/bin/$PVM_ARCH/
3 # Zagon PVM okolja (pvm_hostfile vsebuje spisek racˇunalnikov)
4 rokcvahte$ pvm pvm_hostfile
5 # Zagon sˇtirih procesov izvrsˇljive datoteke (znotraj PVM)
6 pvm> spawn -> -4 izvrsljivaDatoteka
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