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Resumen
Se determino´ teo´ricamente el valor del Band gap del so´lido cristalino Bi(OH)CrO4 cromato
ba´sico de bismuto(III). Los ca´lculos se realizaron con el programa de libre distribucio´n Quantum
espresso versio´n 5.1.1 y su aplicacio´n pw.x, bajo la teor´ıa del funcional de la densidad (DFT,
por sus siglas en ingle´s) el conjunto base de ondas planas y la aproximacio´n de pseudopotenciales.
Las coordenadas cristalogra´ficas fueron obtenidas mediante el ana´lisis de difraccio´n de rayos
X, realizado por el profesor Camilo Viasus y su grupo de investigacio´n quienes sintetizaron el
so´lido cristalino y esta´n evaluando sus propiedades para usarse en fotocata´lisis. Para el ana´lisis
de los resultados se tuvo en cuenta la convergencia de la energ´ıa total en funcio´n del valor
de la energ´ıa cine´tica de corte (Ecutoff ) y la malla de puntos k del sistema. El Band gap ob-
tenido fue de −2, 6081 eV con una malla 4×4×4 y una energ´ıa cine´tica de corte Ecutoff = 80 Ry.
Este trabajo se establecio´ una metodolog´ıa que permite estudiar teo´ricamente diferentes
sistemas perio´dicos espec´ıficamente so´lidos cristalinos, con el fin de el grupo de Investigacio´n
en Compuestos de Coordinacio´n y Cata´lisis (GI3C) pueda aplicarla en estudios posteriores con
diferentes materiales y en diversos enfoques de la cata´lisis heteroge´nea.
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Capı´tulo1
Objetivos
Objetivo general
Determinar teo´ricamente el Band gap del cristal Bi(OH)CrO4 en su fo´rmula emp´ırica, celda
unitaria y sistema perio´dico.
Objetivos espec´ıficos
Establecer la metodolog´ıa adecuada para calcular teo´ricamente el Band gap del cristal
propuesto.
Evaluar los resultados obtenidos entre los tres sistemas (estructura mı´nima, celda unitaria
y sistema perio´dico), considerando las ventajas y los costos computacionales requeridos
para estudiar este tipo de so´lidos cristalinos.
Establecer la clasificacio´n como conductor, semiconductor o aislante del Bi(OH)CrO4 de
acuerdo al valor del Band gap obtenido con los ca´lculos computacionales.
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Introduccio´n
2.1. Contexto general
Ante los crecientes niveles de contaminacio´n ambiental en todo el mundo, la bu´squeda de
soluciones para la recuperacio´n de fuentes h´ıdricas y la generacio´n de energ´ıas alternativas se
han convertido en una prioridad mundial [1]; en ese sentido, la fotocata´lisis heteroge´nea ha
jugado un papel muy importante pues en las u´ltimas de´cadas se han desarrollado una serie
de tratamientos avanzados en te´rminos ambientales como la descontaminacio´n del agua con
la desinfeccio´n y remocio´n de sustancias peligrosas, la purificacio´n del aire y la obtencio´n de
energ´ıa mediante la produccio´n de hidro´geno con la disociacio´n de mole´culas de agua [2–4]. Por
otra parte, el desarrollo de este tipo de materiales tambie´n se enfoca en el desarrollo de celdas
solares para la produccio´n de energ´ıa ele´ctrica. En busca de mejorar la eficiencia, sostenibilidad
y reduccio´n de costos en estos procesos, muchos grupos de investigacio´n sobre cata´lisis hete-
roge´nea se han enfocado en desarrollar materiales semiconductores de baja toxicidad y de fa´cil
manipulacio´n. Hoy en d´ıa el estudio de materiales se encuentra a la vanguardia en el desarro-
llo tecnolo´gico por lo cual la qu´ımica del estado so´lido permanece en una constante actualizacio´n.
Pese a la necesidad de desarrollar nuevos materiales semiconductores para aplicaciones am-
bientales, el proceso de s´ıntesis, caracterizacio´n y clasificacio´n puede resultar muy costoso,
generar residuos to´xicos y demandar gran cantidad de tiempo hasta obtener un material con las
caracter´ısticas deseadas. Para minimizar estos impactos la qu´ımica computacional se ha con-
vertido en una herramienta muy u´til ya que puede complementar los procesos experimentales
mediante la simulacio´n de feno´menos qu´ımicos, comportamiento de la materia, mecanismos de
reaccio´n, etc y hoy en d´ıa es ampliamente utilizada en muchas a´reas de investigacio´n, incluyendo
en la qu´ımica del estado so´lido y el desarrollo de materiales.
Este trabajo pretende mostrar las ventajas del uso de la qu´ımica computacional haciendo
e´nfasis en el estudio materiales so´lidos cristalinos como complemento a estudios experimenta-
les. Al conocer el Band gap de un so´lido cristalino se es posible clasificarlo como un material
semiconductor o aislante y con base en ello aplicarlo a procesos fotocatal´ıticos o continuar con
la fase de desarrollo. Adicionalmente puede servir como una gu´ıa en futuras investigaciones en
cata´lisis heteroge´nea que se lleven a cabo dentro y fuera de la Universidad de Ciencias Aplicadas
y Ambientales.
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Este documento esta´ dividido de la siguiente manera: en la primera parte se mencionan
algunos conceptos generales de la cristalograf´ıa y el comportamiento electro´nico de algunos
so´lidos cristalinos; tambie´n se explica en te´rminos generales el principio de difraccio´n de rayos
X y su importancia para la caracterizacio´n de dichos so´lidos. Posteriormente se abordan algunos
principios fundamentales y la importancia de la meca´nica cua´ntica la cual es la base para la
ejecucio´n de los ca´lculos computacionales. En el segundo cap´ıtulo se mencionan los me´todos
computacionales espec´ıficos para sistemas perio´dicos que se tuvieron en cuenta para el desarro-
llo de este trabajo. Seguido a esto de describe la metodolog´ıa utilizada y finalmente se presentan
los resultados obtenidos, las conclusiones y las recomendaciones.
2.2. Qu´ımica del estado so´lido
La qu´ımica del estado so´lido cobro´ gran importancia dentro de la qu´ımica inorga´nica cuando
a principios del siglo XX se empezo´ a obtener informacio´n sobre la estructura de los so´lidos a
partir de la difraccio´n de rayos X. Los so´lidos esta´n clasificados en dos grandes grupos: so´lidos
amorfos y so´lidos cristalinos. Los so´lidos cristalinos se caracterizan por tener una conformacio´n
molecular definida que se repite perio´dicamente en el espacio [5]. Los so´lidos amorfos por el
contrario no presentan una agrupacio´n molecular o ato´mica ordenada. Hoy en d´ıa los so´lidos
cristalinos son la base de estudio de la ciencia de materiales. Dado que el material utilizado
para esta investigacio´n es un cristal, a continuacio´n se describen algunos aspectos generales al
respecto.
2.2.1. So´lidos cristalinos
Un so´lido cristalino esta´ definido como un material en el que sus a´tomos, iones o mole´culas
tienen una posicio´n fija y su conformacio´n se repite de forma perio´dica en el espacio formando
una red sime´trica. La simetr´ıa de un cristal var´ıa segu´n la estructura y se identifica con una
serie de elementos de simetr´ıa los cuales son: ejes de rotacio´n, planos de simetr´ıa, identidad,
centro de simetr´ıa o inversio´n, eje de reflexio´n. Al evaluar los elementos de simetr´ıa presentes
en una estructura cristalina, se asigna un grupo puntual de simetr´ıa que facilita identificar la
geometr´ıa del cristal y el sistema cristalino al que pertenece, como se describe en la tabla 2.1, esta
informacio´n es muy u´til para la caracterizacio´n de so´lidos y para estudios computacionales [5].
Clasificacio´n de los cristales
Los so´lidos cristalinos pueden clasificarse de acuerdo con el tipo de interacciones que inter-
vienen entre los a´tomos, iones o mole´culas que los conforman [6]. Segu´n el tipo de interacciones
presentes, los cristales esta´n divididos en cuatro grandes grupos: los cristales io´nicos, meta´licos,
covalentes y moleculares.
Cristales io´nicos: Esta´n formados por dos o ma´s elementos de los cuales, uno de ellos
es un metal con baja energ´ıa de ionizacio´n y el otro es un no-metal con gran afinidad
electro´nica, en este caso los electrones son transferidos para formar aniones y cationes que
se mantienen unidos mediante fuerzas electrosta´ticas o enlaces io´nicos, su estructura es
determinada por los taman˜os relativos de los iones. Normalmente este tipo de cristales,
presentan un elevado punto de fusio´n, baja conductividad ele´ctrica en estado so´lido [7].
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Cristales meta´licos: Esta´n formados por a´tomos que se han ionizado formando un catio´n
y un nu´mero de electrones de acuerdo al tipo de a´tomo; estos cationes forman una red
cristalina y se mantienen unidos por los electrones deslocalizados que fluyen libremente
entre la red formando una superficie conocida como “mar” o superficie de Fermi . Los
a´tomos en este tipo de cristales esta´n unidos mediante atracciones electrosta´ticas entre
el io´n meta´lico y los electrones. Entre las propiedades ma´s importantes de los cristales
meta´licos esta´n la conductividad ele´ctrica, la maleabilidad, ductibilidad y el amplio rango
de dureza y puntos de fusio´n [6].
Cristales covalentes: Esta´n formados por grupos de a´tomos generalmente de la misma
naturaleza que forman una red cristalina y se mantienen unidos a trave´s de enlaces cova-
lentes. Como este tipo de enlace es muy fuerte los cristales son duros y poseen muy buena
resistencia meca´nica. Entre los so´lidos de este tipo ma´s conocidos esta´n el diamante y el
grafito que esta´n conformados por enlaces sencillos carbono-carbono [7].
Cristales ato´mico-moleculares: Estos cristales se forman a partir de la unio´n de a´tomos
o mole´culas mediante fuerzas tipo dispersio´n de London, fuerzas dipolo-dipolo o puentes
de hidro´geno. Presentan propiedades como moderados o bajos puntos de fusio´n, baja
conductividad ele´ctrica, entre otras [6].
Dado que los so´lidos cristalinos son sistemas perio´dicos con una cantidad de a´tomos que
se repiten infinitamente en el espacio, estudiarlos teo´ricamente ser´ıa pra´cticamente imposible.
Es por ello que a nivel teo´rico y computacional se parte de una estructura representativa que
mantenga las propiedades geome´tricas del cristal. Dicha estructura se conoce como celda unitaria
y presenta una serie de caracter´ısticas que sera´n descritas a continuacio´n.
Celdas unitarias
La IUPAC define una celda unitaria como el conjunto mı´nimo de a´tomos contenido en un
paralelep´ıpedo a partir del cual es posible formar un cristal por desplazamientos paralelos en
las tres dimensiones del espacio. Las celdas unitarias pueden ser del tipo red Bravais y del tipo
Wigner-Seitz [8,9]. Su estructura como se muestra en la figura 2.1, esta´ definida por la relacio´n
entre los a´ngulos α, β, γ y las longitudes a, b, c esto determina la forma y taman˜o de la celda.
Una celda unitaria tipo Wigner-Seitz esta´ delimitada por la interseccio´n en el punto medio de
los planos, dibujados de manera perpendicular a todos los vectores de la red y representa el
volumen mı´nimo de la celda unitaria, tambie´n se conoce como celda rec´ıproca [10]. Una red de
Bravais se puede definir como un conjunto de puntos con simetr´ıa traslacional. La posicio´n en
el espacio de los a´tomos de la red esta´ dada por:
R = n1a1 + n2a2 + n3a3 (2.1)
En donde n1, n2, n3 representan los vectores de red y a1, a2, a3 son las traslaciones primitivas
o elementales.
I´ndices de Miller
Los planos de un cristal esta´n orientados de acuerdo con los puntos no colineales que se
encuentran en los diferentes ejes cristalogra´ficos. De esta manera es posible especificar las coor-
denadas en funcio´n de las constantes sen˜aladas en la figura 2.1 como (a, b, c), la interseccio´n
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Figura 2.1: La figura izquierda representa una celda unitaria de una red de Bravais. El a´ngulo formado
entre a y b se denomina γ, indicado en color rojo. El a´ngulo que se forma entre b y c se denomina α,
denotado en color azul y el a´ngulo formado entre a y c es denotado como β, que se observa en color
verde. La figura de la derecha representa una celda unitaria tipo Wigner-Seitz, en una conformacio´n
trigonal.
de estos puntos da origen a una serie de planos del tipo (h, k, l) que se denominan ı´ndices de
Miller, representados en la figura 2.2 [5].
Figura 2.2: Un ı´ndice de Miller se identifica con la interseccio´n de un plano con los ejes principales de
un cristal. Cuando el plano es paralelo al eje de corte, su valor sera´ 0. Imagen tomada de la plataforma
DoITPoMS, Universidad de Cambridge (http://www.doitpoms.ac.uk/)
Tipos de sistemas cristalinos
De acuerdo con las longitudes de sus lados y la magnitud de los a´ngulos que forman, las
celdas unitarias pueden clasificarse en 7 sistemas cristalinos que a su vez esta´n subdivididos en
14 grupos cristalinos con grupos puntuales de simetr´ıa como se muestra en la tabla 2.1 [5].
2.2.2. Teor´ıa de bandas
La teor´ıa de bandas permite describir las propiedades electro´nicas de los so´lidos cristalinos
y con ello catalogarse como conductores, semiconductores o aislantes segu´n su capacidad para
conducir la corriente ele´ctrica. La conductividad ele´ctrica se debe a la capacidad de los electro-
nes de moverse dentro de una estructura cristalina. La teor´ıa de bandas es una extensio´n de la
teor´ıa de orbitales moleculares para sistemas perio´dicos, la cual establece que por la cercan´ıa de
los a´tomos de un compuesto so´lido los orbitales moleculares ma´s externos se encuentran deslo-
calizados y son muy cercanos en energ´ıa por lo cual se superponen formando bandas energe´ticas
UDCA
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Tabla 2.1: Clasificacio´n general de las redes de Bravais
Sistema Ejes y a´ngulos de la celda unitaria
Monocl´ınico a 6= b 6= c ∝ 6= γ 6= 90◦ β = 90◦
Tricl´ınico a 6= b 6= c ∝ 6= β 6= γ 6= 90◦
Ortorro´mbico a 6= b 6= c ∝ = β = γ = 90◦
Trigonal a = b = c ∝ = β = γ 6= 90◦
Tetragonal a = b 6= c ∝ = β = γ = 90◦
Hexagonal a = b 6= c ∝ = β = 90◦ γ = 120◦
Cu´bico a = b = c ∝ = β = γ = 90◦
permitiendo la circulacio´n de los e−. [7, 11].
Las bandas energe´ticas se dividen en dos: una banda que se encuentra parcialmente llena
por los electrones libres del cristal, los cuales pueden ser excitados por un potencial ele´ctrico
externo y que tiene un nivel mayor de energ´ıa que se conoce como banda de valencia. La banda
con menor energ´ıa y la cual no se encuentra ocupada se conoce como banda de conduccio´n.
Dado que la teor´ıa de bandas es una extensio´n a la teor´ıa de orbitales moleculares, El orbital
HOMO (por sus siglas en ingle´s) se asocia a la banda de valencia y LUMO (por sus siglas en
ingle´s) a la banda de conduccio´n [8].
El comportamiento ele´ctrico de los so´lidos cristalinos puede explicarse con su estructura de
bandas. La diferencia de energ´ıa entre las banda de conduccio´n y la banda de valencia se conoce
como banda prohibida o Band gap, En la figura 2.3 se observa la estructura de bandas para un
conductor, un semiconductor y un aislante en donde se evidencia que entre mayor sea el Band
gap menor sera´ su capacidad de conduccio´n de la electricidad [5].
Los materiales aislantes poseen una separacio´n de bandas que impide que haya una transi-
cio´n electro´nica de la banda de valencia a la banda de conduccio´n, luego su conductividad es
mı´nima el valor del Band gap de los aislantes es superior a 6 eV. Los semiconductores por su
parte se caracterizan por presentar un comportamiento de aislante a temperatura ambiente y
como conductor de la electricidad con el aumento de la temperatura; tambie´n influyen factores
como el campo magne´tico, la radiacio´n incidente, la presio´n, entre otros. En estos materiales el
valor del Band gap es inferior a 5 eV. [12]. En los conductores ele´ctricos la banda de conduccio´n
se encuentra parcialmente ocupada incluso en temperatura ambiente por lo que no presentan
un Band gap ya que no hay brecha alguna entre sus bandas energe´ticas y por ende tienen muy
baja resistencia al paso de la electricidad.
Cabe aclarar que existe otro tipo de materiales que se denominan superconductores, los cua-
les se caracterizan porque su resistividad ele´ctrica a muy bajas temperaturas cae bruscamente
desde un valor finito a un valor cercano a cero y se mantiene as´ı a medida que disminuye la
temperatura, (Temperatura cr´ıtica, TC). Este tipo de materiales es utilizado principalmente pa-
ra la creacio´n de imanes con campos magne´ticos elevados [13]. Sin embargo, el comportamiento
ele´ctrico de este tipo de materiales es muy diferente al que presentan los semiconductores.
De acuerdo con las propiedades de conduccio´n de un material, sus aplicaciones var´ıan. En
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Figura 2.3: Representacio´n general del Band gap
el caso de los materiales semiconductores una de las principales aplicaciones ma´s importantes
es la fotocata´lisis.
2.2.3. Fotocata´lisis
La IUPAC define la fotocata´lisis como el cambio en la velocidad de una reaccio´n qu´ımica
por la accio´n de los rayos ultravioleta, visible o radiacio´n infrarroja en presencia de un fotoca-
talizador que absorbe la luz y esta´ implicado en la transformacio´n qu´ımica de los participantes
en la reaccio´n. [9] El a´rea de la fotocata´lisis se ha desarrollado ampliamente en los u´ltimos an˜os,
pues ha sido posible aplicarla en diversas a´reas de investigacio´n de las que se destaca la qu´ımica
ambiental, mediante el desarrollo de procesos de descontaminacio´n y desinfeccio´n del agua, la
reduccio´n de la polucio´n del aire, la generacio´n de hidro´geno como combustible a partir de la
disociacio´n del agua, entre otros. Por otro lado los materiales semiconductores se utilizando en
el desarrollo de celdas solares de alta eficiencia para la generacio´n. Todo esto aprovechando la
energ´ıa solar. [4]
Como se muestra en la figura 2.4, el mecanismo de reaccio´n de la fotocata´lisis inicia cuando
por la incidencia de la luz solar, se generan pares electro´n-hueco h+, e− sobre la estructura
del semiconductor producto de la promocio´n de electrones desde la banda de valencia a la de
conduccio´n. La migracio´n de los pares electro´n-hueco hacia la superficie del fotocatalizador
permite que se desarrollen reacciones de oxidacio´n y reduccio´n, con las especies adsorbidas
[14,15].
2.2.4. Difraccio´n de rayos X
La difraccio´n de rayos X hoy en d´ıa es una herramienta fundamental para el estudio de
estructuras cristalinas ya que brinda la informacio´n suficiente sobre su estructura interna y su
ordenamiento ato´mico con lo cual es posible predecir el comportamiento electro´nico de un so´lido
cristalino. Los rayos X fueron descubiertos en 1895 por Wilhem Ro¨ntgen y para ese entonces
au´n no era claro si e´stos consist´ıan en part´ıculas o en ondas electromagne´ticas. En 1912 se
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Figura 2.4: Mecanismo general de la fotocata´lisis. Imagen tomada del portal: www.interesmpresas.net
[15].
propuso la hipo´tesis de que si los rayos X se comportaban como ondas su longitud de onda
deb´ıa estar por el orden 1A˚ sin embargo para ese entonces, au´n no hab´ıa un dato experimental
que validara tal hipo´tesis.
Max Von Laue sugirio´ usar una estructura cristalina para producir patrones de difraccio´n
de luz visible de los rayos X basa´ndose en tres suposiciones: que el medio cristalino es perio´dico;
que los rayos X son ondas y que la longitud de onda de los rayos X tiene el mismo orden de mag-
nitud de las distancias inter-ato´micas en los cristales. Posteriormente dichas predicciones fueron
probadas por Friedrich y Knipping, quienes llevaron a cabo una prueba experimental al irradiar
un cristal de CuSO4 · 5 H2O con rayos X obteniendo su patro´n de difraccio´n y confirmando de
esta manera la hipo´tesis de Laue. Desde ese entonces nacio´ la ciencia de la cristalograf´ıa de
rayos X [5].
En cristalograf´ıa, f´ısicamente el feno´meno de difraccio´n de rayos X ocurre cuando un haz de
luz monocroma´tico interactu´a con la nube de electrones que rodea los a´tomos de una estructura
cristalina; estos electrones se mueven a velocidades inferiores a la de la luz incidente. Cuando
un electro´n es excitado, genera una fuente de radiacio´n secundaria que se dispersa de tal forma
que los electrones vibran con una frecuencia ide´ntica a la del rayo incidente y actu´an como una
fuente secundaria de frentes de onda que tienen tambie´n una frecuencia y longitud de onda.
Cuando ocurre este feno´meno se genera un patro´n de difraccio´n en donde quedan reflejadas las
coordenadas cristalogra´ficas con la que se puede representar la estructura cristalina como se
muestra en la figura 2.5 [11].
Para el ana´lisis estructural de un material cristalino se parte de la suposicio´n de que los
cristales cuentan con una serie de planos ide´nticos separados por una distancia d de tal for-
ma que cuando un haz de luz de rayos X incide sobre un cristal, la dispersio´n generada es
ana´loga a la reflexio´n especular generando interferencias constructivas [11]. La direccio´n de los
rayos difractados se determina mediante la Ley de Bragg la cual es una consecuencia de la
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Figura 2.5: Representacio´n de la difraccio´n de rayos X aplicada a la cristalograf´ıa
periodicidad de la red y de manera resumida esta´ expresada de la siguiente manera:
2d sen θ = nλ (2.2)
en donde λ es la longitud de onda del rayo incidente, d es la distancia entre los planos, θ es el
a´ngulo formado entre el haz incidente y los planos de dispersio´n y n es el orden de difraccio´n.
Figura 2.6: Representacio´n de la Ley de Bragg, considerando dos planos paralelos A−A′ y B−B′ los
cuales tienen los ı´ndices de Miller h, k, l separados por la distancia inter-planar d. Cuando un rayo de
haz monocroma´tico con longitud de onda λ incide sobre los planos con un a´ngulo θ, dos rayos de dicho
haz son dispersados por los a´tomos C − C ′ con un a´ngulo θ, formando una interferencia constructiva
Para estudiar estos sistemas con el fin de predecir las propiedades de sistemas ato´micos y
moleculares se siguen las leyes de la meca´nica cua´ntica que se describe brevemente a continua-
cio´n.
2.3. Generalidades de la meca´nica cua´ntica
En el transcurso de la historia la humanidad siempre ha tenido la curiosidad por interpretar
y explicar los feno´menos qu´ımicos y f´ısicos que ocurren en el entorno con el fin de desarrollar
nuevos conocimientos, los cuales han sido claves para el desarrollo de las naciones y la sociedad
moderna. La aplicacio´n de los principios de la meca´nica cla´sica permitieron describir varios
UDCA
CAPI´TULO 2. INTRODUCCIO´N 11
feno´menos del entorno pero a la hora de interpretar sistemas ma´s complejos, en este caso siste-
mas microsco´picos, se vio la necesidad de proponer nuevas teor´ıas y nuevos puntos de vista con
el fin de ajustarlos a lo observado y medido. Este largo proceso dio origen a la meca´nica cua´ntica.
La meca´nica cua´ntica permite explicar y fundamentar el comportamiento de part´ıculas,
a´tomos y mole´culas en diferentes sistemas; acoplada a sistemas de co´mputo, que hoy en d´ıa
hace parte de la rama de la qu´ımica computacional. El desarrollo progresivo de la qu´ımica
computacional ha permitido que hoy en d´ıa funcione como una herramienta fundamental que
permite dar soporte a diversas a´reas de investigacio´n, estudiar de manera teo´rica mecanismos
de reaccio´n, describir propiedades f´ısicas y termodina´micas de diversos compuestos, realizar
estudios y caracterizacio´n de materiales, biomole´culas, etc. Adicionalmente es un complemento
para estudios experimentales, que genera ventajas como la reduccio´n de costos y la disminucio´n
de diversos impactos ambientales al disminuir en cierta medida el uso de reactivos.
Aspectos fundamentales
A trave´s de la meca´nica cua´ntica es posible describir el estado de un sistema microsco´pico,
de Ne electrones y Ni nu´cleos, asumiendo la existencia de una funcio´n de las coordenadas de
las part´ıculas y del tiempo, que se conoce como funcio´n de onda o funcio´n de estado (Ψ), esta
funcio´n debe contar con caracter´ısticas matema´ticas especificas, como ser univaluada, ser una
funcio´n continua y cuadra´ticamente integrable. Para obtener informacio´n concreta sobre la po-
sicio´n de una part´ıcula, se tiene en cuenta la relacio´n hecha por Niels Bohr de la funcio´n de onda
elevada al cuadrado con la probabilidad de encontrar dicha part´ıcula en un punto determinado
del espacio [16,17].
Para conocer las propiedades observables o de intere´s del sistema, se utilizan operadores
matema´ticos, los cuales son una operacio´n que transforma una funcio´n en otra [17]. El operador
que permite obtener la energ´ıa total del sistema, es el operador Hamiltoniano, el cual es el
resultado de sumar un operador de energ´ıa cine´tica (Tˆ ), con el operador de energ´ıa potencial
(Vˆ ) as´ı:
Hˆ = Tˆ + Vˆ (2.3)
Aplicando el operador Hamiltoniano a la funcio´n de onda se obtiene la propiedad observable
que en este caso describe la energ´ıa total del sistema. La energ´ıa total del sistema se expresa
en funcio´n de las coordenadas de las part´ıculas (x, y, z) y los momentos lineales en esas direc-
ciones; la energ´ıa cine´tica se expresa como p2x/2m que relaciona la velocidad y el momento (p)
considerando el movimiento de una part´ıcula en una sola direccio´n. La expresio´n cla´sica del
Hamiltoniano extendido a un sistema tridimensional se muestra en la ecuacio´n (2.4). La ecua-
cio´n (2.5) tiene en cuenta ~2 e incluye un operador diferencial de las coordenadas u operador
laplaciano (∇2) y el operador de energ´ıa potencial.
Hˆ =
1
2m
(p2x + p
2
y + p
2
z) + V (x, y, z) (2.4)
Hˆ =
~2
2m
(∇2) + V (x, y, z) (2.5)
Al aplicar el Hamiltoniano a la funcio´n de onda se obtiene la energ´ıa total del sistema. Dado
que se considera un sistema estacionario en el que la funcio´n de onda no depende del tiempo
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sino de las coordenadas, se obtiene la ecuacio´n Schro¨dinger independiente del tiempo:
HˆΨi = EiΨi (2.6)
En la ecuacio´n 2.6 se relaciona la energ´ıa cine´tica y el potencial electro´nico de los nu´cleos
y las repulsiones entre los electrones. Sin embargo para a´tomos diferentes al hidro´geno, esta
ecuacio´n no tiene una solucio´n exacta por lo cual es necesario realizar aproximaciones como
la de Born Oppenheimer. Esta aproximacio´n supone que los nu´cleos se encuentran fijos en el
espacio por ser mucho ma´s pesados que los electrones mi >> me [17], luego se omite el te´rmino
de energ´ıa cine´tica de los nu´cleos simplificando el operador Hamiltoniano; de esta manera es po-
sible describir la ecuacio´n de Schro¨dinger en te´rminos u´nicamente electro´nicos (Ecuacio´n (2.7))
facilitando su tratamiento. La energ´ıa cine´tica de los electrones y la repulsio´n inter nuclear
(VNN ) sumadas relacionan la energ´ıa electro´nica (U) que se calcula conociendo la posicio´n de
los nu´cleos [16].
HelΨel = EelΨel (2.7)
2.3.1. Hartree-Fock
La ecuacio´n de Schro¨dinger permite calcular directamente la funcio´n de onda para el hidro´geno
con valores muy precisos. Sin embargo cuando el sistema tiene ma´s de dos electrones es necesa-
rio utilizar aproximaciones en las que se realiza el ca´lculo de una funcio´n de onda aproximada.
Para ello, Hartree y Fock desarrollaron una aproximacio´n a partir de interaccio´n promedio entre
todos los electrones de un sistema y no una interaccio´n individual, luego so´lo tiene en cuenta
las coordenadas de un electro´n, a diferencia del operador Hamiltoniano que usa las coordenadas
de todos los electrones. La funcio´n de onda determinada por el me´todo de Hartree-Fock esta´
descrita como un producto antisime´trico de esp´ın-orbitales φi el cual busca los orbitales φi que
minimicen la energ´ıa del sistema de acuerdo con la ecuacio´n [16]:
F (1)φi(1) = εiφi(1) (2.8)
El me´todo Hartree-Fock sin embargo, no tiene en cuenta los efectos de correlacio´n electro´ni-
ca, ya que al tenerse en cuenta u´nicamente un promedio entre un electro´n de referencia y la
densidad electro´nica, puede generar resultados no tan exactos. Para mejorar la exactitud te-
niendo en cuenta la energ´ıa de correlacio´n, se desarrollaron una serie de me´todos llamados post
Hartree-Fock los cuales tienen en cuenta la diferencia entre la energ´ıa exacta (Eex) y la energ´ıa
de correlacio´n (Ecorr) como se muestra en la ecuacio´n (2.9). Entre los me´todos ma´s destacados
esta´n: los me´todos de interaccio´n de configuraciones, los me´todos perturbativos y cu´mulos aco-
plados [16] [17]. En ese proceso de establecer me´todos que disminuyeran el costo computacional
al describir el sistema, surgio´ uno de los me´todos ma´s utilizados hoy en d´ıa para describir la
funcio´n de onda, la teor´ıa el funcional de la densidad.
Eex = EHF + Ecorr (2.9)
2.3.2. Teor´ıa del funcional de la densidad
La Teor´ıa del Funcional de la Densidad, (DFT, por sus siglas en ingle´s) establece que el
ca´lculo de la energ´ıa del estado basal y la funcio´n de onda de un sistema polielectro´nico pueden
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determinarse a partir de la densidad electro´nica (ρx,y,z); e´sta teor´ıa surge a partir del teorema
propuesto por Hohenberg y Kohn, quienes en 1964 mostraron que la descripcio´n de la estructura
electro´nica de mole´culas en estado gaseoso con estados basales no degenerados puede ser descrita
a partir de su densidad electro´nica. Estos teoremas afirman que existe una correspondencia uno
a uno entre la densidad del estado basal en un sistema polielectro´nico y el potencial externo
v(r) al suponer la aproximacio´n Born Oppenheimer. De esta manera se puede inferir que la
energ´ıa puede describirse en te´rminos dependientes de la densidad [18]:
Eo = Eν [ρo] = Tˆ [ρo] + Vˆne[ρo] + Vˆee[ρo] (2.10)
Donde Eν [ρo] es la energ´ıa que depende del potencial externo, Tˆ [ρo] es la energ´ıa cine´tica,
Vne es el operador de la energ´ıa potencial resultante de la interaccio´n nu´cleo electro´n y Vee es el
operador de la energ´ıa potencial producto de la interaccio´n electro´n electro´n. Aunque no es posi-
ble determinar una fo´rmula exacta que permita relacionar la energ´ıa con la densidad electro´nica
y sea necesario utilizar ciertas aproximaciones, la teor´ıa del funcional de la densidad se ha con-
vertido en una forma alternativa a los me´todos ab initio, en la que se incluye la correlacio´n
de intercambio electro´nico en la resolucio´n de la ecuacio´n de Schro¨dinger y es posible aplicarla
a sistemas polielectro´nicos. Para estudiar compuestos con metales de transicio´n y so´lidos este
me´todo reduce considerablemente los costos computacionales respecto a otros me´todos post
Hartree-Fock que tambie´n tienen en cuenta la correlacio´n electro´nica y es el me´todo utilizado
en esta investigacio´n [19].
2.4. Antecedentes del compuesto estudiado
Los estudios de materiales con propiedades fotocatal´ıticas son muy amplios, de acuerdo
al enfoque y la metodolog´ıa utilizados. Ya sean para caracterizacio´n estructural y electro´nica,
estudios de adsorcio´n de diversos a´tomos meta´licos sobre superficies, etc [20,21]. En esta investi-
gacio´n se trabajo´ con una estructura a base de bismuto; este compuesto que ha sido estudiando
ampliamente en los u´ltimos an˜os por su alta capacidad fotocatal´ıtica para el tratamiento de
contaminantes ambientales. Este tipo de materiales se han venido desarrollando con el fin de
optimizar los rendimientos en las aplicaciones de fotocata´lsis disen˜adas inicialmente con dio´xido
de titanio TiO2 [22].
El compuesto Bi(OH)CrO4 cromato ba´sico de bismuto(III) fue sintetizado inicialmente por
Aurivillus et al en el an˜o 1964 [23]. Este material puede utilizarse como fotocatalizador o en
procesos de degradacio´n de contaminantes orga´nicos [24]. Sin embargo el me´todo de preparacio´n
propuesto por Aurivillus et al. demandaba gran cantidad de insumos generando un alto costo
de produccio´n, por lo que el Bi(OH)CrO4 no fue estudiado ni caracterizado sino hasta el an˜o
2013, cuando S. Chen et al propusieron un me´todo de preparacio´n ma´s simple, con morfolog´ıa
controlada bajo diferentes condiciones hidrotermales, obteniendo estructuras tipo monocl´ınicas
y ortorro´mbicas. El Band gap obtenido experimentalmente en este trabajo fue de 2,1 eV adi-
cionalmente se demostro´ que la estructura monocl´ınica preparada a 180◦C por 24 h. posee una
muy buena actividad catal´ıtica evaluada mediante la decoloracio´n catal´ıtica del azul de metileno
(89, 6 %) [25].
Por otro lado el profesor Camilo Viasus quien hace parte del grupo de Investigacio´n en
Compuestos de Coordinacio´n y Cata´lisis y actualmentede se encuentra en la Universidad de
Otawwa, Canada´, tambie´n realizo´ la s´ıntesis del Bi(OH)CrO4 y la caracterizacio´n estructural
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del material. El Profesor Camilo Viasus entrego´ a nuestro grupo de investigacio´n las estructuras
cristalogra´ficas obtenidas por difraccio´n de rayos X que se usaron como punto de partida para
realizar esta investigacio´n con el objetivo de complementar su investigacio´n. De esta manera
este es el primer estudio teo´rico en materiales semiconductores cristalinos que se realiza en la
Universidad de Ciencias Ambientales (U.D.C.A) por parte del grupo de Investigacio´n en Com-
puestos de Coordinacio´n y Cata´lisis (GI3C).
Figura 2.7: Estructura cristalina del Bi(OH)CrO4 monocl´ınica Resolucio´n: 0 -101X
*
En el a´rea de la cristalograf´ıa se han evaluado diferentes metodolog´ıas computacionales con
el fin de estudiar el comportamiento de los materiales. Los estudios teo´ricos realizados a es-
te tipo de sistemas permiten caracterizarlos a partir del ca´lculo del Band gap estructura de
bandas o densidad de estados [26]. Sin embargo estos ca´lculos pueden generar un alto costo
computacional por lo que en muchas ocasiones las metodolog´ıas desarrolladas no se pueden
aprovechar en su totalidad. En consecuencia muchas de las pruebas de caracterizacio´n y eva-
luacio´n a compuestos como el sintetizado Bi(OH)CrO4 se siguen realizando en el laboratorio,
generando impactos ambientales directos e indirectos debido al uso de reactivos y la generacio´n
de residuos.
Con el ca´lculo del Band gap del cristal en la estructura mı´nima, la celda unitaria y en su
sistema perio´dico del Bi(OH)CrO4 es posible determinar si el material es un semiconductor o
un aislante con lo cual se determinan los usos y aplicaciones en las que se puede utilizar el
material [27]. Estos sistemas se pueden observar en la figura 2.8 representados con el visor de
ima´genes Avogadro versio´n 1,1,1.
Al calcular el Band gap de manera teo´rica de la celda unitaria y sistema perio´dico del
cromato ba´sico de bismuto(III) es posible establecer una serie de para´metros adecuados pa-
ra estudios teo´ricos en sistemas so´lidos buscando la reduccio´n en costos computacionales y
resultados confiables. Esta investigacio´n servira´ como una gu´ıa para estudios posteriores que
busquen caracterizar materiales so´lidos cristalinos como complemento a pruebas experimenta-
les. Adicionalmente se pretende fortalecer y expandir los campos de investigacio´n en qu´ımica
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computacional dentro del Grupo de investigacio´n en Compuestos de Coordinacio´n y Cata´lisis
de la Universidad de Ciencias Aplicadas y Ambientales.
Figura 2.8: La imagen de la izquierda representa la estructura mı´nima del Bi(OH)CrO4; la imagen de
la derecha representa el sistema perio´dico de una supercelda 2× 2× y la estructura de la celda unitaria
esta´ delimitada por la linea negra. El color rojo representa los a´tomos de ox´ıgeno, el violeta los a´tomos
de bismuto, el gris los a´tomos de cobre y el blanco el hidro´geno.
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Capı´tulo3
Me´todos computacionales
Como se menciono´ en el cap´ıtulo anterior, la meca´nica cua´ntica se puede aplicar a diferentes
sistemas a trave´s de un tratamiento teo´rico en el que se calcula la funcio´n de onda teniendo en
cuenta las coordenadas ato´micas.
3.1. Aspectos fundamentales de los ca´lculos computacionales en
sistemas perio´dicos
Para sistemas perio´dicos los estudios teo´ricos poseen cierto grado de complejidad al consi-
derarse un sistema con infinito nu´mero de a´tomos y electrones. La existencia de periodicidad y
elementos de simetr´ıa en los so´lidos cristalinos permite estudiar algunas propiedades del so´lido
cristalino. En este cap´ıtulo se realizara´ una breve descripcio´n de los fundamentos teo´rica y de
los me´todos utilizados para el estudio computacional para este tipo de sistemas, en este caso
para so´lidos cristalinos.
3.1.1. Teorema de Bloch
EL teorema de Bloch permite relacionar las propiedades de los electrones en un sistema
perio´dico infinito con las de los electrones en una celda unitaria denotada por un vector (r).
Dicho teorema afirma que la funcio´n de onda de un potencial externo perio´dico V (r) = V (r+R)
puede ser descrita como el producto de una onda plana eik···r por una funcio´n uk(r) que posee
la periodicidad cristalina donde uk(r) = uk(r +R) siendo R la periodicidad de traslacio´n de la
red. As´ı, la solucio´n a la ecuacio´n de Schro¨dinger queda descrita de la siguiente manera [10] [11]
:
Ψk(r) = e
ik·ruk(r) (3.1)
Zona de Brillouin
La zona de Brillouin es muy importante para la descripcio´n de las ondas que se propagan en
un sistema perio´dico descritas mediante el teorema de Bloch. F´ısicamente la zona de Brillouin
se define como el espacio ma´s cercano al centro de una red rec´ıproca o tambie´n como una celda
primitiva Wigner-Seitz [28]. Esta zona esta´ definida por una serie de puntos de alta simetr´ıa
que se conocen como vectores k como se observa en la figura 3.1 y que var´ıan con el sistema
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cristalino de la celda unitaria. Estos puntos esta´n definidos por la relacio´n ai− bj = 2piδij . Una
manera de representar la zona de Brillouin es la siguiente forma:
b1 = 2pi
a2 × a3
Ω
; b2 = 2pi
a3 × a1
Ω
; b3 = 2pi
a1 × a2
Ω
(3.2)
donde Ω representa el volumen de la celda unitaria, dado por Ω = a1  (a2 × a3). De esta
manera la celda primitiva del espacio rec´ıproco se conoce como Zona de Brillouin (BZ) [10]. Al
resolver las integrales de un sistema perio´dico aplicando el teorema de Bloch, estas se resuelven
u´nicamente sobre la primera de zona de Brillouin en el espacio rec´ıproco, para ejecutar estos
ca´lculos.
Figura 3.1: Representacio´n de la zona de Brillouin para una celda unitaria monocl´ınica. Γ representa
el centro de zona de Brillouin y el resto de puntos se distribuyen de acuerdo con al estructura. [28]
Malla de puntos k
Al describir la funcio´n de onda en un sistema perio´dico, deben desarrollarse una serie de
integrales dentro del espacio formado por la zona de Brillouin, el cual esta´ formado por una serie
de puntos de simetr´ıa que se denominan puntos k. [28]. Se requiere un nu´mero finito de puntos
k dependiendo de la geometr´ıa del compuesto de estudio, estos puntos se escogen siguiendo el
modelo matema´tico Monkhorst-Pack [29]. Tambie´n se conoce como malla de puntos k (k point
mesh, por sus siglas en ingle´s). En el programa Quantum espresso se pueden calcular mediante
la extensio´n kpoint.x [30].
3.1.2. Ondas planas y pseudopotenciales
Ondas planas
El conjunto base de ondas planas permite expandir la funcio´n de onda basa´ndose en el
teorema de Bloch, de esta manera la funcio´n de onda expandida a ondas planas queda descrita
de la forma:
Ψk(r) = e
−i(k+b).r (3.3)
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En donde k corresponde a ondas de Bloch ma´s grandes que la celda unitaria y b a la base de
ondas planas ma´s cortas que la celda (b > k). Para la aplicacio´n de la teor´ıa del funcional de la
densidad, las ondas planas resultan un conjunto base muy u´til para el ca´lculo teo´rico de de los
funcionales de la energ´ıa de Kohn-Sham.
Este me´todo posee varias ventajas frente a otros me´todos a la hora de realizar ca´lculos con
sistemas so´lidos cristalinos. Sin embargo para el ca´lculo en sistemas perio´dicos implica el uso de
muchas ondas planas; en te´rminos computacionales resultar´ıa altamente costoso, para reducir
esto se utilizan una serie de restricciones como la energ´ıa de corte Ecutoff , la cual es la energ´ıa
ma´xima que pueden tener las ondas planas, esto reduce la cantidad de ondas planas requeridas
y adicionalmente limita los efectos de orientacio´n de la celda unitaria en el resultado del ca´lculo.
Los ca´lculos computacionales se realizan en su mayor´ıa sobre la red rec´ıproca de la celda
unitaria, tomando como referencia los puntos k de la zona de Brillouin que representa la celda
unitaria primitiva Wigner-Seitz de la red rec´ıproca. [11].
Pseudopotenciales
A la hora de representar la funcio´n de onda en la regio´n de core, se requiere una mayor
cantidad de ondas planas ya que la funcio´n de onda var´ıa ra´pidamente con el fin de mantenerla
ortogonalidad y en consecuencia requiere mayor energ´ıa cine´tica. Al utilizar un pseupotencial
se modifica el potencial de la regio´n del nu´cleo y los electrones de core (ya que no intervienen
en la formacio´n de enlaces ni en las propiedades qu´ımicas) de tal forma que su variacio´n sea
pequen˜a (suave) como se puede observar en la figura 3.2 [8]. Esta aproximacio´n fue propuesta
por Philips et al en 1959 como una alternativa para la descripcio´n de la funcio´n de onda en
metales y semiconductores cristalinos [31].
Figura 3.2: Representacio´n de una funcio´n de onda con todos los electrones (l´ınea continua) y la funcio´n
de onda descrita por un pseudopotencial (l´ınea punteada).
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Energ´ıa cine´tica de corte
En un sistema perio´dico cristalino por la gran cantidad de a´tomos que hay en e´l, se necesitar´ıa
una cantidad bastante grande de ondas planas y de funciones base para ejecutar los ca´lculos por
lo que el costo computacional ser´ıa exageradamente alto. Para reducir este impacto, se utiliza
el para´metro de energ´ıa de corte (Ecutoff ) el cual a su vez reduce la cantidad de ondas planas
requeridas para el ana´lisis y limita los efectos de la orientacio´n que puedan presentarse en el
resultado del ca´lculo, como se observa en la figura 3.3. Los vectores de red rec´ıproca deben tener
menor energ´ıa que el valor ma´ximo predefinido de energ´ıa de corte:
Figura 3.3: Descripcio´n de la energ´ıa cine´tica de corte, el c´ırculo representa el l´ımite de expansio´n de
las ondas planas a trave´s de la zona de Brillouin.
El programa Quantum espresso a trave´s de la aplicacio´n pw.x permite calcular la energ´ıa
total del sistema aplicando la teor´ıa del funcional de la densidad. Este programa resuelve las
ecuaciones de Kohn-Sham mediante un proceso iterativo de autoconsistencia, el cual determina
los potenciales de Hartree partiendo de una densidad de carga inicial y posteriormente calcula
el Hamiltoniano electro´nico con el que se determina la funcio´n de onda y finalmente calcula la
densidad propia del sistema. Adicionalmente el software utiliza el me´todo de ondas planas para
calcular la energ´ıa total mediante procesos iterativos en las funciones de onda partiendo de la
informacio´n de la celda unitaria y tiene en cuenta la energ´ıa cine´tica de corte que en este caso,
representa la energ´ıa ma´xima que tienen las ondas planas al describir la funcio´n de onda.
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Metodolog´ıa
El so´lido cristalino que se utilizo´ en este trabajo fue obtenido por el profesor Camilo Viasus
en la Universidad de Otawwa, Canada´. El profesor hace parte del grupo de investigacio´n en
Compuestos de Coordinacio´n y Cata´lisis, GI3C y el estudio teo´rico aqu´ı presentado se realizo´
como un complemento a su trabajo experimental. Para calcular teo´ricamente el Band gap del
cromato ba´sico de bismuto(III) Bi(OH)CrO4, se inicio´ con una revisio´n bibliogra´fica relacionada
con materiales que presentan actividad fotocal´ıtica, su importancia y los usos en la actualidad.
Posteriormente se procedio´ a buscar trabajos e informacio´n en los que se realizaran estudios
computacionales con so´lidos o estructuras cristalinas similares, la teor´ıa computacional relacio-
nada con la qu´ımica del estado so´lido, los me´todos ma´s utilizados y la disponibilidad de estas
herramientas dentro del grupo de investigacio´n de la Universidad de Ciencias Aplicadas y Am-
bientales.
De acuerdo con los recursos computacionales disponibles en el grupo de investigacio´n, en
primer lugar se utilizo´ el software Gaussian09 [32] utilizando la interfaz gra´fica GabeditQC-
GUI. Se realizaron ca´lculos de punto sencillo para la estructura mı´nima y la celda unitaria,
hallando la diferencia energe´tica de los orbitales HOMO y LUMO utilizando el me´todo DFT, el
funcional h´ıbrido B3LYP en conjunto con la base 6-31G para los a´tomos de hidro´geno y ox´ıgeno
y el pseudopotencial LANL2DZ para los a´tomos de cromo y bismuto. Para definir el sistema
perio´dico se utilizo´ el me´todo de condiciones perio´dicas de contorno PBC (por sus siglas en
ingle´s) con el cual se especifico´ la magnitud de los vectores de traslacio´n de la celda unitaria.
Sin embargo el tiempo de ca´lculo fue demasiado cerca de (45 d´ıas) y finalmente no fue posible
obtener resultados por lo que fue necesario evaluar otro paquete computacional.
Posteriormente se trabajo´ con el programa Mopac2012 [33] usando el me´todo semiemp´ırico
PM7. Se definio´ la estructura mı´nima, la celda unitaria y el sistema perio´dico; para las dos
primeras estructuras se realizaron pruebas con ca´lculos de punto sencillo pero para la celda
unitaria no se obtuvieron resultados ya que se presentaron errores asociados a la geometr´ıa,
posiblemente porque no se especificaban las dimensiones de la celda unitaria, sino las coorde-
nadas de los a´tomos. Para el sistema perio´dico se deb´ıa instalar un programa adicional llamado
Makpol, el cual construye el archivo de entrada para sistemas perio´dicos partiendo de una cel-
da unitaria generando automaticamente el archivo de entrada con las especificaciones de una
supercelda utilizando el comando MERS(n3, n2, n1) pero no hace parte de las funciones de
Mopac2012 y que esta´ disen˜ado para el sistema operativo Windows. Al intentar su instalacio´n
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en el sistema operativo GNU/Linux, presento´ fallas y no fue posible realizar ca´lculos.
Finalmente se decidio´ utilizar el programa de libre distribucio´n para Unix Quantum espresso
versio´n 5.1.1. [34], el cual cuenta con una amplia gama de utilidades para realizar diferentes
ca´lculos en sistemas perio´dicos. Se utilizo´ la extensio´n pw.x que realiza ca´lculos tipo DFT, uti-
lizando el conjunto de base de ondas planas (PW) y pseupotenciales. Este programa permite
calcular diversas propiedades electro´nicas de un so´lido a partir de las posiciones ato´micas en el
sistema.
El archivo de entrada para los ca´lculos se organizo´ con las coordenadas cristalogra´ficas del
compuesto monocl´ınico y los para´metros de la celda unitaria en unidades bohr. Estos datos
se tomaron del archivo con extensio´n .cif obtenido en el ana´lisis experimental de difraccio´n de
rayos X. Este archivo tambie´n brinda informacio´n sobre el grupo espacial de la celda unitaria en
este caso P 21/c N◦14; dicha informacio´n es requerida en el archivo de entrada para especificar
el tipo de celda unitaria. Se definieron los pseudopotenciales del tipo pbe−mt− phi los cuales
esta´n escritos bajo el me´todo Martins-Troullier para cada a´tomo del compuesto y se encuentran
disponibles en la pa´gina oficial de Quantum espresso [30, 35]. Para definir los puntos k de la
mole´cula, se eligio´ la opcio´n automatic y se especifico´ u´nicamente el taman˜o de la malla de
puntos k. Se realizo´ un ana´lisis de la convergencia de la energ´ıa total del sistema en funcio´n de
la energ´ıa cine´tica de corte para posteriormente calcular y el valor del Band gap en funcio´n de
la malla de puntos k. El punto de partida para este estudio fue la celda unitaria que representa
la celda primitiva del Bi(OH)CrO4 con la malla de puntos k 1 × 1 × 1 y se fue aumentando
gradualmente hasta que el valor de Band gap convergio´. El Band gap fue calculado hallando la
diferencia energe´tica entre los orbitales HOMO y LUMO que de acuerdo con la teor´ıa de bandas
representan la banda de valencia y de conduccio´n respectivamente. Finalmente se realizo´ una
comparacio´n de los valores obtenidos experimentalmente por S.Chen et al [25] y los obtenidos
teo´ricamente con Gaussian09 y Quantum espresso.
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Resultados
Entre los objetivos propuestos para este trabajo esta´ realizar la comparacio´n del Band gap
de la estructura mı´nima, la celda unitaria y el sistema perio´dico del Bi(OH)CrO4, ya que ini-
cialmente se hab´ıa propuesto realizar este ca´lculo utilizando solamente el programa Gaussian09.
Para este fin se establecieron las coordenadas ato´micas de cada estructura es decir, una para la
estructura mı´nima del Bi(OH)CrO4, la celda unitaria y el sistema perio´dico mediante propaga-
cio´n de la celda unitaria en las tres dimensiones.
Utilizando el programa Gaussian09 se calculo´ el Band gap hallando la diferencia de energ´ıa
entre los orbitales HOMO y LUMO de la estructura mı´nima y de la celda unitaria. Los valores
obtenidos fueron 20, 4431 eV y 2, 1649 eV respectivamente. Como se observa, el valor del Band
gap de la estructura mı´nima esta´ bastante alejado del valor experimental; esto se debe a que
so´lo se esta´ calculando una mole´cula, as´ı que no presenta condiciones perio´dicas y sus niveles de
energ´ıa esta´n mucho ma´s separados y no forman bandas en comparacio´n con la celda unitaria. El
ca´lculo de la celda unitaria por el contrario arrojo´ un valor cercano al experimental sin embargo
es necesario evaluar el comportamiento en el sistema perio´dico, pero para este u´ltimo no fue
posible obtener resultados pues el tiempo de ca´lculo se extendio´ a ma´s de 45 d´ıas y finalmente la
capacidad de memoria RAM (64 GB) no fue suficiente. Se evidencio´ que el costo computacional
era demasiado alto por lo cual se decidio´ utilizar otros paquetes computacionales. Cabe aclarar
que el resultado obtenido con Gaussian09 no se puede comparar con los datos obtenidos con
Quantum espresso ya que los ca´lculos se realizaron a diferentes niveles de teor´ıa.
De igual forma se realizaron algunas pruebas con el programa Mopac2012 usando el nivel
de teor´ıa PM7. Sin embargo no se obtuvieron resultados comparables as´ı que no se reportaron
resultados de Band gap.
Ca´lculo de la Energ´ıa total del sistema perio´dico
El para´metro de la energ´ıa cine´tica en Quantum espresso se denomina ecutwfc y entre mayor
sea su valor, mejor sera´ la descripcio´n de la funcio´n de onda con el me´todo de ondas planas.
Para establecer un valor de energ´ıa cine´tica Ecutoff que garantice resultados confiables y un
tiempo de ca´lculo moderado, se evaluo´ el comportamiento de la energ´ıa total del Bi(OH)CrO4
en funcio´n a la energ´ıa cine´tica de corte con el fin de establecer el valor adecuado para el ca´lculo
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del Band gap. En la figura 5.1 se puede observar el comportamiento de la energ´ıa total. Se
evidencia que a partir de 60 Ry la energ´ıa ha convergido. Sin embargo el valor de Ecutoff se-
leccionado fue 80 Ry en donde la energ´ıa total se mantuvo en −964, 20027529 Ry y su variacio´n
no superaba los Tambie´n se evidencia que el tiempo de ca´lculo aumenta a medida que el valor
de la energ´ıa cine´tica es mayor. Sin embargo para 80 Ry el tiempo de ca´lculo es moderado.
Figura 5.1: Relacio´n de la Energ´ıa total del sistema en funcio´n de Ecutoff
Ca´lculo del Band gap
Para el ca´lculo del Band gap del compuesto se fijo´ el para´metro obtenido en el estudio de
convergencia de la energ´ıa total, mencionado en el pa´rrafo anterior ecutwfc = 80 Ry. La estruc-
tura mı´nima corresponde a una malla de puntos k 1×1×1 y que utiliza 1 punto k para el ca´lculo;
esta es la celda unitaria sin ninguna expansio´n en el espacio que posee los puntos k mı´nimos.
El valor de Band gap obtenido fue de −2, 9281 eV. Con una malla 4 × 4 × 4 que contiene un
total de 64 puntos k el Band gap fue de −2, 6081 eV y este valor no vario´ significativamente al
seguir aumentando el sistema de estudio, como se muestra en la figura 5.2. Este ca´lculo tardo´
10 horas. El sistema perio´dico ma´s grande fue una malla de puntos k 8× 8× 8 que contiene 260
puntos k y el valor del Band gap fue de −2, 6081 eV y tardo´ 76 horas en terminar.
Se determino´ que las condiciones de ca´lculo con una malla 4× 4× 4 y ecutwfc = 80 Ry son
o´ptimas para desarrollar este tipo de ca´lculo.
Comparacio´n de los resultados obtenidos con los experimentales
A la hora de comparar los resultados obtenidos del Band gap en estos ca´lculos y los que
fueron reportados por Chen et al [25] (Band gap 2, 1 eV), es evidente que hay una diferencia
frente al valor experimental. Sin embargo el comportamiento del material es de semiconductor.
En te´rminos de eficiencia de conduccio´n ele´ctrica al comparar el valor del Band gap del cromato
ba´sico de bismuto(III) Bi(OH)CrO4 con el dio´xido de titanio TiO2 que es uno de los materiales
ma´s usados en fotocata´lisis y su Band gap es de 3, 2 eV [4,36], el material estudiado puede llegar
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Figura 5.2: Relacio´n del Band gap en funcio´n de la red de puntos k
Tabla 5.1: Comparacio´n del Band gap obtenido con los diferentes paquetes computacionales
Gaussian09 Mopac2012 Quantum espresso
Estructura Band gap (eV)
Mı´nima 20,4431 X X
Celda Unitaria 2,1649 X 2,9281
Sistema perio´dico X X 2,6081
Valor experimental 2,1 2,1 2,1
a ser ma´s eficiente. [25].
Como se observa en la tabla 5.1 el valor de Band gap obtenido con el programa Gaussian09
se acerca al valor experimental, sin embargo no fue posible determinar si en el sistema perio´dico
este valor aumentaba o disminu´ıa.
La diferencia en el valor del Band gap obtenido teo´ricamente y el reportado puede ser
atribuida a varios factores. Experimentalmente se sabe que los materiales cristalinos pueden
presentar varios tipos de defectos de red, uno de ellos ocurre cuando un lugar que normalmente
esta´ ocupado por un a´tomo o un a´tomo intersticial presenta una vacante o hueco dentro de la
red. En otras ocasiones, se trata de la insercio´n de un a´tomo extra dentro de la red en un lugar
que normalmente no esta´ ocupado. Las impurezas tambie´n puede aparecer cuando un a´tomo
de la red es reemplazado por otro diferente. Los efectos de distorsio´n de red pueden generarse
durante la formacio´n del cristal o por deformacio´n pla´stica. A nivel teo´rico se considera que
el cristal no presenta defectos ni ningu´n tipo de impureza sin embargo DFT tiene un margen
de error en el ca´lculo del Band gap con a las aproximaciones (LGA/GGA) y la descripcio´n
de los orbitales Kohn-Sham ya que se ve afectado por efecto de correlacio´n, especialmente en
semiconductores y se conoce como Band gap problem [37, 38]. Debido a ello se han propuesto
me´todos alternativos para el ca´lculo de la funcio´n de onda uno de ellos es TD-DFT (DFT
dependiente del tiempo).
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Tiempo de ana´lisis
Pese a que no fue posible calcular el Band gap del sistema perio´dico con Gaussian09, se
evidencio´ que el tiempo de ana´lisis es demasiado alto en comparacio´n con Quantum espresso,
pues los ca´lculos en Gaussian09 alcanzaron un tiempo ma´ximo de 45 d´ıas sin terminar el ca´lculo
y con Quantum espresso el tiempo de ca´lculo ma´ximo fue de 3 d´ıas.
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Conclusiones y recomendaciones
Se calculo´ teo´ricamente del Band gap del Bi(OH)CrO4 monocl´ınico de la estructura mı´ni-
ma y de la celda unitaria con el programa Gaussian09 con valores de 20, 4431 eV y 2, 1649 eV
respectivamente. Sin embargo presentan un diferencia significativa entre s´ı y no fue posible rea-
lizar una comparacio´n de los valores obtenidas con Quantum espresso pues presentan niveles de
teor´ıa diferentes.
El costo computacional de los ca´lculos obtenidos con el programa Quantum espresso fue
mucho menor que el requerido en los ca´lculos que se realizaron con Gaussian09. Se obtuvo el
valor teo´rico del Band gap de la estructura cristalina monocl´ınica del Bi(OH)CrO4 partiendo de
celda unitaria y del sistema perio´dico utilizando el programa Quantum espresso y la aplicacio´n
pw.x Al cambiar los para´metros de los puntos k se encontro´ que a partir de una malla de puntos
k 4 4 4 0 0 0 que contiene un total de 36 puntos k, el valor del Band gap se mantuvo por el
orden de −2, 6081 eV; se utilizo´ un valor de 80 Ry en la energ´ıa cine´tica ecutfwc despue´s de
haber realizado un estudio de convergencia de energ´ıa total, los resultados obtenidos arrojan
un valor cercano al experimental con un costo computacional moderado. El valor del Band gap
obtenido tiene una diferencia con el valor experimental de S.Chen et al 2,1 eV que puede ser
atribuida a las impurezas del material.
Recomendaciones
Para obtener unos resultados ma´s completos se recomienda realizar el ana´lisis de estructura
de bandas y de densidad de estados, pues estos brindan informacio´n ma´s espec´ıfica sobre el
comportamiento y la estructura electro´nica del material.
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