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In an inner product space X, a cone or a linear variety which is generated by a 
finite number of linear functionals in the dual space X* is a Chebyshev set (i) if 
and only if each of the generating functionals attains its norm, and (ii) if and if 
each of them has a “Riesr representer” in X. 
1. INTRODUCTION 
A fundamental property of Hilbert space (i.e., a complete inner product 
space) is that every closed (nonempty) convex subset is a “Chebyshev” set 
(i.e., each point of the whole space has a unique nearest point in the set). 
Using this property, one can give simple proofs of the important projection 
theorem and the Frechet-Riesz representation theorem, among others. 
However, in an inner product space which is not complete, this property 
no longer holds. Indeed, in such a space, there always exist closed linear 
subspaces (even hyperplanes) which are not Chebyshev. This raises the 
question: “How does one recognize which closed convex subsets of an inner 
product space are Chebyshev?” 
One reason this seems to be an important question is the following. In 
many applications of best approximation by functions which arise in the 
engineering sciences, the natural setting is a space of real-valued continuous 
functions on some interval [a, b]. If such a space is endowed with the inner 
product (x, y) = lt x(t) y(t) dt, this space (denote it C,[a, b]) is not 
complete. (Its completion can be identified with the space L,[a, b] of all 
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square-integrable functions on [a, b].) Suppose one is seeking best approx- 
imations to a given continuous function x from the subspace M of all 
continuous functions having zero mean and zero first moment: 
M= 
1 
yEC,[a,b] Jby(t)dt=O=Ibfy(t)dt . 
(I a I 
Is A4 a Chebyshev subspace? The Hilbert space theory cannot be directly 
applied in this example. While M is a closed subspace in C,[a, b], it is not 
closed in the larger space L,[a, b], and hence certainly not Chebyshev in 
L,[a, b]. One possible way around this particular difftculty could be to 
enlarge M by replacing it by its closure i@ in L,[a, 61. However, A? contains 
many discontinuous functions and although A? is a Chebyshev set in 
L,[a, b], we have no a priori guarantee that the best approximation in I@ to 
a given (continuous) x E C,[a, b] will be continuous, i.e., in M. 
We summarize briefly. Suppose we are given an approximation problem in 
an incomplete inner product space. It is not generally a satisfactory 
procedure to embed the problem in the Hilbert space completion of the space 
in question. What we really would like is a useful condition which allows us 
to conclude exactly when a given closed convex subset of an (incomplete) 
inner product space is Chebyshev. 
It is well-known that each finite-dimensional subspace, or any closed 
convex subset thereof, in an inner product space is Chebyshev. The main 
result of this article is a simple and useful characterization of Chebyshevness 
for convex sets in a certain class which includes the subspaces of finite 
codimension. For example, Corollary 3.2 and Theorem 3.3 below can be 
combined to yield the following result. 
Let X be an inner product space, (XT, xf,..., x,* ) a linearly independent set 
of functionals in the dual space X*, a,, a2,..., a,,, n real numbers, and let C 
denote either one of the following two sets: 
C=i) (xEXIx~(x)>aj} (generalized cone) 
or 
C=f) {xEXIx*(x)=a,} (finite codimensional variety). 
Then the following statements are equivalent: (1) C is Chebyshev; (2) C is 
proximinal; (3) Each x,? attains its norm; (4) Each XT has a representer 
in X. 
(Precise definitions will be given below.) Incidentally, as a consequence of 
this result, the subspace A4 of C,[c, b] discussed above is immediately seen 
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to be Chebyshev because the two functionals x;“(y) := Ii y(t) dt and 
x;(y) := 1: ty(t) dt have representers 1 and t in C,[a, b]. 
2. NORM-ATTAINING FUNCTIONALS AND 
REPRESENTERS OF LINEAR FUNCTIONALS 
In this section we give the relevant definitions and establish a key link 
(Lemma 2.2) in the chain holding the main results of Section 3 together. 
Throughout the remainder of the paper, X will always denote an inner 
product space with inner product (., .), norm l\xll= dm, and dual space 
X*: the space of all bounded linear functionals on X. We assume the scalar 
field is real, although the results are valid in the complex case as well. (Some 
obvious, but minor, modifications need to be made when dealing with ine- 
qualities.) 
Let K be a nonempty convex subset of X and x E X. An element y, E K is 
a best approximation to x provided 
Ilx - Y,II = d(x,W := ‘f: Ilx - ~11. 
K is called proximinal (resp. Chebyshev) provided each element of X has at 
least (resp. exactly) one best approximation in K. Because X is strictly 
convex, each x E X has at most one best approximation in K. We denote it 
by P,x. In particular, K is proximinal if and only IY K is Chebyshev. 
If M is a linear subspace, the orthogonal complement of M is the set 
M’:={xEX((y,x)=OforallyEM\. 
Given any x E X, define a functional x* on X by 
x*(Y) = (YY x> for all y E X. (2.1) 
It is an elementary fact that x* is linear, bounded, and 
11x* II = II-4 (2.2) 
Thus every x E X gives rise to a functional x* E X* in this natural way. 
Conversely, if x* E X* has representation (2.1), we call x a representer of 
x*. Clearly, a functional in X* can have at most one representer in X..If X is 
complete, then the classical FrCchet-Riesz representation theorem (see, e.g., 
[4, p. 249)) states that every x* E X* has a representer in X. However, if X 
is not complete, then there always exist functionals in X* which do not have 
representers in X. (In fact, if {x,} is a Cauchy sequence in X which does not 
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converge, then x*(x) := lim(x, x,,) defines a functional x* E X* which has 
no representer in X.) 
A nonzero functional x* E X* is said to attain its norm if there exists 
z E X with (]z]I = 1 and x*(z) = (1x*1). By the strict convexity of X, if x* 
attains its norm, it does so at a unique point z. 
We record first the following well-known facts about hyperplanes for 
future reference. 
2.1 THEOREM. Let 0 #x* E X* and M = ker xx := (x E X ] x*(x) = 0). 
(1) Then d(x,M)= (I/llx*li)Ix*(x)l for all xEX. 
(2) The following statements are equivalent. 
(a) M is Chebyshev; 
(b) M is proximinal; 
(c) Some x E X\M has a best approximation in M; 
(d) x* attains its norm. 
Moreover, if x* attains its norm at z, then z EM’ and PM(x) = 
x-(x*(x)/(ix*11)2foreveryxEX. 
Remark. Actually, (1) and the equivalence of (b), (c), and (d) of (2) are 
valid in any normed linear space X (see, e.g., [6]). 
The next result adds yet another equivalent condition to Theorem 2.1(2). 
2.2 LEMMA. Let x* E X*\(O}. Then x* attains its norm if and only if 
x* has a representer in X. 
Proof: Suppose x* attains its norm at z: )jz]] = 1 and x*(z) = I(z/J. Set 
M = ker x*. Then by 2.1(2), M is Chebyshev, x = PM(x) + (x*(x)//lx* 11) z 
for each x E X, and z E ML. Hence 
(x,I1x*llz)=llx*ll (P,x+f$-/z,z) 
=x*(x) for each x E X. 
Thus I(x*]I z is a representer for x*. 
Conversely, let x E X be a representer of x* and set z = x/llx]l. Then 
]]zJ( = 1 and 
x”(z) = &x = Il4l = Ilx*l/* 
( ) 
Thus x* attains its norm at z. fl 
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Using the fact that X is dense in its Hilbert space completion and that X 
may be identified with a subspace of X* via the mapping x F+ (a, x), we 
immediately obtain from Lemma 2.2 
2.3 COROLLARY. The set of all norm-attaining functionals in X* is a 
dense linear subspace. 
It is of some interest to compare this corollary with the powerful Bishop- 
Phelps theorem [2] asserting-for any complete normed linear space X-the 
denseness of the set of all norm-attaining functionals in X*. In this general 
situation however, the dense subset of norm-attaining functionals need not 
form a linear subspace. 
Recall that a (convex) cone is a convex set C with the property that 
Ax E C whever x E C and 1> 0. The conical hull of a set S, denoted con(S), 
is the set of all non-negative linear combinations of elements of S: 
con(S)= x&xi/Ji>O,xiES . 
Ii I 
The conical hull of any set is clearly a cone. A cone C is called finitely 
generated if it is the conical hull of a finite set. The polar of a cone C is the 
cone 
C”:={xEXJ(y,x)<OforeachyEC}. 
Observe that if M is a linear subspace, then M” = Ml. 
2.4 LEMMA. (1) If C is a finitely generated cone, then C is Chebyshev. 
(2) If C is a Chebyshev cone, then Co is also a Chebyshev cone. 
Proof (Sketch). (1) C is a convex subset of a finite-dimensional 
subspace so it suffices to prove that C is closed. If the generating elements 
for C form a linearly independent set, then the proof that C is closed follows 
just like the proof that finite-dimensional subspaces are closed. If the 
generating set S is linearly dependent, then each positive linear combination 
of elements of S can be reduced to a positive linear combination of a linearly 
independent subset of S. This essentially reduces the problem to the case 
when S is linearly independent. 
(2) In [ 1, Theorem 1, p. 181, Aubin showed that if C is a closed cone 
in a Hilbert space, then (C and Co are Chebyshev since they are closed and 
convex and) 
x = P,x + PcOx for every x E X. (2.4.1) 
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However, a close inspection of Aubin’s proof reveals that completeness of X 
is not necessary; all that is really essential is that C be Chebyshev and the 
well-known characterization of best approximations from convex cones (see, 
e.g., [ 1, Lemma 1, p. 181). In this way, we can conclude that for every 
x E X, x - P,x is a best approximation to x from Co. Hence (2.4.1) holds 
and, in particular, Co is Chebyshev. m 
3. CHARACTERIZING CONES AND VARIETIES WHICH ARE CHEBYSHEV 
Our first result is valid for certain cones. 
3.1 THEOREM. Let (xi” 1 i = 1, 2,..., nt be a finite subset ofX* such that 
for some x0 E X, xF(xo) > 0 for all i. Let C denote the cone 
c=fi {xEXIxjr(x)>O). 
Then the following statements are equivalent. 
(1) C is Chebyshev; 
(2) C is proximinal; 
(3) Each x,+ attains its norm; 
(4) Each XT has a representer in X. 
ProoJ The equivalence of (1) and (2) was already noted in Section 2 
and the equivalence of (3) and (4) follows from Lemma 2.2. 
(4) rj (1). If each xi” has a representer xi E X, then 
c = i, {x 1 (x, Xi) > 0). 
I 
Define 
K = con{-xi ] i = 1, 2 ,..., n). 
Then K is a finitely generated cone, and it is easy to verify that K” = C. By 
Lemma 2.4(l), K is Chebyshev and by 2.4(2), K” = C is Chebyshev. 
(1) * (4). Suppose C is Chebyshev. We must show that each xi” has a 
representer in X. We may assume ]]xF ]] = 1 for each i. First note that if any 
xc is in the conical hull of the others, xi” = z+i ijx,+, for some Aj > 0, then 
xi” may be eliminated from the definition of C without changing C. In 
addition, if each x,?, j # i, has a representer xj E X, then XT = z+i Ajx,” has 
232 FRANK DEUTSCH 
the representer cj,i Ajxj. These remarks show that it is no loss of generality 
to assume that no XT is in the conical hull of the others: 
xi” 6C Ci := con{xj* ( j f i) (i = 1, 2 ,...) n). 
Fix any index i E { 1, 2,..., n}. Since x7 & Ci and Ci is weak* closed, the 
separation theorem 14, p. 4171 implies that there exists xi E X such that 
xT(xi) < inf{x*(x,) (x* E Ci). 
Since Ci is a cone, the infimum on the right must be 0. In particular, 
Xi”(Xi) < 0 < XjyXi) 
Let y, = xi - (xT(xi)/x~(x,)) x, . Then 
for all j # i. 
x~(yi)=” < xj+(yi) for all j # i 
and thus yi E C. Choose any 0 < E < 1 with 2s ( xj*(yi) for all j # i. 
Claim 1. B,(y,) n ker xi” c C. 
(Here, and for the rest of the proof, B,(z) will denote the open ball 
centered at z with radius E.) For let y E B,(y,) n ker XT. Then for any j # i, 
XT(y) = xj*(,V - yi) + Xj*(yi) > --E + 2E > 0 
so y E c. 
Next choose any x E B,,(y,) such that x:(x) < 0. Then for all j # i, 
xjyx) = Xj*(Yi) + xj+-(x - yi) > 2E - E/4 > 0. 
Claim 2. P,x E ker x,?. 
For if not, then xT(Pcx) > 0. For each A E [0, 1 ] define z1 = 
,lx + (1 - A) P,x. Then x~(z,,) > 0 > xT(zJ so there exists 0 < &, < 1 such 
that xF(zAO) = 0. Then zAO E C and 
/Ix - ZAoll = (1 - 4)) lb - Pcxll < Ilx - Pcxll 
which is impossible. 
Claim 3. Pcx E B,,,(yi). 
For (] x - yi]( < s/4 and yi E C implies that (Jx - P,xl( < c/4. Hence 
II pCx - Yi II < E/2* 
By Claim 3 we can choose 0 < E’ < 1 such that 
Bcr(PCx) c Bc,*(Yi)* 
Set x’ = E’X + (1 - E’) P,x. Then Pcx’ = P,x and x’ E B,,(P,x’). Also 
x:(x’) < 0 and x,F(x’) > 0 for all j # i. 
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Claim 4. d(x’, C) < d(x’, ker x”). 
For let y E ker xi”. If y E B,(y,), then by Claim 1, y E C so 11~’ - Pcx’I) < 
/Ix’ - y/l. Ify @ B,(y,), then since 
/Iyi-X’I/ < llyi-xll + (IX-X’I/ < E/4 + (1 --E’) ilx-P,xll < E/2, 
if follows that 
Thus (Ix’ - Pcx’)I < I/x’ -y/l f or all y E ker x,? and the claim is proved. 
Notice that ker xi” is a hyperplane which separates x’ and C (since 
x:(x’) < 0 < x;(y) for all y E C). Thus (using 2.1(l)) d(x’, ker xi”) < 
d(x’, C). It follows from Claim 4 that d(x; ker XT) = d(x’, C). By Claim 2, 
Pcx’ = P,x is in ker XT so Pcx’ = Pkerxtx’. Since x’ @ ker XT, xi” attains its 
norm by Theorem 2.1(2) ((c)o (d)). By’Lemma 2.2, XT has a representer in 
X. Since i was arbitrary, (4) follows. 1 
3.2 COROLLARY. Let (xi" 1 i= 1,2,..., n 1 be a linearly independent subset 
of X*, let a, ,..., a,, be any n real numbers and let 
C = fj (x E XI x:(x) > ai}. 
Then the following statements. are equivalent. 
(1) C is Chebyshev; 
(2) C is proximinal; 
(3) Each x,? attains its norm; 
(4) Each x7 has a representer in X. 
Proox Since the x,+ are linearly independent, for any set of n scalars /Ii, 
there exists x E X such that x:(x) =/Ii for all i. In particular, there exist 
x,,, xi in X such that 
xi*(xJ = 1, x:(x,) = ai (i = 1, 2 ,..., n). 
Let C, = 0: {xEXIx~(x)> 0). Note that C= C, +x, and thus C is 
Chebyshev o C, is Chebyshev. The result now follows from 
Theorem 3.1. 1 
An analogous result also holds for finite codimensional linear varieties 
and, in particular, for subspaces of finite codimension. This is the content of 
the next theorem. 
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3.3 THEOREM. Let (x;F, xf ,..., x,*) be a linearly independent set in X”, 
a,, a2 ,..., a,, real numbers, and let V denote the linear variety 
V=fj (xEXjx,*(x)=ai). 
I 






V is Chebyshev; 
V is proximinal; 
Each x,? attains its norm; 
Each XT has a representer in X. 
The equivalences (1) o (2) and (3) o (4) follow as in 
Theorem 3.1. Since the XT are independent, V # 0. Let xO E V and note that 
V= V,+x,, where 
v,=(j (XEX(Xi*(X)=0}. 
Since V is Chebyshev o V,, is Chebyshev, we may assume that all ai = 0. 
(2) * (3). Suppose V is proximinal. By a result of Singer [7, 
Theorem 2.4, p. 121, the set 
A := {(xl*(x), x?(x),..., x,*(x>> lx E xv II4 G 11 
is closed in R”. Fix any index i E (1,2,..., n}. Choose a sequence {xk] in X, 
(]xJ < 1, such that xT(x,J-+ ]]xT]] as k -+ co. By passing to a subsequence, 
we may also assume that {x~~(x,)} converges for all j # i. Since A is closed, 
there exists xO E X such that (]xO]] < 1 and x:(x,,) = ]]xj” /I. That is, x7 attains 
its norm. Since i was arbitrary, (3) follows. 
(4) * (1). Suppose each xj” has a representer Xi E X. Then 
v=i, (XEXI ( ,Xi)‘O). 1 
Let N= span(x,, x2,..., xn}. It is easy to see that N1 = V. Since N is finite- 
dimensional, it is Chebyshev. By Lemma 2.4(2), V= N’= No is also 
Chebyshev. Thus (1) holds. 1 
Remark. As we noted in Theorem 2.1(2), in the special case when n = 1, 
the equivalence of (1), (2), and (3) is well-known. 
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4. A PARTIAL GENERALIZATION 
During the course of proving the implication (1) 3 (4) of Theorem 3.1 
and (2) 3 (3) of Theorem 3.3, we have essentially proved the following 
partial generalizations. Let X be an arbitrary normed linear space, 
{.q, x2*,..., x,*} a linearly independent subset of X*, and let C denote the 
cone 
and M the subspace of finite codimension 
M=f) {xEX/x*(x)=O}. 
Then a necessary condition that either C or M be proximinal is that each x” 
attains its norm. 
Thus it is natural to ask if this necessary condition is also always 
sufficient. We have shown this to be the case in any inner product space. 
Also, the condition is sufficient if X is any reflexive Banach space since in 
this case every closed convex subset is proximinal. Blatter and Cheney [3] 
and Pollul [5, Lemma 2.61 have essentially shown that in the space X = cO, 
the condition is sufficient (for subspaces of finite codimension). However, the 
following example shows that the condition is not sufficient in the space 
C[O, 1 ] of real-valued continuous functions on [O, 1 ] with the supremum 
norm. 
EXAMPLE. Let 
A4 = (x E C[O, l] ] x;“(x) = 0 =x?(x)}, 
where x:(x) := x(0) and x:(x) := j; x(t) dr. Then M is a closed subspace of 
codimension 2 in C[O, l] and both x: and xz attain their norm (at z(t) = 1). 
Letting 
x, = {x E qo, l] ] x?(x) = O}, 
we see that 
M= {XEXoIX2*(X)=0} 
is a closed hyperplane in X,. If M is proximinal in C[O, 11, then M is 
certainly proximinal in X,, and hence xf must attain its norm (in X, !). That 
is, the restriction x$ = XT IX0 must attain its norm. It is easy to see that 
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I/x: (1 = 1. But if X, E X0 and ]] x,, ]] = 1, then x,(O) = 0 and, because of con- 
tinuity, 
x$(x0) = xz*(xJ = j’ x,(t) dt < 1. 
Thus xc fails to attain its norm which is a contradiction. This shows that M 
is not proximinal. (In fact, no element x E C[O, l]\M with x(0) = 0 has a 
best approximation in M.) 
Finally, we should mention that various characterizations of proximinal 
subspaces, both in general and in special spaces, have been given by Holmes, 
Garkavi, Godini, Singer, and others (see, e.g., [7, pp. ,12-131). 
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