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1 Introduction
Standard electronics is based on the transport and storage of electrons, but ignores the
charged carriers’ inner degree of freedom: the spin. In order to push device miniaturiza-
tion and performance further, the use of the spin for information processing and storage
opens new perspectives developed in the novel field of spintronics [1]. Regarding the spin,
conventional semiconductor devices can be improved concerning integration, nonvolatile
information storage, processing speed and electrical power consumption.
The spin-based giant magnetoresistance effect discovered in 1988 by Albert Fert and
Peter Grünberg (Nobel Prize 2007) resulted in sensitive read head sensors and a revo-
lutionary increase in the storage density of commercial hard-disks. Another spin-based
application is the magnetoresistive random access memory (MRAM), which like the giant
magnetoresistance is realized in a low-dimensional metallic system.
The diversity of standard electronics rests upon the flexibility of semiconductors. Also,
in the framework of spintronics, semiconductor heterostructures may play a decisive role
as they can be magnetically doped in addition to the electrical doping, in order to achieve
new functionalities. One of the essential requirements of spin-based information process-
ing are long spin lifetimes combined with fast spin manipulation schemes. In this respect,
semiconductors are promising, since spin-orbit interaction allows controlling the spin orien-
tation by fast switchable electrical fields while the spin lifetime and spin diffusion lengths
are long compared to metallic systems. In semiconductor-based spintronics two directions
emerged in the past: One direction uses a large ensemble of mobile spins aiming for logic
devices, e.g., the spin field-effect transistor, operating at room temperature combined with
non-volatile memory or programable logic. The other route considers a small number of
mainly localized spins, e.g., in quantum dots, which can be entangled to form quantum
bits and can individually be manipulated for quantum information processing.
Both directions rely on the superposition of spin-eigenstates, which determines the spin
orientation. Although semiconductor spintronics turned out to be challenging to be brought
into applications, there is a steady progress and two key experiments are worth mention-
ing. It was shown [2] that electron spin packets, occupying a superposition of single spin-
eigenstates, can be optically pumped into GaAs . As an important feature, the phase of
the superposition of all electrons in the packet is equal, so that the spins precess coherently
about an applied transverse magnetic field, which yields the precession of a macroscopic
net magnetization. The orientation and thus the phase-coherence within the spin packet
turned out to be preserved for hundreds of spin precessions (∼ 100 ns), if a special doping
concentration (∼ 1016 cm−3) for the GaAs was chosen. The precession of the spins indi-
cates the feasibility of manipulating the spin orientation without risking dephasing of the
ensemble, which means the loss of spin orientation and thereby of information.
Optically initiating a spin imbalance in a device is often unfavorable for applications.
Therefore, a way to electrically inject a spin imbalance in a semiconductor was sought
after. The first electrical injection preserved up to room temperature [3] succeeded with a
reverse biased Fe/GaAs Schottky junction. The Fe injector layer supplies an electron
spin polarization that can be transferred into GaAs by mean of a spin-polarized tunnel
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current. The orientation of the spins is determined by the magnetization direction of
the injector layer. Since then, all injection experiments performed on different material
systems used a polarized direct current. In some experiments, spins were injected in a
way allowing spin precession in the semiconductor. The continuous flow of spins, however,
eliminates the phase-information of the spin ensemble and instead of Larmor precessions
the Hanlé depolarization has been observed.
The goal of this thesis is to study whether a phase coherent spin packet can electrically
be injected. To check for the phase coherence, the spin packet has to precess as a net
magnetization about a transverse external magnetic field in the semiconductor. The mag-
netic field is a simple way of manipulating the phase of all spins and can be replaced by
a fast switchable electric field to allow for information processing. Since we use a static
magnetic field, the spins start to precess immediately when entering the semiconductor.
The phase coherence of the spin packet is therefore closely related to the time scale of the
injection process, which becomes an important characteristics for future spintronic devices.
To study electrical injection of phase-coherent spin packets and spin precession it is hence
indispensable to set up a time-resolved and phase-sensitive experiment.
(a) (b)
Figure 1.1: Schematic of the basic idea of the experiment: (a) A voltage pulse train
(blue) is applied to the sample and injects phase-coherent spin packets from the Fe -layer
(red) into bulk GaAs (green box). The orientation of the injected spins (red arrows) is
determined by the magnetization of the Fe layer (brown arrow). Linearly polarized laser
pulses, which are delayed by the time ∆t with respect to the electrical pump pulses, probe
the spin-induced magnetization in the GaAs sample by means of the Faraday rotation
angle θF . (b) By applying a transverse magnetic field B (yellow arrow), the injected spins
start to precess coherently about B. If the phase within the spin ensemble is coherent,
the spin precession is observed as an oscillation of θF (∆t), which is proportional to the
spin-induced magnetization along the propagation direction of the laser beam.
To explain the basic idea of the experiment, a schematic is shown in Fig. 1.1. As an
injector we use a thin Fe layer on top of bulk n-GaAs . Bulk n-GaAs was recently made
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use of as a model semiconductor for various experiments [4, 5, 6, 7], because it exhibits
long spin lifetimes (∼ 100 ns) and spin diffusion lengths (∼ 100 µm) at low temperature.
Ultra-short voltage pulses (& 200 ps) are applied to the sample in order to inject a "sheet"
of electron spins from the Fe injector into the GaAs (Fig. 1.1 (a)). The spin-induced
net magnetization in the semiconductor is probed by linearly polarized picosecond laser
pulses by means of the Faraday rotation angle θF of the transmitted pulse. The angle
θF is proportional to the spin-induced net magnetization projected onto the probe laser
propagation direction. The time resolution is achieved by changing the delay ∆t of the
probe laser pulse with respect to the spin-polarized current pulse. By applying a magnetic
field B transverse to the spins and probe laser beam direction (Fig. 1.1 (b)), the electrically
injected spin packets start to precess. The precession of their net magnetization is then
observed as oscillations of the angle θF (∆t) as a function of pump-probe delay.
This thesis is organized as follows: In the second chapter, starting from single spin
precession, we express the net magnetization as a function of time and magnetic field for
different geometries and spin pump schemes, which will all become essential in the course of
this thesis. After this mathematical approach, the properties of the III/V semiconductors
and especially GaAs concerning spintronics are listed, followed by an introduction to
electrical spin injection. The chapter ends with a compilation of spin relaxation mechanisms
relevant for our experiments and a brief introduction into dynamic nuclear polarization.
The third chapter explains the set-up of the novel electrical pump and optical probe
experiment as well as for comparison the all-optical option. The layer structure of the
samples under investigation is introduced in chapter 4, followed by experiments revealing
the essential magnetical and electrical sample properties required for the understanding of
the following experiments.
At the beginning of chapter 5, we prove that electrical injection of phase-coherent spin
ensembles is actually feasible. A quantitative analysis of the spin injection efficiency and
spin relaxation time is then followed by a quantitative analysis of the electrical injection
and spin precession in the time domain. In the middle of chapter 5, a model for the spin
precession is introduced and applied to the experiments. Finally, the model is checked in
the resonant spin amplification (RSA) regime for different electrical pulse widths.
Chapter 6 deals with dynamic nuclear polarization in our samples. The weak interaction
of electron spins with the nuclei illuminates the last peculiarity of electrical spin injection
found in chapter 5. A comparison of the nuclear coupling to electrically and optically
generated electron spins combined with a dc-bias applied to the sample yields more insight
into the electrically induced dynamic nuclear polarization.
The last chapter deals with undoped (110)-oriented (In ,Ga)As/GaAs quantum wells,
in which a large spin dephasing anisotropy is observed. Instead of manipulating the spin
orientation, the spin dephasing time can be manipulated by an external magnetic field in
this system. This intentional randomization of spin orientation is considered as a robust
switching scheme for the realization of a spin field effect transistor, in which the electric
field acts as an switchable effective magnetic field in the rest frame of the spin-polarized
electrons. In contrast to devices based on coherent spin manipulation, such a device could
be easily operate in the diffusive transport regime.
3

2 Theory
This chapter gives a brief introduction into the basic theory required for the analysis of the
data throughout this thesis. Starting from single electron spin precession, we calculate the
net magnetization of precessing spin ensembles in section 2.1. After a compilation of the
relevant properties of the III-V semiconductors and in particular of GaAs in section 2.2,
the initialization of these spin ensembles is explained in the context of optical and electrical
spin generation in semiconductors in section 2.3. The progress of electrical spin injection
is described in more detail in order to motivate the choice of our considered spin injection
concept. A basic overview focused on the aspects necessary for the data interpretation,
is given for the relevant spin relaxation mechanisms (section 2.4) and the interaction of
electrons spins with the nuclear spin system (section 2.5).
2.1 Coherent spin precession
The basic idea of the fast developing field of spintronics is to employ the particel’s inner
degree of freedom, its spin, for logical information processing and storage [1, 8]. On this
account, spintronics requires schemes for manipulating the spin direction. In analogy to
the established charge based electronics, it is self-evident to make use of the spin 1/2 of the
electrons, which constitutes a two-level system, in a scalable solid-state environment. The
spin can be manipulated by a constant or alternating magnetic field yielding Larmor or
Rabi oscillations [9], respectively. Particularly for electron spins in a solid, the magnetic
field can be substituted by an electric field taking advantage of the spin-orbit interaction.
Since the electric field is faster switchable than the magnetic field and allows both Lar-
mor (via Rashba effect in semiconductors [10]) and Rabi type spin manipulations, an
electric field is advantageous [11].
In this thesis, we demonstrate the manipulation of an electrically injected spin ensemble
in a semiconductor by a constant external magnetic field B. This kind of manipulation re-
quires setting the spin in a superpositioned quantum state |ψ 〉, which has to stay coherent
throughout the manipulation process. In this section, we first explain the Larmor pre-
cession of a single spin and introduce the spin relaxation and spin coherence times. Next,
the net magnetization of spin ensembles, generated by three hypothetic pump schemes, is
calculated for two observation directions.
2.1.1 Single electron spin precession
Let us consider an electron without orbital angular momentum in a homogeneous magnetic
field B, the direction of which shall define the z-axis here: B = Bzez. We may apply the
classical energy E relation
E = −µs ·B, (2.1)
when the electron’s spin S is introduced as a classical analogue to an angular momentum,
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which is connected to a magnetic moment µs
µs = g0
−e
2me
S, (2.2)
where e ≈ 1.6022×10−19C and me ≈ 9.1094×10−31 kg are the elementary charge and the
free electron mass, respectively. g0 is a non-classical proportionality factor, the so-called
gyromagnetic factor, which is g0 ≈ 2.0023 for free electrons as deduced from quantum
electrodynamics. Thus, the corresponding Hamilton operator H is
H = g0 e2meS ·B =
1
2
g0µBσ ·B = 12g0µBσzBz, (2.3)
where µB = e~2me = +9.2740 × 10−24 J/T, ~ = 1.0546 × 10−34 Js and σ = 2~S are the
Bohr magneton, the reduced Planck constant and the vector of the Pauli matrices,
respectively. The eigenvalues of H to the eigenfunctions | ↑ 〉 and | ↓ 〉, which are the
respective Zeeman energies of the states, are given by
H |↑〉 = +1
2
g0µBBz |↑〉 (2.4)
H |↓〉 = −1
2
g0µBBz |↓〉. (2.5)
Figure 2.1: Coordinates on a
Bloch sphere: The state of a
quantum-mechanical two-level system
can be described by the angles θ and
φ on a Bloch sphere. Especially, a
localized spin 1/2 (red arrow) precesses
with the Larmor frequency ωL about
a homogeneous magnetic field orien-
tated along the z-directions, which
alters φ while leaving θ constant. The
base states | ↑ 〉 and | ↓ 〉 are placed
at the poles of the Bloch sphere in
z-direction.
The quantum state |ψ 〉 of a spin, set in an arbitrary direction, is a superposition of the
base states | ↑ 〉 and | ↓ 〉. It can be described by two real coordinates (θ, φ) defined on a
Bloch sphere (see Fig. 2.1):
|ψ 〉 = cos
(
θ
2
)
exp
(
−iφ
2
)
|↑〉+ sin
(
θ
2
)
exp
(
+i
φ
2
)
|↓〉 (2.6)
Applying the time evolution operator
exp
(
− i
~
Ht
)
= exp
(
− i
~
1
2
g0µBσzBzt
)
= exp
(
−i1
2
ωLσzt
)
(2.7)
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with the definition of the Larmor frequency
ωL = g0
µB
~
Bz, (2.8)
the |ψ 〉 evolution is
|ψ(t)〉 = cos
(
θ
2
)
exp
(
−iφ+ ωLt
2
)
|↑〉+ sin
(
θ
2
)
exp
(
+i
φ+ ωLt
2
)
|↓〉 (2.9)
Thus, B = Bzez alters only the spin’s φ coordinate of the Bloch sphere. The expectation
values of the spin projected to cartesian coordinates are calculated to
〈ψ(t) |σx |ψ(t)〉 = sin θ cos (φ+ ωLt)
〈ψ(t) |σy |ψ(t)〉 = sin θ sin (φ+ ωLt)
〈ψ(t) |σz |ψ(t)〉 = cos θ. (2.10)
This result corresponds to a classical precession of magnetic momentum about a constant
magnetic field with precession frequency ωL. In quantum mechanics, Eq. 2.9 describes a
coherent beating of the base states | ↑ 〉 and | ↓ 〉. Furthermore, we can divide the spin S
into a longitudinal (parallel) component Sz, which is only defined by cos θ, and a transverse
(perpendicular) component with respect to B. Only the latter is altered by B.
In solids, an environmental Hamilton operator Henv has to be added to H. Henv
results in a perturbation of the free Larmor precession described by coherence times. We
distinguish the perturbation of θ and φ defining two characteristic times, the longitudinal
spin relaxation time T1 and the transverse coherence time T2, respectively, following the
description of nuclear magnetic resonance. To differentiate between two times is reasonable,
since a change in θ is connected to an exchange of Zeeman energy with the environment,
whereas a change in φ affects the relative phase of the superpositioned states in Eq. 2.9,
and hence results in a phase jump of the Larmor precession. The latter alters the spin
expectation values only perpendicularly with respect to B and thus conserves the system’s
energy. Due to this energy bottleneck, it is T1 > T2 in nuclear magnetics. The bottleneck
is partially lifted for free electron spins in a solid, because of their kinetic energy. For times
below T1 and T2 the electron spin is called coherent. It follows from our calculation that the
observation of the Larmor precession requires the preparation of a coherent electron spin
state (see Eq. 2.6). Coherent states are fundamental for quantum information processing,
since both θ and φ define the information stored in a quantum bit.
2.1.2 Precession of spin ensembles
Frequently in the experiment, there is not a single spin but the magnetizationMs induced
by an ensemble of spins detected. In this subsection, we investigate the dependence of the
transverse components of Ms as a function of both time t and external magnetic field B
for three important classes of hypothetic spin injection processes, which will play an im-
portant role throughout this work. In this section, we focus on mathematically expressing
Ms without explaining how the respective spin injection patterns can be experimentally
realized. The state of the art of the spin injection will be considered in section 2.3.
The spin ensembles considered are prepared in a constant magnetic fieldB = Bez. If the
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density of the ensemble is sufficiently low, spin-spin interactions can be neglected and thus
the ensemble can be considered as independent and coherent Larmor precessing spins.
The system then consists of a multiplication of the single spin quantum system presented
in subsection 2.1.1. Hence, Ms is the sum over all S expectation values. Already at this
point, we introduce T ?2 as the transverse spin dephasing time of the spin ensemble. It
differs from the coherence time T2, if the single spin systems are not accurately multiplied
and exhibit small deviations due to the inhomogeneous effects, e.g. an inhomogeneous
magnetic field. This problem is discussed further in section 2.4.
In almost all the experiments presented here, the observation direction of the spin-
induced magnetization is perpendicular to B. Therefore, we constrict our mathematical
consideration to the magnetization direction parallel to the initial spin direction denoted
M
||
s = Ms,x and the magnetization direction perpendicular to both the initial and B
direction M⊥s = Ms,y. As the longitudinal component Mz is neglected, the precession of
the Ms as a function of t and B can be expressed as complex number Ms(t, B).
Abrupt spin injection
First, we calculate Ms(t, B) assuming that all the spins are initially prepared at the same
time t = 0 in the x-direction perpendicular to the external magnetic field B = Bzez,
denoted an abrupt injection. The expectation values of the single spin of Eq. 2.10 simplify
to
〈σx〉 = cos (ωLt)
〈σy〉 = sin (ωLt) . (2.11)
Taking spin dephasing into account, the transverse components of Ms are
M ||s (t, B) = Re(Ms) (2.12)
M⊥s (t, B) = Im(Ms) (2.13)
Ms(t, B) = A exp
(
− t
T ?2
)
exp (iωLt) , (2.14)
where A is a real proportionality factor. To express M ||s and M⊥s as the real and imagi-
nary part of a complex Ms is a convenient way to simultaneously calculate Ms for both
transverse directions, as will be shown later on. Fig. 2.2 (a) and (b) shows simulations
of M ||s (t) and M⊥s (B, t), respectively, for different B. The residual parameters (T ?2 and
the effective g-factor) for the simulations are typical for bulk n-GaAsdoped close to the
metal-insulator transition at liquid-helium temperature (cp. section 2.2). The oscillation
frequency of both M ||s and M⊥s increases with |B| according to Eq. 2.8 and the oscillations
are exponentially damped because of T ?2 . Remarkably, the symmetry of Ms with respect
to B alters with the observation direction: If the observation direction of the spin-induced
magnetization is parallel to the initial spin direction (Fig. 2.2 (a)), the symmetry is
M ||s (t, B) =M
||
s (t,−B). (2.15)
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Whereas it is
M⊥s (t, B) = −M⊥s (t,−B), (2.16)
if the observation direction is both perpendicular to the initial spin direction as well as to
B (Fig. 2.2 (b)). Consequently, no magnetization can be observed in the perpendicular
direction, if no B is applied, since the spins do not precess: M⊥s (t, 0) = 0.
0 20 40 60 80 100
parallel observation direction
B= -10mT
B= -20mT
B= 0mT
B= 10mT
R
e
(M
s)
t (ns)
B = 20mT
0 20 40 60 80 100
perpendicular observation direction
B= -10mT
B= -20mT
B= 0mT
B= 10mT
Im
(M
s)
t (ns)
B = 20mT
(a) (b)
Figure 2.2: Larmor precession of a spin ensemble as a function of time t for five external
magnetic fields B, which are perpendicular to the initial spin direction at t = 0. The
projection of the spin-induced magnetization Ms (a) parallel and (b) perpendicular to
both the initial spin direction and B is plotted for the same injection rates rs. Typical
values of the spin dephasing time T ?2 = 20 ns and the electron g-factor (g=-0.41) for bulk
GaAs (doped close to the metal-insulator transition) are used.
Continuous spin injection
Now, we consider a second extremal class of spin injection: spins injected continuously
with a constant rate rs into the x-direction. In this case, the net magnetization Mcw(B)
is calculated by integrating the single systems over time t:
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Figure 2.3: Hanlé depolarization for continuous injection of spins with three spin life-
times T ?2 with an electron g-factor similar to the one found for the GaAs samples utilized
here (g = −0.41). The external magnetic field B is perpendicular to the initial spin
direction. The projection of the spin-induced magnetization Mcw parallel to the initial
spin direction (a) and perpendicular to both the initial spin direction and to B (b) is
plotted for the same injection rates rs.
Mcw(B) = A′
∞∫
0
rs exp
(
− t
T ?2
)
exp (iωLt) dt
= A′rsT ?2
1 + iωLT ?2
1 + (ωLT ?2 )
2 (2.17)
M ||cw(B) = Re(Mcw(B)) = A
′rsT ?2
1
1 + (ωLT ?2 )
2 (2.18)
M⊥cw(B) = Im(Mcw(B)) = A
′rsT ?2
ωLT
?
2
1 + (ωLT ?2 )
2 (2.19)
The simulated transverse net magnetization M ||cw(B) and M⊥cw(B) for parallel and perpen-
dicular observation with respect to the spin injection direction is plotted in Fig. 2.3 (a)
and (b), respectively, for equal rs and A′. In contrast to the first injection class discussed
above, now the net magnetization is in dynamic equilibrium and does only depend on B
and T ?2 . Note that the symmetry asserted for abrupt spin injection (Eq. 2.15 and Eq. 2.16
is preserved for both sets of M ||cw(B) and M⊥cw(B) curves:
M ||cw(B) = M
||
cw(−B)
M⊥cw(B) = −M⊥cw(−B), (2.20)
Enlarging |B|, the net magnetization vanishes for both observation directions, since the
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injected spins increasingly occupy all angles φ (defined in Fig. 2.1) within their dephasing
time T ?2 and start to average each other out. This process is called Hanlé depolarization.
Note that this is not a quantum-mechanical decoherence, but that effectively the direction
of the single spins cannot be determined any more. The characteristic width of such a
Hanlé depolarization curve is ∆B = ωLT ?2 , which can be used to determine T ?2 in the
vicinity of B = 0, if ωL is known. Although the net magnetization is static for continuous
injection, the Hanlé depolarization curves are based on the summation of coherently
precessing single spin systems.
Resonant spin amplification
The third class of spin injection we discuss here, lies in between the previous ones: abrupt
and continuous injection of a spin packet in the x-direction with a constant repetition
interval Trep. This sin injection class is relevant for our experiment, since a voltage pulse
train is applied to the sample (cp. Fig. 1.1). In order to determine the corresponding
net magnetization of the total spin ensemble, we have to sum over the precessions of all
previously injected spin packets:
MRSA(B, t) =
∞∑
n=0
A exp
(
− t+ nTrep
T ?2
)
exp (iωL (t+ nTrep))
= A exp
(
− t
T ?2
)
exp (iωLt)
exp
(
Trep
T ?2
)
− exp (−iωLTrep)
2
(
cosh
(
Trep
T ?2
)
− cos (ωLTrep)
) (2.21)
M
||
RSA(t, B) = Re(MRSA(t, B)) (2.22)
M⊥RSA(t, B) = Im(MRSA(t, B)), (2.23)
where t ∈ [0;Trep). The calculation is demonstrated in section A.1.2 (p. III). The sim-
ulated transverse net magnetization M ||s (B) and M⊥s (B) for parallel and perpendicular
observation with respect to the spin injection direction is plotted in Fig. 2.4 (a) and (b),
respectively. The values Trep = 12.5 ns and the same ones for the effective g-factor and T ?2
as in Fig. 2.2 are used, since these parameters become essential in the experimental part
of this thesis. The peaks in both sets of curves are a result of constructive interference of
subsequently injected spin packets. This effect is called resonant spin amplification (RSA).
The resonance fields zBres of the order z are extracted from the denominator of Eq. 2.21
zBres = Bzres = z
h
gTrepµB
, z ∈ Z, (2.24)
To put it more clearly, a resonance takes place, if the completion of |z| precession cycles
of a spin packet coincides with the injection of a new spin packet. The values zBres are
independent of the observation time t and are thus equal for all observation directions as
can be seen by comparing Fig. 2.4 (a) and (b). However, the shape of a resonance peak
does depend on the observation time t: Following, e.g., the red dashed lines in Fig. 2.4,
which mark the resonance peak of the order z = 1, the peak rotates one full cycle within
Trep, while alternatingly changing its symmetry: E.g., it is anti-symmetric at t = Trep/4
in Fig. 2.4 (a); throughout this work, all shapes of RSA resonances are called peaks. It
is a property of RSA that the zth resonant peak exhibits |z| full precession cycles within
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Figure 2.4: Resonant spin amplification for repetitive pulsed injection with the constant
repetition time Trep as function of the external magnetic field B, which is perpendicular
to the initial spin direction. The projection of the spin-induced magnetizationMRSA at
time t (a) parallel to the initial spin direction and (b) perpendicular to both the initial
spin direction and to B is plotted for the same injection rates rs. At t = 0 one spin
ensemble is injected. Typical values of the spin lifetime T ?2 = 20 ns and the electron
g-factor (g = −0.41) for bulk GaAs (doped close to the metal-insulator transition) are
used.
Trep. Comparing the sets of curves in (a) and (b) of Fig. 2.4, the peak shapes are shifted
in time by Trep/4 or by a phase φ = pi/2, which directly reflects the effect of rotating the
observation direction by 90 °. This rotation also yields a change of the total symmetry of
the observed magnetization with respect to B:
M
||
RSA(B, t) = M
||
RSA(−B, t) (2.25)
M⊥RSA(B, t) = −M⊥RSA(−B, t), (2.26)
which is the same as in Eq. 2.15, Eq. 2.16 and Eq. 2.20. Finally, it is noteable that the RSA
injection pattern can be approximated by a simple abrupt injection for all t ∈ [0;Trep), if
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Trep  T ?2 . This approximation is frequently applied in our pump-probe experiment (e.g.
in chapter 7).
2.1.3 Summary of spin precession
At the beginning of this section, the evolution of a single free electron spin within a
homogeneous magnetic field is deduced. The spin precesses about the magnetic field by
the Larmor frequency, if it is prepared in a superposition of the base states | ↑ 〉 and
| ↓ 〉. Environmental perturbation is taken into account by introducing the longitudinal
spin relaxation time T1 and the spin coherence time T2.
Experimentally, ensembles of spins are often created, which can ideally be described
by the sums of all single spin expectation values. Three classes of hypothetic injection
processes for spin ensembles are distinguishable:
1. abrupt injection of a spin ensemble (e.g. Fig. 2.14 (a))
2. continuous injection of spins with a constant injection rate (Hanlé depolarization)
(e.g. Fig. 2.12)
3. repetitive and abrupt injection of spin packets with constant repetition interval (RSA)
(e.g. Fig. 2.14 (b))
We considered two observation directions of the spin-induced net magnetization as a func-
tion of time t and magnetic field B. If the observation direction is parallel to the initial spin
direction, the net magnetization is even in B, whereas it is odd, if the observation direction
is perpendicular to both the magnetic field and the initial spin direction. Several examples
for the realization of the different injection classes are given throughout this thesis.
2.2 III-V heterostructures
III-V semiconductors are formed from elements of the group III and V of the periodic table
and, except for the nitrites, crystalize at normal pressure with the zinc-blende structure
[12, 13]. This is composed of two interlocked face-centered cubic sublattices occupied by
the group III and group V atoms, which break the centrosymmetry of the diamond lattice.
Their properties like the direct band gap and the high electron mobility make them
indispensable for optical devices like LEDs or LASERs or high frequency devices like
metal-semiconductor field-effect transistors (MESFETs) [14, 15]. Besides the control of
holes’ and electrons’ densities by doping, the spacial control of stoichiometry of ternary
and quaterny systems allows engineering a band gap profile. The growth of these het-
erostructures by molecular beam epitaxy (MBE) is well-established [16, 17] and renders
possible the fabrication of low-dimensional structures like quantum wells (QWs) or quan-
tum dots with mono-layer accuracy. Moreover, the electrons’ and holes’ motion can be
controlled separately (hetero bipolar transistor) and carriers can be spatially separated
from dopants (high electron mobility transistor) making the design of elaborated devices
possible.
Relevant for spintronics, the III-V semiconductors can be doped with magnetic impu-
rities (e.g. Gd : GaN [19]). This results in a new material class called diluted magnetic
semiconductor (DMS) with novel magnetic and electrical properties. Ternary compounds
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Figure 2.5: Energy gap and lattice constant for III-V compounds at room temperature:
Solid lines and dashed lines represent ternary compounds with direct and indirect band
gap, respectively. The colored distribution represents the sensitivity of the eye and the
color of the photons, which corresponds to the band gap energy Eg (after [18]).
with, e.g., Mn on a group III site become ferromagnetic in the bulk with a Curie tem-
perature slowly pushed towards room temperature [20]. In addition to the band gap, the
stoichiometry of the III-V semiconductor alters the spin-orbit coupling and thereby the ef-
fective g-factor, which motivates new concepts for fast spin-manipulation by electric fields
[21].
bulk material g(Ekin = 0 eV) linear dispersion gdis (eV)−1
GaAs -0.44 6.3
Al0.3Ga0.7As +0.40
InAs -15 80
InP 1.26 2.2
InSb -51 144
Table 2.1: Compilation of effective electronic g-factors of different bulk III/V semicon-
ductors: g(Ekin) = g(0) + gdisEkin, where Ekin is the kinetic energy of the electrons.
[22]
III-V heterostructures are usually grown epitaxially in order to avoid dislocations at the
interfaces. Combinations of semiconductors are restricted by their lattice constants, which
are plotted for binary and ternary compounds in Fig. 2.5. The growth of the AlxGa1−xAs
[23] systems occupies a special position, since it is nearly lattice-matched for all Al con-
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centrations and large GaAs wafers are commercially available. In order to reduce the
fundamental band gap Eg, strained InxGa1−xAs layers can be epitaxially grown on GaAs
up to a critical thickness [24]. Examples of effective g-factors at the bottom of the conduc-
tion band are given in Tab. 2.1, including a linear approximation of the g-factor dispersion.
Especially the effective g-factors g of small-band semiconductors with large spin-orbit cou-
pling exhibit large discrepancies from the g-factor of a free electron. Additionally, the sign
of g can be reversed. Thus, a AlxGa1−xAs compound exists with g = 0. Note that the
effective g-factor is defined in such a way that the effective electron mass does not need to
be taken into account, when setting the effective g into Eq. 2.8.
Throughout this thesis, GaAs is most relevant. Its bandstructure is displayed in Fig. 2.6
(a). The region in the vicinity of the direct fundamental band gap at the Γ point is
magnified in Fig. 2.6 (b). The conduction band (CB) is s-like and degenerated in a two-fold
way. Due to spin orbit interaction, the p-type valence bands’ (VB) six-fold degeneracy is
lifted. One band with j = 1/2 (sh holes) is energetically split off by ∆SO. The two j = 3/2
bands exhibit two curvatures and are therefore divided into a heavy hole (hh) and light
hole (lh) band. Important properties of GaAs relevant for this thesis are summarized in
Tab. 2.2.
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Figure 2.6: Band structure of GaAs : The grey region of the complete band structure (a)
(taken from [13]) is magnified in (b). The s-type conduction band (CB) and the three
p-type valence bands (VB) are shown in parabolic approximation.
For spintronics applications, the spin dephasing time T ?2 is an important material char-
acteristics. Due to the interplay of different spin relaxation mechanisms (cp. section 2.4),
T ?2 exhibits a complex dependence on an external transverse magnetic field B and on the
doping concentration [2] as displayed in Fig. 2.7. Surprisingly long T ?2 are found for Si
doped n-GaAs at the critical concentration nc of the metal-insulator transition (MIT)
(cp. Tab. 2.2) [28, 2]. At both sites of the transitions T ?2 decreases. Due to the complex
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description symbol value unit
binding energy of Si donors ED(Si) 5.839 meV
critical Si concentration for MIT [25] nc 1.5× 1016 cm−3
fundamental band gap (T = 0K) Eg(Γ ) 1.519 eV
effective electron mass (T = 0K) m∗e(Γ6) 0.067 me
effective heavy hole mass (T = 0K) m∗hh(Γ8) 0.51 me
effective light hole mass (T = 0K) m∗lh(Γ8) 0.082 me
lattice constant (T = 0K) a0 5.65 Å
LO phonon energy ELOph 36 meV
split-off energy ∆SO 0.341 eV
static dielectric constant εGaAs 12.515
Table 2.2: Compilation of properties of bulk GaAs : The effective heavy hole mass is
anisotropic and only an average value is given. [26, 27]
electronic structure consisting of delocalized and Anderson localized donor band states
and conduction band states, a n-GaAs sample cannot be characterized by a single T ?2 .
The longest T ?2 values are assigned to delocalized donor band states [29, 30].
Figure 2.7: Spin dephasing time in n-bulk
GaAs as a function of the doping con-
centration and external magnetic field B:
The critical Si concentration of the metal-
insulator transition is marked by the ver-
tical red line (adopted from [31, 2]).
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By a rule of thumb, T ?2 in zinc-blende quantum wells is smaller compared to the bulk,
since the D’yakonov Perel’ spin relaxation mechanism, which will be introduced in sec-
tion 2.4 (p. 26), is enhanced by the quantization of the electron momentum, but the
decrease of T ?2 approaching room temperature is less pronounced compared to the bulk
material.
2.3 Spin injection and spin pumping
In this section, we introduce methods for electrically injecting a spin-polarized direct cur-
rent into a semiconductor and motivate the choice of Schottky junctions for our experi-
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ment. We further present an experiment, in which the Larmor precession of a continuous
flow of electrically injected spins is observed. This is compared to the phase coherence
of optically pumped spin ensembles measured by a time-resolved technique. We will see
how and to what extend the spin injection schemes introduced in the subsection 2.1.2 are
realized.
2.3.1 Electrical spin injection
The electrical injection of a spin imbalance into a semiconductor is a fundamental problem
of spintronics and much progress has been achieved during the last years. In this subsection,
we discuss the different approaches towards this challenge.
Applying a diffusion-equation-based model and neglecting spin scattering at the inter-
face, the spin injection efficiency η, which is defined as the difference of spin-up j+ and
spin-down j− current density at the ferromagnet-to-semiconductor interface normalized to
the total current density
η =
j+ − j−
j+ + j−
(2.27)
is given by [32, 33, 34, 35]
η =
rcPΣ + rFPσF
rF + rc + rN
(2.28)
where rF , rN and rc denote the effective resistances of the ferromagnet, of the semiconduc-
tor and the contact resistance in the non-equilibrium region of the junction, respectively.
The ferromagnet and the contact sheet, which yield a discontinuity in the chemical poten-
tial of spin-up and spin-down carriers, are characterized by their respective conductivity
polarizations PσF and PΣ . Disregarding the contact resistance (rc = 0), η from a metallic
ferromagnetic into a semiconductor is of the order of rF /rN and thus negligible small, since
the resistance of the semiconductor is much larger than the one of the metallic ferromag-
net. After explaining the experimental set-up commonly used for the determination of η,
we discuss different concepts to circumvent this fundamental obstacle for electrical spin
injection.
Measuring spin injection efficiency
In the experiment, the spin injection efficiency η is not directly accessible. The spin
polarization of carriers in the semiconductor is converted into a circular polarization of
electroluminescent light. The carriers’ steady-state spin polarization is then calculated
from the measured degree of circular polarization regarding the optical selection rules.
Typically, spin-selective light emitting diodes (spin LED) are used for such experiments.
As an example, the band structure of an AlGaAs/GaAs n-i-p diode with an Fe injector
layer forming a Schottky barrier is shown in Fig. 2.8. At reverse bias, spin-polarized
electrons tunnel through the Schottky barrier and recombine in the quantum well with
unpolarized holes supplied by the p-doped layer. The electroluminescence is collected in
the out-of-plane direction of the quantum well as shown in the inset of Fig. 2.8.
The steady-state polarization of the carriers, however, is not equivalent to the spin
injection efficiency, since the spins are subject to relaxation before carrier recombination.
Thus, the deduced carrier steady-state polarization is only a lower bound of the spin
injection efficiency η. In literature, η is often estimated by taking a spin relaxation time
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Figure 2.8: Band diagram of an unbiased
In0.1Ga0.9As/GaAs spin LED with an Fe
top layer forming a Schottky barrier at the
interface. If the Schottky junction is re-
verse biased, spin-polarized electrons e− and
unpolarized holes h+ recombine in the quan-
tum well and emit electroluminescence light
collected along the surface normal as shown
in the inset (adopted from [36]).
and a carrier recombination time in the quantum well into account [37, 38]. Both time
constants depend on the temperature and the bias condition, which makes the analysis of
η more complex. Also, spin relaxation in the band bending region of a Schottky contact
might be important [39]. Further details on calculating η will be given in subsection 4.2.4.
Half-metallic ferromagnets and diluted magnetic semiconductors
Half-metallic ferromagnets, e.g., ferromagnetic Heusler alloys, which are defined by a
band structure with only one occupied type of spin states at the Fermi energy, offer only
one spin conduction channel, which implies a large rF in Eq. 2.28. The polarization of the
ferromagnet has to be nearly 100% to overcome the conductivity mismatch problem [35].
Experimentally promising candidates, e.g., Co2MnGe [40] or the half-Heusler Fe3Si [41]
yield spin injection efficiencies of only 27% (2K) and 10% (25K), respectively. In the case
of Co2MnGe , the injection efficiency drops dramatically approaching room temperature.
Another way of matching the resistance of the ferromagnet and the semiconductor is to
use a diluted magnetic semiconductor (DMS) as a spin injector. An early study demon-
strates spin injection from ferromagnetic Ga0.955Mn0.045As into GaAs [42]. Due to the
valence of the incorporated transition metal Mn , Ga0.955Mn0.045As is intrinsically highly
p-type and allows only the injection of hole spins, which relax very quickly in GaAs . As
an alternative, Mn can be isoelectrically incorporated into group II sites of II-VI semi-
conductors. Be0.07Mn0.03Zn0.9Se can be n-doped and is lattice-matched to GaAs with a
small conduction-band offset and a small resistance change (< 1%). Electron spin injection
from this DMS into (Al ,Ga)As with an efficiency of at least 43% (2.5K, 3T) was reported
[43]. Similar results have been achieved with strained Zn0.94Mn0.06Se [44]. There is a huge
drawback of II-VI based DMS: They exhibit a huge g-factor but are paramagnets. Yet,
ferromagnetism is required for the electrical injection of spins, the orientation of which
is tilted away from an external magnetic field. The latter is indispensable for our experi-
ment in order to achieve coherent spin precession in the semiconductor about an transverse
external magnetic field.
Spin-polarized tunneling through an artificial barrier
Another ansatz to circumvent the conductance mismatch is to make use of the contact re-
sistance rc and its conductance polarization PΣ (Eq. 2.28) by introducing a spin-selective
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tunnel barrier [32, 45]. Basically, there are two possibilities for realizing such a tunnel bar-
rier. Firstly, one can use the native, pseudo-triangularly shaped Schottky barrier, which
appears at most metal-semiconductor junctions [46]. Secondly, an artificial metal-oxide
square shaped barrier can be prepared. The former barrier allows epitaxial growth of a
single-crystalline injector, e.g., Fe on GaAs [3, 47], the latter barrier entails polycrystalline
or amorphous oxide layers [48, 49].
First, AlOx was used as an insulator [50]. Sandwiched between CoFe and (Al ,Ga)As
or GaAs , spin injection efficiencies of 21% (80K) and 16% (300K) have been obtained
[48]. An observed bias dependence was attributed to hot electron spin relaxation in the
semiconductor [51]. Larger spin injection efficiencies have been achieved by replacing the
AlOx by textured MgO (100), which exhibits a larger tunneling spin polarization. Spin
injection efficiencies with CoFe as a ferromagnet and Al0.08Ga0.92As as a semiconductor
yield at least 52% (100K) and 32% spin injection efficiency at room temperature [49].
Post-growth-annealing was found to increase the spin injection efficiency by ∼ 10% to a
stable plateau [52]. Concerning the temperature dependence of the spin relaxation time
and the spin carrier recombination time in the semiconductor, a spin injection efficiency
of ∼ 70% was estimated for the whole temperature range [53].
Electrical spin injection through a Schottky barrier
At first, electrical spin injection from a metallic ferromagnet into a semiconductor suc-
ceeded with a reverse-biased Fe/GaAs(001) Schottky barrier up to room temperature[3].
The spin injection efficiency was 2% and nearly independent of the temperature. It is
pointed out in Ref. [34] that spin injection should be hardly possible with a forward biased
Schottky junction. Improving the doping profile concerning the shape of the Schot-
tky barrier and introducing a drift layer in the semiconductor with doping concentration
close to the MIT and thus long spin relaxation time (cp. Fig. 2.7), the spin injection
efficiency in Al0.08Ga0.92As could be enhanced to at least 8.5% (90K) and 4% (240K)
[54, 55]. A significant increase of the spin injection efficiency to at least η = 17% (200K)
was found by post-growth annealing at 250℃ [56]. This result was surprising, since As
is predicted to segregate in the Fe layer and forms a magnetic dead layer [57]. Extensive
study of bias and temperature dependence indicates a stable injection efficiency η > 20%
over a wide bias (∼ 1.5V) and temperature range for an Fe/Al0.1Ga0.9As junction [58].
At high reverse bias |U | & 3V, the injection efficiency drops to zero for all temperatures
[59].
Besides the doping profile, the matching symmetry of the transport bands plays a signif-
icant role [60]. In contrast to the (110) interface, tunneling of minority states is suppressed
in the case of Fe/GaAs(001). This symmetry enforced spin polarization can be reduced
by interface states providing a resonant tunneling channel for minority spin states. Exper-
imentally, a reduced spin injection efficiency of 13% (4.5K) was found for (110)-oriented
Fe/GaAs [61]. Ballistic spin injection, for which Eq. 2.28 does not apply, was investigated
by a magnetic tunnel junction with semiconductor collector [62]. Although the spin injec-
tion efficiency is high due to the band symmetry, spin relaxation of the hot carriers due
to the D’yakonov-Perel’ mechanism (cp. section 2.4 (p. 26)) turned out to be problematic
[62].
In summary, there has been a lot of progress concerning the optimization of the spin
injection efficiency in recent years. Especially, epitaxially grown Fe/Al0.1Ga0.9As(001)
Schottky junctions and textured CoFe/MgO injectors are promising. We decided to
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use the Schottky barriers, since in general a higher current can be driven through these
junctions [47]. So far, the main emphasis has been put on the temperature dependence
of η. There has been no study about high frequency characteristics of the spin injection
efficiency. In all experiments, spins were electrically injected by means of a dc-bias. The
electrical injection of spin packets using ultra-short voltage pulses has not been achieved
yet.
2.3.2 Electrical spin injection and coherent spin precession
Using a spin LED, one problem arises with the detection of spin injection efficiency. The
degree of circular polarization of light collected normal to the QW plane is only sensitive to
electron spins oriented in the same direction. The surface emitting geometry is required to
apply the optical selection rules in narrow QWs [63]. As shape anisotropy of the thin ferro-
magnetic injector layer typically forces its magnetizationMF to lie in plane (an exception
can be found in Ref. [64]), injected electron spins are also oriented in the QW plane. Thus,
manipulation of the spin orientation either in the ferromagnetic injection layer or in the
semiconductor is required in order to observe circularly polarized electroluminescence. The
magnetization of the injector can be saturated in the out-of-plane direction of the QW by
applying a constant magnetic field B typically larger than 1T normal to the QW plane.
sampleo
bs
er
va
tio
n 
di
re
ct
io
n
ob
se
rv
at
io
n 
di
re
ct
io
n
sample
x x || HA
y y || EA
z z
45° 
(b)(a)
B
MFS0
B
S0 MFe
α
Figure 2.9: Geometries for electrical spin injection: (a) The external magnetic field B
is applied 45 ° obliquely to the sample normal and rotates the magnetization MF of the
injector out of the injector by an angle α out of the sample plane. (b) If there is a magnetic
in-plane anisotropy with hard-axis (HA) and easy-axis (EA), a small external magnetic
field can be applied collinear with the hard-axis and rotates the magnetization slightly
away from the Larmor precession (b). The spins S0 are initially injected collinear with
theM and precess about B in the semiconductor (dashed red circle) into the observation
direction (after [36]).
The external magnetic field can be reduced to B < 0.5T, if it is applied obliquely includ-
ing a 45 ° angle with respect to the surface normal (z-direction) as displayed in Fig. 2.9 (a)
[50, 48, 36]. In this case, the magnetization of the injector layerMF is only slightly tilted
by an angle α out of the sample plane. As the initial spin direction S0 is collinear with
MF , the injected spins exhibit an angle of (45 °− α) with respect to B and start to pre-
cess towards the observation direction (z-direction). This method was used for calculating
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the electrical spin injection efficiency [50, 48, 51]. Since spins are continuously injected,
only the net magnetization of the ensemble is tilted towards the out-of-plane direction
and no macroscopic precession of the spin-induced net magnetization can be observed. At
higher magnetic fields the net magnetization vanishes due to Hanlé depolarization (cp.
subsection 2.1.2).
Epitaxially grown thin Fe layers on GaAs(001) exhibit a magnetic easy- (EA) and
hard-axis (HA) in the plane, which are perpendicular to each other [36]. Applying a small
magnetic field B along the HA direction (x-direction in Fig. 2.9 (b)), the magnetization
of the Fe injector layer MFe is only slightly tilted away from the EA. Thus, electrically
injected spins initially oriented collinear with MFe , start to precess about B as displayed
in Fig. 2.9 (b) and can be observed by electroluminescence with an observation direction
(z-direction) perpendicular to the initial spin direction. This is the situation described in
subsection 2.1.2 and simulated in Fig. 2.4 (b).
Figure 2.10: Electroluminescence polarization hysteresis loops measured at 20K as a
function of the dc-current in the geometry sketched in Fig. 2.9 (b): During the hysteresis
loop the magnetization of the Fe layer flips, causing a sign reversal of the luminescence.
With increasing dc-current the polarization loops are deformed by a dynamically polarized
nuclear magnetic field BN (adopted from [36])
Fig. 2.10 shows corresponding dc-bias measurements of the degree of circular polariza-
tion as a function of the magnetic field applied along the HA as sketched in Fig. 2.9 (b)
[36]). The measurements are performed on an Fe/Al0.1Ga0.9As/GaAs spin LED, similar
to sample CA139 (cp. section 4.1). Since there is a tiny misalignment of B with respect to
EA, the magnetization of the Fe layer flips along the magnetic easy-axis at |B| ≈ 250Oe.
In turn, the sign of the electroluminescence is reversed. Except for the flipping, the curves
exhibit the important features of the Hanlé depolarization curves shown in Fig. 2.4 (b).
The signal is antisymmetric with respect to B and vanishes at high magnetic fields |B|
due to Hanlé depolarization. Hence, no oscillations of the spin-induced net magnetization
are observable. Additionally, it was shown that the Hanlé curves are deformed due to
the dynamic polarization of a nuclear magnetic field, which rises with the increase of the
applied dc-bias [36]. Both, flipping of the magnetization (cp. 5.1.1) and dynamic nuclear
polarization (cp. chapter 6), will play an important role for our samples.
Fig. 2.11 (a) is a schematic of a lateral injection device, which allows to probe the
electrically injected spin current flowing between two Fe/GaAs Schottky contacts [6, 65].
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Figure 2.11: Spin current flowing between
Fe injector contacts in a GaAs channel
measured with polar Kerr rotation mi-
croscopy: (a) The spins are continuously
injected collinear with the magnetization
M of the Fe layer (orange) and a small
magnetic field By along the y-direction
rotates the electrically injected electron
spins S towards the out-of plane direc-
tion. (b) False color plot of the Kerr ro-
tation angle θK scanned along the channel
(adopted from [6]).
n-GaAs
Fe
(a)
(b)
The bulk n-GaAs(001) channel has a size of 300 µm× 100 µm and is doped barely on the
metallic side of the MIT in order to achieve long spin lifetimes and long spin diffusion
lengths. Applying a dc-bias, a constant spin flow is injected in the x-direction of the
channel with spins initially pointing in the x-direction. The polarization of the spins
is probed by means of the polar Kerr rotation angle θK(x, y) of a linearly polarized,
reflected laser beam, which scans over the sample. Since this method is only sensitive to
an out-of-plane net magnetization, a small magnetic field By is applied along the in-plane
magnetic hard-axis direction of the Fe injector layers (y-direction) in order to rotate the
spins towards the out-of-plane direction as sketched in Fig. 2.9 (b).
Figure 2.12: Kerr rotation as a function
of the transverse magnetic field measured for
different laser spot positions: The distance
along the x-direction of the laser spot from
the injection layer is given (adopted from [6]).
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The obtained map of the Kerr rotation angle is shown in Fig. 2.11 (b). The decay
22
2.3 Spin injection and spin pumping
length (∼ 50 µm) of the spins is smaller than the channel length. Surprisingly, there is
also a spin accumulation visible at the detector Schottky junction, which is forward
biased. The sign of the polarization is the same at both contacts. The Kerr rotation
angles θK(By) measured at fixed laser position close to the source contact are displayed in
Fig. 2.12. The Kerr rotation signal closest to the contact exhibits the largest amplitude
and has the shape of the simulated Hanlé depolarization curves from Fig. 2.3 (b) with
the correct symmetry, since the observation direction (z-direction) is perpendicular to the
initial spin direction (x-direction). Increasing the distance to the contact, the θK(By)
amplitude decreases, but additional oscillations become visible.
This interesting phenomenon needs further explanation: If all electron spins flowed with
equal velocity through the channel, spins with equal distance to the injector layer would be
phase-coherent. Thus, slowly sweeping By would yield oscillations in θK(By) measured at
fixed laser position, since the total phase picked up by the spins during propagation would
increase due to the Larmor precession. In fact, a time-resolution could be achieved com-
bining the lateral resolution of Kerr microscopy with the fixed velocity of electron spins.
Why are only a few oscillations observed at a large distance from the source contact? The
reason for this is the Gaussian velocity distribution of the diffusing electron spins. The
limited spin relaxation time, however, acts as a velocity filter in combination with the
propagation distance making the observation of macroscopically precessing net magneti-
zation of electrically injected spins feasible. Note that no resonant spin amplification (cp.
subsection 2.1.2) can be found when a dc-bias is applied, since there are no interfering spin
packets.
2.3.3 Optical spin pumping
It was discovered several years ago [66] that the angular momentum of light can be trans-
ferred to electron spins, if circularly polarized light is absorbed. In contrast to electrical
voltage pulses, extremely short laser pulses of ∼ 100 fs are standard allowing the optical
pumping of phase-coherent spin packets. It follows from the conservation of the angular
momentum that the generated carrier spin is parallel to the photon helicity. In semi-
conductors, the optical selection rules determine how the spin polarization is distributed
between the generated holes and electrons. We will here consider only the dipole transition
probabilities at photon energies E close to the fundamental band gap Eg of GaAs .
Fig. 2.13 (a) displays the term scheme of the optical selection rules in GaAs [67, 68].
At photon energies E < Eg +∆SO, split-off holes (sh) are not excited (cp. Fig. 2.6 (b)).
Absorbing right circularly polarized light (σ+), 75% of the electron spins, generated with
heavy holes, will be in the spin-down state (s = −1/2) and 25%, generated with light
holes, will be in the spin-up state (s = +1/2). Thus, the average electron spin polarization
is Pe = −50% corresponding to an average spin of Sav = −0.25. Using photon energies
beyond Eg +∆SO, Sav drops fast and even below zero (Fig. 2.13 (b)), since the transition
probabilities are a function of the momentum of the generated carriers.
Since an electron packet optically pumped with a fs-laser pulse is phase-coherent, which
means that all spins exhibit the same angle φ defined for the Bloch sphere Fig. 2.1, they
induce a net magnetization, which precesses about an external magnetic field, if there is a
magnetic field component applied perpendicular to the pump beam direction. The magne-
tization can be sensed by means of the Faraday rotation angle θF of a linearly polarized
probe pulse. The total time-evolution of the spins can be measured stroboscopically, if the
probe pulse can be delayed by a time ∆t with respect to the pump pulse with high res-
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Figure 2.13: Term scheme of the optical selection rules and the degree of electron spin
polarization in n-bulk GaAs as a function of the pump energy E: (a) Within the term
scheme, the quantum numbers of heavy (hh), light (lh) and split-off (sh) holes as well
as electrons are given in the form |j, jm〉, where j denotes the total angular momentum
and jm its magnetic quantum number. The numbers given are the relative transition
probabilities at the Γ point. (b) The total spin polarization P0 at photon energies E
is calculated by taking the momentum dependence of the transition probabilities into
account (after [67]).
olution. Usually, the pump and probe laser beams are collinear and thus the observation
direction of the net magnetization and the initial spin direction are parallel. This is in
contrast to the electrical spin injection experiments explained in the previous section.
The outcome of a time-resolved all-optical experiment is displayed in Fig. 2.14. The
oscillations of θF (∆t) are the projection of the Larmor precession onto the observation
direction. As simulated in Fig. 2.2 (a), the exponential damping is due to the spin dephasing
T ?2 . In Fig. 2.14 (a), measurements on bulk n-GaAs with different doping concentration
are shown. Obviously, T ?2 depends on the doping concentration n and the analysis of the
data yields the relation T ?2 (n) plotted in Fig. 2.7. The different oscillation frequencies at
the same magnetic field B = 4T are due to a change of the effective g-factor g in Eq. 2.8.
Fig. 2.14 (b) displays a realization of resonant spin amplification. The pump and the
probe laser pulses both have a repetition time of Trep ∼ 12 ns. Measuring θF (B) on the
sample with a doping concentration close to the MIT, T ?2 > Trep holds true. Thus, resonant
peaks appear equidistantly as simulated in Fig. 2.4 (a) at fixed ∆t = 10 ps. Hence, there is
classical interference of consecutively pumped spin packets. θF (B) is nearly symmetric with
regard to B as expected for an observation direction parallel to the initial spin direction.
Experiments showing macroscopic Larmor precessions or even resonant spin amplifica-
tion of the net magnetization induced by electrically injected spins have not been reported
yet. We will discuss such time-resolved electrical experiments in chapter 5 and compare
the outcome to all-optical experiments.
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Figure 2.14: Time-resolved all-optical measurement of spin precession in n-GaAs for
different carrier concentrations at 5K: The Faraday rotation angle θF is plotted as a
function of the pump-probe delay ∆t, while a transverse magnetic field B = 4T is held
constant (a). If θF (B) is measured as a function of B at fixed ∆t = 10 ps for the sample
with carrier concentration n = 1016 cm−3, resonant spin amplification occurs due to the
pump repetition frequency of 80MHz (adopted from [2]).
2.4 Spin relaxation
In subsection 2.1.1, we introduced the transverse coherence time T2 and longitudinal spin
relaxation time T1 of a single spin. In this thesis, an ensemble of itinerant spins is in-
vestigated. Below, we consider the assignment of these times to a spin ensemble and the
mechanisms responsible for its relaxation.
For an ensemble of mobile electrons, the measured T1 and T2 come about by averaging
spins over the thermal distribution of electron momenta. T2 of a spin ensemble is not equal
to the T2s of a single spin within the ensemble, since direct exchange interaction, which
preserves the total spin, causes spin decoherence of a single spin but is averaged out in
the ensemble, which implies T2s < T2. A correlation of both dephasing times cannot be
easily given and depends very much on the considered system. T2s is relevant for solid
state quantum computation [69], while T2 is relevant for spintronics applications involving
transport of a spin ensemble [70].
As the Larmor precession frequency depends on the kinetic energy Ekin due to the g-
factor dispersion (cp. Tab. 2.1), there is a distribution of Larmor frequencies ∆ω within
an ensemble causing inhomogeneous dephasing. This is a k-space analogy of a spacial
inhomogeneous magnetic field B. The latter might be caused by a spacial distribution
of a hyperfine field. It is characteristic for inhomogeneous dephasing that the phase-loss
can be eliminated by spin-echo experiments, e.g., by applying a pi-pulse to all spins of the
ensemble simultaneously. Including inhomogeneous effects, the symbol T ?2 is commonly
used instead of T2, which is reserved for a irreversible phase-loss of the spin ensemble.
Thus, it is T ?2 ≤ T2. Inhomogeneous effects are more dominant in ensembles of localized
spins. Fast momentum scattering of itinerant spins, which are subject to slow phase
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fluctuation with equal probability for both directions, e.g., due to an inhomogeneity in
k-space, suppresses inhomogeneous dephasing. This effect is called motional narrowing
and leads to the approximation T ?2 ≈ T2 for conduction band electrons [68]. For localized
spins such as nuclear spins, dopant bounds electron spins or core electrons in magnetic
ions, mechanisms governing transverse dephasing (T2) and longitudinal relaxation (T1)
are different in nature due to the presence of the energy bottleneck, the Zeeman energy,
involved in the longitudinal relaxation. If electrons are mobile, the energy bottleneck is
lifted, which leads to T1 ∼ T2 [68, 71]. Therefore, it is common in literature to use the
symbol τS for both spin dephasing and spin relaxation when dealing with mobile spin
ensembles [68].
We now summarize the properties of the spin relaxation mechanisms, which have been
found most relevant for III-V semiconductors.
Elliot-Yafet mechanism
In the presence of spin-orbit interaction, Pauli spin-up and spin-down states with the same
momentum k couple to each other. If momentum scattering occurs with time τp , e.g., at
phonons or at impurities, there is a finite probability for a spin-flip yielding spin relaxation.
Thus, the spin relaxation time τEYS is proportional to the momentum relaxation time τp.
The Elliot-Yafet (EY) mechanism is the most important for small-gap semiconductors with
large spin-orbit splitting (e.g. InSb) [72, 73].
D’yakonov-Perel’ mechanism
In non-centrosymmetric crystals, e.g., zinc-blende lattice (cp. section 2.2) the degeneracy
of the momentum states of spin-up and spin-down electrons is lifted in the conduction band.
The resulting spin-splitting can be described by an intrinsic magnetic fieldBint(ke), whose
magnitude and direction depends on the electron momentum ke [74]. The spins precess
about the internal field with a spin precession frequency Ω(ke) yielding a phase shift Ωt
within time t. The internal field changes randomly on a time scale τp. If Ωτp  1 (motional
narrowing regime), the spin will in average precess about an angle ∝ t/τp (Ωτp)2 within
t/τp random walk steps. Hence, the spin phase becomes lost during the time t ∝ τ−1p Ω−2.
In contrast to the EY mechanism, the D’yakonov-Perel’ (DP) spin relaxation is reduced
by the increase of τp. If it is Ωτp  1 (large spin-orbit coupling), the spins precess several
cycles within τp and the phase is irreversibly lost after a momentum scattering event [71].
In this regime, the spin relaxation time is proportional to τp as for the EY mechanism.
An interesting anisotropy appears, if ke is restricted to the plane of a quantum well
(ke → k‖e). The spin relaxation time τDPS of two-dimensional confined electron spins in a
zinc-blende semiconductor is given by [75]
τDPS ∝ T−1Egd−2QWE−21 τ−1p , (2.29)
where T is the temperature, E1 the quantized kinetic energy of electrons in the first sub-
band, and Eg and dQW are the band gap and the width of the quantum well (QW),
respectively. Since Bint depends on the electron momentum direction, the DP mechanism
can be influenced by the QW’s confinement direction. For (001)-oriented QWs, the relax-
ation time of spins pointing in an in-plane direction (τ‖S) and in the out-of-plane direction
(τ⊥S ) is given by τ
‖
S(001) = τ
DP
S and τ
⊥
S(001) = τ
DP
S /2, respectively. If the QW is grown in the
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Figure 2.15: Orientation of the internal effective magnetic field for different quantum well
orientations: The internal effective magnetic field Bint(k‖e) lies in the plane of an (001)-
oriented zinc-blende semiconductor quantum well (QW). If the quantum well is grown
in the [110] crystallographic direction, Bint is normal to the QW plane for all in-plane
electron wavevectors k‖e (after [71]).
[110] lattice direction, the times change to τ‖S(110) = 4τ
DP
S and τ
⊥
S(110) =∞. For the latter
orientation, Bint(k‖e) points in the growth direction for all k
‖
e as displayed in Fig. 2.15 (b).
Spins oriented normal to the QW plane are thus not affected by Bint and the DP spin
relaxation becomes totally suppressed, when higher order terms in ke are neglected [76].
In (001)-oriented QWs, Bint lies in the plane of the QW and changes its direction with k‖e
(Fig. 2.15 (a)). The suppression of the DP relaxation for out-of-plane spins explains the
large spin dephasing anisotropies found in (110)-oriented QWs [77, 78, 79]. We investigate
such quantum wells in chapter 7.
Bir-Aronov-Pikus mechanism
Scattering by holes including spin exchange causes electron spin relaxation in the con-
duction band [80]. The Hamiltonian of the exchange interaction is proportional to the
probability of a spacial overlap of electrons and holes and thus constitutes a contact in-
teraction. The spin relaxation rate 1/τBAPS of the Bir-Aronov-Pikus (BAP) mechanism
is proportional to the hole density [81]. The temperature dependence is governed by the
electron-hole overlap probability, which decreases with the rise of the temperature in a
quantum well [77]. Accordingly, the relaxation becomes less efficient for broader quantum
wells [82]. In n-doped semiconductors, the BAP mechanism plays a minor role due to the
lack of holes.
Relaxation due to nuclear spins
Electron spins couple to nuclear spins via the Fermi contact interaction (Eq. 2.32). Due
to this coupling the electron and nuclear system exchanges spin. The time constant of
spin flip-flop processes via hyperfine interaction is found to be of the order of seconds.
Inhomogeneous dephasing due to spacial variations of the nuclear magnetic field causes
dephasing particularly for localized spins. The inhomogeneous dephasing is partially re-
versible but manifests itself as irreversible, if the nuclear magnetic field fluctuates due to
internal dipole-dipole interaction or nuclear spin precession in the electrons’ hyperfine field
[83, 84].
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The spin lifetime
Concerning spin relaxation mechanisms, we mainly refer to electron spins. Hole spins relax
very quickly on a time scale of∼ 10 ps in bulk n-GaAsdue to the large spin-orbit coupling of
the p-type states [85]. Holes, however, can become important in undoped semiconductors.
If spin-polarized electron-hole pairs are optically created, there are two decay channels for
the observed electron-spin induced net magnetization. Firstly, the electron spins relax in
the conduction band characterized by the time τS , secondly the electrons recombine with
the holes characterized by the carrier recombination time τR. The decay of the electron-
spin induced net magnetization, as observed by time-resolved Faraday rotation, is then
given by the spin lifetime TS [67]
1
TS
=
1
τS
+
1
τR
, (2.30)
when hole spins are considered to be already relaxed. τS can be replaced by T1 or T ?2 ,
if T1 ∼ T2 does not hold true. We can further generalize τR to a carrier lifetime, which
includes diffusion of carriers out of the probed region. The spin lifetime TS is easily
accessible, while it is experimentally laborious to first extract T ?2 (by measuring additionally
τR) and afterwards T2 (by spin echo experiments). Electron-hole recombination can be
neglected, if a small spin imbalance in n-doped semiconductors is optically pumped, since
the holes predominantly recombine with the unpolarized donor electrons [67].
2.5 Dynamic nuclear polarization
Nuclear spins interact only weakly with the lattice and the electron spins in a crystal.
Nevertheless, they firstly turned out to be an important factor for the spin relaxation of
localized electrons spins, e.g., for electrons in quantum dots or for electrons trapped at
donors. Secondly, the nuclear magnetic field (up to ∼ 5T in GaAs) changes the Lar-
mor precession frequency of electron spins, if the nuclei become polarized. The change
of Larmor precession frequency is called the Overhauser shift. Recently, DNP was
investigated in gated QWs [86, 87, 88] and was also found to be relevant in spin LEDs, in
which the spin imbalance Se is generated by electrical spin injection [89, 90, 91].
In the following, we recall the basics of the interactions of electron and nuclear spins
following Refs. [92, 67, 93]. Dipole-Dipole interaction within the nuclear system, which
is described by a fluctuating nuclear magnetic field BL ∼ 0.1mT (for GaAs) [94] at the
site of a nucleus, does not conserve the spin and leads to a vanishing average nuclear spin
Iav = 0. Applying an external magnetic field B with |B| > BL, the conservation of
Zeeman energy does only allow spin flip-flop processes within the nuclear system and a
thermal equilibrium
Iav =
1
3
~γI(I + 1)
µIB
kBΘN
(2.31)
is established within a time∼ 10−4 s. I, γ andΘN denote the nuclear spin, its gyromagnetic
ratio and the spin temperature, which becomes equal to the lattice temperature by a time
of the order of seconds to hours determined by the nuclear spin-lattice relaxation. In
particular under optical spin pumping of electrons, the electron spin imbalance cools the
nuclear spin system and ΘN becomes much lower than the lattice temperature or even
negative ΘN in the case of population inversion. This effect is called dynamic nuclear
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polarization (DNP) and takes place, if |B| > BL holds true.
The electron spins Se interacts with the nuclear spins I by the Fermi contact interac-
tion, for which the Hamiltonian is given by
HHF = 8pi3
µ0
4pi
g0 µB γ ~ I · Se δ(r) (2.32)
=
2
3
µ0 g0 µB γ ~ I · Se |ψ(0)|2 (2.33)
with the vacuum permeability µ0 = 4pi × 10−7 Vs/Am, the g-factor of the free electron
g0, the Bohr magneton µB and the electron-nucleus distance r. The strength of the
interaction depends on the overlap of the electron wavefunction ψ with the position of the
nucleus and is thus enhanced for localized electrons. For the same reason, hole-spins in
GaAs play a minor role for DNP due to their p-character as explained in section 2.2 (cp.
Ref. [95]). The time constants τpol for the Fermi contact interaction of nuclear spins with
localized and delocalized electron spins is given in Tab. 2.3. τpol describes the nuclear spin
relaxation to the electronic system but also the time required for DNP. Interestingly, the
time-constant for spin diffusion mediated by nuclear dipole-dipole interaction (Tab. 2.3)
lies in between the time constant for the interaction of nuclear spins with delocalized
and localized electron spins. Hence, under steady optical pumping of electron spins in
n-GaAs , first nuclei within the Bohr radius (∼ 10 nm) of electrons trapped at donors
become polarized. From these nuclei, the spin polarization diffuses into the bulk nuclear
system as was experimentally observed [96]. In all-optical experiments on n-GaAs with
a carrier concentration slightly above the critical carrier concentration nc of the MIT, a
nuclear polarization at 5K took place with a time constant of τpol = 250 s [97], which
might be a result of the delocalization of electrons, but also DNP due to electron spins in
Anderson localized states with larger localization radius cannot be excluded. Resonantly
pumping the impurity band, polarization times on the order of 30 s were found in an n-
GaAs sample with similar doping concentration at low external magnetic fields B ∼ 10mT
[29].
nuclear spin interacts with τpol(s) T (K)
CB electron spin (calc.) ∼ 104 s [67] 4K
electron spin trapped at shallow donor 0.1 s...3 s [96] 1.7K
nuclear spin (spin diffusion) (10± 5) s [96] 1.7K
Table 2.3: Time constants of nuclear spin relaxation in GaAs at temperature T : The
value of the longitudinal relaxation time τpol for the CB electron is calculated and the
other values are deduced from experiment. In any case, a magnetic field overcomes the
local field BL.
Besides the relatively slow process of DNP, the polarized nuclei give rise to an effective
nuclear magnetic field BN , which acts back on the electron spins by altering the Lar-
mor precession frequency ωL due to the Overhauser shift [98]. Thus, the transverse
BN can be immediately read out by ωL, which is fundamental for optical nuclear magnetic
resonance experiments [99]. Regarding an electron spin imbalance Se , the equilibrium
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nuclear mean spin is
Iav = f
3
4
I(I + 1)
(B · Se)B
B2 + ξB2L
, (2.34)
which can be converted into an effective nuclear magnetic field
BN = bNIav/I =
3
4
fbN (I + 1)
(B · Se)B
B2 + ξB2L
(2.35)
by taking into account the probability of the electron to be at the nuclear sites by the
quantity bN , which is the nuclear field in the case of complete nuclear polarization (Iav = I).
We added a correction factor ξ ≈ 2.2 to BL calculated for GaAs in Ref. [94] as well as
a leakage factor f ∈ (0, 1], which accounts for additional nuclear spin relaxation channels,
e.g., spin-lattice relaxation. The small magnetic field due to the electron magnetic moment
seen by the nuclei is neglected. In the presence of several nuclear isotopes, the sum over
all bN and I of the nuclear subsystems yields the total BN seen by the electron spins.
In the case of GaAs , there are three relevant nuclear subsystems corresponding to the
isotopes 69Ga , 71Ga and 75As , the properties of which are compiled in Tab. 2.4. The total
nuclear magnetic field achievable in GaAs is thus
∑
i bN,i = −5.3T. The sign is a result of
the negative effective g-factor of GaAs . The introduction of BN is reasonable, since even
electrons trapped at shallow donors are spread over thousands of nuclei.
isotope 69Ga 71Ga 75As
natural abundance (%) 60.4 39.6 100.0
spin I (~) 3/2 3/2 3/2
magnetic moment µ (µB) +2.0108 +2.5549 +1.4349
NMR frequency γ/2 pi = fresB
(kHz/mT) 10.2475 13.0204 7.3148
bN (T) [94] -1.37 -1.17 -2.76
Table 2.4: Nuclear data of GaAs adopted from [94, 100]. Note that the definition of bN
in Ref. [94] differs by a factor I.
There are several points worth mentioning as a consequence of Eq. 2.35:
• The direction of BN is determined by the direction of the external magnetic field B.
• Only the component Se perpendicular to B contributes to the DNP.
• If B <
√
ξBL, BN drops to zero.
• For B >
√
ξBL, BN is independent of |BN |.
Recent experiments contradict the last point, thus the leakage factor f was considered to
be B dependent [101], but the exact dependence is still under debate: BN ∝ B5/2 was
found for B ≈ 5T in n-GaAs [97]. At small magnetic field B < 1T a linear dependence,
which flattens out at elevated B, is observed in n-InP [101] and n-doped GaAs/(Al ,Ga)As
QWs [99].
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The goal of this thesis is to electrically inject a spin packet into a semiconductor in such
a way that the spin packet precesses as one macroscopic magnetization about an external
transverse magnetic field. The time evolution of the whole process will be monitored.
For reference purposes, the electrical spin injection is compared to experiments of optical
spin generation in the semiconductor. The set-up of this all-optical experiment is addressed
in section 3.2. Sample requirements and properties will be explained in chapter 4.
The time-scale for spin precession and spin dephasing in GaAs of 1 ps to 100 ns suggests
applying a stroboscopic time-resolved pump-probe technique. Three basic requirements
exist for such an experiment:
1. There has to be a fast pump mechanism which triggers the process under study. For
our purpose, we need an ultra-short voltage pulse, which is applied to the sample
and initiates the electrical spin injection process.
2. It has to be possible to rapidly probe at least one time-dependent property of the
process. In our experiment, we will employ the Faraday rotation angle of a trans-
mitted linearly polarized probe laser pulse for the read-out of the spin-induced net
magnetization in the semiconductor.
3. Finally, the delay ∆t between the pump and the probe process has to be well-defined
and controllable. Hence, in our set-up a voltage-pulse and a laser pulse have to be
phased-locked and delayed with respect to each other.
The time resolution of the experiment is determined by the maximum of the time resolu-
tion of∆t and the periods of time required for the pump and the probe process. The advan-
tage of a stroboscopic pump-probe technique over a real-time experiment is the fact that
the detector electronic and recording facilities do not need to exhibit the time-resolution
of the experiment. Moreover, it is feasible to average the evolution of several processes at
a quasi-fixed ∆t and thereby enhance the signal-to-noise ratio considerably. Disadvanta-
geously for a stroboscopic measurement scheme, any property specific to a single process,
e.g., a hysteretical effect on a short time scale, is always averaged out. Furthermore, the
process is repeatedly triggered by the pump pulse within a repetition time Trep. Only
during this time interval can the evolution of the system be monitored before the next
process is initiated. In our novel pump-probe experiment, Trep can be changed between
12.5 ns and 125 ns, which corresponds to a pulse repetition frequency of νrep = 80MHz and
νrep = 8MHz, respectively.
3.1 Set-up of time-resolved electrical spin injection
A block diagram of the experiment for time-resolved spin injection is shown in Fig. 3.1.
Below, the functional groups of the experiments and the individual instruments will be
specified.
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Figure 3.1: Block diagram of the time-resolved electrical spin injection experiment. The
laser beam is indicated by a red solid line. High frequency coaxial cables (bandwidth
18GHz) are enclosed by two dashed lines.
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3.1 Set-up of time-resolved electrical spin injection
3.1.1 The probe laser pulses
The laser system
The description of the set-up starts with the probe laser pulses, since the pulsed laser
provides the clock generator for the experiment. The laser pulses are emitted from a
broadband Ti:sapphire laser (Tsunami, Spectra Physics) providing 1 ps laser pulses, whose
energy can be continuously tuned from 1.210 eV to 1.796 eV (upper left corner of the block
diagram in Fig. 3.1). Depending on the central wavelength, an average output power of
1.8W can be reached. The Ti-doped sapphire crystal is pumped by a 10W frequency
doubled Nd : YVO4 continuous wave (cw) laser (Millennia Xs J, Spectra Physics) and
pulse-mode is established by active mode-locking through an intra-cavity acousto-optic
modulator (AOM). The pulse repetition frequency Trep is stabilized by a phase-lock loop
(Lok-to-Clock, Model 3930, Spectra Physics), which compares a reference signal to the
signal from a fast intra-cavity photodiode. The control of the pulse phase and repetition
frequency required for the closed loop are established by adjusting the laser cavity length
by means of a cavity mirror mounted on a piezo element. For course alignment, a second
cavity mirror is motorized. The reference signal for the phase-lock loop is provided by an
80MHz oscillator.
Pulse analysis
A small fraction of the probe laser beam is reflected from a glass plate (BS) into a pulse
analysis set-up. This set-up consists of a spectrometer (SP) (Wavescan, APE) and an
auto correlator (AC) (Model 409, Spectra Physics) for pulse characterization in the fre-
quency and time domain, respectively. Using the output of the auto correlator, a self
designed software checks whether the laser is still pulsing. In case of a cw-breakthrough,
pulsing is reestablished by driving a motor, which tunes the intra-cavity Gires-Tournois-
Interferometer controlling the negative group velocity dispersion in the cavity. This control-
loop is fundamental for automatically running the experiment for several tens of ours, since
the ps-laser turned out to be vulnerable to long-term fluctuations of environmental condi-
tions (e.g. laboratory temperature).
Pulse selector
Behind the laser, the repetition frequency can be divided by a factor of 10 using a pulse
selector (Model 3980, Spectra Physics). For pulse selection, an AOM synchronized to the
Tsunami model-locked 80MHz pulse train diffracts every tenth pulse by an angle of 3◦
out of the main beam direction, which is blocked. To prevent the AOM from damage,
the power of the Tsunami has to be reduced and finally the average power of the 8MHz
pulse train is approximately 80mW. Prior to the experiment, the discrimination (300:1
contrast ratio specified) between selected and adjacent pulses is checked by the output
of a fast photodiode (Hamamatsu Typ G4176) placed behind the pulse selector. For all
experiments performed at νrep = 80MHz, the pulse selector is removed from the beam
path.
Probe preparation
At first, the probe laser beam is focused onto a mechanical chopper wheel (CH) (SR540,
Stanford Research) operating at about νch ∼ 600Hz with a 50% duty cycle and afterwards
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expanded by a factor of 1.5. The intensity modulation is essential for the lock-in technique
(cp. subsection 3.1.6). Afterwards, the probe beam passes both an achromatic half wave
plate (λ/2) (700 nm to 2500 nm, B. Halle) and a calcite linear polarizer (LP). The latter
prepares a linear polarization state of the order of 105, while rotating the optical axis of
the former allows for continuous attenuation, since the laser beam leaves the laser with a
100:1 linear polarization.
3.1.2 Voltage pulse generation and phase coupling
The pulse generator
For the voltage pump pulses, we employ a highly flexible pulse generator (81133A, 1 chan-
nel, Agilent Technologies). It provides electrical pulse trains with a repetition interval Trep
and with an amplitude Uamp ranging from ±50mV to ±2V with a rise time τrise down to
65 ps. The width∆w of the pulses can be continuously selected from 100 ps to Trep−100 ps.
As an example, a voltage pulse of ∆w = 300 ps is plotted in Fig. 3.2. One key feature of
the 81133A pulse generator is that pulse patterns of length nTrep, n = 32 bit...8 kbit can
be defined. In every Trep interval it is possible to select, whether a voltage pulse is emitted.
The pulse generator provides two outputs; the second is an inverse replica of the first. We
connect one output to the sampling oscilloscope (CSA8000B, Tektronix) in order to record
the voltage pulse trail during the experiment with a time-resolution better than 1 ps.
Figure 3.2: Voltage pulse emitted by the
pulse generator measured as a function of
time t with sampling oscilloscope. The
definition of the pulse amplitude Uamp and
the pulse width ∆w (full-width at half
maximum) is indicated. The rise time
trise is the time required for the voltage
to increase from 0.1Uamp to 0.9Uamp. The
oscillations are due to the ringing, which
stems from the limited bandwidth of the
pulse generator.
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Phase coupling of the pulse generator to the laser
For defining the base repetition frequency of the voltage pulses, the pulse generator pro-
vides a clock input with a jitter < 2 ps RMS and a lower frequency limit of 15MHz.
The clock-input is connected to the monitor output of the Lok-to-Clock controller (Model
3930), stabilizing Trep of the probe laser pulses in order to lock pump and probe repetition
frequencies. The reference signal of the laser pulses can be delayed by a programmable
electronic phase shifter (Model 3931, Spectra Physics) providing phase shifts ranging from
∆te1 = 0 ps to ∆te1 = 16000 ps with an accuracy better than 5 ps. The phase shifter was
calibrated using the sampling oscilloscope CSA8000B. Additionally, the pulse generator
possesses an internal phase delay ranging from ∆te2 = −5 ns to ∆te2 = −230 ns, which
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adds up to ∆te. A pulse pattern of the 81133A pulse generator is triggered by the start-
input port of the pulse generator, which is connected to the 8MHz monitor output of the
optical pulse selector in order to synchronize the selected probe pulses with the start of
a pulse pattern. After changing any settings of the pulse generator including ∆te2, the
start-input port has to be activated for new synchronization. Therefore, ∆te is altered
during a measurement and ∆te2 is changed only in steps of 12.5 ns. If the pulse selector
is removed from the beam path, the start-input port is not in use and pulse patterns are
triggered by the clock-input of the pulse generator.
Electrical pump preparation
In analogy to the probe pulses, the pump pulses are also intensity modulated. Therefore, a
pulse pattern in the pulse generator is programmed that consists of n = 1600 bits and thus
exhibits a repetition frequency of νpm = 80MHz/n = 50 kHz. The 800 pulses of the first
half of the pattern are switched on, while the second half are switched off yielding a 50 kHz
modulation with a 50% duty cycle. The 81133A pulse generator provides a trigger-out port
for monitoring a pulse pattern cycle, which is required as reference signal for the lock-in
amplifiers.
If the optical pulse selector is in use, a sequence of ten bits defines a trail of voltage pulses
emitted within one probe repetition interval Trep = 125 ns. This renders the measurement
with sophisticated pulse patterns possible (cp. 5.4.3). A pump repetition frequency of
8MHz is achievable by switching on every tenth bit of the first half of the total pulse
pattern. A summary of the interplay of optical and electrical pulse trains is shown in
Fig. 3.3.
The output of the pulse generator is connected via a high frequency coaxial cable to
a bias tee (Model 5575A, Picosecond Pulse Labs) providing a rise time of 30 ps and a
bandwidth ranging from 10 kHz to 12GHz. By means of the bias tee the voltage pulses
can be superimposed with a dc-bias voltage UDC from a source-measure unit (Keithley
236).
An example of the bias tee output is shown in Fig. 3.4 (a) and (b), when voltage pulses
with amplitude Uamp = −1.6V, width ∆w = 2 ns and repetition Trep = 12.5 ns, but
without dc-bias (UDC = 0V) are applied. In the first half of the in-total 20 µs-long pulse
pattern, 800 voltage pulses are emitted, which cannot be resolved in the plot. Since the
voltage pulses are switched off for the second 10 µs, the pulse trains exhibit a 50 kHz
modulation with 50% duty cycle. Additionally, the voltage pulses are nearly compensated
by positive offset, as the long time-average voltage behind the bias-tee is equal to UDC .
Due to the lower bound of the bias tee bandwidth (10 kHz) the offset is not constant in the
first and second 10 µs of the pulse pattern. In Fig. 3.4 (b), the voltage pulses of the start
and of the end of a pulse train are compared. Except for the modulation of the voltage
offset, the bias-tee has a minor effect on the rise-time of a single voltage pulse. Therefore,
the upper bound of its bandwidth is sufficiently high.
For continuous electrical spin injection experiments, the pulse generator is replaced
by a waveform generator (HM8131-2, Hameg), providing a 50 kHz square waveform (cp.
Fig. 3.1). The waveform generator is also used for driving a magnetic radio-frequency coil
with a sine waveform for nuclear magnetic resonance experiments (cp. subsection 6.1.3).
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Figure 3.3: Sketch of the optical and electrical pulse trains for zero pump-probe delay
∆t = 0 ns: (a) The Tsunami emits pulses with width ∆w ∼ 1 ps with a repetition period
of Trep = 12.5 ns. (b) The pulse selector extends the repetition time to Trep = 125 ns (b).
The pulse generator works with a clock frequency (80MHz) locked to the Tsunami. (c)
A pulse pattern (here 1001010000 with "1" pulse on and "0" pulse off) with repetition
time Trep = 125 ns defines, whether a pulse in a 12.5 ns interval is emitted. The pulse
width can be selected within a range from ∆w = 100 ps to 11.4 ns. (d) A 50 kHz intensity
modulation with a 50 % duty cycle is realized by expanding the pulse pattern to 1600
bits and switching off the last 800 bits.
3.1.3 The magneto-optical cryostat
The sample is mounted within the variable temperature inset of a magneto-optical cryostat
(SpectroMag 4000, Oxford Instruments), which provides a temperature ranging from 2K
to 295K. A superconducting split coil fed by a bipolar magnet power supply (IPS120-10,
Oxford instruments) provides a homogeneous magnetic field ranging from −7T to 7T.
The power supply exhibits a resolution better than 0.1mT. Since there is no magnetic
sensor in the cryostat, the remanence of the superconducting coil yields an offset, which
can be as large as ±10mT. Prior to a measurement series, the offset is determined by the
position of the zero peak of resonant spin amplification (cp. section 2.1.2 (p. 11)). The
SpectroMag has four windows, allowing access to the sample parallel and perpendicular to
the direction of the magnetic field.
In total, three sample holders were used offering different functionalities for the mea-
surements. All sample holders are equipped with a heater and a thermocouple near the
sample.
1. One sample holder has a high-frequency electrical feed-through making the transmis-
sion of the voltage pulses to the sample feasible. The coaxial cable, however, yields
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Figure 3.4: Voltage pulse train at the output port of the bias-tee measured as a function of
time t with the sampling oscilloscope. (a) Voltage pulses with amplitude Uamp = −1.6V,
width ∆w = 2 ns and repetition time Trep = 12.5 ns from the pulse generator are applied
to the AC port of the bias tee. Zero bias is applied to the DC port. An overview of
the whole pulse pattern (20 µs) is displayed in (a). Single pulses cannot be resolved. (b)
Pulses at the beginning of the pulse train (blue solid line) and at the end (red solid line)
are compared, revealing an alternating offset.
a high heat impact, which sets the lower temperature limit to 17K at a reasonable
liquid helium consumption. Additionally, a radio-frequency coil can be attached to
the sample.
2. The second sample holder can be automatically rotated about its vertical axis with a
resolution better than 0.2 °. It is also equipped with a radio-frequency coil and used
for all-optical experiments described in section 6.2.
3. The third, mechanically sophisticated sample holder has a small plate at its end,
which can be automatically rotated about a horizontal axis within the cryostat. This
allows rotating the sample in every direction required for the investigation of spin
lifetime anisotropy discussed in chapter 7.
The probe laser beam is normal to the sample surface and perpendicular to the external
magnetic field B. The beam is focused by an achromatic lens with 50mm diameter to
a spot size of ≈ 50 µm diameter on the sample. The lens (AL) can be automatically
positioned (motorized actuators, CMA series, Newport) in the plane normal to the beam
direction. Thus, the laser spot can scan the sample in order to map the photocurrent (cp.
Fig. 4.16) and to optimize the signal. After sample transmission, the polarization axis
of the probe beam is rotated by the Faraday rotation angle θF . A confocal lens placed
behind the cryostat collimates the beam.
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3.1.4 The Faraday rotation angle
If linearly polarized light of a frequency ω is transmitted trough a ferromagnetic medium
of a thickness d and at temperature T , it becomes elliptically polarized and its polarization
axis is rotated by the Faraday angle θF [102]
θF = c(ω, T )d M ∝ n+(ω, T )− n−(ω, T ) (3.1)
where c(ω, T ) and M denote a sample characteristic constant and the magnetization pro-
jected onto the direction of light propagation, respectively. n+ and n− are the respective
refraction indices for the right- and left-circular light component. Thus, the Faraday ro-
tation is an effect of circular double refraction and limited to a transparent regime of the
medium. Circular magnetic dichroism (MCD), the difference of the extinction coefficients,
determines the ellipticity of the light. In our experiment, the excited temporal spin im-
balance yields a net magnetization in a semiconductor, which is proportional to θF . The
circular double refraction is typically largest in the spectral vicinity of optically-allowed
band-to-band transitions [103]. Measurements performed on GaAs in a longitudinal mag-
netic field reveal that considerable static Faraday rotation can also be found well below
the fundamental band gap Fig. 3.5.
Figure 3.5: Dispersion of the static Fara-
day effect in bulk GaAs close to the funda-
mental band gap Eg obtained at room tem-
perature in a longitudinal magnetic field of
B = 1.3T [104]. Zeeman energy induced
Faraday rotation is observed at photon en-
ergies E well below the band gap.
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3.1.5 The detector
The detector set-up is designed for analyzing the optical polarization axis of the probe beam
with high accuracy. Also, changes of the transmitted probe intensity can be measured si-
multaneously. First, the probe laser beam passes a spatial filter, consisting of two confocal
lenses with a pin-hole (150 µm diameter) in their focus. It blocks all rays, which are not
parallel to the beam direction. Afterwards, the beam is routed through an achromatic λ/2
retarder (A λ/2) (700 nm to 2500 nm, B. Halle) and divided by a polarizing beam splitter
(PBS) (03PTB001, Melles Griot) into its horizontally and vertically linear polarization
components. Then, the beams are focused onto the two photodiodes (OSD1-5T, Si photo-
diodes with 1 mm2 area, Centronics) of a balanced diode bridge, which is highly sensitive
to intensity differences (A− B) of both beams. Prior to a measurement, the polarization
axis of the probe beam is automatically adjusted to an angle of exactly 45 ° with respect
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to the optical axis of the PBS in order to balance the diode bridge (A − B = 0). For
the automatic balance, the λ/2 retarder is rotated (Owis rotator) until the A − B signal
from the diode bridge is minimized. The accuracy of the feedback loop is increased by
passing the A−B signal trough a lock-in amplifier (Model 5209, EG&G Princeton Applied
Research) locked to the frequency of the mechanical chopper νch (not shown in Fig. 3.1).
Frequently balancing the diode bridge turned out to be essential for experiments lasting
several tens of hours.
From the two output channels of the diode bridge with the difference (A − B) and the
sum (A + B) of the laser intensity focused onto the photodiodes, the Faraday rotation
angle θF (the deviation from the balanced 45 ° angle) is calculated using [103]
A−B
A+B
= sin(2θF ) ≈ 2θF (3.2)
The linear approximation is used, since typical Faraday rotation does not exceed θF =
10−1 ° in the experiment. In all experiments the A + B signal is nearly constant and the
evolution of the Faraday rotation angle can be readily extracted from the A−B signal.
Concerning the sensitivity, the diode bridge technique has several advantages [103, 29]:
• The A−B signal is centered about zero allowing for a large dynamic range.
• Intensity fluctuations of the laser are canceled out by the difference A−B.
• To leading order, the ellipticity of the transmitted probe beam vanishes in A−B and
A+B, making the diode bridge insensitive to circular magnetic dichroism effects.
• The fundamental low limit of the diode bridge is the shot noise at each detector. For
the typical energy and power of the probe laser beam the shot noise limited detection
angle is 10−5 °. A typical Faraday rotation signal is of the order of 10−4 ° to 10−3 °.
3.1.6 Dual lock-in technique
The A+B and A−B channel from the diode bridge are further analyzed and filtered by
a dual lock-in technique making use of the modulation of the probe beam νch ≈ 600Hz
and the pump beam νpm = 50 kHz. The electronic set-up is displayed in Fig. 3.1 on the
right side. The A−B signal from the diode passes a preamplifier (PA) with gain 5 and a
band pass filter ranging from 30Hz to 300 kHz. The signal is then coupled into the first
fast lock-in amplifier (FLI) (7265, Perkin Elmer), which uses the pump modulation as a
reference (νpm). As a result, only the pump induced signal is passed to the second slow
lock-in amplifier (SLI) (7265, Perkin Elmer), which is locked to the probe modulation (νch),
and enhances the signal-to-noise ratio. The time constant of the fast lock-in (FLI) is set
to 80 µs and thus integrates over four pump modulation cycles while the probe modulation
is not averaged out. The time constant of the slow lock-in (SLI) is at optimum for 200 µs.
Note that by means of the double modulation technique of the pump and the probe pulses,
any rotation angle of the probe polarization, which is not induced by the pump pulse, is
filtered out. This is important, since the probe beam is transmitted through the Fe injector
layer in the time-resolved electrical experiment.
The A + B channel is fed into a lock-in amplifier (SR 830, Stanford Research), which
is locked to the slow probe modulation frequency νch and records the total laser intensity
impinging onto the diode bridge. This intensity is required for the normalization of θF .
Furthermore, a combination of two lock-in amplifiers (FLI and SLI) is used analog to the
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one of the A−B channel in order to determined the pump-induced change of transmissivity
∆Tr, which is a measure for the filling of electronic states.
3.2 Set-up of the all-optical pump-probe experiment
For reference purposes at some points, the electrical voltage pulses are replaced by circularly
polarized optical pulses, which directly generate the spin imbalance in the semiconductor.
The helicity of the pump beam polarizes the electrons collinear with the beam direction
as shown in Fig. 3.6 (a). Pump and probe laser beams are both approximately parallel to
the sample’s normal. As in the electrical pump-probe experiment, the external magnetic
field B is applied perpendicular to both the pump and the probe laser beam direction
(Fig. 3.6 (b)) (Voigt geometry). We refer to these experiments as all-optical pump-probe
measurements. Accordingly, the set-up explained in the previous section has to be modified
as displayed in Fig. 3.7.
(a) (b)
Figure 3.6: Schematic of the all-optical pump-probe geometry: (a) Circularly polarized
pump (blue) and linearly polarized probe laser pulses (orange) are focused approximately
normal to the sample (green box) and cross in the sample. Pump pulses generate a spin
imbalance (red arrows), which is collinear with the beam direction. The probe pulses,
delayed by the time ∆t, detect the net magnetization by means of the Faraday rotation
angle θF . (b) If a transverse, constant magnetic field B (yellow arrow) is applied to the
sample, the spins start to precess.
3.2.1 One-color and two-color experiment
If two different laser energies Epump and Eprobe are required for the pump and the probe
laser pulses, respectively, two Ti:sapphire lasers (both types Tsunami, Spectra Physics)
are used. We call these experiments two-color experiments. The additional Tsunami is
only available in fs-configuration and emits pulses with width ∆w ≈ 100 fs. All processes
considered in the experiment exhibit time constants well above 10 ps, so that shorter pulses
are not needed. Due to the Heisenberg uncertainty principle, the spectral width ≈
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Figure 3.7: Block diagram of the all-optical time-resolved experiment.
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10meV of the fs-pulses is by a factor of 10 broader compared to the ps-pulses. This turns
out to be problematic if certain electronic states (donor band or conduction band states)
in the semiconductor are required to be resonantly pumped. Spin probing leads to reduced
Faraday angles, since by the fs-pulses an angle averaged over the Faraday resonance is
obtained. Using flip mirrors (FM), the second laser can either be coupled into the pump
(as displayed in Fig. 3.7) or the probe "preparation" optics.
In analogy to the electrical experiment, the pump and the probe pulses have to be phase-
locked. For the two-color configuration, the monitor output of the second Tsunami is used
as a reference signal for the phase-lock loop (Lok-to-Clock, Model 3930, Spectra Physics)
of the first Tsunami. The programmable electronic phase shifter (Model 3931, Spectra
Physics) provides the pump-probe delay.
One-color configuration
If the experiment is only operated with one laser (one-color experiment), the laser beam is
divided into the pump and the probe beam with an intensity ratio of approximately 1:1 by
means of a beam splitter cube (BS(1:1)). In this case, the pump pulses have to be delayed
with respect to the probe pulses using a mechanical delay line, while the probe beam is
routed through a fixed compensation path. The latter is essential to obtain time overlap
(∆t = 0), since the maximum mechanical delay ∆tm is ≈ 3 ns. The mechanical delay line
consists of a retroreflector (Melles Griot) mounted on a translation stage (Newport), which
can be positioned with an accuracy of < 1 µm. This corresponds to a time-resolution better
than 100 fs.
Optical pump preparation
In the pump "preparation" line (middle of Fig. 3.7), the pump beam is first attenuated by
means of a neutral density filter wheel (ND wheel) and then linearly polarized with a calcite
polarizer (03PGL301, Melles Griot, 105 extinction ratio). The circular polarization state
is either obtained using a photoelastic modulator (PEM) (PEM90 with II/IS42, Hinds)
[105] or a broadband quarter-wave plate (λ/4) (700 nm to 2500 nm, B. Halle). The PEM
alternatingly modulates the polarization from left- to right-circularity crossing a linear
polarization state with a fixed frequency of 42 kHz. The quarter-wave plate is mounted on
a motorized rotator (Newport) in order to choose a fixed right- or left-circular polarization.
Finally, the probe beam passes a spacial filter, which additionally expands the beam size
by a factor of 1.5. Close to the focus, a mechanical chopper wheel (CH2) (SR540, Stanford
Research) operating at about νch2 ∼ 1600Hz with 50% duty cycle modulates the pump
intensity.
Laser overlap
The last mirror of the pump preparation line is equipped with two motorized actuators
(CMA series, Newport) in order to carefully parallelize the pump and the probe laser beam
with a distance of 10mm. An achromatic lens in front of the magneto-optical cryostat
(MOC) focuses both laser beams onto the sample with 50 µm spot diameter. The pump
beam is normal to the sample surface and the probe beam incident ≈ 2.8 ° with respect to
the surface normal. To obtain a Faraday rotation signal, it is essential that both laser
beams overlap on the sample. The carrier generation by the probe pulses is small, since
the average power of the probe beam is chosen to be at least ten times smaller than the
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one of the pump beam. Behind the cryostat, the pump beam is blocked by a beam dump
(BD), while the probe beam is coupled into the detector set-up, which was described in
subsection 3.1.5.
3.2.2 Modifications to the dual lock-in technique
In the all-optical experiments some modifications to the electronic data acquisition set-
up are required. For the Faraday rotation angle θF , the reference signal of the PEM,
which modulates the pump polarization, replaces the trigger-out signal of the electric pulse
generator in Fig. 3.1. If a quarter wave plate is used instead of a PEM, only the intensity
of the pump beam is modulated with the chopper frequency νch2. A series of two lock-in
amplifiers is not applicable, since the frequencies of the choppers are of similar order. In
order to determine only the pump-induced θF , the A − B channel from the diode bridge
is fed into a single lock-in amplifier locked to the sum of the chopper frequencies. The
required reference signal is generated by a TTL mixer [29].
This lock-in scheme has to be applied for the determination of the pump-induced trans-
mission signal ∆Tr as shown in Fig. 3.7, because the modulation of the polarization has
hardly an effect on the sample’s transmissivity.
In both the electrical and the all-optical pump-probe set-up, there are various time con-
stants involved ranging over several orders of magnitude. A summary of all time constants
including characteristic times of the spin processes under study is sketched in Fig. 3.8.
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Figure 3.8: Compilation of the time constants of the experiment on a logarithmic scale.
Below the scale, the time constants of important spin processes investigated by the ex-
periment are given.
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3.3 Automation of the experiment
The experiment is designed to automatically perform a measurement series over several
tens of hours. This is useful for studying effects of nuclear magnetic polarization, which
take place on a long time scale (cp. section 2.5). Nearly all devices mentioned in the
set-up are connected to a data acquisition computer via the general purpose interface bus
(GPIB). A self designed software is used to control various parameters of the experiment,
the most important of which are listed below
• the magnetic field B
• the pump-probe delay ∆t (dependent on the set-up controlled by the programmable
phase shifter (∆te1), the pulse generator (∆te2) or the mechanical delay line (∆tm))
• the amplitude Uamp, the width ∆w and the dc-bias UDC of the voltage pulses
• Trep of the bias voltage pulses is modified changing the bias pulse pattern
• the sample rotation angles by means of motorized sample holders
• the position of the lens in front of the cryostat
Additionally, the diode bridge is automatically balanced. A second computer records the
central wavelength and the spectral width of the optical laser pulses and reestablishes
pulsing in case of a cw-breakthrough.
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In this chapter, we introduce the samples investigated in this thesis. These can be divided
into four categories
Rx: The series Rx denotes bulk n-doped GaAs samples with a thin Fe contact for electrical
spin injection. The bulk layer is doped barely on the metallic side of the metal-to-
insulator transition in order to achieve long spin dephasing times T ?2 > 10 ns at
≈ 15K. In addition, a good impedance matching to the high frequency electrical
contacts has to be ensured. The samples are processed into cylindrical mesas with
a radius ranging from 350 µm to 950 µm as encoded in the samples’ names: E.g.,
sample R650 exhibits a mesa radius of 650 µm. All electrical injection experiments
are performed on these samples (see chapter 5 and 6).
CA139: The sample named CA139 is a spin LED with a thin Fe injector on a n-i-p
semiconductor diode with an embedded symmetric GaAs/AlGaAs quantum well
(QW), which yields high electroluminescence intensity. The interfacial doping profile
at the Schottky junction is similar to the one of samples Rx. In contrast to Rx,
however, spins are electrically injected into an n-Al0.1Ga0.9As layer. The sample is
used in order to determine the spin injection efficiency for a direct current across the
Fe/Al0.1Ga0.9As Schottky junction and its viability for the time-resolved electrical
injection experiment is discussed.
GaAs2E16: denotes a Si-doped n-GaAs substrate without electrical contacts used as a
reference for the Rx samples in order to study spin dephasing (cp. section 4.2.3 (p.
58)) and dynamic nuclear polarization (cp. section 6.2 (p. 150)). In this sample
spins are optically generated.
A, B, C, D: These four samples are undoped and strained (In ,Ga)As/GaAs QWs with
different In concentrations and QW widths. The QWs of samples B, C and D are
oriented along the [110] crystallographic axis in order to increase the spin relaxation
time of the QWs. Sample A is a (001)-oriented reference QW. As will be described
in chapter 7, the enhancement of the spin dephasing depends on the spin orientation
relative to the QW plane, yielding a large spin dephasing anisotropy. This anisotropy
can be used for the manipulation of the spin dephasing time. The spin dynamic is
studied with all-optical time-resolved Faraday rotation.
The samples Rx and CA139 were grown by Christoph Adelmann in the group of Chris J.
Palmstrøm at the Department of Chemical Engineering and Materials Science, University
of Minnesota. Samples A, B, C and D were grown with the help of Hans-Peter Schönherr
and Jens Herfort at the Paul-Drude-Institut für Festkörperelektronik, Berlin. Details about
the layer structure of the samples are given in the section 4.1.
For time-resolved electrical injection of spin packets with subsequent coherent Lar-
mor precession, the samples have to fulfill four important requirements:
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1. In order to observe Larmor precession, the orientation of the injected spins has to
be non-collinear with regard to the external magnetic field. Since spins are injected
collinear with the magnetization of the Fe injector layer MFe , we have to make use
of magnetic anisotropies of the injector to ensure that MFe remains non-collinear
with respect to the external magnetic field B.
2. The spin dephasing time of the injected spins has to be sufficiently long within the
semiconductor in order to observe several Larmor precession cycles. The maximum
applicable magnetic field is limited by the anisotropy of the Fe injector.
3. The initial polarization of electrically injected spins from the Fe into the GaAs ,
characterized by the spin injection efficiency η, has to be as high as possible.
4. The samples’ impedance has to match the impedance of the coplanar waveguide to
prevent reflection of the applied voltage pulses. Furthermore, the electrical band-
width of the sample has to be sufficiently high to avoid dispersion of the injected
current pulses.
According to the order of the points above, the magnetic properties, the spin dephasing
in the semiconductor and the spin injection efficiency are investigated in the section 4.2.
Finally, the electrical dc and high frequency properties of the samples and feed lines are
discussed in section 4.3. The spin lifetimes and the anomalous spin precession of the
(In ,Ga)As/GaAs QWs (samples A, B, C and D) are studied in chapter 7.
4.1 Layer structure of the samples under investigation
In this section, the layer structure of the samples and the preparation steps are described
for the spin injection samples (Rx and CA139) and the quantum well samples (A to D).
4.1.1 Electrical injection samples Rx and CA139
The layer structures of the electrically contacted samples Rx and CA139 are displayed in
Fig. 4.1 (a) and (b), respectively. Sample Rx is grown by MBE on a highly n+-doped (001)-
oriented GaAs substrate (n ≈ 1018 cm−3) and consists of a 5 µm thick bulk Si doped GaAs
layer with a doping concentration of n = 2×1016 cm−3. This concentration is barely on the
metallic side of the MIT with a critical Si doping concentration of nc = 1.5×1016 cm−3 (cp.
Tab. 2.2). The Schottky junction is formed by a 15 nm transition layer with a doping
gradient from n = 2 × 1016 cm−3 to n = 5 × 1018 cm−3 followed by a 15 nm thick highly
doped (n = 5×1018 cm−3) layer. This approach for the doping profile was described in Ref.
[55] for the first time and is used to minimize the width of the interfacial depletion region
and thus to achieve a high tunnel current through the Schottky barrier under reverse
bias. An epitaxial 3.5 nm thick Fe -layer is grown in-situ on the c(4x4) As -terminated
surface at a sample temperature of 0℃ and capped by a 2.5 nm thick Al-layer.
Sample CA139 consists of a ferromagnetic Schottky diode in series with a n-i-p junc-
tion forming a spin sensitive light emitting diode (spin LED). The heterostructure is
grown by MBE on a highly p+-doped (001)-oriented GaAs substrate (n ≈ 1018 cm−3)
followed by a 300 nm and 150 nm thick p-doped Al0.1Ga0.9As layer with p = 1017 cm−3
and p = 1016 cm−3, respectively. The non-intentionally doped, symmetric QW is formed
by an intrinsic 10 nm thick GaAs layer with 25 nm thick intrinsic Al0.1Ga0.9As barriers.
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Figure 4.1: Layer structure of the electrical injection samples Rx (a) and CA139 (b): For
both samples the ultra-thin Fe injector layer is grown epitaxially at 0℃ and capped by an
Al layer. The semiconductor part of the sample series Rx consists of a conducting thick
bulk n-GaAs layer, which is Si doped close to the metal-to-insulator (MIT) transition.
Sample CA139 (b) is a spin LED and is composed of a p-i-n diode with an embedded
undoped GaAs quantum well. Both samples are highly n-doped over a range of 15 nm at
the Schottky junction to allow tunneling through the Schottky barrier. The highly
doped layer is followed by a 15 nm transition layer with doping gradient. Per definition a
bias voltage U is applied to the Fe injector, while the substrate is grounded.
The n-doped Al0.1Ga0.9As part consists of a drift layer, which separates the injector re-
gion from the quantum well. The doping profile at the interface is equal to the Fe/GaAs
junction of sample Rx. The epitaxially grown Fe layer is 5 nm thick and capped with Al .
In the following, the preparation steps are depicted. The first two steps were performed
by C. Adelmann and X. Lou at the University of Minnesota:
Mesa: Au bonding pads of 150 µm diameter were deposited ex-situ through a shadow mask
and cylindrical mesas are formed by photolithography and wet chemical etching below
the substrate interface. The gold pad is placed in the center of the mesa with radius
100 µm of sample CA139 and close to the mesa edge of sample Rx. Four Rx devices
with different radii ranging from 350 µm to 950 µm are considered throughout this
thesis and are denoted R350, R650, R800 and R950. In the following, the x in Rx
stands for the radius of the mesa in µm. An optical micrograph of sample R350 is
shown in Fig. 4.16 (b).
Post-growth-annealing: Sample CA139 was annealed at 250℃ for ≈ 1 h in N2 atmosphere
in order to increase the spin injection efficiency as described in Ref. [56].
Cleaving: The samples Rx and CA139 were cleaved to have a single device on one piece.
Polishing: Both samples were soldered with In to the sample holder in the MBE growth
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chamber. To allow transmission experiments, the In of the backside of the Rx sample
series was mechanically removed. Afterwards, the samples’ backsides were thinned to
≈ 200 µm and polished by hand using wet sandpaper with different roughnesses (1200,
4000) and a suspension with 3 µm and 1 µm diamond particles on a nap (supplied
by Struer). For this procedure, the sample frontside was reversibly mounted by an
adhesive (Crystalbond type 509) on an Al cylinder.
In contacts: Two new backside ohmic contacts to each Rx device next to the mesa were
fabricated by diffusing cleaned Inballs into the scratched substrate surface in a rapid
annealer at 200℃ for 6min. The resistance between two backside contacts is less
than 5Ω . This step was performed with the help of M. Lepsa at the Forschungszen-
trum Jülich. Note that, e.g., ohmic AuGeNi contacts were not applicable since the
annealing temperature has to be below 250℃ in order to avoid intermixing at the
metall/semiconductor interface [58].
Electrical bonds: Finally, the samples were fixed to an appropriate coplanar wave guide
and bonded as described in section 4.3.
4.1.2 Sample GaAs2E16 and the (In,Ga)As/GaAs QWs A, B, C and D
The sample GaAs2E16 is a double-sided polished, (001)-oriented, Si n-doped GaAs wafer
(supplied by Wafer Technology) with a nominal carrier concentration of 2×1016 cm−3 and
a thickness of ≈ 520 µm. One piece of this wafer is fixed on a glass plate, thinned to
≈ 90 µm and polished as described in the previous section.
As mentioned in section 2.4, the DP dephasing mechanism can be suppressed in a
zinc blende semiconductor QW oriented in the [110] crystal direction yielding consid-
erably larger spin dephasing times T ?2 than in conventional (001)-oriented QWs. Since
long T ?2 values are required in connection with pulsed electrical spin injection, these QWs
might be interesting for the semiconductor part of a spin injection sample. Furthermore,
(In ,Ga)As/GaAs QWs are advantageous, since the interband transition energy of the QW
is below the fundamental band gap of the GaAs substrate and thus the spin-induced net
magnetization can be measured with the more flexible Faraday rotation compared to
Kerr rotation. Moreover, the larger effective g-factor of (In ,Ga)As/GaAs QWs increases
the coupling to the external magnetic field. As a first approach, the spin dynamics in
four non-intentionally doped QWs grown by MBE were studied. Except for the reference
QW A, the undoped and strained (In ,Ga)As/GaAs QWs are grown on a (110)-oriented
GaAs substrate. The QW is formed by a single strained InxGa1−xAs -layer of thickness
dQW sandwiched between intrinsic GaAs barriers as sketched in Fig. 4.2 (a). The thick-
ness dQW and the In concentration x are varied for the QWs as listed in Tab. 4.1. The
reference QW A is grown under identical conditions as QW B, but on (001) GaAs . QW
C exhibits the same In concentration as QW B, but the QW is wider and the strained
In0.1Ga0.9As -layer is close to the critical thickness. Finally, QW D has the same width as
QW B, but is deeper, due to the higher x.
Epitaxial growth on a (110) surface is very different from the growth on a (001) surface.
In order to achieve optically active samples, some growth peculiarities have to be taken
into account, as will be explained in the following. Due to a lower incorporation coefficient
of As4 on GaAs (110) compared to GaAs (001) [107], a lower substrate temperature TG
(TG = 470℃ to 500℃ [108, 109]), lower growth rates and a higher As4 vapor overpressure
(V-to-III beam-equivalent pressure (BEP) ratio 20-30 [108] or even 70 [110]) are essential.
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Figure 4.2: Layer structure of the strained and undoped (In ,Ga)As/GaAs QWs and their
photoluminescence lines: (a) The buffer layer is grown with migration enhanced epitaxy
(MEE) to achieve a flat surface and the growth is interrupted as marked by the arrows in
order to anneal (An) at 590℃ for 5min under As . (b) The PL emission lines of the (110)-
oriented QWs B,C and D and the (001)-oriented reference QW A are measured at 15K.
The width of the peaks is determined as the full width at half maximum (FWHM) and
is presented with the In concentration x, the QW layer width dQW and further growth
details in Tab. 4.1 for each sample. More details can be found in Ref. [106].
QW QW/barrier orientation dQW TG BEP ratio FWHM
(nm) (℃) (meV)
A In0.12Ga0.88As/GaAs (001) 8 440 25 13
B In0.11Ga0.89As/GaAs (110) 8 440 25 18
C In0.11Ga0.89As/GaAs (110) 14 440 25 16
D In0.19Ga0.81As/GaAs (110) 8 440 25 30
Table 4.1: Growth parameters of the (In ,Ga)As/GaAs QWs: dQW , TG and BEP-ratio
are the thickness of the InxGa1−xAs layer, the substrate temperature and the V-to-III
beam equivalent pressure ratio, respectively. FWHM denotes the full width at half max-
imum of the PL emission lines determined at 15K (see Fig. 4.2 (b)).
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The optimum MBE (110) growth conditions are within a narrow parameter space. Any
parameter variation can lead to island growth [111]. Using optimum growth conditions,
however, atomically flat surfaces with 0.5 µm large terraces and monolayer (ML) (1 ML
equals 0.2 nm in the (110) GaAs direction) high steps are achieved [111], which might
be due to relatively low migration-barrier energies for Ga and As adatoms [112]. The
formation of large terraces is supported by in-situ annealing at 600℃ for 10min under
As4 molecular flux [113]. Furthermore, migration enhanced epitaxy (MEE) of GaAs on
GaAs (110) reduces facet formation [114] and can even be used for the active region of
an (In ,Ga)As/GaAs (110)-oriented QW in order to attain smooth interfaces and hence
to improve the quality of the photoluminescence line in terms of intensity and full width
at half maximum (FWHM) [110]. For the growth of our QWs, we therefore used a BEP
ratio of 25 and a relatively low substrate temperature TG = 440℃. On top of the semi-
insulating (s.i.) substrate, a 100 ML GaAs buffer was grown by MEE: The Ga shutter
and the As4 shutter were subsequently opened for 2 and 3 s, respectively, followed by a
growth stop for 10 s. Furthermore, the growth was interrupted as marked in Fig. 4.2 (a)
in order to ramp up the TG to 590℃ and to anneal the sample in situ for 5min under As
pressure. Progress in smoothing the samples’ surfaces was monitored with in situ reflected
high-energy electron diffraction (RHEED). Further growth details are given in Ref. [106].
For judging the optical QW quality, photoluminescence (PL) spectra from the QW are
collected after excitation with a 10mW HeNe laser at 15K as shown in Fig. 4.2 (b). The
position of the PL peak, stemming from electron-hole recombination of the lowest QW
subband transition, confirms the build-in of In with a concentration x, if the nominal dQW
is presumed. The broadening of the PL emission lines is associated with both the roughness
of the QW interfaces and the compositional fluctuations in the QW region [110] and will
be expressed in terms of the full width at half maximum (FWHM). The result for each QW
is listed in Tab. 4.1. Although grown under best (110) growth conditions, (001)-oriented
reference QW A exhibits the narrowest PL emission linewidth. The linewidth of QW C is
slightly narrower compared to QW A, which is reasonable, since the larger bulk-to-interface
ratio reduces the effect of interface roughness. The deepest QW D exhibits the highest
FWHM, which might be attributed to compositional variations. The same tendency with
the increase of x was observed in Ref. [110]. Ex-situ atomic force microscopy reveals terrace
formation of the (110)-oriented top layer of the QWs with 1 to 3 ML steps (not shown).
The RMS roughness is below 0.2 nm, although a few dots with unknown composition and
low density are observed on the top GaAs layer [106].
4.2 Spin injection, transport and detection
In this section, we investigate samples Rx and CA139 concerning their magnetic and spin
relaxation properties, which are relevant for electrical spin injection. This includes the
magnetic anisotropy of the thin Fe injector layer and its magnetization direction MFe
as a function of an external magnetic field B. MFe is essential, since it determines the
orientation of the injected spins. Furthermore, the quality of the Fe/GaAs interface and
the doping concentration at the Schottky barrier determine the degree of the polarization
of the injected spins characterized by the spin injection efficiency η defined in Eq. 2.27. As
it is our goal to observe spin precession of injected spins, we finally have to check whether
the spin dephasing time T ?2 is sufficiently long in the semiconductor. For the latter test,
additional spin relaxation due to spin transport and hot carrier momentum relaxation has
to be considered.
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Figure 4.3: Band diagram of the reverse biased samples Rx and CA139: If the Schot-
tky junction is reverse biased (UDC < 0V), polarized electron spins (blue circles) from
the Fe injector (grey area) tunnel through the Schottky barrier into the semiconductor
(sketched with conduction CB and valence band VB) with the spin injection efficiency
η (1). By diffusing transport, the electron momentum is relaxed in the semiconductor
(2). In the spin LED CA139, the polarized electrons recombine with unpolarized holes
from the p-doped layer (red) in the GaAs/(Al ,Ga)As QW (orange) and emit circularly
polarized electroluminescence (EL) (3).
Fig. 4.3 (a) and (b) show the schematic band diagrams for the bulk sample Rx and the
spin LED CA139, respectively, both under reverse dc-bias UDC . The z-direction denotes
the vertical axis of the mesa of the device. Starting from the Fe injector, polarized electron
spins tunnel through the Schottky barrier (1). The crucial parameter of this process is
the spin injection efficiency η defined in Eq. 2.27. After the tunnel process, the momentum
of the hot carriers starts to relax (2), while the carriers drift into the detection region of
the semiconductor, where their spin orientation is probed. For sample Rx, this region is
the bulk n-GaAs doped close to the MIT. Here, the spin-induced net magnetization can
be read out by the optical Faraday rotation (cp. section 3.1.4 (p. 38)). The active
region of sample CA139 is the quantum well, where the polarized electrons recombine with
unpolarized holes supplied by the p-doped region and emit electroluminescence (EL) light
(3). Advantageously, this indirect detection method enables us to determine the steady-
state polarization of the electron spins in the QW, since the polarization is connected to
the degree of circular polarization of the EL by the optical selection rules. Thus, the spin
LED is applicable for determining the absolute electron spin polarization in the quantum
well, which then is a lower bound of the spin injection efficiency.
Regarding the transport and the orientation of electron spins from the injector into the
detector region of the semiconductor, we investigate in the following
• the magnetic anisotropy of the Fe injector using SQUID-magnetometry.
• the spin dephasing time of the detector region by means of all-optical one-color time-
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resolved Faraday and Kerr rotation.
• the effect of momentum relaxation of hot carriers on the spin orientation utilizing
all-optical two-color time-resolved Faraday rotation.
• the spin injection efficiency using the spin LED CA139.
Most of these aspects will be treated qualitatively without simulations and without dis-
cussion of the theoretical background. The specific goal of this section is to test whether
our devices permit the electrical injection of electron spins with a non-collinear orientation
with regard to the external magnetic field. Thus, the spins are in a superpositional state
of | ↑ 〉 and | ↓ 〉 in the semiconductor. Furthermore we have to check whether this super-
position survives the carrier transport into the detector region, where the spin dephasing
time has to be adequately long for observing spin precession. The exact loss of polarization
during the transport and the momentum relaxation play a minor role as long as our prob-
ing method is sufficiently sensitive for detecting the spin precessions of bias-pulse triggered
spin packets.
4.2.1 Magnetic anisotropy of the Fe injector
The magnetic anisotropy of an unprocessed piece of sample Rx with the In removed and
with an area of 2mm by 2mm is investigated in a temperature range of T = 25K to 300K.
Experiments were performed with a superconducting quantum interference device SQUID
magnetometer of the series MPMS supplied by Quantum Design. The sample was fixed in
different orientations only with plastic tubes to avoid magnetic contaminations and moved
continuously (RSO option) through the pick-up coils (see Refs. [115] for details).
Fig. 4.4 shows the hysteretically measured magnetization of the Fe -layer after subtracting
a diamagnetic background probably stemming from the GaAs substrate. The external
magnetic field B is applied along the [011] (a) and [011¯] (b) crystal direction of GaAs .
Both directions lie in the plane of the Fe injector layer. In the inset of Fig. 4.4 (a), a
larger B-range is shown. As obvious from the hysteresis loops in Fig. 4.4 (a), the [011]
direction is a magnetic easy-axis with a coercive field of ≈ 1mT at 25K and a one-step
flipping of the magnetization. In contrast, the perpendicular in-plane [011¯] direction is
a magnetic hard-axis reaching its saturation magnetization at an external magnetic field
of |B| ≈ 200mT at T = 25K. Hysteresis loops of the processed samples with B along
the in-plane easy axis (not shown), indicate negligible deviations from the mesa size or
the preparation steps (e.g. annealing of In contacts). The results are similar to the ones
obtained for 5 nm thick Fe -layers epitaxially grown on (100)-Al0.1Ga0.9As [36].
We expect a magnetic hard-axis of the 3.5 nm thick Fe -layer in the out-of plane direction
([100] GaAs) due to a shape anisotropy. The result of the SQUID magnetometry after
substraction of a linear background is plotted in Fig. 4.5, when B is applied in the out-
of-plane direction of the unprocessed Rx sample. Obviously, the out-of-plane anisotropy
with a saturation field of ≈ 2.1T is larger than the one in the plane of the Fe -layer.
In order to estimate whether the magnetic anisotropy is sufficient for the observation
of precession of an electrically injected spin packet, some geometrical considerations are
necessary: In the experiment, we apply the external magnetic field along the in-plane
hard-axis (cp. Fig. 2.9 (b)). Since spins are electrically injected collinear with regard to
MFe , the precessing spin-induced net magnetization is the perpendicular component of
MFe with regard to the external magnetic field B (cp. Fig. 1.1 (b)), which is equal to
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Figure 4.4: In-plane magnetization of the Fe -layer of sample Rx as a function of an
external magnetic field measured with SQUID magnetometry at various temperatures T :
(a) It is evident from the hysteresis loops that the Fe layer exhibits a magnetic easy-axis,
if the magnetic field B is applied parallel to the in-plane [011] GaAs axis (large scale in
the inset). The origin of the shift at 300K is unclear. (b) The perpendicular in-plane
direction is a magnetic hard-axis and the magnetization saturates at |B| ≈ 200mT.
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Figure 4.5: Out-of-plane magnetiza-
tion of the Fe -layer of sample Rx as a
function of an external magnetic field
measured with SQUID magnetometry
at various temperatures T . The mag-
netization saturates at |B| ≈ 2.1T.
53
4 Sample properties
Figure 4.6: Projection of the mag-
netization onto the in-plane mag-
netic hard- and easy-axis, if the ex-
ternal magnetic field B (yellow ar-
row in the sketch) is applied along
the in-plane magnetic hard-axis.
Assuming a rotation of the magne-
tization vectorMFe in the plane of
the Fe -layer (red box), the projec-
tion onto the easy-axis (EA) direc-
tion is calculated from the SQUID
measurement shown in Fig. 4.4 (b).
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the projection of MFe onto the easy-axis (EA) direction of the Fe injector. Assuming an
in-plane rotation of MFe towards the magnetic field B applied along the hard axis (HA)
(see the schematic in Fig. 4.6), we calculate the projection ofMFe onto the easy axis (blue
dots) using the measured projection of MFe onto the hard-axis as shown in Fig. 4.4 (b)
(black dots in Fig. 4.6). The projection onto the easy-axis determines the reduction of
the precessing spin component due to the limitation of the in-plane anisotropy of the Fe
injector: E.g., the net magnetization should be reduced by a factor of 2 for |B| ≈ 100mT.
4.2.2 Spin dephasing time in the semiconductor
In order to observe the precession of the electrically injected spins about an external
transverse magnetic field B, the orientation of the spins is not only required to exhibit
a finite angle with regard to the B-field direction, but also a long spin dephasing time T ?2
in the semiconductor. Therefore, we measure T ?2 in this subsection. To be independent
of the electrical spin injection process, we determine T ?2 of the samples Rx and CA139
by optically generating spin packets in the detector region of the sample using circularly
polarized laser pulses. As described in section 3.2, the spin-induced net magnetization
is read out by either the Faraday rotation angle θF (∆t) or the Kerr rotation angle
θK(∆t) of a linearly polarized laser pulse, which is phase-locked to the pump pulse and
delayed by the variable pump-probe delay time ∆t. Both the pump and the probe pulses
exhibit a repetition time of Trep = 12.5 ns and are approximately normal to the mesas and
thus normal to the QW plane of the sample CA139. Furthermore, we also check, how an
external dc-bias UDC modifies T ?2 in order to mimic the influence of bias voltage pulses
in the electrical injection experiment. Probably, UDC will additionally cause a polarized
direct current flowing through the sample due to the ferromagnetic contact. It is important
to note that the spins from this side-effect, although altering the total net magnetization
in the sample, are not recorded, since the lock-in amplifiers filter out any contributions to
θF or θK , which are not induced by the pump pulses (cp. subsection 3.1.6). This includes
the static magneto-optical effect of the Fe injector as well as the steady state dc-spin flow.
For the lock-in technique, the circular polarization of the pump laser pulses is modulated
by a photoelastic modulator (PEM).
In Fig. 4.7 (a) the θK(∆t) signal is shown for various UDC , if spins are pumped resonantly
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Figure 4.7: Time evolution of Kerr and Faraday rotation signals of optically generated
spin packets in the spin LED CA139 and the bulk sample Rx, respectively, at various dc-
biases UDC : (a) The Kerr rotation θK(∆t) (b) and the Faraday rotation θF (∆t) are
measured as a function of the pump-probe delay ∆t in an all-optical one color experiment
with repetition interval of Trep = 12.5 ns. Using a fs-laser with energy Epump = Eprobe =
1.540 eV, spin packets are resonantly pumped into the lowest subband of the QW in a
transverse magnetic field B = 3T at 25K (a). For the measurements on R650, a ps-laser
is used with energy Epump = Eprobe = 1.508 eV in the impurity band and with B = 0.5T
at 17K (b). Red lines are fits to the data. The last curve in (b) is measured, while the
pump and the probe laser beams are focused on the substrate beside the mesa of sample
R800. A positive UDC corresponds to a forward biased Schottky junction.
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in the QW with Epump = Eprobe = 1.540 eV at a temperature of 25K. Since the GaAs
substrate is opaque at Eprobe = 1.540 eV, the pump and probe laser beams are focused onto
the sample’s frontside. The Fe injector and the Al cap are sufficiently thin to be semi-
transparent and the polar Kerr effect has to be used to detect the net magnetization
within the QW. As a transverse magnetic field B = 3000mT is applied parallel to the
QW plane, the spins start to precess about the external magnetic field. The projection
of the precessing spin-induced net magnetization onto the observation direction yields the
oscillating θK(∆t) signal (cp. section 2.1.2 (p. 8)). Interestingly, the damping of the
oscillations and thus apparently T ?2 are strongly affected by UDC . There is a maximum
of the decay of the oscillation envelope in the range of UDC = −2.0V and −1.5V and
the damping increases dramatically approaching UDC = 0.0V. Note that a negative UDC
denotes a reverse biased Schottky diode and a forward biased n-i-p junction according
to the layer structure of CA139 (Fig. 4.1 (b)).
Prior to fitting this result, we compare the outcome to an experiment performed on the
bulk sample R650 shown in Fig. 4.7 (b). The geometry of the collinear pump and probe
laser beams to the transverse magnetic field B = 500mT is identical to the measurement on
CA139. However, the energy of the laser beams Epump = Eprobe = 1.508 eV is tuned to just
below the fundamental band gap ofGaAs and thus allows measuring the Faraday rotation
θK(∆t) of the transmitted probe pulses, while a spin imbalance is generated in the impurity
band of the n-GaAs layers. At first sight, the T ?2 are nearly independent of UDC and
much longer compared to sample CA139. There are even oscillations of θF at ∆t < 0 ns
stemming from a spin packet previously generated at ∆t = −Trep (before ∆t = 0 ns).
These oscillations are evidence for T ?2 being of the same order or longer than Trep = 12.5 ns
and allow for exponential fitting of T ?2 in a relatively short ∆t range about ∆t = 0 ns.
The change of the oscillation amplitude as a function of UDC is affected in a complicated
way by the interference of subsequent spin packets, which is sensitive to changes in the
Larmor frequency ωL and T ?2 and the change of the position of the Faraday resonance
and will not be discussed further here. Finally, the spin response of the substrate is
investigated by focussing both lasers aside the mesa of sample R800. From the outcome
shown in Fig. 4.7 (b, lowest curve), we conclude that the spin dephasing time T ?2 of the
highly doped substrate is much shorter compared to the bulk n-GaAs layer in the mesa,
which is doped close to the MIT. This result is expected from the doping dependence of
T ?2 shown in Fig. 2.7.
For a quantitative analysis of T ?2 (UDC), we fit the θK(∆t) from sample CA139 to Eq. 2.14
applying θK(∆t) ∝ Re(Ms(∆t, B)), since the observation direction (polar Kerr effect) is
collinear with the initial spin direction (pump laser beam direction). Due to the long T ?2
causing the interference of subsequently generated spin packets, the situation is slightly
more complex for the bulk sample R650: According to the mathematical proofs in Ref.
[29], we have to add a phase φ and ∆t is mapped onto (∆t mod Trep) in order to regard
the signal observed at ∆t < 0 ns:
θF (∆t) ∝ exp
(
−∆t
T ?2
)
cos (ωL∆t+ φ) (4.1)
.
The least-squares fitted T ?2 (UDC) of both samples is displayed in Fig. 4.8 (a) on a log-
arithmic scale. We fit θK(∆t) of the QW starting from ∆t > 50 ps, since hole spins are
considered to be dephased then. The T ?2 (UDC) of the bulk sample R650 is ∼ 10 ns for all
UDC and thus indeed much longer than the T ?2 (UDC) < 0.3 ns of the spin LED CA139,
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Figure 4.8: Fitted spin dephasing time and absolute g-factor of sample CA139 and R650
as a function of the external bias UDC : Least-squares fits to the data displayed in Fig. 4.7.
The error bars are smaller than the symbol size. The absolute g-factor |g| is calculated
from the fitted Larmor frequency ωL using Eq. 2.8. Since a nuclear magnetic field, which
is neglected in Eq. 2.8, is dynamically polarized as a function of UDC in sample R650, the
UDC dependence of the g-factor is incorrect as will be discussed in section 6.3.2 (p. 166).
which drops dramatically approaching UDC = 0V. The reason for this decline becomes
clear, when the filling of the QW is probed in order to determine the carrier lifetime τR.
Since the considered QW is undoped (cp. Fig. 4.1), the damping of the oscillations is not
only governed by the spin dephasing time but also by the carrier lifetime τR. To be pre-
cise, we experimentally observe the spin lifetime TS defined in Eq. 2.30. Since approaching
UDC = 0V, the internal electric field of the n-i-p diode becomes uncompensated and the
QW states become unstable. Consequently, τR and thus the observed TS drops. This
problem will be further studied in subsection 4.2.4.
In addition to T ?2 (UDC), applying Eq. 2.8, we calculated the absolute effective g-factor
|g| from the fitted Larmor precession frequency ωL as a function of UDC . The result is
plotted in Fig. 4.8 (b) for both samples. The effective g-factor of the electron QW states
differs from the one of the n-GaAs (g = −0.44) at the Γ point, since the barrier material
Al0.1Ga0.9As exhibits an effective g-factor closer to zero (cp. Tab. 2.1). The electronic
g-factor of the donor band (DB) states of sample R650 as a function of UDC is centered
around |g| = 0.42, but apparently depends considerably on the external bias. One may now
speculate about a band structure effect, but in fact the g-factor is not correctly calculated
at this point as will become clear in chapter 6. We have to take a dynamically polarized
nuclear magnetic field into account, and have to replace Eq. 2.8 by Eq. 6.2. The spatially
inhomogeneous nuclear magnetic field may also reduce the spin dephasing time T ?2 due to
inhomogeneous dephasing. We will analyze this experiment in section 6.3.2 (p. 166) in
more detail.
To summarize, the spin dephasing time of an optically generated spin imbalance is
approximately 10 ns and depends only slightly on UDC . Applying a pump-probe delay
of ∆t > 400 ps, the contribution of the substrate to the Faraday rotation θF (∆t) is
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negligible. In contrast, the spin lifetime TS of the QW is more than one order of magnitude
lower and depends strongly upon UDC especially when approaching UDC = 0V. Let
us assume that we make use of the in-plane anisotropy of the Fe injector in order to
electrically inject electron spins, which exhibit a finite angle with respect to the external
magnetic field direction. As measured in the previous subsection, the upper bound of
the external magnetic field then is |B| < 200mT. Taking the g-factor (|g| ≈ 0.25) and
the maximum spin lifetime (TS = 300 ps) of the QW into account, one may only observe
TS g µB B/h ≈ 0.2 full precession cycles at maximum. Thus, we have to make use of the
out-of-plane anisotropy of the Fe injection layer by tilting the sample to gain a factor of
10 by the increase of the external magnetic field, if we decide to use the spin LED CA139
for measuring precessions of an electrically injected spin packet.
4.2.3 Influence of hot carrier relaxation on the spin
In the previous subsection, we studied the spin dephasing time of an optically generated
spin imbalance in the impurity band of the n-GaAs layer doped close to the MIT. With
respect to the momentum of the electrically injected electron spins as sketched in Fig. 4.3
(a), the situation is not properly mimicked by the optically generated spins. To account
for the momentum of the electrons, we now optically generate hot electron spins with
excess kinetic energy in conduction band states and observe the net magnetization by the
Faraday rotation θF (∆t) using a probe energy just below the fundamental band gap Eg
as in the previous section. Therefore, we need two energetically tuneable, pulsed lasers,
which have to be phase-locked for a well-defined pump-probe delay ∆t. We refer to this
set-up as a two-color experiment (cp. 3.2).
In this subsection, we study three questions arising with the momentum relaxation of
the hot spin-polarized electrons:
1. Does the momentum relaxation cause a delayed onset of θF (∆t), if the probe energy
is below the fundamental band gap?
2. Does the momentum relaxation cause spin dephasing?
3. Is the observed spin dephasing time T ?2 dependent on the initial kinetic energy of the
spin oriented electrons?
The first point is investigated on the bulk GaAs sample GaAs2E16 thinned down to a
thickness of 90 µm, which represents the bulk layer of the sample series Rx. The onset of
the Faraday rotation θF (∆t) signal measured at 10K in zero-magnetic field is displayed
in Fig. 4.9 (a) as a function of the energy Epump of circularly polarized pump pulses. The
curves are set to θF (∆t) = 0 at ∆t = 0 ps and normalized at ∆t = 40 ps. The evolution
of optical spin orientation, momentum relaxation and probing is sketched in Fig. 4.9 (b).
As Epump is increased, two optical transitions from the valance (VB) to the conduction
band (CB) are possible generating electrons with either heavy holes (hh) or light holes
(lh). Consequently, two spin packets with different excess kinetic energy Ehhkin and E
lh
kin
are excited in the CB. These polarized electrons then relax into lower states by rapidly
and locally heating up the electronic system yielding a Fermi distribution with increased
temperature [116]. The electronic system cools effectively by the emission of LO phonos,
if the carrier kinetic energy Ekin exceeds the LO phonon energy ELO (cp. Tab. 2.2), and
by the emission of a large number of acoustic phonons [117, 118, 119, 120]. Immediately
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Figure 4.9: Onset of the Faraday rotation signal measured on sample GaAs2E16 as a
function of the pump laser energy Epump, while the probe laser energy is held fixed at
Eprobe = 1.491 eV below the fundamental band gap (a). Measurements are performed
on a thinned GaAs2E16 substrate (thickness 90 µm) at zero-magnetic field and 10 K
using a two color all-optical experiment with a fs-laser for spin generation and a ps-laser
for spin probing by means of the Faraday rotation θF (∆t). For clarity, the curves
are set to θF (∆t) = 0 at ∆t = 0 ps and normalized at ∆t = 40 ps. The generation,
carrier momentum relaxation and detection are sketched in the band structure (b). At
fixed Epump, polarized electrons are generated either with heavy (hh) or light holes (lh)
yielding two excess kinetic energies of the electrons in the conduction band (CB). The
spin-induced net magnetization is measured by the probe laser, whose energy is tuned
below the donor band (DB), while the electron momentum relaxes.
after the excitation at ∆t = 0 ns, the spin imbalance is probed with an energy Eprobe in
the range of the donor band (DB).
We do not discuss the time evolution of θF (∆t) in the fs- to ps-range in detail, but
conclude from the measurement presented in Fig. 4.9 (a) that even for high excess kinetic
energies the first increase of the θF (∆t) signal is finished at ∆t ≈ 0.04 ns. Thus, on this
time scale, it is possible to detect the net magnetization of initially hot electron spins
using a probe laser energy below the fundamental band gap. In other words, we do not
need to probe the conduction band states, when electron spins are electrically injected.
Unfortunately, we cannot optically generate spin-polarized electrons with arbitrary high
excess kinetic energy as explained in subsection 2.3.3.
We now focus on the effect of Epump on the spin dephasing time T ?2 . Again, we carry out
a two-color all-optical experiment performed on the substrate denoted GaAs2E16. Instead
of measuring the Faraday rotation θF in the time-domain, we sweep the magnetic field B
and detect θF (B), while the pump-probe delay is fixed at ∆t = Trep− 80 ps with the pulse
repetition interval Trep = 12.5 ns. The precession of the spin-induced net magnetization
manifests itself in resonant spin amplification (RSA) peaks of the order z at the position
B = Bzres, if T ?2 & Trep holds true for the spin dephasing time (cp. section 2.1.2 (p. 11)).
59
4 Sample properties
The advantage of this method compared to the measurement performed in the time-domain
is that by choosing a long ∆t, fast processes, e.g., the spin contribution from hole spins
to θF (∆t) or the momentum relaxation of hot carriers, become negligible. Only electron
spins exhibiting a long T ?2 are in resonance. Hence, on the one hand, the amplitude A of
the RSA peaks as defined in Eq. 2.22 is a measure for the number of spins with long T ?2 .
On the other hand, from the width of the resonance peaks, the spin dephasing time can
be calculated applying Eq. 2.21 and Eq. 2.22 (cp. section 2.3.3).
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Figure 4.10: RSA curves measured on sample GaAs2E16 as a function of the pump laser
energy Epump, while the probe laser energy is held fixed at Eprobe = 1.494 eV and thus
below the fundamental band gap (a) (vertical offsets for clarity). From the width of the
RSA peaks of the order z, the spin dephasing time T ?2 (b) and the amplitude A (c) is
fitted to Eq. 2.22 for each pump laser energy Epump. The vertical red line marks the
Epump, at which the excess kinetic energy Ehhkin of electrons generated with heavy holes
equals the energy of the longitudinal optical phonon ELO at the Γ point.
The RSA curves measured as a function of Epump at a temperature T = 7K are plotted
in Fig. 4.10 (a). At first sight, the peak at zero-magnetic field and the resonance peak of
the order z = −1 do not alter much as a function of Epump and the corresponding spin
dephasing times T ?2 are only slightly dependent on Epump as can be seen Fig. 4.10 (b).
However, taking also the result of Fig. 4.8 (a) into account, we notice a trend of T ?2 to
decrease with the increase of |B|. This phenomenon will be discussed in more detail in
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section 5.3.3, where it is partly attributed to inhomogeneous dephasing.
Interestingly, the amplitude A of both peaks starts falling at Epump marked by the
vertical line in Fig. 4.10 (c). Thus, the magnitude of the spin imbalance with long T ?2
begins to decline. This could be an effect of the relatively fast process of carrier momentum
relaxation, as spin dephasing or spin relaxation during momentum relaxation yield a smaller
number of precessing spins, which are then detected by the θF at a long pump-probe
delay ∆t. But care must be taken with such an interpretation, since it presumes that
the number of polarized spins optically generated at ∆t = 0 ps is independent of Epump.
As mentioned before, the electron spin orientation by optical generation depends upon
the electron momentum ke. However, the effect is less than 5% below Epump < 1.7 eV
according to the theory displayed in Fig. 2.13 (b). Another effect to be considered is the
increase of the absorption coefficient due to an increase of the joint density of state with√
Eg − Epump [121]. According to this effect, A(Epump) should rise with the increase of
Epump as more pump power becomes absorbed. Conspicuously, at the onset of the decrease
of A(Epump), the energy of the longitudinal optical phonon at the Γ point ELO = 36meV
matches the kinetic energy of the electrons generated with heavy holes, which can be
estimated assuming parabolic bands with a curvature calculated from the effective masses
of electrons and holes taken from Tab. 2.2, yielding Ehhkin ≈ 0.9(Epump−Eg). Experimental
observations of spin dephasing due to LO phonon emission of hot carriers are given in Fig.
12 of Ref. [119]. The emission of LO phonos might also enhance the Elliot-Yafet type
of spin relaxation (cp. section 2.4) due to scattering at the phonons [119, 120]. Further
details can be found in Refs. [122, 30].
To conclude, when initially hot electron spins are excited, the resulting spin imbalance
is observable by the Faraday rotation angle without much delay (∼ 40 ps), if the Eprobe
energy is tuned close to the impurity band of the n-GaAs sample. After the cooling process
the electron spins still exhibit a long spin relaxation time T ?2 > 10 ns, but during the carrier
cooling process spin polarization partly relaxes. In this context, the emission of and the
scattering at LO phonons seem to be an effective dephasing mechanisms.
4.2.4 Spin injection efficiency
In the previous two sections, we studied the spin dephasing time of only the semiconductor
part of the spin LED sample CA139 and the bulk sample Rx. The spin imbalance was
optically generated. Now we check the capability of the reverse biased Schottky junction
to electrically inject a spin-polarized direct current. In order to detect the injected spin
imbalance in the semiconductor, we do not apply the Faraday rotation effect, but we
detect the electroluminescence (EL) emitted from the GaAs/Al0.1Ga0.9As QW of sample
CA139, which is dominated by the QW heavy-hole exciton at 25K [58]. With this detection
scheme, the absolute electron-spin polarization can be deduced from the degree of circular
polarization of the EL defined by
PEL =
I+ − I−
I+ + I−
(4.2)
where I+ and I− denote the intensity of the right and left circularly polarized EL. Similar
kinds of measurements were performed on GaAs/AlGaAs spin LEDs like sample CA139
[54]. The temperature and bias dependence of PEL is measured in Ref. [58].
In our experiment, we recorded I+ and I− spectrally-resolved with a resolution better
than 0.2 nm using a 500mm focal length spectrometer (Acton Spectra Pro 500i) with a
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liquid-nitrogen cooled CCD (Princeton Instruments, Spec-10:400R) after the light having
passed a circular polarization analyzer consisting of an achromatic quarter wave plate and
a calcite polarizer. The sample CA139 is cooled down to T = 25K in the magneto-optical
cryostat (Oxford Spectromag 4000) with the magnetic field applied normal to the mesa
surface and thus in the out-of-plane direction of the QW. EL emitted through the Fe
injector layer collinear with the B field direction is collected (Faraday geometry).
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Figure 4.11: Spectrally-resolved degree of circular polarization of the emitted electrolu-
minescence of sample CA139 as a function of the external magnetic field B applied in
the out-of plane direction of the QW (Faraday geometry): Only the electroluminescence
(EL) emitted through the injector and collinear with the magnetic field is collected, when
a reverse bias UDC = −2.2V at 25K is applied to the spin LED. The spectra of right (I+)
and left (I−) circularly polarized QW emission lines for two B field values are shown in
(a). In the inset, a wider spectrum including interband recombination of the doped bulk-
GaAs region is displayed. (b) By integrating over the QW and the bulk GaAs emission
peaks and by applying Eq. 4.2, the degree of circular polarization of the EL light of the
QW and of the bulk GaAs , respectively, is calculated as a function of B. The QW’s spin
lifetime TS(UDC) (open circles) and its carrier lifetime τR(UDC) (full circles) obtained
from all-optical time-resolved measurements at B = 0mT are plotted in the inset of (b).
The inset of Fig. 4.11 (a) displays an EL spectrum recorded at zero magnetic field,
when the Schottky junction is reverse biased with UDC = −2.2V (from a Keithley 236
Source-Measure Unit). Besides the exciton peak from the QW, a small and broad peak
stemming from luminescence of the substrate is observed. In Fig. 4.11 (a), the right and
left-circularly polarized EL emitted from the QW at B = 0T and B = −6T is displayed.
Whereas there is no intensity difference at B = 0T, I+ and I− differ strongly at −6T.
By integrating over the range of the QW and the bulk-GaAs EL-emission peak for both
circular polarizations, the EL emission intensities I+ and I− are calculated using Eq. 4.2.
The EL’s circular polarization PEL(B) as a function of the external magnetic field B is
plotted for the QW (full circles) and the bulk-GaAs (open circles) in Fig. 4.11 (b). At
B = 0T, the circular polarization is zero, because the Fe easy axis lies in-plane (cp. Fig. 4.4
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(a)) and thus spins are injected perpendicular to the observation direction of the EL. As
B is increased, the magnetization of the injectorMFe is rotated out of the layer plane and
circular polarization sets in, since the orientation of electrically injected spins followMFe .
PEL saturates at |B| ≈ 2.2T, which approximately coincidences with the saturation field
of the Fe layer of sample Rx determined from SQUID magnetometry (cp. Fig. 4.5).
In the following, we discuss some peculiarities of PEL(B). The circular polarization
of the EL emitted from the bulk region is smaller than the one of the QW. To compare
both polarizations in terms of the degree of the polarization of the recombining electron
spins, the optical selection rules have to be taken into account (cp. Fig. 2.13). Intraband
recombination in the bulk involves both the heavy and light hole band. Both transitions
cannot be energetically resolved in our experiment, thus the EL stemming from the bulk is
by a factor of αs = 2 reduced [58]. In contrast to the EL from the bulk, the |PEL(B)| from
the QW decreases linearly at high |B|. To explain this deviation, we consider that the
electrically injected electron spin polarization may be superimposed by a spin polarization
caused by the thermalization in the QW due to the Zeeman splitting of spin eigenstates
in large magnetic fields [123]. This point could be clarified by measuring PEL(B) of a
reference sample with the same semiconductor heterostructure but with non-ferromagnetic
contacts. Since the EL is transmitted through the injector, the MCD effect has to be taken
into account, which is less than 2% for similar samples [56].
In order to deduce the spin injection efficiency η from PEL, the longitudinal spin relax-
ation τS in the QW has to be compared to the carrier recombination time or more general
the carrier lifetime τR (cp. subsection 2.3.1). Note that for the EL the longitudinal spin
relaxation time and not the spin dephasing time T ?2 is decisive, since the observation direc-
tion of spin orientation is collinear with the magnetic field direction (Faraday geometry).
Applying a simple rate equation model [37], a correction factor can be calculated:
η = αs(
τR
τS
+ 1)PEL, (4.3)
where PEL is freed from Zeeman and MCD effects. αs is related to the selections rules
as explained above. It is αs = 1 for the QW emission, if electron recombination with light
holes can be neglected. We estimated the correction factor, by measuring the exponential
damping of the Kerr rotation θK(∆t) and of the pump induced change of the reflected
intensity ∆Tr(∆t) of the probe beam as a function of the pump-probe delay ∆t in an all-
optical pump-probe experiment as explained in the context of Fig. 4.7 (a). The experiment
is performed as a one-color experiment with a fs-laser tuned to the EL energy of the QW.
As a part of the probe pulse incident onto the Fe injector is reflected at the frontside of the
substrate, it is twice transmitted through the QW. The QW transmittance is a function
of the filling and thus the carrier lifetime of the QW can be deduced from the evolution of
∆Tr(∆t). As mentioned in section 4.2.2 (p. 54), the damping of θK(∆t) yields the spin
lifetime TS of the undoped QW, from which τS can be calculated with Eq. 2.30. The fitted
TS and τR are plotted as a function of UDC . At low |UDC |, τR drops as the QW states
become unstable due to the internal electric field of the n-i-p junction. Consistently, TS
is limited by τR in this regime. Observable EL emission sets in at UDC < −1.7V and the
ratio of τR to TS becomes ≈ 1.6 at UDC = −2.2V. Applying Eq. 2.30 to Eq. 4.3, the spin
injection efficiency can be expressed as a function of the spin lifetime
η = αs
τR
TS
PEL. (4.4)
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The maximum PEL from the QW is ≈ 26% at UDC = −2.2V. Subtracting 2% accounting
for MCD, we estimate a spin injection efficiency of ≈ 38%.
The calculated value is a lower bound for the spin injection efficiency since spin relaxation
during the spin transport from the Schottky junction to the QW was not taken into
account. The interface and the doping profile forming the Schottky barrier of sample
CA139 seem to be appropriate. Unfortunately, the spin injection efficiency cannot be
easily determined for the bulk sample, since no holes for the recombination process are
supplied. In subsection 5.2.2, we measure Hanlé depolarization for estimating the spin
injection efficiency of the bulk samples. At this point, we assume that the spin injection
efficiency should be similar to the one of the spin LED CA139, since apart from 10% Al
in the semiconductor, the Fe/semiconductor interfaces and especially the doping profiles
are nominally identical (cp. Fig. 4.1).
4.3 Electrical properties
In this section, we investigate the electrical properties of the spin injection samples CA139
and Rx. We put emphasis on the high frequency properties of the electrical contact and
the sample itself applying two measurement techniques:
1. Vector network analysis (VNA) in the frequency domain.
2. Time-domain reflectometry (TDR) in the time domain.
The goal of these measurements is to test whether the sample and electrical feeds in-
cluding the coplanar waveguide (CPW) allow to transfer an ultra-short voltage pulse of
100 ps to 1 ns width into the sample. Additionally, we analyze capacitance effects at the
Schottky diode in the reverse bias regime. The time constant of charging and discharg-
ing the capacitance will be essential for our model of electrical injection of coherent spin
packets (cp. 5.3.2).
4.3.1 Basics of high frequency electronics
Recalling the basics of high frequency electronics, the vector network analysis (VNA)
and time domain reflectometry (TDR) are briefly explained. At a high frequency ω, the
wavelength of an alternating current is shorter than the dimension size of cables and
devices. In this regime, the solution of a propagating voltage U±(z, t) and current I±(z, t)
through a transmission line along the z-direction at time t yields the following form [124]
(analogous to the propagation of optical waves)
U±(z, t) = Uampf(z ∓ vpht) = Z0I±(z, t), (4.5)
where f denotes an arbitrary function, vph the phase velocity and Z0 the impedance of the
transmission line. U+(z, t) and I+(z, t) propagate in the positive z-direction and U−(z, t)
and I−(z, t) in the negative z-direction. One possible U+(z, t) is a harmonic wave with
frequency ω and complex wavenumber k [124]:
U+ω (z, t) = U˜(ω) exp(ikz − ωt), (4.6)
with the following definitions:
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k = β + iκ (4.7)
κ =
R
2Z0
+
1
2
GZ0 (4.8)
ω =
1√
LC
= vphβ (4.9)
Z0 =
√
R+ iωL
G+ iωC
(4.10)
where L, C, R and G denote the inductance of the signal line, the capacitance between sig-
nal and ground, the resistance along the signal line and the conductance (leakage) between
the signal line and the ground, all defined per unit distance ∆z along the transmission
line. κ is the damping constant and R and G have to be as small as possible. Eq. 4.9 is
the dispersion relation. At high frequencies typically ω > 10 kHz, Z0 can be considered to
be a real number and thus U±(z, t) and I±(z, t) are in phase.
Vector network analysis
A linear high-frequency device with an input and output port is characterized by a complex
(2x2) S-matrix, defined by [124]:
1
Z0(z2)
(
U+(z2)
U−(z2)
)
=
(
S11 S12
S21 S22
)
1
Z0(z1)
(
U+(z1)
U−(z1)
)
, (4.11)
where U+(z1) and U−(z1) are the incoming and reflected traveling voltage waves at the
input port, respectively, and U+(z2) and U−(z2) are the outgoing and incoming wave
vectors at the output port. Thus, the S-parameters of multiple devices can be cascaded
to predict an overall system performance. As the power transfer P+ along the positive
z-direction yields
P+ =
1
2Z0
(
U+
)2
, (4.12)
the absolute S-matrix elements are a measure of the electrical power transfer (S21) or
power reflection (S11) at a device, when a stimulus enters the input port. For a 1-port
device, e.g., the termination of a transfer line, it is S11 = 1, if no dissipation occurs in the
device. In the vector network analysis (VNA), the complex S-matrix of a n-port device as
a function of ω is measured by applying a harmonic voltage wave with frequency ω to one
of the ports and analyzing magnitude and phase of the reflected and transmitted waves,
while sweeping ω. Knowing the S-matrix for all ω, the device-response to an arbitrary
signal can be deduced.
Time-domain reflectometry
In time-domain reflectometry (TDR) a voltage signal is measured as a function of the time
t. In the following, we assume that the resistance along the transfer line and the leakage to
the ground vanish (G = R = 0). Thus, there is no damping κ (Eq. 4.8) along the transfer
line and the impedance Z0 (Eq. 4.10) is a real value. If a transfer line with impedance Z0
is terminated at position z with a real resistance R with R 6= Z0, a fraction r(R) of the
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wave Uin, propagating towards the load termination, is reflected as a wave Uref traveling
in the opposite direction. Applying Kirchhoff ’s current law, the reflection coefficient
r(R) is calculated to be [124]
r(R) =
Uref (z)
Uin(z)
=
R− Z0
R+ Z0
, (4.13)
where Z0 is the impedance of the transfer line, which is Z0 = 50Ω in our experiment.
Thus, no reflection and optimum power transfer is achieved to a load termination R, if it is
matched to the impedance of the transfer line (R = Z0). In time-domain reflectometry, a
constant bias Uin(t), switched on at time t = 0 ns, is applied to one end of the transfer line
under test at position z = 0mm and the magnitude and delay of any back-reflected signal
Uref (t) are recorded. If the impedance mismatch R − Z0 is a real value and independent
of ω, Uref (t) is a step function:
UTDR(t) = Uin(t) + Uref (t)
= Uin(t) + Uin(t− tret)r(R) (4.14)
where tret is the delay or retardation of the onset of the reflected signal at the end of
the transfer line at z = 0mm. A transfer line terminated with a short (R = 0Ω ) yields
UTDR(t = tret) = 0V. An open termination (R = ∞) yields UTDR(t = tret) = 2Uin
as can be deduced by setting Eq. 4.13 in Eq. 4.14. The TDR signal stemming from an
open and short termination is simulated in Fig. 4.12 (a). From t0 and the propagation
velocity v of Uref , the position z = 0.5vt0 of the mismatch along the transfer line can
be calculated. In the case of many impedance discontinuities in the transfer line, several
voltage echoes including multiple forward and backward reflections at the mismatches are
observed in UTDR(t). The time-resolution of TDR is limited by the rise-time of the step
function Uin(t).
If a transfer line is terminated with a capacitance C, the Uref (t) deviates from a step
function. It alters in time, while the capacitance is charged and the voltage dropping at the
capacitance increases exponentially as simulated in Fig. 4.12 (b). Just at the beginning of
the charging process, no voltage drops and the capacitance acts like a short (R = 0Ω ). If
Uin(t) is applied sufficiently long for fully charging the capacitance, it acts like an open end
(R =∞). If we consider a constant Uin to be switched on at time t = −t0, the measured
UTDR(t) becomes
UTDR(t) = Uin + Uin
[
r(∞) + ∆r(0,∞) exp
(
− t
τ
)]
(4.15)
with the definitions
∆r(R1, R2) = r(R1)− r(R2) (4.16)
τ = Z0C, (4.17)
For the time constant τ of the exponential charging process, the impedance Z0 of the
transfer line is regarded. Hence, from UTDR(t), the evolution of the voltage, dropping at
the termination, can be determined. This method will be essential for the characterization
of the samples, which terminate the transition lines in our experiment.
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Figure 4.12: Simulation of time-domain reflectometry for different terminations: The
voltage UTDR(t) is measured at one end of the transfer line, at which a voltage Uin(t) is
applied at time t = 0 ns. The other end is terminated by an open end (R = ∞) (black
solid line) and by a short (R = 0Ω ) (dashed red line) in (a). t0 is the delay of the echo
arriving at the first end of the transfer line. In (b), the transfer line is terminated with
a capacitance C, which is charged with the time constant τ . Uin(t) is applied at time
t = −t0. From UTDR(t), the time evolution of the voltage dropping at C can be observed.
4.3.2 Coplanar waveguides and high frequency connection
The pictures and schematics in Fig. 4.13 illustrate how the spin injection samples Rx and
CA139 are attached and connected to the coplanar waveguide (CPW) , which is screwed to
the end of the sample holder in an electrically isolated way (Fig. 4.13 (a)). Since the samples
are contacted as terminating loads, they can be easier bonded to a CPW than to, e.g., a
microstrip line Fig. 4.13 (b). The CPWs are made from a copper/ceramic-PTFE-composite
board (Rogers RO3010) with dimensions as defined in Fig. 4.13 (c): h = 1.27mm is the
thickness of the dielectric with constant r = 10.2 and t = 17.5 µm is the thickness of the
Cu top-layer. The non-grounded CPW consists of a signal line with width s surrounded
by an approximately infinite wide ground, which has a distance w to both sides of the
signal line. For the 50Ω matching of the CPW, s and w have to be chosen properly [125].
The CPW ends with an open termination at the position, where the sample is attached.
In order to minimize a parasitic capacitance at the open, a gap g = s + 2w is ideal [125]
as sketched in (Fig. 4.13 (c)).
We choose the dimensions of the CPW as small as possible to gain a smooth transition
to the bond wire. Regarding the stabilization of the signal line, which is partially undercut,
the optimum dimensions turned out to be s = 200 µm, w = 160 µm and g = s+ 2w. The
contact to the CPW is made by an SMA (SubMiniature version A) launcher (Rosenberger
32K243-40ME3). In order to solder the launcher to the signal line the dimensions s and w
are linearly scaled up to s′ = 500 µm and w′ = 295 µm at the launcher position as sketched
in Fig. 4.13 (b). The CPW is processed from the board with standard optical lithography
using a positive mask, the photo resist AR4040 and developer AR300-49. The copper is
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Figure 4.13: Images and schematics of a sample attached to a coplanar wave guide
(CPW): Picture of the lower part of the high-frequency sample holder (a): the coaxial
cable and the copper CPW with a sample (black) attached. Everything is fixed with
white teflon tape (cp. the picture in Fig. 6.7). Schematic of CPW (b) indicating the
SMA launcher for the coaxial cable and the position of the sample at the end of the
signal line, which is surrounded by the ground. A window is cut in the CPW to allow for
laser transmission experiments in normal incidence as well as oblique incidence geometry.
Definitions of the CPW dimensions at the end of the signal line (c). Micrograph of sample
R350 attached to a CPW (d). The Fe injection layer is wire bonded to the signal line
of the CPW by a gold wire (17 µm diameter). Side view of the same sample (e): The
wire is guided by an insulating Si bar. The substrate is only supported by two ohmic In
contacts on the backside of the substrate, which are fixed on the CPW ground beside the
window.
wet-etched by a dilution of 60ml HCl and 36ml H2O2 in 300ml H2O .
It is crucial to optimize the high frequency capability of the cable, which connects the
open signal line of the CPW with the ferromagnetic contact on top of the sample’s mesa.
For tests, the signal line of transmission CPW (with two SMA launchers at each end) is
interrupted over a distance d as sketched in Fig. 4.14 (b). The signal line is then recon-
nected using a bonder. The bridges are characterized by the ω-dependent, absolute forward
transmission coefficient S21 by means of VNA and the impedance matching is measured
using the TDR option of the sampling scope (Tektronix CSA8000B with Modul80E04).
The result is displayed in Fig. 4.14 (a) and (b).
If the gap in the signal line is large, transmitted harmonic waves with high frequencies
f = 2piω are strongly damped. The forward bandwidth of a device is defined as the
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Figure 4.14: Vector network analysis and time domain reflectometry performed on
bonded high frequency contacts: A CPW signal line is interrupted over a distance d
and bonded by a wire as sketched in (b). The transmitted power S12 as a function of
the frequency f of an alternating current through the CPWs measured by vector network
analysis (a) and the impedance along the CPW measured with time domain reflectometry
(b) are displayed. One wire is supported by a piece of insulating Si placed between the
signal lines. The CPW without interruption (d = 0mm), has an optimized ratio of w to
s, yielding a better impedance matching. All measurements are performed at 300K.
frequency, at which the forward transmission coefficient is above S21 > 50% = −3 dB.
This value is marked by a horizontal dashed line in Fig. 4.14 (a). Comparing Fig. 4.14
(a) and (b), we observe that a decrease of the bandwidth coincides with an increase of the
impedance matching at the position of the wire. Thus, the decrease of the bandwidth is
related to the wire bridge. As the length of the gap in the signal line d becomes smaller,
the bandwidth and impedance matching are enhanced. As expected, the bond wire from
the signal to the sample mesa has to be as short as possible.
Interestingly, the bandwidth and the impedance matching can be enhanced further (red
solid lines in Fig. 4.14 (a) and (b)) by placing a high resistive Si-bar (160 µm thick) in the
gap. The wire bridge is then guided by the Si-bar. Probably, this is the case, since the
dielectric constant of the Si (εSi = 11.9) mimics the one of the CPW’s dielectric (ε = 10.2).
Therefore, Si bars are used to guide the wire from the mesa to the signal line as can be
seen in Fig. 4.13 (d) and (e). Finally, a CPW without interruption d = 0 (green solid
line in Fig. 4.14 (a) and (b)) exhibits a bandwidth of 17GHz and a perfect matching of
the impedance (Z0 = 50Ω ) along the CPW. Our CPWs are thus by far sufficient for the
transmission of a 100 ps broad voltage pulse without considerable loss.
4.3.3 I-V characteristics
As a first step, we investigate the dc properties of the spin LED CA139 and the bulk
samples Rx with different mesa radii at a low temperature T = 25K. All measurements
are performed using a Keithley 236 Source-Measure Unit.
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Figure 4.15: I-V characteristics and differential resistance of samples Rx and CA139 mea-
sured at 25K: The differential resistance dUDC/dI (b) is calculated from the measured
I-V characteristics (a). UDC < 0V refers to a reverse biased Schottky junction.
The current I(UDC) as a function of the dc-bias voltage UDC of the samples and the
calculated differential resistance is shown in Fig. 4.15 (a) and (b), respectively. A negative
UDC denotes a reverse biased Schottky junction. The increase of |I(UDC)| of sample
CA139 is thus caused by the forward biased p-i-n diode. As far as the bulk samples are
concerned, the differential resistance exhibits a peak at UDC = 0V typical for tunneling
through a Schottky barrier [55]. As the samples terminate the CPW, their impedance
has to match the impedance of our CPW (50Ω) for optimum power transfer according to
Eq. 4.13. In order to achieve a differential resistance of 50Ω, a fixed operating point of
UDC ≈ −2.8V is required for the spin LED CA139. In contrast, the differential resistance
of the bulk samples Rx is relatively constant over a wide bias range. This is necessary,
because voltage pulses with an amplitude of up to Uamp = −1.8V are applied to the
sample in the experiment. The resistance of sample R650 (with a mesa radius of 650 µm)
approaches 50Ω.
Strikingly, the differential resistance does not scale with the area of the mesa. E.g., the
differential resistance of sample R650 at UDC = −2V is smaller than the one of sample
R950 with a mesa radius of 950 µm. In total, we compared the resistances of 12 samples
with different mesa sizes and observed only a slight trend towards larger resistance with
decreasing mesa area. The origin for this observation is indicated in Fig. 4.16 (a) showing
a false-color map of the photocurrent of sample R350 with a mesa radius of 350 µm. The
topology of the sample R350 can be seen from the optical micrograph in Fig. 4.16 (b).
The photocurrent map is obtained by scanning the mesa with a laser beam of energy
Epump = 1.527 eV and a spot diameter of ≈ 40 µm at 17K with UDC = 0.0V. The net
beam power absorbed by the semiconductor depends on the thickness of the two metallic
layers and is increased at the edge of the mesa, where the metallic layers are partially
etched away as can be seen in the micrograph. The highest absolute photo current |Iph| is
found close to the electrical contact. As a result, the lateral resistance of the metallic layers
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Figure 4.16: Photo current map and optical micrograph of sample R350: (a) The false-
color plot of the photo-current Iph is measured by scanning a laser with energy E =
1.527 eV and spot diameter ≈ 40 µm over the mesa at 17K. (b) The optical micrograph is
a top view of the mesa of sample R350. The gold wire with 17 µm diameter, the shadow
of which is visible in (a), is missing in the micrograph.
is too high to be a good equipotential surface. The electrically active area of the sample is
therefore smaller than the mesa size and differs from sample to sample. In time-resolved
electrical spin injection experiments, the probe laser beam has to be positioned close to
the electrical top contact of the mesa in order to observe a spin signal.
4.3.4 Vector network analysis
In subsection 4.3.2, we studied the bandwidth of the CPWs including a bond wire using
vector network analysis (VNA). In the following, we investigate the bandwidth of the
samples as displayed in Fig. 4.13 (d) and (e). Since the samples terminate the CPWs, they
constitute 1-port devices characterized by the parameter S11. The frequency dependence
of the absolute S11 indicates whether the power of a voltage pulse is absorbed by the
sample or partially reflected. The measurements are performed with the vector network
analyzer (E8364B PNA, Agilent Technologies). Its internal bias-tee allows to choose the
operating point UDC . Prior to the measurements, the VNA including the HF cables down
to the end of the sample holder are calibrated at room temperature (20 GHz calibration
kit RPC-2.92, Rosenberger).
The VNA results are plotted in Fig. 4.17 for different bulk samples Rx and the spin LED
CA139. The S11(f) of a harmonic stimulus with frequency f is recorded at UDC = 0.0V
(solid line) and at UDC = −2.0V (dashed line). For the spin LED CA139 an operating
point of −2.8V was used corresponding to a differential resistance of 50Ω (cp. Fig. 4.15
(b)). For all S11(f) > −3 dB more than half of the power of the harmonic wave is reflected.
The intersection of the S11(f) with the −3 dB line constitutes the upper frequency of the
bandwidth. Accordingly, the bandwidth of the bulk samples Rx differs in a wide range and
can be slightly improved upon applying UDC = −2.0V. However, the situation is different
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Figure 4.17: Vector network analysis
of the wire bonded samples Rx and
CA139 at 25K at different operating
points UDC . The solid lines are recorded
with UDC = 0.0V and the dashed lines
with UDC = −2.0V. For the spin LED
CA139, the dashed line is measured
at an operating point of −2.8V. The
dashed horizontal line marks −3 dB. If
S11 exceeds this value, more than 50%
of the power of a harmonic wave with
frequency f is reflected at the sample.
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for the spin LED CA139, since all the incoming power is reflected, unless an operating
point is used, at which the differential resistance is close to 50Ω. Even then the bandwidth
of CA139 is smaller than or equal to the one of the bulk samples.
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Figure 4.18: Simulation of the effect of a low-pass filter with different cut-off frequencies
on a voltage pulse with pulse width ∆w = 1 ns (a) and ∆w = 0.2 ns (b): The original
pulses before passing the low-pass (black line) are the output of the pulse generator.
The limited bandwidth of the device has two effects. Firstly, the power of an incoming
pulse is partially reflected and secondly the absorbed pulse disperses due to the frequency
dependence of S11. In order to visualize the effect of the limited bandwidth on the pulse
shape, we simulate a low-pass filter with different cut-off frequencies. The filter acts on
two voltage pulses with widths ∆w = 1 ns and ∆w = 0.2 ns as emitted from the pulse
generator. The result is plotted in Fig. 4.18 (a) and (b). The 1 ns long pulses pass the
72
4.3 Electrical properties
filter with a bandwidth of 1.5GHz without much distortion. The 0.5GHz filter, however,
yields a pulse expansion. For the 0.2 ns the 1.5GHz bandwidth is not sufficient any more.
Thus, sample R350 can absorb a 0.2 ns long pulse, whereas, e.g., sample R650 is limited
to longer pulses (cp. Fig. 5.30).
4.3.5 Time-domain reflectometry
The vector network analysis shows to what extent a voltage pulse is absorbed by the
sample. However, we could not identify at which position or layer of the sample the
power is consumed. In the following, we analyze the response of the bulk samples Rx to
a voltage pulse in the time domain. Especially, the evolution of the voltage drop at the
Schottky junction will turn out to be important for a model for the time-resolved spin
injection in chapter 5.
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Figure 4.19: Simulation of the Schottky barrier of sample Rx and the electron con-
centration in the depletion region for various external dc-bias voltages UDC . (UDC < 0V
refers to a reverse biased Schottky junction.) The energy of the conduction band ECB
(a) and the carrier concentration in the CB (b) are plotted along the vertical z-axis of
the mesa as a function of UDC . The Schottky junction is defined as z = 0 nm and the
beginning of the bulk n-GaAs (cp. Fig. 4.1(a)) is marked by a vertical dashed line. The
simulation is performed using 1DPoisson developed by G. Snider [126]. Beside the layer
structure displayed in Fig. 4.1 (a) a Schottky barrier height of ΦB = 0.6 eV is assumed
and the Si donor energy is fixed at 6meV. Activation of the donors is calculated for 25K.
As a first step, the semiconductor’s conduction band (CB) bending at the reverse bi-
ased (UDC < 0.0V) Schottky junction is simulated with G. Snider’s 1D poisson for a
temperature T = 25K. The CB along the vertical mesa direction (z-direction) with the
interface at z = 0 is displayed in Fig. 4.19 (a). For the simulations, the doping profile of
the bulk n-GaAs at the interface (cp. Fig. 4.1 (a)) is taken into account. From ab-initio
calculations for the Fe/n-GaAs(001) interface [127], the Schottky barrier height Φsch
ranges from 0.58 eV to 1.08 eV depending on the termination of the GaAs interface and
the existence of one intermixed monolayer. Experimentally, a relatively low Φsch = 0.46 eV
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was determined for an Fe/n-Al0.1Ga0.9As(001) interface [55]. For our simulations, we used
an intermediate value of Φsch = 0.6 eV. Additionally, the electron concentration in the CB
states is computed for different UDC as shown in Fig. 4.19 (b).
In order to explain the result of the simulation, some theoretical knowledge about the
Schottky junction is required. At the interface, a large number of defect- and metal-
induced gap states leads to a charged sheet, whose charging state depends upon the position
of the Fermi energy EF . The resulting electrical field penetrating the semiconductor is
screened over a wide region due to the relatively low carrier concentration in a semiconduc-
tor and yields a bending of the CB described by the Poisson equation. Since the position
of EF in the semiconductor far away from the interface is fixed by the doping states in the
thermodynamic equilibrium, there is a balance, the neutrality point, between the charging
state of the sheet and the space-charged region in the semiconductor. Due to the high
density of surface states, this balance is mainly governed by the surface states, yielding a
pinning of EF (in most cases near midgap). Consequently, Φsch is fixed and only weakly
dependent upon the doping concentration of the semiconductor at the interface. Instead,
the doping concentration determines the depth of the counter charged region. Since for
n-GaAs the region is positively charged, it is depleted of mobile electrons leaving positively
charged localized donor-ions behind. The space-region is thus highly resistant due to the
lack of carriers and an external voltage UDC mainly drops at this depletion region. Hence,
an external bias UDC manipulates the chemical potential of the metal relative to the one
of the grounded semiconductor as shown in Fig. 4.19 (a).
A forward bias (UDC > 0.0V, black line) partially compensates the electric field in the
depletion region and therefore reduces the width of the bent CB region, while Φsch is fixed.
Consequently, the onset of the electron concentration is shifted towards lower z (Fig. 4.19
(b)). The peak at z = 14 nm is a result of the increase of the doping concentration towards
the interface. In contrast, a reverse bias increases the depletion region. As easily visible in
Fig. 4.19 (b), at UDC =≤ −0.5V, the depletion region already penetrates the low-doped n-
GaAs layer, which exhibits a doping concentration barely above the critical concentration
nc (cp. Tab. 2.2) of the metal-insulator-transition (MIT). Since the charge of the depletion
region depends upon UDC , the Schottky junction exhibits a capacitance Cs(UDC). If the
doping concentration ND was constant in the n-GaAs layer and the donors fully activated,
Cs could be calculated to [128]
Cs =
A2
2
(
2e εGaAs ε0ND
VD − UDC
) 1
2
, (4.18)
where e,A2, ε0, εGaAs and VD denote the elementary charge, the area of the mesa, the
dielectric constant of vacuum and of bulk GaAs (cp. Tab. 2.2) and the voltage potential
of the Schottky barrier for electrons in the CB (here −eVD ≈ Φsch), respectively.
Due to the high doping concentration at the interface, the CB is highly bend and forms
a Schottky barrier, which can be easily tunneled. Note that the voltage dropping at
the depletion region supports this tunnel current. The thickness of the Schottky barrier
is reduced at a high reverse bias and thus the tunnel probability increases as UDC de-
creases. In the reverse bias regime, the Schottky junction can therefore be replaced by
a capacitance Cs(UDC) with a parallel resistance Rs(UDC), representing the finite tunnel
current. The resistances of the bulk layer doped close to the MIT and the contacts form
a resistance in series R. Thus, the bulk samples Rx can be replaced by the equivalent
network displayed in Fig. 4.20. In Ref. [124] a similar equivalent network is proposed,
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Figure 4.20: Equivalent network of the
samples Rx assigned to the layer struc-
ture of the bulk n-GaAs sample series
Rx with an Fe injector. The reverse
biased Schottky diode is replaced
by a capacitance Cs and a resistance
Rs. The former represents the charge
separation at the Schottky contact,
the latter the finite tunnel probability
through the thin Schottky barrier,
which is formed by the GaAs doping
profile. The bulk-GaAs layer, which is
doped close to the MIT, is represented
by a resistance R in series.
which includes an inductance in series regarding electrical connections.
It is our goal to measure the evolution of a voltage dropping at the Schottky junction,
if a short reverse bias voltage pulse is applied. To achieve this goal, time-domain reflec-
tometry (TDR) explained in section 4.3.1 (p. 65) is best suited. In order to account for
the equivalent network of our Rx samples, Eq. 4.15 and Eq. 4.17 have to be expanded by
the resistance RS parallel to the conductance and the resistance R in series, yielding for
the measurable TDR voltage UTDR(t)
UTDR(t) = Uin(t) + Uref (t)
UTDR(t) = Uin + Uin
[
r(R+Rs) + ∆r(R,R+Rs) exp
(
−τsch
τ
)]
(4.19)
τsch = C
(
1
Rs
+
1
Rs + Z0
)−1
, (4.20)
with r(R) and ∆r(R1, R2) defined by Eq. 4.13 and Eq. 4.16, respectively. Note that the
exponential increase characterized by τsch only holds true, if Cs, Rs and R are independent
of UDC . This is a rough approximation for the Schottky junction as will be discussed
later on.
At first, we verify Eq. 4.19, with various sample dummies made of a capacitor and two
resistors according to Fig. 4.20. The measured TDR voltage UTDR(t) as a function of
time t of one dummy is displayed in Fig. 4.21 (a) (circles). According to Eq. 4.19, the
resistance R is deduced by the onset of UTDR(t = 0 ns) and the sum R+Rs determine the
saturation voltage UTDR(t→∞). The increase of UTDR can be accurately fitted (red line
in Fig. 4.21 (a)) by the exponential function in Eq. 4.19. Thus, Cs can be computed from
τsch. The calculated R, Rs and Cs as displayed in Fig. 4.21 (a) match the nominal values
R = 114.3Ω , Rs = 111.8Ω and Cs = 207.9 pF very well. This method could be applied
for analyzing the network of other sample dummies with R and Rs ranging from 30Ω to
110Ω and Cs from 220 pF to 330 pF with good accuracy.
The time domain reflectometry on the samples is performed with the set-up displayed
in Fig. 4.21 (b). A voltage pulse with amplitude −2Uamp, width ∆w and short rise time
< 100 ps from the pulse generator (81133A, Agilent Technologies) is applied to one of the
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Figure 4.21: Time domain reflectometry performed on a sample dummy at 300K: The
voltage UTDR(t) measured as a function of the time t with the oscilloscope is displayed
(a). t = 0 ns is set at the onset of the reflected signal from the sample dummy. The
dummy network consists of a resistor (Rs ≈ 110Ω ) parallel to a capacitor Cs ≈ 220 pF.
Both devices are in series to a resistor (R ≈ 110Ω ). The red line is a fit to the data
according to Eq. 4.19 yielding the given values for the network. In (b) the set-up for time
domain reflectometry is sketched. As explained in the text, UTDR(t) is superimposed by
the voltage pulse Uin(t) with width ∆w = 66 ns and the reflected voltage Uref (t) from
the sample.
outputs of an 50:50 power splitter (Agilent 11667B bandwidth DC-26.5 GHz). The voltage
pulse Uin(t) = Uamp(t) is transferred to the sample connected to the input port of the
splitter. Half of the reflected voltage Uref from the sample is transferred to the sampling
scope, where it is superimposed by a quarter of the original pulse 2Uin(t) from the pulse
generator. The total voltage UTDR measured with the sampling scope is thus equal to
0.5(Uin(t) + Uref (t)). The summands can be distinguished by the retardation t0 of the
voltage pulse Uref , which traveled the transition line from the splitter to the sample two
times.
UTDR(t) is measured on sample R650 at T = 17K using a pulse width ∆w = 264 ns
and Uamp = −0.9V. The result is plotted in Fig. 4.22 with t = 0 ns set to the arrival of
the signal reflected from the sample. The inset of Fig. 4.22 displays the result (red line)
of a similar experiment. As a reference (dashed black line), the sample was replaced by a
50Ω load termination and therefore UTDR is identical to Uin. The reference clearly shows
that the peaks measured after switching Uin on and off stem from the reflected voltage at
the sample. The first transient is due to a change of the voltage dropping at the sample,
which is governed by the charging of the Schottky capacitance. The second transient is
caused by the discharging process.
For further analysis, the saturation values of the transients are subtracted, yielding
∆UTDR(t). The absolute ∆UTDR(t) for both transients is compared in Fig. 4.24, in which
t = 0 ns is set to the onset of each transient. We tried to fit the first 20 ns to an exponential
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Figure 4.22: Time-domain reflectometry
performed on sample R650 at 17K: The
voltage UTDR(t) (red circles) is measured
as a function of the time t. The set-up dis-
played in Fig. 4.21 is applied with a volt-
age pulse of Uamp = −0.9V and of width
∆w = 264 ns. t = 0 ns correspond to the
onset of the reflected signal. After switch-
ing Uin off, the Schottky capacitance
starts to discharge at t = 264 ns. The
outcome of an experiment on R650 using
Uamp = −1.0V and ∆w = 66 ns is plotted
in the inset (red solid line). Replacing the
sample with an ideal 50Ω termination, no
pulse is reflected Uref (t) = 0V and thus
UTDR(t) = 0.5Uin(t) (black dashed line).
-5 0 5 10 15
0.05
0.10
0.15
0.20
0 50
0.01
0.1
 discharging
 charching
 fit
∆ U
TD
R(
t) 
 (V
) 
t (ns)
τsch= 6 + 1 ns
τsch= 25 + 1 ns
∆ U
TD
R(
t) 
 (V
) 
t (ns)
Figure 4.23: Exponential fit to the time-
domain reflectometry performed on sam-
ple R650 at 17K: The absolute difference
∆UTDR(t) of UTDR(t) to its final value
UTDR(t + 264 ns) for the charged (black
circles) and discharged state (blue circles)
is plotted as a function of time t. The
data points are adapted from the measure-
ment shown in Fig. 4.22, setting t = 0 ns
to the beginning of the charging and dis-
charging process, respectively. Fitting the
data with a single-exponential decay up
to t= 20 ns, a decay of τsch = (6± 1) ns is
determined. The logarithmic plot in the
inset reveals that the process is not single-
exponential. Especially, the discharging
process slows down and using a single-
exponential fit (red line in the inset) in
the range from t = 5 ns to 80 ns yield a
time constant of τsch = (25± 1) ns.
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decay (red lines in Fig. 4.23), yielding a time constant of roughly τsch = (6± 1) ns for both
the charging and discharging process. Plotting the transients on a longer time interval and
on a logarithmic scale (inset of Fig. 4.23) reveals, however, that both transients cannot be
described with one τsch. Especially, the discharging process slows down, as can be seen
from a fit τsch = 25 ns.
As expected, the evolution of the voltage dropping at the Schottky diode is not pre-
sentable by a single exponential decay. It reflects the fact that at least Cs and Rs are
dependent on UDC in the equivalent network. Since in our experiment voltage pulses of
an amplitude ∼ 2V are applied to the sample, a low signal approximation with a fixed
operation point is insufficient. One could also try to figure out the exact function of the
transients, taking, e.g., Eq. 4.18 into account. As will become clear in section 5.3.2, we
need a simple expression for the evolution of the voltage dropping at the Schottky junc-
tion. We will thus have to use a single-exponential approximation. In order to figure
out a reasonable τsch for this approximation, time domain reflectometry is superior over
vector network analysis, since TDR allows the direct access of the time-evolution of the
voltage dropping at the sample. One could try to determine the equivalent network by
means of VNA, but this will not yield one τsch, keeping in mind that Eq. 4.20 is a rough
approximation and causes additional errors.
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Figure 4.24: Tunnel resistance and the time constant of the Schottky barrier as a
function of the voltage pulse amplitude Uamp applied to sample R650 at 17K. (a) The
tunnel resistance Rs (circles) and the resistance in series R (triangles) is determined from
time domain reflectometry (TDR) and Rtot = Rs +R (squares) is compared to the total
resistance RUI (sold line) calculated from the I-V characteristics of the sample. (b) Fitting
the outcome of TDR with a single-exponential decay in two ranges (cp. Fig. 4.23), the
time constant τsch of the Schottky junction is determined for two fitting ranges as given
in the legend.
Finally, we check how τsch, R and Rs change with the pulse amplitude Uamp applied to
sample R650. Since Uamp is applied for a sufficiently long time to fully charge the capaci-
tance Cs, it is equal to dc-bias UDC . The result for the resistances is plotted in Fig. 4.24
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(a). While the resistance in series R is nearly constant as a function of Uamp, the resistance
corresponding to the inverse tunnel probability increases approaching Uamp = 0V. We can
check our measurement for consistency by adding both resistances, yielding the total re-
sistance of the sample Rtot = Rs + R , and comparing the result to the total resistance
obtained from the I-V characteristics (black line in Fig. 4.24). Rtot systematically under-
estimates the total resistance of the sample but overall the matching is reasonable. We fit
the transient of the capacitance charging process by a single exponential decay in order to
deduce τsch(Uamp) as shown in Fig. 4.24 (b). We used two fit ranges to account for the
non-exponential nature of the transient. Obviously, the time constant τsch characterizing
the Schottky junction increases slightly with the decrease of |Uamp|. Overall τsch ranges
from 5 ns to 13 ns. In the time-resolved spin injection experiment, we use voltage pulses
with widths ranging from 0.2 ns to 11 ns and with an amplitude of Uamp = −1.8V.
4.4 Summary of the sample properties and outlook
In this chapter we introduced the samples, which will be investigated throughout this
thesis. Main emphasis was put on the characterization of the spin LED CA139 and the
bulk samples Rx. Both samples are designed for electrical spin injection from a thin Fe -
layer into a semiconductor through a reverse biased Schottky barrier.
In the following, the main sample properties are listed and advantages and disadvantages
of both samples are discussed. All properties refer to low temperatures T ≈ 20K.
Magnetic anisotropy: In its plane, the epitaxially grown Fe injector layer exhibits a mag-
netic easy-axis and a magnetic hard-axis perpendicular to the easy-axis. An external
magnetic field of 200mT is required to saturate the magnetization along the hard-
axis. The out-of-plane axis is magnetically hard and an external magnetic field of
2100mT is required for full out-of-plane magnetization.
Spin dephasing time: The spin dephasing time of the bulk samples at low temperature is
∼ 10 ns and is not much affected by an external bias. The spin lifetime of the quantum
well of sample CA139 is below 300 ps and drops further approaching zero-bias. The
in-plane magnetic anisotropy is too low for the observation of Larmor precession
within the spin lifetime of sample CA139.
Spin transport and orbital relaxation: The orbital relaxation of electron spins causes spin
relaxation. We found indications that the emission of LO-phonons strongly enhances
the spin dephasing. The onset of the Faraday rotation signal probed with a laser
tuned to the donor band is completed within 40 ps.
Spin injection efficiency: The spin injection efficiency across the Schottky barrier of
sample CA139 can be determined from electroluminescence. The directly observable
spin polarization is higher than 25%. Correcting for spin dephasing prior to interband
recombination, we calculate a value of 38% close to the spin polarization of the Fe -
layer.
Resistance: The resistance of the bulk samples is increased at zero-bias but becomes ap-
proximately linear at higher reverse bias. The resistance does not scale with the
mesas’ area, since the Fe injector is not an appropriate electrical equipotential sur-
face. Thus, the electrical current is laterally inhomogeneous. Nevertheless, sample
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R650 exhibits a resistance close to 50Ω. The I-V characteristics of sample CA139
is highly non-linear and a 50Ω resistance can only be attained at a fixed operating
point.
Bandwidth: The bandwidth of the Rx sample is sufficient for the absorption of sub-
nanosecond voltage-pulses for a wide bias range. Sample CA139 reflects harmonic
waves with high frequencies except for a small bias range in the vicinity of the oper-
ating voltage point, yielding a 50Ω matching.
Time constant of the Schottky junction: The voltage drop at the Schottky junction
of sample R650 is built up and relaxes non-exponentially. Time-domain measure-
ments of the process allow us to apply a single-exponential approximation with time
constants ranging from 5 ns to 13 ns within the experimentally relevant time scale.
Concerning time-resolved electrical injection of coherent spin packets, the sample CA139
has two decisive drawbacks: Firstly, the spin lifetime of the injected spins is relatively low in
the quantum well. Thus, it will become difficult to observe the precessing net magnetization
of the spin packet. Secondly, the electrical high frequency properties are only appropriate
in a narrow bias window. Hence, the voltage amplitude of the pulses has to be small and
a fixed operating point has to be chosen.
More aspects are responsible for the superiority of the Rx samples over the spin LED
CA139. The quantum well of sample CA139 is optically accessible only from the top-side
of the mesa. Thus, the magneto-optical Kerr effect is required for measuring the net
magnetization in the quantum well by the probe laser pulses. Thus, CA139 cannot be
easily rotated since the reflected probe laser beam has to be collected out of the cryostat.
But a sample rotation is required in order to apply the external magnetic field oblique
to the Fe injector and thus to make use of its out-of-plane magnetic anisotropy. The
higher out-of-plane magnetic anisotropy allows the application of higher external magnetic
fields and thus the Larmor precession frequency is increased allowing to identify coherent
oscillations during the limited spin dephasing time.
Concerning the aspects mentioned above, the bulk samples are perfectly suitable for the
time-resolved electrical spin injection experiment. From the electrical point of view, they
are simpler and faster, since there is no semiconductor p-i-n junction. A Schottky junc-
tion is fast, since it is a unipolar device dominated by the majority carriers being electrons
in our case [124]. Electrons are in general more mobile due to their lower effective mass (cp.
Tab. 2.2). A disadvantage of the Rx samples is the laterally inhomogeneous distribution
of the electrical current over the mesa. The probe laser beam is required to be focused
close the electrical top contact and drifts during long time experiments may occur, yielding
variations in the Faraday rotation angle, as will be shown in chapter 5.
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In this chapter, the time-resolved electrical injection of spin packets across a Schot-
tky diode with subsequent coherent Larmor precession is presented using the set-up
shown in Fig. 3.1. Experiments are performed on the bulk n-doped GaAs samples Rx
with a thin Fe injector layer on top. As discussed in the previous chapter, these samples
are promising due to
1. the good electrical spin injection efficiency deduced from the spin LED CA139
2. the magnetic anisotropy of the Fe injector layer
3. the impedance matching to the CPW and bias-independent electrical bandwidth
4. the long spin dephasing time T ?2 of the n-GaAs -layer doped close to the MIT at low
temperature
Due to the last point, all measurements shown in this chapter are performed at a sam-
ple temperature T = 17K in a magneto-optic cryostat. The external magnetic field is
mostly applied collinearly with respect to the in-plane magnetic hard-axis of the injector
layer. Most of the experiments shown are performed on sample R650 excelling by the
linear I-V characteristics and the best impedance matching. Nevertheless, time-resolved
electrical spin injection of coherent spin packets was observed on also for other samples.
The amplitude of the voltage pulses Uamp is always negative indicating a reverse biased
Schottky junction. Additionally, a bias-tee is connected between pulse generator and
sample, but no dc-bias is applied throughout this chapter (UDC = 0.0V). The energy
Eprobe of the ps-probe laser pulses is fixed and tuned to just below the fundamental band
gap of the semiconductor to permit measurements in transmission.
Since the novel electrical pump-probe experiment is frequently compared to an all-optical
experiment in this chapter, it is important to recall the main geometrical distinction of the
electrical and all-optical experiments shown in Fig. 1.1 and Fig. 3.6. As plotted together in
Fig. 5.1 (a)-(b), optically injected spins are generated collinear with the circularly polarized
pump laser beam. Since the pump laser beam is nearly parallel to the probe laser beam di-
rection, which determines the observation direction of the spin-induced net magnetization,
the observation direction is collinear with the initial spin direction. In contrast, for the
electrical spin injection (Fig. 5.1 (c)-(d)) we make use of the in-plane magnetic easy-axis of
the Fe injector. Hence, spins are injected collinearly with the magnetization direction of
the injector and thus perpendicular to the sample’s normal. Since the probe laser beam is
nearly normal to the injector layer, the initial spin direction is perpendicular with respect
to the observation direction. According to section 2.1.2, this geometrical difference has an
important impact on the symmetry of θF (B) with respect to the direction of the magnetic
field.
The outline of this chapter is as follows: Firstly, we thoroughly prove that time-resolved
electrical injection of spin packets is obtained and that the coherent precession of the single
spins within a packet is observed by θF as an oscillating net magnetization (section 5.1). By
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(a) (b)
(c) (d)
Figure 5.1: Schematic comparison of the optical and electrical injection geometries: In
the all-optical experiment (a)-(b) circularly polarized laser pulses (blue) generate spins
(red arrows) in the bulk n-GaAs layer (green box) collinear with the pump laser direction.
Linearly polarized probe laser pulses (orange), delayed by ∆t with respect to the pump
pulses, detect the spin-induced magnetization along the probe beam direction by means
of the Faraday rotation angle θF . Since pump and probe laser beam are nearly parallel
to each other in the experiment, the initial spin direction is collinear with the observation
direction and the spins precess out of the observation direction by a transverse magnetic
field B (yellow arrow) (b). In the electrical injection experiment (c)-(d), the spins are
injected by ultra-short bias voltage pulses yielding spin-polarized current pulses in the
bulk n-GaAs layer (green box) by means of a ferromagnetic injector (red layer). The
injected spins are collinear with the magnetization of the injector, which lies in the layer
plane. Consequently, the initial spin direction is perpendicular to the observation direction
determined by the probe laser direction. Applying a transverse magnetic field (yellow
arrow in (d)), the injected spins precess toward the observation direction yielding a finite
θF .
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comparing this new technique to time-resolved all-optical Faraday rotation, we identify
qualitatively two main peculiarities of the electrical injection experiment: an increase of
the net magnetization as a function of the external magnetic field and an asymmetry in the
Faraday rotation angle θF (B) when the magnetic field B is swept. In section 5.2, sample
properties like the spin dephasing time T ?2 and the spin injection efficiency are investigated
with continuous electric spin injection, while putting emphasis on the comparison to the
established all-optical experiment. As a next step, the first measurements of electrical spin
injection in the time-domain are presented in section 5.3. Based on the observations, a
model for the spin injection process is proposed, which explains the peculiar amplitude de-
crease of the observed θF (∆t, B) signal with the increase of |B|. Drawing upon the model,
the controllability of the relative phase within the injected spin ensemble is discussed in
terms of the net magnetization. In the next section 5.4, the bias-voltage pulse repetition
frequency is increased in such a way that successive electrically injected spin packets start
to interfere yielding resonant spin amplification. In order to cover this case, the model will
then be extended. Comparing measurements with various pulse width ∆w to simulations
based on the model, its basic assumptions are corroborated. Finally, time-domain mea-
surements with sophisticated pulse patterns yielding more complex interference effects of
electrically injected spin packets are presented and the questions of reversing the spin filter
effect of the injector is addressed.
5.1 Proof of time-resolved electrical spin injection
Preliminarily to analyzing the evolution of the electrically injected spins from the Fe layer
into bulk GaAs , we have to prove that
1. electrically injected spins are responsible for the Faraday rotation θF .
2. the spins are detected inside the bulk GaAs layer.
3. the net magnetization induced by the injected spins precesses about an external
transverse magnetic field.
Particularly the first point is of unique importance, because a tiny spin imbalance in the
GaAs layer could also be generated by the probe laser beam itself, since firstly the probe
beam is not 100% linearly polarized and secondly it might become slightly elliptically
polarized due to a magnetic circular dichroism after transmission through the Fe injector.
The injector might cause a second problem as it has to be verified whether the spins are
detected within the GaAs layer. The Fe -layer will give rise to a static Faraday rotation,
which can be eliminated by a lock-in technique (cp. subsection 3.1.6). However, bias pulses
applied to the sample might also yield non-static effects. Finally, we have to demonstrate
that a spin ensemble injected by an ultra-short current pulse can be controlled by precession
in an external, transverse magnetic field B. Therefore, the individual spins must be in a
superposition of | ↑ 〉 and | ↓ 〉 states, i.e. the spin orientation exhibits a transverse
component, and therefore T2 has to be sufficiently long during the whole injection process
and in the bulk GaAs layer itself. But also the relative phase among the single spins has
to be well-defined, because otherwise the injected ensemble becomes depolarized and its
net magnetization does not precess (cp. Hanlé depolarization in section 2.1.2 (p. 9)).
As a proof, we investigate θF during B field sweeps, since this experiment allows us to
connect θF (B) with the hysteresis of the Fe -layer (Fig. 4.4 (a)) (point 1). We identify
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the material-specific (GaAs) effective g-factor of the detected spins by the resonance field
Bres of resonant spin amplification (RSA see section 2.1.2 (p. 11)), while enhancing the
signal-to-noise ratio (point 2). On the other hand, the existence of RSA peaks and their
dependence on the pump-probe delay∆t (cp. Fig. 2.4) is evidence for coherent precession of
the individual spins and corroborates control of the net magnetization of the spin ensemble
(point 3).
5.1.1 Flipping the injector magnetization
In order to verify, whether the observed Faraday rotation θF follows the hysteresis of
the injector, we sweep the external magnetic field (B) parallel to the in-plane magnetic
hard-axis of the injector (cp. section 4.2.1 (p. 52)), while the probe laser beam is normal to
the sample surface and thus perpendicular to the external magnetic field and the in-plane
easy-axis of the Fe layer (see Fig. 5.3 (a)).
Figure 5.2: Flipping the injector magnetiza-
tion: Faraday rotation θF measured hys-
teretically on sample R650 as a function of
the external magnetic field B during continu-
ous electrical spin injection. First, B is swept
to 35mT (a) and 100mT (b). Afterwards, B
is swept back to negative B (red line). θF (B)
exhibits the shape of a Hanlé depolariza-
tion curve. For (b), however, the sign of θF
is reversed, indicating a flip of the magneti-
zation direction of the injector.
-30 -20 -10 0 10 20 30
35 mT
(b)
θ F
 (a
rb
. u
ni
ts
)
B (mT)
field sweeps
field sweeps
(a)
100 mT
Fig. 5.2 displays hysteretic θF (B) sweeps performed on the sample R650 in this geometry,
when a constant negative bias (modulated by 50 kHz for lock-in technique) is applied to
the sample. More precisely, the bias has a square waveform with 50 kHz for filtering out
the non-bias-induced signal contributions using a lock-in technique (cp. subsection 3.1.6).
In Fig. 5.2 (a) the magnetic field is reversed at B = 35mT. The path of the θF (B) curve is
equal to the one of the Hanlé depolarization for the perpendicular observation direction
with respect to the initial spin direction (cp. Fig. 2.3 (b)). At relatively low magnetic
fields, θF (B) is independent of the sweep direction. If the magnetic field is increased to
& 100mT, however, θF (B) reverses its sign (Fig. 5.2 (b)). This B field is of the order
of the field, for which the magnetization of the Fe layer MFe saturates in the in-plane
magnetic hard-axis direction. The flip can be reversed by decreasing B to −100mT (not
shown). Thus, in Fig. 5.2 (b), θF (B) is a result of both the hysteresis loops of Fe and the
Hanlé depolarization. The latter will be discussed in more detail in section 5.2.
Fig. 5.3 schematically explains the flipping process ofMFe and the origin of the observed
θF (B) dependence. In Fig. 5.3 (a) the geometry is sketched as explained above. Due to B,
which is nearly parallel to the in-plane hard axis,MFe is slightly tilted out of the easy-axis
direction towards B, but still lies in the plane of the injector. Additionally, we take a non-
intentional misalignment α of B with respect to the in-plane hard-axis into account. This
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(c) (d)
(a) (b)
Figure 5.3: Geometry of the injector-magnetization flipping process: Schematic view
through the GaAs -layer (green cube) onto the Fe injector’s backside. The dotted line
indicates the direction of the probe beam. (a) The magnetization of the Fe injector
MFe lies within the plane of the layer and tilts away from the magnetic easy axis (blue)
due to the magnetic field B, which is applied along the hard axis (black) with a tiny
misalignment α. (b) Spins (red arrow) are injected into GaAs collinear with MFe and
precess about B on a cone towards the probe beam direction. (c) At B = 100mT, MFe
is nearly parallel to B and slightly below the hard axis due to α. No Larmor precession
is possible. (d) Decreasing B, MFe rotates towards the easy axis but is now flipped
compared to (a). Thus, the injected spins precess into the opposite probe beam direction
for the same B as in (b).
tilt stems, e.g., from positioning the sample on the coplanar waveguide (cp. Fig. 4.13). If
the constant bias is applied to the sample (Fig. 5.3 (b)) spins (red arrows) are injected into
the GaAs layer with a finite angle with respect to B. Thus, Larmor precession about B
occurs on a cone in the bulk GaAs . Note that a magnetic anisotropy of the injector is a
necessary condition for this precession. Due to the precession, the spins induce a non-zero
projection of the net magnetization onto the observation direction, which is determined
by the direction of the probe laser beam (dotted line in Fig. 5.3). At zero magnetic
field, spins are injected, but do not precess in the GaAs layer. Since they are initially
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injected collinear withMFe and therefore perpendicular to the observation direction, there
is θF (B = 0mT) = 0°. Reversing the B (not shown) causes a reversal of the rotational
direction and a sign reversal of θF . Thus, θF (B) exhibits the symmetry θF (B) = −θF (−B),
if induced by electrically injected spins in this geometry.
For B & 100mT, MFe becomes parallel to B (Fig. 5.3 (c)). Thus, the injected spins
are collinear with B and perpendicular to the observation direction. Consequently, neither
Larmor precession takes place nor a finite θF is observed. Taking the misalignment α into
account, MFe might rotate beyond the in-plane magnetic hard-axis. When B is reduced
again, MFe rotates towards the easy-axis again, but is now flipped (points downwards in
(Fig. 5.3 (d)). This flip yields a sign-reversal of the electrically injected spins. Hence, the
spins precess towards the opposite observation direction, when the same B as in Fig. 5.3
(b) is applied. Note that the direction of the Larmor precession is equal in Fig. 5.3 (b)
and (d).
Figure 5.4: Direct observation of the magne-
tization flipping process: Faraday rotation
θF measured hysteretically on sample R950
as a function of the external magnetic field
B during continuous electrical spin injection.
B is swept first in negative (red line), then
in positive (black line) direction, while the
reversal point is decreased from (a) to (d).
Since sample R950 is intentionally tilted by
α ≈ 5°, flipping of the injector magnetization
is visible in the Hanlé depolarization (black
arrow). If a step in θF (B) is observed, MFe
is flipped.
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For confirming our model of flipping MFe , the experiment described in Fig. 5.2 is re-
peated for sample R950 as displayed in Fig. 5.4. This sample was fixed on a coplanar
waveguide with an intentional misalignment of α ≈ 5 ° (cp. Fig. 5.2). Thus, B has a
larger projection onto the easy-axis direction and parallel alignment of MFe towards B
should emerge at smaller B, reducing the field Bflip, at which theMFe -flip occurs. Indeed,
the flip is directly visible in the hysteresis loops as a step in θF (B), which is marked by
black arrows. From (a)-(d) in Fig. 5.4 the reversal point of |B| is decreased. If no step in
θF (B) occurs, θF does not reverse its sign. The flips are instantaneous, but the Bflip is
not accurately reproducible.
To summarize, the considered geometry affects the θF (B) signal, which is very similar
to the Hanlé depolarization observed in the direction perpendicular to the initial magne-
tization direction (Fig. 2.3 (b)), since the probe laser beam is normal to the injector layer.
Additionally, the MFe is rotated out of the magnetic easy-axis towards the B direction
according to our model. The latter allows to flipMFe , but also decreases the projected net
magnetization onto the observation direction, since the spins precess on a cone. For our
simple model, we assumed that the injector can be described microscopically and macro-
scopically by the same MFe direction. If a spin imbalance were optically generated by
a circularly polarized component of the probe beam, θF would not be connected to the
hysteresis loop of the injector and the initial spin direction would be parallel to the ob-
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servation direction, which is also determined by the probe beam direction (cp. Fig. 5.1
(a) and (b)). On that account, we would expect a θF (B) curve shape like in Fig. 2.3 (a).
Hence, both the connection of θF (B) to the hysteresis of the injector layer and the θF (B)
symmetry corroborate the first point of our proof (see section 5.1 (p. 83)).
5.1.2 Pulsed injection
In order to accomplish the last two points of the proof (see section 5.1 (p. 83)), the constant
bias is replaced by bias pulses of width ∆w = 2 ns and amplitude −1.8V with a repetition
frequency of νrep = 80MHz, which corresponds to a repetition time Trep = 12.5 ns. The
1 ps probe laser pulses with equal Trep are electronically phase locked to the electrical
pump pulses. The geometry is the same as in Fig. 5.3 (a).
Fig. 5.5 (a) and (b) show the measured θF (B) for both field sweep directions as indi-
cated by the arrows (sweep speed 5mT/min). Most strikingly, peaks are observed in the
θF (B) signal. These are approximately equidistant and point in opposite directions for
positive and negative B. The symmetry is basically θF (B) = −θF (−B), despite some
small deviations, which will be investigated in chapter 6. The positions of the black ver-
tical arrows indicate the position of the magnetic field Bflip, when the flip of the injector
occurs. The position was determined by changing the reversal point of θF (B) hysteresis
loops (cp. Fig. 5.4). Therefore, when sweeping B backwards in Fig. 5.5 (b) the total θF (B)
including the peaks is reversed until the negative Bflip is reached. Hence, the peaks are
clearly connected to the hysteresis loop of the injector.
For gaining more insight, this result is compared to an all-optical experiment displayed
in Fig. 5.5 (c)-(d). For this experiment, the current pulses are replaced by circularly
polarized 1 ps laser pulses with the same Trep = 12.5 ns. The pump laser beam direc-
tion is approximately collinear with the probe laser beam direction and therefore spins,
which are collinear with the observation direction, are generated. Since the laser energy
Epump = Eprobe = 1.508 eV in both experiments is equivalent, the same electronic states
(here the impurity band) are probed by θF . Both, electrical and optical measurements, are
performed on the same sample R350 and for both experiments the same geometry for the
probe laser beam and the external magnetic field is used. Therefore, the main distinction
of the experiments lies in the fact that in the optical experiment the initial spin direction
is collinear with the observation direction and the spin imbalance is directly generated
in the probed GaAs electronic states. Fig. 5.5 (c) displays a resonant spin amplification
(RSA) curve (cp. Fig. 5.5 (a)) with even symmetry of θF (B). Additionally, θF (B) and
the resonance positions are independent of the sweep direction of B. Flipping MFe has
apparently no effect on θF (B), especially the influence of the injector’s stray field is neg-
ligible. From the position of the resonances the effective g-factor of the precessing spins
in the probed electronic states can be calculated using Eq. 2.24. The result |g| = 0.41 is
typical for n-doped GaAs (doped close to the MIT) at our measurement conditions. The
positions zBres, z ∈ Z of the all-optical resonances of order z are plotted in Fig. 5.5 (a)
and (b) as dashed vertical lines for comparison. In spite of small variations, especially for
the broader peaks, the peak positions match the dashed lines in the electrical experiment.
Hence, spins are unambiguously probed in the bulk GaAs , since they exhibit the charac-
teristic g-factor of the bulk GaAs layer. Thus, we have now shown evidence of point 2 of
the proof ((section 5.1 (p. 83))).
The existence of the RSA peaks in the pulsed electrical experiment already corroborates
the fact that the net magnetization of the electrically injected spin ensemble precesses in
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Figure 5.5: Comparison of electrically and optically pulsed spin injection: Faraday ro-
tation θF measured at sample R350 as a function of the external magnetic field B for
pulsed electrical (a)-(b) and optical spin injection (c)-(d) with the same repetition fre-
quency νrep = 80MHz (field sweep direction indicated by arrows). The position of the
expected resonances for |g| = 0.41 is indicated by dashed vertical lines. The width of the
electrical and optical pulses is ∆w = 2 ns and ∆w = 1 ps, respectively.
the bulk GaAs layer (point 3 of the proof). In a time-domain experiment, however, we
need to control the observation time, which here is the electrical-pump to optical-probe
delay ∆t. Focussing on the resonances of first order (|z| = 1), we clearly observe that the
amplitudes of the resonaces rotate one time in the repetition interval Trep = 12.5 ns. The
second order resonance peaks, although hardly visible, rotate two times within Trep as was
simulated in Fig. 2.4. It is important to note that the total symmetry θF (B) = −θF (−B)
is preserved for all ∆t. This is a necessary condition for resonances observed perpendicular
to their initial spin direction (cp. Fig. 2.4 (a) and (b)). For comparison, an equivalent
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Figure 5.6: Electrically and optically pumped RSA as function of the pump-probe delay
∆t : Electrically pumped measurements were performed on sample R350 (a), for which ∆t
is not given in absolute units (cp. the explanation for Fig. 5.25). Optical measurements
(b) are sections for constant ∆t obtained from Fig. 6.14. Spin precession is evident from
the amplitude rotation of resonances as a function of ∆t. The curves reoccur after the
repetition interval Trep = 12.5 ns.
all-optical experiment performed on the bulk sample GaAs2E16 is shown in Fig. 5.6 (b).
Since the optically generated spins are initially aligned collinear with the probe direction,
the symmetry is θF (B) = θF (−B).
To summarize, θF (B) of pulsed electrical injection exhibits resonant spin amplification
(RSA) peaks. The comparison with all-optical RSA demonstrates a good match of the
resonance positions, which corroborates the fact that spins are probed insideGaAs utilizing
the characteristic g-factor (point 2 in section 5.1 (p. 83)). The existence of resonances and
the dependence of their amplitude on ∆t proves that the spins in the ensemble can be
injected in such a way that the net magnetization exhibits Larmor precessions, which are
resolved in the time domain (point 3 in section 5.1 (p. 83)). Consequently, single spins are
electrically injected in superpositions of |↑〉 and |↓〉 eigenstates in GaAs , since otherwise
no precession of the net magnetization could be observed. The sign of the peaks is linked to
the hysteresis loop of the Fe injector and the symmetry of θF (B) confirms our geometrical
considerations as given in Fig. 5.3 (point 1 in section 5.1 (p. 83)).
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5.1.3 Peculiarities of pulsed electrical injection
In the previous Figures, some peculiarities of the pulsed electrical injection could be noted,
which indicate discrepancies from an ideal injection process. In this section, these features
are specified further.
Figure 5.7: Magnitude of the Fara-
day rotation signal of optical and elec-
trical injection: direct comparison of
electrically and optically injected spin
resonances for sample R350 for typi-
cal parameters (electrical pulses: am-
plitude −1.8V and width ∆w = 2 ns;
optical 1 ps pulses with an average laser
power density of 〈P 〉 = 20W/cm2).
The resonance fieldBres corresponds to
a g-factor of |g| = 0.41. For electrically
pulsed injection (black line), the ampli-
tude of the resonance decreases drasti-
cally with increasing |B|. High order
resonances |z| ≥ 4 have vanished.
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In Fig. 5.7, the signal amplitudes of resonant spin amplification (RSA) curves utilizing
electrical (∆w = 2 ns) and optical (∆w ≈ 1 ps) pump pulses in, respectively, Fig. 5.5 (b)
and (d), are plotted in one graph. For a direct comparison, all settings of the preamplifier
and the lock-in amplifiers are considered. As the laser energy Epump = Eprobe = 1.508 eV
is the same for both experiments, the same electronic states are probed in the GaAs layer.
Conspicuously, the resonance amplitude for electrical spin injection decreases drastically
with the increase of the absolute magnetic field |B|, whereas in the all-optical experiment,
the decrease of the resonance amplitude is fairly small. Therefore, the decline of the
θF (|B|) amplitude is most likely associated with the electrical injection process itself. A
property of the GaAs like, e.g., a strong dependence of the spin dephasing time of the
probed electronic states upon B, can be ruled out by the all-optical experiment. The
signal amplitude of θF (B) in the vicinity of B = 0mT is by a factor of ≈ 3 smaller in the
electrical experiment compared to the optical experiment. However, it has to be admitted
that only a fraction of the optical pump laser pulses is absorbed, since Epump is below
the energy of the fundamental band gap (cp. Fig. 5.13). In order to mimic the electrical
injection experiment by an all-optical one for a quantitative comparison of injection rates,
a two-color experiment is utilized with the same Eprobe as in the electrical experiment
but with Epump tuned above the fundamental band gap in order to generate carriers with
excess kinetic energy (see section 5.2).
One reason for the decrease of the θF amplitude with the increase of |B| might be
the rotation of the magnetization of the injector MFe from the easy-axis towards the
external magnetic field B. Hence, according to our model described in Fig. 5.3, the net
magnetizations of electrically injected spins precess on a cone about B and are not fully
rotated into the observation direction, which is perpendicular toB, at any time. In order to
confirm this presumption, we make use of the much higher out-of-plane magnetic anisotropy
of the thin Fe injector. In the out-of-plane direction, a magnetic field of ≈ 2.1T has to be
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Figure 5.8: Electrically triggered RSA in
oblique geometry: Faraday rotation θF mea-
sured on R650 as a function of the external
magnetic field B using bias pulses of ampli-
tude −1.8 eV, width ∆w = 2 ns and Trep =
12.5 ns (sweep direction indicated by arrows).
The sample plane is rotated by β ≈ 45 ° as
sketched, so that the magnetic field (yellow ar-
row) is oblique to the injector layer (red) in or-
der to make use of its high out-of-plane mag-
netic anisotropy. B and the injector’s mag-
netic in-plane hard-axis (black line) include β.
The probe laser beam direction is indicated by
the dotted line and is perpendicular to both
the in-plane magnetic easy-axis (blue line) and
oblique to the sample surface normal. As a re-
sult, the magnetization of the injector MFe is
hardly tilted away from the in-plane magnetic
easy axis.
applied to the sample to saturate the magnetization MFe (cp. Fig. 4.5). We thus rotate
the sample R650 within the cryostat by an angle β ≈ 45° as sketched in Fig. 5.8. Now, the
in-plane magnetic hard-axis of the injector and the B span β. The same holds true for the
probe laser beam and the surface normal. The easy-axis is still perpendicular to B and
to the probe laser beam direction as indicated by the dotted line (the tiny misalignment
α sketched in Fig. 5.3 is neglected). Surprisingly, the amplitude of the resonance peaks of
θF still decreases drastically with the increase of |B| in this oblique geometry (Fig. 5.8).
Thus, the magnetic anisotropy seems to play a minor role as far as the amplitude of θF (B)
is concerned. A quantitative consideration is presented in 5.3.3. The sloped background
in θF (B) displayed in Fig. 5.8 stems from a component of the net magnetization parallel
to B. This component becomes detectable, since the probe laser beam (dotted line in
Fig. 5.8) is not exactly perpendicular to B within the sample, because it is diffracted in
the GaAs towards the sample surface normal. Since only the sample is rotated, the laser
beam direction stays perpendicular to the external magnetic field outside the sample.
In order to clarify the effect of magnetic anisotropy on the observed Faraday rotation
θF (|B|) in more detail, the experiment presented in Fig. 5.8 is repeated with the same
parameters on sample R650 (MFe is flipped), but performed in the non-oblique geometry
as sketched in Fig. 5.3 (a). The result is plotted in Fig. 5.9. θF (B) was measured for
both sweep directions (speed 5mT/min) as indicated by arrows. In fact, the decrease of
the amplitude of θF as a function of |B| is roughly the same as or even more pronounced
than in the oblique geometry. Additionally, the positions of expected resonant amplification
peaks for |g| = 0.41 (as determined from the all-optical experiment Fig. 5.5 (c) and (d)) are
plotted as vertical dashed lines. Especially, for one sweep direction ofB, the resonances are
broadened and do not exactly match the expected positions: For positive sweep direction
(black curve), the peaks at negative B pointing downwards are broadened. The same
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Figure 5.9: Asymmetric resonant fields:
Faraday rotation θF of sample R650 as
a function of a hysteretically swept mag-
netic field without injector magnetization
flip in non-oblique geometry. The dashed
vertical lines indicate the position of reso-
nances for |g| = 0.41. The asymmetry of
θF (B) with respect to B depends on the
sweep direction (black and red arrows).
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holds true for the peaks pointing upwards at positive B and negative sweep direction (red
line). Such an asymmetry has been briefly mentioned in Fig. 5.5 (a) and (b) measured
on sample R350, but in that experiment the injector was flipped during the hysteretical
sweep of θF (B). This injector flip was avoided in the sweep presented in Fig. 5.9, although
the effect is the same. Accordingly, it is the sweep direction of B, which affects the
asymmetry: The asymmetry is reversed when the opposite sweep direction is used. This
effect is explained in chapter 6.
5.1.4 Summary and outlook
To recapitulate, we proved that time-resolved electrical injection of phase-coherent spin
packets from an Fe injector into bulk-GaAs is feasible. The spin packets precess coherently
about a transverse magnetic field in a semiconductor. Therefore, we used the three proof
points mentioned at the beginning of this section. We found two peculiarities in the RSA
curves for pulsed electrical spin injection:
1. The peak height of the resonances drops with the increasing magnitude of the external
magnetic field, in contrast to all-optical experiments. This decrease is not caused
primarily by the magnetic anisotropy of the injector.
2. The positions of the resonance peaks do no exactly match the corresponding peak
positions in the all-optical experiment for either positive or negative magnetic fields,
depending on the sweep direction of the magnetic field.
The first peculiarity will be clarified throughout this chapter, when a quantitative model
of the pulsed electrical injection is presented, the second peculiarity is explained in the
next chapter, in the context of dynamic nuclear polarization.
5.2 Continuous electrical and optical spin injection
In this section, we start with a quantitative analysis of θF for electrical spin injection. How-
ever, before embarking upon a detailed investigation of the time-resolved signal θF (∆t, B)
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as a function of pump-probe delay ∆t and transverse magnetic field B, we consider contin-
uous injection only. In this simpler case, we can disregard the high frequency bandwidth
of our sample as well as the temporal evolution of the spin injection process. Additionally,
we are able to compare the experiment quantitatively to an all-optical experiment. The
goal of this section is
• to evaluate, how efficient the electrical spin injection is compared to optical spin
generation in the semiconductor.
• to estimate, how many spins per unit volume are generated by both methods.
• to determine the spin dephasing time of the bulk GaAs -layer.
• to motivate the choice of the probe laser energy Eprobe.
Our analysis now becomes more specific for the considered bulk samples (here R650). The
result will become important for the development of a model for the pulsed electrical spin
injection process. The main drawback of using continuous injection is, however, that we
cannot extract the B-dependence of sample properties like the spin dephasing time and
therefore any phase information of the spins gets lost.
5.2.1 Hanlé depolarization as a function of bias
In order to perform continuous spin injection measurements, a bias voltage of amplitude
Uinj with 50 kHz modulation and a 50% duty cycle is applied to the sample R650. The
modulation is essential for filtering the bias-induced signal from the background using
lock-in techniques. For probing, 1 ps-laser pulses with Trep = 12.5 ns and an energy
Eprobe = 1.508 eV are used. The external magnetic field B is applied in the plane of the
Fe -injector and collinear with the in-plane magnetic hard-axis of the injector.
As mentioned above, we mimic this electrical experiment by an all-optical experiment
as precisely as possible in order to compare the spin injection rates of both methods.
Therefore, we used a two-color all-optical method, for which the same parameters for the
probe laser are utilized and the same sample is reapplied in the electrical experiment. We
use circularly polarized fs-pulses, which are aligned parallel to the probe pulses, for spin
generation directly in the GaAs . This laser exhibits a broad spectral width of ∼ 10meV
and its energy Epump = 1.529 eV is tuned well-above the conduction band in order to
generate electron spins with an excess kinetic energy alike electrically injected carriers.
The repetition frequencies νrep of both lasers are out of tune, so that any time correlation
is averaged out by the long signal integration time of the lock-in-amplifiers. For the same
reason, using laser pulses for probing is irrelevant in the electrical experiment. We choose
for optical pumping a quarter wave plate for circular non-modulated polarization with a
chopper for intensity modulation. Thus, the modulation of the pump laser is equivalent
to the voltage modulation in the electrical experiment. For determining the average power
density of the pump laser Pinj , we regard the absorption of the Fe injector as well as the
reflectivity of the cryostat windows. The former is 75% and can be measured by comparing
the sample absorption with a laser beam, the energy of which is well-below the fundamental
band gap, on (with injector) and aside (without injector) the mesa. Additionally, care
must be taken, since behind the chopper only half of the relevant laser power is measured.
Finally, we estimate the spot size of the pump laser to 50 µm at its focus by using adequate
pin-holes at the sample position.
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Figure 5.10: Hanlé depolarization curves for optical and electrical spin injection as a
function of the applied voltage Uinj (a) and the laser power density Pinj (b), respectively,
on sample R650 (curves are vertically offset for clarity). Red lines are least-squares
fits to the data. For optimum comparability, the optical experiment (b) is performed
in the two-color configuration with Epump = 1.529 eV (conduction band) and Eprobe =
1.508 eV utilizing a quarter wave plate for the circular polarization of the pump beam.
The phase-coupling of both lasers is switched off. The same Eprobe is used for the electric
measurement (a).
Fig. 5.10 (a) and (b) display Hanlé depolarization curves (circles) for continuous electri-
cal and optical spin injection, respectively. Red lines are least-squares fits to the data using
Eq. 2.19. As expected, the symmetry of both curves is different: It is θF (B) = −θF (−B)
for electrical and θF (B) = θF (−B) for the two-color all-optical experiment. The symmetry
arises from the fact that in the optical experiment spins are initially generated collinear
with the observation direction (probe laser beam), whereas they are electrically injected
collinear with the injector’s magnetization and therefore perpendicular to the observation
direction (cp. Fig. 5.4 and section 2.1.2). Further inspection of the fits reveals for the
optical injection an asymmetry in θF (B) with respect to B, especially at high pump exci-
tation, which is not covered by Eq. 2.19. Most likely, this asymmetry stems from dynamic
nuclear polarization (cp. chapter 6). Since the nuclear magnetic field slowly alters during
the field sweeps, θF (B) additionally depends on the sweep speed.
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5.2.2 Spin injection rate
As a first step, we discuss the spin injection rates rs as fitted from θF (B) displayed in
Fig. 5.10 by Eq. 2.19. The fit results are plotted in Fig. 5.11 (a) and (c) as a function
of the pump power density Pinj for the all-optical experiment and as a function of the
applied bias voltage Uinj for the electrical experiment, respectively. A negative bias voltage
is defined as a reverse biased Schottky diode, thus electron spins are transported from
the Fe injection layer into the n-GaAs (as sketched in Fig. 4.3 (a)). The corresponding
current Iinj (Fig. 5.11 (b) upper axis scale) is deduced from the I-V characteristics of
R650 measured at 17K (cp. Fig. 4.15 (a)). Finally, the current density jinj = Iinj/A◦ is
calculated , where A◦ = 3.32× 10−3 cm2 is the area of the mesa of sample R650 (Fig. 5.11
(b) lower axis scale).
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Figure 5.11: Optical and electrical spin injection rates rs as a function of the laser power
density Pinj (a), the applied voltage Uinj (c) and the current Iinj deduced from the I-V
characteristics of sample R650 (b). Error bars are extracted from the fits (Fig. 5.10). In
(b),(c) errors are smaller than the symbol size. Red lines are linear fits to the data.
In the all-optical experiment, the spin injection rate increases approximately linear with
the laser power Pinj as expected. The proportionality factor is determined by a linear,
zero-crossing least-squares fit (red line in Fig. 5.11 (a)). rs(jinj) is more complicated:
the spin injection rate barely increases up to a current of −1mA, but then increases
linearly up to a bias of ≈ −0.8V (Fig. 5.11 (c)), at which rs(Uinj) and rs(jinj) jump to a
higher value and increase further. We linearly fit the middle region (red line in Fig. 5.11
(b)). The intersection corresponds to a bias of ≈ −0.15V. A linear dependence rs(jinj)
implies a bias-independent spin injection efficiency η (cp. Eq. 5.1). Observing the non-zero
intersection of the linear fit, this η is not attained until a finite current is exceeded. For low
|Uinj | ≤ 0.15V, η apparently becomes bias dependent. Yet, possibly due to the low kinetic
energy of the injected carriers in that regime, the probability of spin relaxation in the
highly-doped GaAs layers at the interface to the Fe injector is increased (cp. Fig. 4.3 (a)),
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because the injected carriers stay longer in the interface region and T ?2 strongly depends
on the doping concentration (cp. Fig. 2.7). The bias, at which the jump in rs(jinj) occurs,
is in the vicinity of the height of the Schottky barrier (cp. subsection 4.3.5). Yet, the
reason for this sudden increase remains unclear. In our model of pulsed electrical spin
injection, the bias, which drops at the Schottky barrier, is in the majority of considered
cases well-below this value (cp. section 5).
For the interpretation of the spin injection rate rs, we have to keep in mind that the fitted
rs is not an absolute value, since the factor of proportionality A is unknown in Eq. 2.19.
Therefore, we use arbitrary units for rs in Fig. 5.11. The a introduced in Eq. 5.5 includes,
e.g., the Faraday constant, which is Eprobe dependent. But even the spectral width of
the laser is decisive, if its energy is close to a Faraday resonance. Nevertheless, the ratio
of the spin injection rates of both experiments is meaningful, since the same probe laser is
used with equal Eprobe, spectral width and spot size for both experiments. Calculating the
spin injection rate per unit area, the spin injection rate rs,el for electrical spin injection is
rs,el = η
jinj
−e (5.1)
and the spin injection rate rs,op for optical spin generation is
rs,op =
1
2
Pinj
Epump
(5.2)
where η, e and Epump are the electrical spin injection efficiency defined by Eq. 2.27, the
elementary charge, and the energy of one photon of the pump laser, respectively. The
factor 1/2 in Eq. 5.2 is due to selection rules and the optical transition probabilities in
GaAs (cp. subsection 2.3.3). Strictly, this factor is only valid for the Γ-point of the GaAs
band structure. For small wavenumbers ke of the generated electron the modification of
the transition probability is negligible [122]. Calculating the ratio of both spin injection
rates
rs,el
rs,op
=
jinj
Pinj
η
2Epump
e
(5.3)
rs,el/jinj
rs,op/Pinj
= η
2Epump
e
, (5.4)
we insert the fitted slopes mel and mopt from Fig. 5.11 (a) and (b)
a mel
a mopt
= η
2Epump
e
(5.5)
η =
mel
mopt
e
2Epump
, (5.6)
where a is the unknown proportionality factor of the detection process as mentioned above.
We can now calculate η ≈ 15% from Eq. 5.6. This value is of the same order of magnitude
as the one determined for the spin LED in subsection 4.2.4. But care must be taken: As
visible from the photocurrent map in Fig. 4.16 (a), the vertical current is inhomogeneously
distributed over the mesa and higher in the vicinity of the high frequency electrical contact
on the thin Fe layer. Since in the continuous electrical experiment, the probe laser beam
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is focused close to the contact, we probably underestimate the magnitude of jinj . Thus,
the calculated η ≈ 15% is an upper bound.
5.2.3 Spin dephasing time
As a next step, we investigate the spin dephasing time T ?2 of the probed GaAs states as
fitted from θF (B) displayed in Fig. 5.10. Again Eq. 2.19 is used for the fit and a g-factor
of |g| = 0.41 is assumed. This value is adopted from the all-optical pulsed measurements
plotted in Fig. 5.5. The fit result is displayed in Fig. 5.12 (a) and (b) as a function of the
pump power density Pinj for the all-optical experiment and as a function of the current
density jinj for the electrical experiment, respectively. In both experiments T ?2 decreases
with the increase of the respective excitation Pinj and jinj . The drop results from the
increase of both the spin imbalance and the number of carriers in GaAs . The former
yields an increase in inhomogeneous spin dephasing, since the electrons involved in the
precessing spin ensemble occupy electronic states, which exhibit finite g-factor dispersion.
Thus, the g-factor distribution of the spin ensemble rises. The latter might enhance the
spin dephasing by electron-electron scattering, which is proportional to the electron density.
Finally, an increase of electron and hole concentrations raises the probability of carrier
interband recombination, which is an additional decay channel of electron spins but of
minor importance in n-doped samples. In these samples, the injected holes predominantly
recombine with unpolarized dopant electrons. In our case, it is interesting to compare T ?2 as
a function of the injection rates of the all-optical and the electrical experiment, as plotted
in Fig. 5.12 (c). Note the half-logarithmical scale. For rs,opt = rs,el, the T ?2 values of the
electrical experiment are smaller than in the optical experiment and the difference increases
with rs. But this is what we already observed in subsection 4.2.2: T ?2 decreases in an all-
optical experiment, if a bias is applied to the sample. Thus, the bias itself induces spin
dephasing, e.g., because the carriers are dragged out of the GaAs layer, which exhibits the
relatively long T ?2 due to its doping concentration. Nevertheless, higher T ?2 can be achieved
in the electrical experiment for a reasonable bias, since the spin injection rates and thus
the generated spin imbalance is lower. We will make use of this long spin dephasing time
T ?2 ≈ 100 ns in section 5.3.
5.2.4 Injected spin density
We will now estimate the density of the electrically injected spin imbalance ns,el. This is
the difference of electrons pointing along and against the observation direction per unit
volume in the GaAs layer. Assuming B = 0mT, we calculate ns,el by a simple rate
equation
dns,el
dt
=
1
d
rs,el − ns,el
T ?2 (rs,el)
. (5.7)
describing the change of ns,el by spin injection and spin relaxation, where d = 5 µm is the
thickness of the n-GaAs layer with high spin dephasing time T ?2 and rs,el the spin injection
rate per unit area from Eq. 5.1. More generally, we can write ns and rs instead of ns,el
and rs,el, since the same rate equation can be used for the all-optical experiment, when
the corresponding T ?2 and rs,op from Eq. 5.2 is set in. In the case of dynamic equilibrium,
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Figure 5.12: Optically and electrically measured spin dephasing time T ?2 as a function of
the laser power density Pinj (a) and the current Iinj deduced from the I-V characteristics
of R650 (b), respectively. Spin dephasing times as a function of the injection rate rs for
both measurements are half-logarithmically plotted for comparison (c).
ns becomes constant in time and we write
ns = rs
T ?2
d
. (5.8)
Let us consider a continuous current of Iinj = −5mA corresponding to jinj =
−1.5A/cm2 with Uinj ≈ −0.5V applied to the sample. When we use η ≈ 15% and
T ?2 (jinj = −1.5A/cm2) ≈ 39 ns as determined above, the calculated equilibrium spin im-
balance becomes ns,el ∼ 1014 cm−3 in the n-GaAs layer with a doping concentration of
2 × 1016 cm−3 using Eq. 5.8. Thus, only a fraction of electrons present in the layer are
polarized under continuous electrical injection for B = 0mT. In a time-resolved exper-
iment, the average spin imbalance is further reduced by a factor ∆w/Trep, where ∆w is
the pump pulse width and Trep the pump repetition interval. This factor is 0.016 with the
parameters used in section 5.3. In the all-optical experiment as explained above, the same
spin imbalance ns,el = ns,opt is achieved by a laser power density Pinj = 0.6W/cm2 ac-
cording to Eq. 5.2 and Eq. 5.8. The main difference compared to the electrical experiment
is that the average Pinj can be increased by a factor of 100 in the time-resolved experiment
without damaging the sample. Such an amplification is out of reach for Uinj .
5.2.5 Probe laser energy
In almost all experiments on Rx samples, we employ an energy for the probe laser of
Eprobe = 1.508 eV, a choice which will be motivated in this subsection. On this account, we
roughly compare an all-optical and an electrical experiment both performed with contin-
uous excitation. Here, we investigate the dependence of the amplitude of the Hanlé de-
polarization curve on Eprobe. Uinj = −1V and Pinj = 12W/cm2 are used in the electrical
and all-optical experiment, respectively. The latter is performed in a one-color configu-
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ration with one laser in cw-mode. Thus, the energies of the pump and probe beams are
tuned simultaneously: E = Epump = Eprobe. From the measured θF (B) Hanlé curves, the
peak-to-peak amplitude was determined by regarding the intensity drop (A+B channel)
of the transmitted probe beam in Eq. 3.2. For comparison, the amplitudes as a function
of Eprobe are normalized to their maximum for the electrical and all-optical experiment,
respectively.
1.47 1.48 1.49 1.50 1.51 1.52
-1.0
-0.5
0.0
0.5
1.0
0.0
0.2
0.4
0.6
0.8
1.0
 electrical
 optical
pe
ak
 a
m
pl
itu
de
 o
f H
an
le
 c
ur
ve
 (a
rb
. u
ni
ts
)
laser energy E (eV)
no
rm
al
ize
d 
st
at
ic 
tra
ns
m
itt
ed
 la
se
r i
nt
en
sit
y
Figure 5.13: Laser energy depen-
dence of Hanlé curve amplitude for
optical and electrical injection: The
amplitudes are normalized to their
positive maxima. The optical exper-
iment (open circles) was performed
in the one-color configuration, thus
Epump and Eprobe were swept simul-
taneously. The transmitted inten-
sity (open squares) of the probe beam
(normalized at Eprobe = 1.442 eV) is
a measure of the energy of the fun-
damental band gap. The red arrow
indicates Eprobe = 1.508 eV used for
all experiments in this chapter.
The result is plotted in Fig. 5.13. At high energy, the θF (B) amplitude of the electrical
(full circles) and of the all-optical (open circles) experiment shows the same dependence:
The position of the maximum and the zero intersection, which result from the shape of the
Faraday resonance, are similar for both. The main discrepancy consists of the wide tail
of the amplitude in the electrical experiment at low Eprobe. Qualitatively, this can easily
be explained: A significant θF is possible well below the fundamental band gap Eg and
the impurity band, due to a Zeeman induced change of the index of refraction for right
and left circularly polarized light (cp. Fig. 3.5). The fast drop of the amplitude in the all-
optical experiment towards low Eprobe, however, is a result of a decrease of the absorption
of the pump laser beam, which is swept simultaneously with Eprobe. Consequently, less
spin imbalance is generated in the GaAs ; hence, the spin-induced magnetization and thus
θF (Eprobe) drop. This is confirmed by plotting the transmitted probe laser intensity as a
function of Eprobe (open squares) in Fig. 5.13. The transmitted intensity is normalized at
Eprobe = 1.442 eV, where the intensity as a function of Eprobe is already flat.
For the choice of Eprobe in the electrical experiment, we used two criteria
1. The static θF (Eprobe) has to be as high as possible to gain a good signal-to-noise
ratio.
2. Carrier generation by the probe laser pulses itself must not mask the detection of
electrically injected spins, although probe pulse contributions are mainly filtered
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out by the lock-in technique. In particular, the absorption of the probe beam is
problematic, when its linear polarization is not 100%, which is difficult to achieve
due to MCD effects of the Fe -injector layer.
Both criteria are well met by using Eprobe = 1.508 eV, which is indicated by the red vertical
arrow in Fig. 5.13: The θF (Eprobe) of the electrical experiment is high and the θF (Eprobe)
of the all-optical experiment is low, since the absorption coefficient is low.
5.2.6 Summary of continuous injection results
We employ continuous electrical spin injection in comparison with all-optical injection in
order to characterize the bulk injection samples:
• The symmetry of the Hanlé depolarization curves of the electrical experiments in
comparison to the all-optical experiment confirms our geometrical considerations:
The initial spin direction of electrically injected spins is perpendicular with respect to
the observation direction, if the external magnetic field is collinear with the injector’s
in-plane magnetic hard-axis. The Hanlé depolarization curves, measured in this
geometry, fit well to the corresponding Hanlé depolarization formula presented in
the theory section.
• We determine the spin injection efficiency η ≈ 15% of the Fe -to-n-GaAs interface of
the bulk samples, which is bias independent for −0.8V ≤ Uinj ≤ −0.15V. Due to
inhomogeneous vertical current flow through the mesa, the η value is only an upper
bound.
• The spin dephasing time T ?2 of the GaAs layer decreases with the increase of the
injected spin imbalance. At smallest electrical spin injection rates the detectable T ?2
approaches ≈ 100 ns.
• Under continuous electrical injection at zero-magnetic field, a fraction of ≈ 1% of the
electrons in the GaAs layer doped close to the MIT is polarized. As far as a time-
resolved electrical injection experiment is concerned, the achievable spin imbalance in
the GaAs -layer is two orders of magnitude smaller than in the continuous electrical
injection experiment.
• The chosen probe laser energy of the electrical experiment allows maximum sensi-
tivity of the electrically injected spin imbalance, while carrier generation by probe
pulses is minimized.
5.3 Spin injection and precession in the time-domain
In this section, the evolution of an electrically injected spin packet is measured by the
Faraday rotation of ps-probe laser pulses, which are phase-locked to the bias-pulses ap-
plied to the sample. In section 5.1, Larmor precessions of injected spin packets were
already demonstrated by field sweeps of θF recorded for a different pump-probe delay ∆t:
The amplitude rotation of the observed resonant spin amplification peaks as a function of
∆t was evidence for the precession of the spin-induced net magnetization in section 5.1 (p.
83). The goal of this section is
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• to directly observe the precession of electrically injected spin packets in the time
domain θF (∆t) at fixed transverse magnetic fields
• to confirm the observations in section 5.1.4 (p. 92), e.g., the decrease of the θF
amplitude with increasing absolute magnetic field |B|
• to analyze θF quantitatively and to design a model of the electrical injection process
• to evaluate to what extent the phase of the Larmor precession of the spin ensemble
is controlled or triggered by the bias pulses
For the quantitative analysis of θF (∆t), it is useful to avoid interference effects of consec-
utively injected spin packets. Recall that the total spin-induced net magnetization along
the growth direction of the sample is detected by the transmitted probe laser beam. As
determined by continuous injection in section 5.2, T ?2 of the optimally doped GaAs layer
may exceed 100 ns at low spin injection rates. Hence, we choose a long repetition interval
Trep = 125 ns for the electrical pump and optical probe pulses. The maximum available
electronic delay ∆t of the pump-probe phase-lock covers this long period of time, thus
θF (∆t) can be measured over the whole Trep. For all measurements presented in this sec-
tion, the maximum amplitude available at the pulse generator is used (Uamp = −1.8V,
reverse biased Schottky diode), for which the largest θF signal is obtained. The used
pulse width ∆w = 2 ns is much shorter than Trep and permits injecting a spin ensemble,
the net magnetization of which is reasonably detectable. The magnetic field is applied
collinear with the in-plane magnetic hard-axis of the Fe injector as sketched in Fig. 5.3.
All measurements are performed on sample R650, exhibiting the best 50Ω matching (cp.
Fig. 4.15 (b)). Similar observations were made on sample R350 (not shown).
5.3.1 Experimental observations
Fig. 5.14 (a) displays the output of the two-stage lock-in amplifier as a function of the
time delay ∆t for different external transverse magnetic fields B, when 2 ns bias pulses
with Trep = 125 ns and Uamp = −1, 8V are applied to the sample R650. The signal shows
exponentially damped oscillations, for which the frequency increases with the increase of
|B|, as expected for Larmor precessions according to Eq. 2.8. At short pump-probe delay
∆t . 10 ns, a deviation from an exponentially damped oscillation is observed for all B.
Closer investigation uncovers that this anomaly is caused by a B-independent background
(red line in Fig. 5.14 (a)). Since this background does neither change with B (Fig. 5.14 (a))
nor after flipping the injector (not shown), it is likely not induced by the net magnetization
of the injected spin ensemble. Therefore, we subtract this background, which can be either
determined from θF (∆t) at B = 0mT or by averaging a large series of θF (∆t) curves,
which are symmetrically measured around B = 0mT. The result is plotted in Fig. 5.14
(b).
Before we continue to analyze θF (∆t), the origin of the background observed above is
briefly discussed. The background clearly stems from the bias pulses, since the ∆t value of
its maximum varies with the pulse length ∆w (not shown). In Fig. 5.15, the background
is compared to the evolution of the pump induced change of the probe beam transmission
∆Tr of the sample. ∆Tr(∆t) is measured by the total intensity A + B of the probe
pulse focused on the diode bridge and filtered by dual lock-in technique (cp. subsection
3.1.6). The identical curve shapes suggest that the background is a measurement artefact of
determining θF with the diode bridge. Being pump-induced, it cannot be filtered out with
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Figure 5.14: Larmor precession of a pulsed electrically injected spin packet observed
by the Faraday rotation θF (∆t) as a function of the pump-probe delay ∆t for various
transverse magnetic fields B. Bias pulses with amplitude Uamp = −1.8V, pulse width
w = 2 ns, repetition interval Trep = 125 ns and 50 kHz modulations are used, which
are phase-locked to ps-laser pulses with energy Eprobe = 1.508 eV and νrep = 8MHz. The
θF (B) signal as output by the lock-in amplifiers is superimposed by a B-field independent
background (red curve). Subtracting the measurement artefact (b), θF (B) exhibits both
oscillations, which enhance with increasing |B|, and the expected symmetry θF (B) =
−θF (−B).
the lock-in amplifiers. The ∆Tr(∆t) itself is complicated to analyze due to the multi-layer
structure of the sample and we abstain from discussing it here in detail. Nevertheless, even
in non-time-resolved experiments a bias-dependence of the transmitted probe intensity
is observable, if Eprobe is close to the fundamental band gap. This observation can be
qualitatively explained by the Franz -Keldysh effect [129], which describes the band
edge shift towards lower energy in the presence of an increasing electrical field. We make
use of the good signal-to-noise ratio of ∆Tr(∆t) to define ∆t = 0, the coincidence of the
pump and the probe pulse. The short rise time of ∆Tr(∆t) compared to θF (∆t) at low
B is another striking advantage. Especially, when sophisticated electrical pulse series are
used, ∆Tr(∆t) will be useful for corroborating the applied pulse pattern (cp. Fig. 5.31).
Finally the question arises, why the artefact in θF has not been observed in section 5.1.
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The artefact adds to the measured signal only at small ∆t. Since it is additionally found
to be B independent, only a small offset arises, if θF (B) as a function of the magnetic field
is measured at sufficiently high ∆t. On that account, it was not an issue in the previous
sections.
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Figure 5.15: Comparison of the
background and the pulse induced
change of transmissivity: The nor-
malized background from Fig. 5.14
and the normalized bias-induced
change of the sample’s transmissiv-
ity ∆Tr exhibits the same depen-
dence on the pump-probe delay ∆t.
The onset of ∆Tr(∆t) is used to de-
fine ∆t = 0 ns.
After subtracting the background as shown in Fig. 5.14 (b), the curve series exhibits the
expected symmetry θF (∆t, B) = −θF (∆t,−B) from Eq. 2.16 obtained for an observation
direction perpendicular to the initial spin direction. We pointed to this symmetry of
electrical spin injection measurements in the previous sections and explained it by the
direction of the Fe -magnetization with respect to the probe laser beam direction (cp.
Fig. 5.3). In fact, this symmetry rules out optical spin injection, e.g., from a circularly
polarized fraction of the probe beam. Comparing θF (∆t) to the ideal precession of the
net magnetization induced by a spin packet and observed in perpendicular direction as
displayed in Fig. 2.2 (b), θF (∆t) exhibits three peculiarities:
• The oscillation vanishes at shorter ∆t at higher |B|.
• The oscillation amplitudes decrease with increasing B.
• There remains a small non-oscillatory, exponentially damped background (best visi-
ble at high |B| in Fig. 5.14 (b)), which changes sign with the reversal of B and which
decreases with increasing ∆t. Thus, this background cannot be a measurement arte-
fact.
Particularly, the second observation was already found in the context of resonant spin
amplification: In contrast to optical spin injection, the height of the resonance peaks of
electrically injected spin ensembles decreases as a function of |B| as plotted in Fig. 5.5.
In order to visualize these observations, the complete dependence of θF (∆t, B) is dis-
played in Fig. 5.16 as a false-color plot. Following the red and blue stripes, the continuous
increase of the precession frequency as a function of B can be easily seen. Furthermore,
the anti-symmetry θF (B) = −θF (−B) is striking and indeed the signal becomes noisier
and the oscillations vanish at shorter ∆t with the increase of B.
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Figure 5.16: Faraday rotation θF of electrically injected spin packets as function of
delay time and magnetic field: The color-coded θF (B,∆t) as a function of both magnetic
field B and pump-probe delay ∆t is measured with the parameters listed in Fig. 5.14.
The blue and red stripes represent the Larmor oscillations of the injected spin ensemble,
which are enhanced with B, and exhibit the expected anti-symmetry: θF (B) = −θF (−B).
θF (B,∆t) vanishes at shorter ∆t with the increase of |B|.
For obtaining more information, we fit the θF (∆t) dependence starting from ∆t = ∆w
for various B values employing
θF (∆t, B) ∝M⊥(∆t, B) = Abg exp
(
−∆t
τbg
)
+Aosc exp
(
−∆t
T ?2
)
sin (ωL∆t+ γ) (5.9)
as a fit formula, where M⊥(∆t, B), Aosc, T ?2 and ωL denote the spin-induced net magneti-
zation in perpendicular observation direction, the oscillation amplitude, the spin dephasing
time and the Larmor precession frequency of the injected packets, respectively. For rea-
sonable fits, we have to extend Eq. 2.14 by a ∆t - dependent background of amplitude Abg,
which as a first approach is assumed to be exponential with decay time τbg. This choice
of ∆t dependence will be justified by our model explained in subsection 5.3.2. Since the
definition of zero-delay ∆t = 0 might be inaccurate, we also introduce a phase γ in Eq. 5.9.
Fig. 5.17 shows a series of θF (∆t) measurements (open circles), which are well-fitted (red
lines) applying Eq. 5.9 within the time interval ∆t ∈ [∆w, Trep).
As a first fundamental test, whether we observe Larmor precessions, we calculate the
absolute g-factor |g| of the oscillations from ωL and the applied B using Eq. 2.8. Within
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Figure 5.17: Fits to the Faraday rotation
of pulsed electrically injected spin packets
for various magnetic fields B. θF (∆t) as
a function of pump-probe delay ∆t is mea-
sured with the parameters listed in Fig. 5.14.
In addition to an exponentially-damped os-
cillation, a non-oscillating exponential back-
ground has to be taken into account in order
to fit (red lines) the measurement (open cir-
cles). This background changes its sign with
B-reversal (best visible at high |B|) and orig-
inates from spins. The least-squares fits are
obtained for the interval ∆t ∈ [∆w, Trep).
the errors of the least-squares fit, we obtain values distributed around the characteristic
g-factor of the bulk n−GaAs layer, doped close to the MIT (Fig. 5.18). The error-weighted
average |g| = 0.412 matches the g-factor determined by an all-optical experiment plotted
in Fig. 5.5 (b). Thus, it can finally be concluded that the straight observation of the
precession of an electrically injected spin packet in the time domain is possible. The fitted
parameters will be further discussed (cp. Fig. 5.26) after a model for the pulsed electrical
spin injection is introduced.
5.3.2 A model for pulsed spin injection
It has been verified in the previous section that we are able to observe the precession
of the electrically injected spin packets in the time domain. However, there are two main
problems remaining: First, we need an explanation for the exponentially fitted background
(Fig. 5.17). The sign of this background is reversed, if the external magnetic field B
points in the opposite direction. Hence, the background most likely originates from a
magnetization. Secondly, the amplitude of the precessing net magnetization decreases
as a function of |B|, if the spin ensembles are injected electrically. In this subsection,
we present a model, which gives an explanation for both phenomena and considers the
electrical properties of our samples.
Influence of the bias-pulse width
In the all-optical experiment, the height of the θF -signal is negligibly affected by B. Apart
from the different spin injection directions of the electrical and optical experiment the
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Figure 5.18: Effective g-factor of the
electrically injected spin packets as a
function of the external magnetic field
B determined from fits of a measure-
ment series employing the parameters
listed in Fig. 5.14. The errors bars in-
clude the error of the least-squares fit
only neglecting, e.g., errors in the de-
termination of B, which might cause
the spreading in the data due to the
coercivity of the superconduction coils.
Including the errors, the average ab-
solute g-factor |g| (red line) is calcu-
lated. The g-factor matches the one ex-
tracted from an all-optical experiment
displayed in Fig. 5.7.
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width of pump laser pulses (∼ 100 fs to 1 ps) is at least two orders of magnitude shorter
than the shortest bias-pulses (& 100 ps) available. The effect of a finite pulse width ∆w
on the net magnetization of an injected spin ensemble is sketched in Fig. 5.19. In the
experiment, the external magnetic field B is applied collinear with the in-plane magnetic
hard-axis of the Fe -layer. If B is sufficiently small (Fig. 5.19 (a)), the magnetization of
the injector MFe is approximately collinear with the in-plane magnetic easy-axis. The
spins are electrically injected collinear with respect to MFe and precess about B into the
observation direction defined by the probe laser beam. If the width of the bias pulse is
finite, the spins injected first in the GaAs start to precess earlier than the spins injected
last. As a result, the precession angle φ(∆t) (cp. Fig. 2.1) differs for the injected spins the
packet consists of. This spreading of the phase ∆φ within the spin ensemble is symbolized
by the phase-spreading of the red arrows in Fig. 5.19 (b). ∆φ is proportional to B and
∆w (Fig. 5.19 (d)) and can be expressed as
∆φ =
gµB∆wB
~
, (5.10)
as long as gµB∆wB/h < 1, where g and µB are electron g-factor of the GaAs -layer doped
close to the MIT and the Bohr magneton, respectively. Taking the extended pump pulse
into account, we have to replace Eq. 2.14 for an abrupt spin injection by
M
||
∆w(∆t, B) = Re(M∆w) (5.11)
M⊥∆w(∆t, B) = Im(M∆w) (5.12)
M∆w(∆t, B) = A′
min(∆t,∆w)∫
0
rs exp
(
−∆t− t
T ?2
)
exp (iωL(∆t− t)) dt, (5.13)
in order to calculate the complex net magnetizationM∆w(∆t, B) of the electrically injected
spin packet, where rs, A′ and t are the spin injection rate, a proportionality constant and
the retardation for the spin injection, respectively. The observed net magnetization is
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(c) (d)
(a) (b)
Figure 5.19: Phase-spreading of an electrically injected spin packet: (a) Schematic of the
sample showing the GaAs layer (green cube) and the Fe -layer (red) with magnetic hard
(black) and easy (blue) in-plane axis. The dotted line indicates the observation direction,
which is parallel to the probe laser beam. The magnetic field B (yellow arrow) is parallel
to the magnetic hard-axis and for simplicity the magnetization MFe is assumed to be
parallel to the magnetic easy-axis for all B (cp. Fig. 5.3). Firstly, we consider a short
bias pulse applied to the sample: The spins (red arrows) are injected collinear withMFe .
Due to the finite width of the bias pulse, the spins injected first start to precess about
B earlier than the ones injected last (b). This delay causes a spreading of the relative
phase of the Larmor precessions within the spin packet. If the magnetic field or the
pulse width ∆w is increased (c), the phase-spreading is enhanced (d). This may result in
a reduction of the observed net magnetization (the sum of all spin expectation values),
since the magnetic moments of the spins start to average each other out.
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M
||
∆w(∆t, B) and M
⊥
∆w(∆t, B) for an observation direction parallel and perpendicular to
the initial spin direction, respectively. The minimum function is used to extend the validity
of Eq. 5.13 to the whole time domain ∆t > 0, bearing in mind that at ∆t < ∆w only a
fraction of spins is injected.
In principle, Eq. 5.13 can be viewed as a mixture of Eq. 2.14 and Eq. 2.17 for Hanlé de-
polarization. In the following, we demonstrate that Eq. 2.17 is the limit of Eq. 5.13 for
∆w = ∆t→∞. Eq. 5.13 is equivalent to
M∆w(∆t, B) = A′ exp
(
−∆t
T ?2
)
exp (iωL∆t)
min(∆t,∆w)∫
0
rs exp
(
t
T ?2
)
exp (−iωLt) dt
=
A′rsT ?2
1− iωLT ?2
exp
(
−∆t
T ?2
)
exp (iωL∆t)×
×
[
exp
(
−min(∆t,∆w)
T ?2
)
exp (iωLmin(∆t,∆w))− 1
]
. (5.14)
With ∆t = ∆w
M∆w(∆t = ∆w,B) =
A′rsT ?2
1− iωLT ?2
[
1− exp
(
−∆t
T ?2
)
exp (iωL∆t)
]
(5.15)
and ∆t,∆w →∞
M∆w→∞(B) =
A′rsT ?2
1− iωLT ?2
= A′rsT ?2
1 + iωLT ?2
1 + (ωLT ?2 )
2 =Mcw(B), (5.16)
we obtain Eq. 2.17, the complex equilibrium spin-induced net magnetization for continuous
injection. To put it more clearly, the injected spin ensemble observed after an infinitely
long bias "pulse" is equivalent to Hanlé depolarization.
Eq. 5.13 already yields a drop of the oscillation amplitude of θF (B) as a function of
|B|. It will turn out later, (e.g. simulations Fig. 5.28 (b)) that regarding only the width
∆w of the voltage pulses is insufficient. In particular, it cannot account for the observed
non-oscillatory and exponentially damped background in θF (∆t). We therefore have to
render the injection process more precisely.
The influence of the Schottky capacitance
At this point a crucial question emerges: Is it sufficient to consider a bias-pulse of finite
width ∆w in order to calculate the spin induced net magnetization observed in the ex-
periment? As discussed in section 4.3, the bias drop at the Schottky junction increases
and decreases slowly with a time constant of τsch ∼ 10 ns (cp. section 4.3.5) after switch-
ing the external bias on and off, respectively. This delay is caused by a capacitance of the
Schottky junction, which is an effect of charge separation due to a depletion region at the
semiconductor side of the junction. The depletion region is charged with immobile dopant
atoms and is enlarged at reverse bias. On the other hand, the Si doping concentration at
the interface is high yielding a thin Schottky barrier, which allows tunneling. Hence, as
simple equivalent network of the junction there is a resistor Rs parallel to a capacitance
Cs as sketched in Fig. 5.20. A serial resistance R includes the low-doped GaAs layer as
well as contacts.
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Figure 5.20: High frequency model for the
electrical spin injection through a Schot-
tky junction: The equivalent network of the
bulk n-GaAs sample series Rx with an Fe
injector consists of a capacitance Cs and a
parallel resistance Rs (cp. Fig. 4.20). The
former represents the charge separation at
the Schottky contact, the latter the finite
tunnel probability through the thin Schot-
tky barrier. The bulk-GaAs layer, which
is doped close to the MIT, is represented by
a resistance R in series. According to the
model, the displacement current Ic through
Cs is unpolarized, whereas the spin-polarized
current Ip is given by the tunnel current It,
which is polarized by a fraction η after the
injection process.
We use a local model neglecting runtime effects, since the dimensions of the devices in
the equivalent circuit diagram are by far smaller than the used electric wavelengths. If
an external reverse bias Uamp is switched on, a displacement current Ic flows through the
junction, which decreases during the bias drop Us at the Schottky junction and thus
the tunnel current It increases. Assuming for simplicity that the Schottky capacitance
and the tunnel resistance are independent of Us and Us(t = 0) = 0V, the evolution of the
currents is
It(t) =
Us(t)
Rs
= It,DC
[
1− exp
(
− t
τsch
)]
(5.17)
Ic(t) = Cs
dUs(t)
dt
=
Cs
τsch
Uamp exp
(
− t
τsch
)
, (5.18)
when a constant bias Uamp is switched on at time t = 0 s. τsch is the characteristic time
constant of the Schottky contact and It,DC is the equilibrium current flowing through
the junction, when a dc bias is applied to the sample. The definition of τsch is only
reasonable, if Cs and Rs are independent of Us. This condition is not fulfilled for a
Schottky junction. In reality, the exponential evolution of the currents in Eq. 5.17 and
Eq. 5.18 is an approximation. It is difficult to approximate τsch, since in our experiment
a small-signal approximation at fixed operating point is not valid, as the pulse amplitudes
are long. On the other hand, the I-V characteristics, especially for the considered sample
R650, reveal a nearly ohmic Schottky contact (cp. subsection 4.3.3). Fortunately, time
domain reflectometry allows to measure Us(t) with sufficient time-resolution and thus to
fit an exponential decay for the time region of interest (cp. Fig. 4.23).
In order to model the time evolution of the spin-polarized current Ip(t) injected into the
GaAs across the Schottky junction, we make two important assumptions:
1. The tunnel current It(t) is polarized by a fraction η, the spin injection efficiency.
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2. The displacement current Ic(t) is completely unpolarized.
The first assumption and the determination of η is an important issue in dc-injection
experiments (cp. subsection 2.3.1). From Fig. 5.11, it is justified to presume that η is
independent of Us in our experiment (see the discussion in subsection 5.2.2). The sec-
ond point at stake arises for time-resolved electrical spin injection experiments. The as-
sumptions are well-founded, since the displacement current is influenced by the long-range
Coulomb interaction and only a spin independent charge current is induced. Exchange
and dipole-dipole interactions are required to transfer the spin information. However, the
short-range exchange interaction cannot transfer the spin information of the carriers over a
distance like the depletion region of the Schottky barrier and the mid-range dipole-dipole
interaction is very weak. In contrast, the tunneling process preserves the spin information
of the involved carriers to a fraction η. With regard to the two assumptions, we conclude
that the spin-polarized current Ip is given by
Ip(t) = ηIt(t). (5.19)
Figure 5.21: Simulation of the time-
dependence of the spin-polarized current Ip
across the Schottky contact for a bias pulse
of width ∆w = 2 ns: According to the model,
the polarized current Ip strongly depends
on the time constant τsch of the Schot-
tky diode. If τsch < ∆w, Ip reaches nearly
its maximum value Ip,DC . For long τsch, the
pulse characteristic of Ip(∆t) vanishes within
the time interval accessible by the pump-
probe delay ∆t. The range for low ∆t is
magnified in the inset.
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Fig. 5.21 displays simulations of Ip(t) normalized to Ip,DC = ηIt,DC for different τsch.
At t = ∆t = ∆w, the external bias is switched off and the exponential increase of Ip
(Eq. 5.17) is followed by an exponential decrease with the same time constant τsch, while
Cs discharges and Us(t) = Us(∆w) exp(−(t − ∆w)/τsch) declines. Obviously, the pulse
characteristics of Ip(t), required for the electrical injection of a phase-coherent spin packet,
vanishes for long τsch. Bearing the pulse repetition interval of Trep = 125 ns in mind, pulsed
injection with τsch & 125 ns is effectively equivalent to a continuous injection.
The formula for the spin-induced net magnetization
Below, we investigate the effect of the time-dependent, spin-polarized current Ip(t) on
the time evolution of the observed Faraday rotation signal θF (∆t, B) in a transverse
magnetic field B. For further calculation, we consider the spin injection rate defined by
rs(t) = Ip(t)/A2, where A2 is the active area of the sample. Accordingly, we define
rs,DC = Ip,DC/A2 as the maximum injection rate. As discussed above, the exponential
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approximation of Ip(t) with time constant τsch yields
rs(t) = rs,DC ×
 1− exp
(
− tτsch
)
0 ≤ t ≤ ∆w
b exp
(
− t−∆wτsch
)
t > ∆w
(5.20)
and by demanding the continuity of rs(t) at t = ∆w, b is determined:
rs(t) = rs,DC ×
 1− exp
(
− tτsch
)
0 ≤ t ≤ ∆w[
exp
(
∆w
τsch
)
− 1
]
exp
(
− tτsch
)
t > ∆w
(5.21)
Here, we assumed that the Schottky capacitance is fully discharged, when a bias-pulse is
applied to the sample. As determined later, this assumption is valid for a pump repetition
frequency νrep = 8MHz used in this subsection, but Eq. 5.21 has to be extended for
νrep = 80MHz in section 5.4. Using an approach similar to Eq. 5.13 and taking the
time-dependence of the spin injection rate into account, the complex net magnetization
M(∆t, B) induced by the spins yields
M(∆t, B) = A
∆t∫
0
rs(t) exp
(
−∆t− t
T ?2
)
exp (iωL(∆t− t)) dt (5.22)
= A exp
(
−∆t
T ?2
+ iωL∆t
) ∆t∫
0
rs(t) exp
(
t
T ?2
− iωLt
)
dt (5.23)
= Ms(∆t, B)
∆t∫
0
rs(t)
A
Ms(−t, B)dt (5.24)
where ∆t, T ?2 , ωL, t and A denote the pump-probe delay, the spin dephasing time, the
Larmor frequency, the retardation for spin injection and a proportionality constant, re-
spectively. Ms(∆t, B) is equivalent to the net magnetization for abrupt spin injection
of Eq. 2.14. The net magnetization observed perpendicular to the initial spin injection
direction M⊥(∆t, B) is the imaginary part of M(∆t, B)
M⊥(∆t, B) = Im(M(t, B)) ∝ θF (∆t, B), (5.25)
which is proportional to the observed Faraday rotation θF (∆t, B) in the electrical pump
experiment.
Interpretation in terms of a net magnetization
Despite its closed form, the final formula Eq. 5.24 is a complex integral over retarded
single-spin precessions Ms(t, B), which is not feasible for data fitting. In the experiment,
however, we observe one precessing net magnetization of the total injected spin ensemble
by the Faraday rotation of the probe beam. In the following, our goal is to connect
Eq. 5.24 to the formula Eq. 5.9 used to fit the measured θF (∆t, B) signal.
We start discussing M(∆t, B) separately during the charging and discharging process of
111
5 Time-resolved electrical spin injection
the Schottky contact and define:
M(∆t, B) =
{
Mcha(∆t, B) 0 ≤ ∆t ≤ ∆w
Mdis(∆t, B) ∆t > ∆w
(5.26)
It follows with Eq. 5.21 and Eq. 5.24
Mcha(∆t, B) =
rs,DC
A
Ms(∆t, B)
∆t∫
0
[
1− exp
(
− t
τsch
)]
Ms(−t, B)dt
Mdis(∆t, B) =
rs,DC
A
Ms(∆t, B)
∆w∫
0
[
1− exp
(
− t
τsch
)]
Ms(−t, B)dt+
+
rs,DC
A
Ms(∆t, B)
∆t∫
∆w
[(
exp
(
∆w
τsch
)
− 1
)
exp
(
− t
τsch
)]
Ms(−t, B)dt
In the following, we focus only on the net magnetization during the discharge of the
capacitor starting at ∆t = ∆w following the spin injection process for 0 < ∆t ≤ ∆w, when
the external bias is applied and the capacitor charged. This approach is sufficient, since
the domain ∆t > ∆w offers enough data points for fitting (cp. Fig. 5.17) and allows for
fitting all the required system constants, as will become clear at the end of this subsection.
We define:
Mdis(∆t, B) = M
(1)
dis (∆t, B) +M
(2)
dis (∆t, B) (5.27)
M
(1)
dis (∆t, B) =
rs,DC
A
Ms(∆t, B)
∆w∫
0
[
1− exp
(
− t
τsch
)]
Ms(−t, B)dt (5.28)
M
(2)
dis (∆t, B) =
rs,DC
A
Ms(∆t, B)
∆t∫
∆w
[(
exp
(
∆w
τsch
)
− 1
)
exp
(
− t
τsch
)]
Ms(−t, B)dt
(5.29)
The net magnetization Mdis(∆t, B) observed during discharge (∆t > ∆w) consists of two
contributions, represented by the two summands. The first summand further denoted
M
(1)
dis (∆t, B) is the integral of the electrical spin current injected during the charging of the
Schottky capacitor in the time interval 0 ns to ∆w . Due to the long T ?2 of the injected
spins in the semiconductor, these spins also contribute to the net magnetization observed
during the discharging of the Schottky capacitor. Since the charging process has passed
for ∆t > ∆w,M (1)dis (∆t, B) exhibits only a simple exponential decay-dependence on ∆t due
to the term Ms(∆t, B). The integral itself is independent of ∆t. Thus M
(1)
dis (∆t, B) will
only result in a decaying offset of the net magnetization during the discharge (∆t > ∆w)
as will be discussed later on. Note thatMcha(∆t, B), which is only valid for ∆t < ∆w, has
a more complicated ∆t-dependence. The second contribution M (2)dis (∆t, B) of Mdis(∆t, B)
describes the net magnetization of spins injected from the beginning of the discharge ∆w
until the time of the observation ∆t. The analysis of this term is more difficult, since the
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integral boundary depends upon ∆t.
We define the real constant factor
f =
rs,DC
A
(
exp
(
∆w
τsch
)
− 1
)
(5.30)
and first transformM (2)dis (∆t, B) into a precessing net magnetization. Therefore, it is useful
to introduce a timescale ∆t? = ∆t−∆w:
M
(2)
dis (∆t
?, B) = fMs(∆t? +∆w,B)
∆t?+∆w∫
∆w
exp
(
− t
τsch
)
Ms(−t, B)dt
= fMs(∆t? +∆w,B)
∆t?∫
0
exp
(
− t+∆w
τsch
)
Ms(−t−∆w,B)dt
Making use of the relation Ms(−t − ∆w,B) = exp(∆w/T ?2 ) Ms(−t, B) according to
Eq. 2.14, we can further simplify the equation:
M
(2)
dis (∆t
?, B) = f exp
(
−∆w
τsch
)
Ms(∆t?, B) exp
(−∆w
T ?2
)
×
×
∆t?∫
0
exp
(
− t
τsch
)
Ms(−t, B) exp
(
∆w
T ?2
)
dt
= f exp
(
−∆w
τsch
)
Ms(∆t?, B)
∆t?∫
0
exp
(
− t
τsch
)
Ms(−t, B)dt
=
rs,DC
A
(
1− exp
(
−∆w
τsch
))
Ms(∆t?, B)
∆t?∫
0
exp
(
− t
τsch
)
Ms(−t, B)dt
M
(2)
dis (∆t
?, B) denotes the total spin-induced precessing magnetization at time ∆t?, if spins
are "continuously" injected with exponentially damped injection rate starting at ∆t? = 0.
Hence, it is due to the exponentially damped tail of the polarized current in Fig. 5.21.
Since we observe the spins perpendicular to their injection direction, we are interested in
M
⊥(2)
dis (∆t
?, B) = Im
(
M
(2)
dis (∆t
?, B)
)
, which can be calculated to
M
⊥(2)
dis (∆t
?, B) =
(
1− exp
(
−∆w
τsch
))
Ars,DC
ωL
1
Γ 2 + 1
×
×
{
exp
(
−∆t
?
τsch
)
− exp
(
−∆t
?
T ?2
)
[cos(ωL∆t?) + Γ sin(ωL∆t?)]
}
(5.31)
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with the characteristic constant
Γ =
1
ωL
(
1
T ?2
− 1
τsch
)
(5.32)
Strikingly, the evolution of the calculated net magnetization (Eq. 5.31) is the sum of
an exponentially decreasing background with the characteristic time constant τsch of the
Schottky junction:
M
⊥(2)
bg (∆t
?, B) = Abg exp
(
−∆t
?
τsch
)
(5.33)
Abg =
(
1− exp
(
−∆w
τsch
))
Ars,DC
ωL
1
Γ 2 + 1
(5.34)
and an exponentially damped oscillation M⊥(2)osc (∆t?, B) with the time constant T ?2 of the
spins:
M⊥(2)osc (∆t
?, B) =
(
1− exp
(
−∆w
τsch
))
Ars,DC
ωL
1
Γ 2 + 1
×
×
{
− exp
(
−∆t
?
T ?2
)
[cos(ωL∆t?) + Γ sin(ωL∆t?)]
}
(5.35)
Using the identity [130]
a cos(x) + b sin(x) =
√
a2 + b2 sin
(
x+ arctan
(a
b
))
,
the latter can be expressed in terms of a net magnetization of an abruptly injected spin
packet M⊥s (∆t, B) (Eq. 2.14) with an additional phase δ2:
M⊥(2)osc (∆t
?, B) = A(2) exp
(
−∆t
?
T ?2
)
sin (ωL∆t? + δ2) , (5.36)
with the definitions
A(2) =
(
1− exp
(
−∆w
τsch
))
Ars,DC
|ωL|
1√
Γ 2 + 1
(5.37)
tan δ2 = 1/Γ (5.38)
∆t? = ∆t−∆w (5.39)
Note that ωL < 0 for an effective g-factor g < 0 (Eq. 2.8) as it is the case for GaAs .
Remarkably, the amplitude A(2) of the precessing net magnetization becomes a function
of the absolute magnetic field |B| because of |ωL| and Γ 2 (Eq. 5.32). For a vanishing
Schottky capacity τsch → 0, which yields a square-like pulsed rs(t), the summandM⊥(2)osc
vanishes due to Γ →∞ and A(2) → 0. This limes confirms the interpretation of M⊥(2)osc . A
huge time constant τsch →∞ suppresses the spin injection rs(t)→ 0 (Eq. 5.21) and results
consistently in A(2) → 0 due to the prefactor (1− exp (−∆w/τsch)).
Finally, we consider the first summand M (1)dis (∆t, B) of Eq. 5.27. This can be expressed
as
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M
(1)
dis (∆t, B) = c(B)Ms(∆t, B)
= c(B)A exp
(
−∆t
T ?2
)
exp (iωL∆t) (5.40)
M
⊥(1)
dis (∆t, B) = Im
(
M
(1)
dis (∆t, B)
)
(5.41)
with a complex constant c(B), which is the result of the integral in Eq. 5.28 and does not
depend on ∆t but on ∆w. To put it more clearly, the first summand of the net magne-
tization during the discharge of the capacitance Cs (∆t > ∆w) is a Larmor precession
with frequency ωL, decay time T ?2 starting with a phase δ1, which is specified later on.
Its precession amplitude denoted as A(1) = c(B)A has a complicated dependence on B
involving interference terms, e.g., cos(ωL∆w). This net magnetization stems from spins
injected during the bias voltage pulse (0 < ∆t ≤ ∆w).
To summarize, the analysis of Eq. 5.24 yields two contributions to the total net mag-
netization observed perpendicular to the initial spin direction M⊥(∆t, B) during the dis-
charging of the capacitor at ∆t > ∆w:
1. The first summand (Eq. 5.28) originates from spins injected during the charging of
the capacitor. It describes exponentially damped oscillations with frequency ωL,
decay time T ?2 and phase δ1 as shown in Fig. 5.22.
2. The second summand (Eq. 5.29) is a result of the rs(∆t)-tail (Eq. 5.21) after switch-
ing off the external bias. The observed net magnetization starts at ∆t > ∆w and
consists firstly of an exponentially damped oscillation with frequency ωL, decay T ?2
and phase δ2 and secondly of a non-oscillating exponential background with decay
τsch (Fig. 5.22). Thus, as a first crucial result, τbg in the fit formula Eq. 5.9 can be
identified as τsch.
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Figure 5.22: Sketch of the two contributions
to the total net magnetization observed per-
pendicular to the initial spin direction: The
net magnetization M⊥(1)dis of spins electrically
injected during the charging of the capaci-
tance (black area in (a), increase of the polar-
ized current Ip) yields exponentially damped
oscillations for ∆t > ∆w (b). The net mag-
netization M⊥(2)dis of spins injected during the
discharging process (blue area in (a), tail of
Ip) results in exponentially damped oscilla-
tion with an exponentially damped offset (b)
exhibiting a time constant τsch equal to the
time constant of the Ip tail. The total net
magnetization induced by both spin groups
is observed by the Faraday rotation.
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Figure 5.23: Simulations of the spin-induced net magnetization and its components for
observation direction perpendicular to the initial spin direction as a function of the time
∆t: M⊥, M⊥(1)dis , M
⊥(2)
dis and M
⊥(2)
bg are the total spin-induced net magnetization, the net
magnetization of spins injected during the capacitor charging, which still precess during
the discharging process (∆t ≥ ∆w), the net magnetization of spins injected during the
capacitor discharging and the exponential background, respectively. The parameters of
the simulations are the magnetic field B, the pulse width ∆w and the time constant of
the Schottky contact τsch, which are varied from (a) to (f), the spin dephasing time
T ?2 = 20 ns, the effective g-factor g = −0.41 and the proportionality factor A rs,DC = 1.
Note that all contributions to the net magnetization are normalized to ∆w and thus to
the total number of involved carriers.
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Next, we explore the importance of both contributions. Fig. 5.23 (a)-(f) displays simula-
tions of the observed total net magnetizationM⊥(∆t, B) (red) (Eq. 5.24 and Eq. 5.25), the
net magnetization of the spins injected during the bias voltage pulse M⊥(1)dis (∆t, B) (black)
(Eq. 5.28 with Eq. 5.41) and the net magnetization of spins injected during discharging
M
⊥(2)
dis (∆t − ∆w,B) (blue) (Eq. 5.29 using Eq. 5.31), each for a set of six parameters.
Additionally, the background M⊥(2)bg (∆t−∆w,B) (green) is plotted (Eq. 5.33). The per-
pendicular observation direction with respect to the initial spin direction is taken into
account for all contributions. The influence of the transverse magnetic field B, the pulse
width ∆w and the time constant of the Schottky contact is investigated with fixed
spin dephasing time T ?2 = 20 ns, effective g-factor g = −0.41 and proportionality factor
Ars,DC = 1. All contributions to the net magnetization are normalized to ∆w and thus to
the total number of involved carriers in order to estimate the effect of spin depolarization
for each parameter set.
In Fig. 5.23 (a-c), the net magnetization is compared for different τsch, when bias-pulses
of width ∆w = 2 ns equal to the one in the experiment are used (Fig. 5.17) at B = 30mT.
None of the two contributions M⊥(1)dis (∆t, B) and M
⊥(2)
dis (∆t − ∆w,B) can be neglected,
since their amplitudes are of similar magnitude for all three parameter sets. For long τsch,
M
⊥(2)
dis (∆t − ∆w,B) tends to be dominant and the total net magnetization exhibits an
obvious exponential background M⊥(2)bg (∆t−∆w,B). The latter becomes short and tends
to vanish at short τsch. Note that the magnitude of the total net magnetizationM⊥(∆t, B)
alters by more than two orders upon increasing τsch from 0.5 ns to 100 ns. Thus, the injected
spins tend to average each other out and the phase spreading ∆φ within the injected spin
ensemble becomes large, similar to the limiting case of Hanlé depolarization. This points
out the importance of the characteristic time constant of the Schottky contact τsch.
Fig. 5.23 (d)-(f) demonstrates the variation of the parameters B and ∆w, while τsch is
fixed at a medium value of 8 ns. Rising the bias-pulse width to 10 ns yields a dominant
non-oscillatory background at B = 30mT (Fig. 5.23 (d)), while the resultant oscillation
amplitude decreases compared to Fig. 5.23 (b). Decreasing ∆w from 2 ns to 0.5 ns does
not strongly affect the total amplitude. Note the normalization of the y-scale to ∆w. For
∆w = 0.5 ns the main contribution to the total net magnetization stems from the spins
injected during discharge of the capacitor. Thus, to achieve a better phase control τsch also
has to be reduced. Varying the external magnetic field (Fig. 5.23 (f)), changes the relative
weight of the amplitudesM⊥(1)dis (∆t, B) andM
⊥(2)
dis (∆t−∆w,B) compared to Fig. 5.23 (b).
In order to transform Eq. 5.24 according to Eq. 5.25 into Eq. 5.9 for all ∆t > ∆w, we
finally have to superimpose the two oscillatory contributionsM⊥(1)dis (∆t, B) andM
⊥(2)
osc (∆t−
∆w,B) with their phases δ1 and δ2. As shown in Fig. 5.23, none of the contributions is
negligible and their relative phase differs as a function of the parameter set. To calculate
the resulting amplitude Aosc of the net magnetization (Eq. 5.9) from the sum ofM
⊥(1)
dis (∆t+
∆w,B) and M⊥(2)osc (∆t, B), the following identity is used [130]:
Aosc sin(ωLt+ γ) = A(1) sin(ωLt+ δ1) +A(2) sin(ωLt+ δ2) (5.42)
Aosc =
√
(A(1))2 + (A(2))2 + 2A(1)A(2) cos(δ2 − δ1) (5.43)
tan γ =
A(1) sin δ1 +A(2) sin δ2
A(1) cos δ1 +A(2) cos δ2
(5.44)
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where A(2) and δ2 are already known from Eq. 5.37 and Eq. 5.38, respectively. A(1) and
δ1 can be deduced from Eq. 5.28:
A(1) = |M (1)dis | (5.45)
tan δ1 =
Im(M (1)dis )
Re(M (1)dis )
(5.46)
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Figure 5.24: Simulations of the amplitude of the observable oscillations of the spin packet
as a function of the transverse magnetic field B: In addition to the normalized total
oscillation amplitude Aosc(B), its accordingly scaled components A(1)(B) and A(2)(B) of
spins injected during the charging and discharging process of the capacitor, respectively,
are plotted. The time constant τsch strongly affects the relative magnitudes of A(1) and
A(2) and thus the form of Aosc(B). The pulse width ∆w = 2 ns, the dephasing time
T ?2 = 20 ns and the g-factor g = −0.41 are held fixed.
In Fig. 5.24, the total amplitude Aosc(B) of the oscillating net magnetization and the
amplitude of both oscillating contributions A(1) and A(2) are compared for two τsch. The
spin dephasing time T ?2 = 20 ns, the g-factor g = −0.41 and the width of the applied
bias-pulse ∆w = 2 ns are kept constant. Conspicuously, Aosc(B) strongly decreases as
function of B as quantitatively observed in the experiment (cp. section 5.3.1 (p. 103)).
Furthermore, the effect is enhanced with the increase of τsch, which also influences the shape
of Aosc(B). Focusing to small B, the amplitude A(2) dominates over A(1) for τsch = 0.5 ns,
whereas it is vice versa for τsch = 8 ns. Recalling that the origin of the net magnetizations
are connected to A(1) and A(2), this observation is intelligible: For τsch = 0.5 ns < ∆w, spin
injection mainly takes place during the application of the bias pulse. For τsch = 8 ns > ∆w,
however, the spin injection due to the exponentially declining tail of Ip(t) becomes more
relevant after switching off the external bias becomes more relevant (cp. Fig. 5.21).
The phase γ is another parameter fitted by Eq. 5.9. According to our model, γ does
not vanish and exhibits a complicated dependence on B, ∆w and τsch, as can be deduced
by comparing Eq. 5.38, Eq. 5.44 and Eq. 5.46. The phase γ is directly connected to
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Figure 5.25: Sketched phase shift
of the net magnetization of a spin
ensemble relative to the beginning
of the injection process: If the po-
larized current pulse Ip(∆t) was δ-
peaked (a), the beginning of the
injection process (∆t = 0) would
match the effective ∆t′ = 0 of the
precessing net magnetization M⊥
induced by the spin ensemble. If
Ip(∆t) was square-like with width
∆w, the effective ∆t′ would be
∆w/2 (b), assuming ∆w  T ?2 and
∆w < 2pi/ωL. For the Ip(∆t) of
our model (c), ∆t′ can be larger
than ∆w and depends on τsch, B,
T ?2 and ∆w. Thus, the expression of
the time interval (∆t′−∆t) and the
related phase γ becomes very com-
plex.
the problem of defining a ∆t = 0 for the observed oscillating net magnetization of a spin
ensemble. As mentioned in section 5.3.1, ∆t = 0 is defined by the onset of the bias-induced
change of the sample’s optical transmission ∆Tr. We now define a time scale ∆t′, which
is zero, when the net magnetization of the injected spin packet starts to precess. If the
spin-injection was abrupt as defined in subsection 2.1.2, the total net magnetization would
immediately precess after the injection at ∆t = 0. Hence, it is ∆t = ∆t′ as illustrated
in Fig. 5.25 (a). If the injection rate rs(∆t) would be square-like with width ∆w, the
spin packet first has to be build up during the time ∆w. Neglecting T ?2 and completing
Larmor precessions of single injected spins during ∆w (∆w < 2pi/ωL), the spin-induced
net magnetization, which is the sum of all magnetic moments, would exhibit a phase
ωL∆w/2 and thus ∆t′ = 0 at ∆t = ∆w/2 or ∆t′ = ∆t −∆w/2 as sketched in Fig. 5.25
(b). Considering a time-dependent rs(t) according to Eq. 5.21, the problem becomes very
complex, since the number of spins injected as a function of time varies and the injection
process is not limited to a fixed time interval ∆w. Due to the latter, the first injected
spins might precess several turns until the injection of the last yielding interference. Thus,
the phase γ of the net magnetization is an interplay of the precessing frequency ωL of the
individual spins and the time-dependence of the spin injection rate rs(t), which depends on
both ∆w and τsch. Hence, ∆t′ = 0 could even be at ∆t > ∆w as illustrated in Fig. 5.25 (c).
Surprisingly, the spin injection according to rs(t) of Eq. 5.21 mathematically yields a well-
defined exponentially damped Larmor precession of the net magnetization defined for
∆t > ∆w (during the capacitance discharging) with decay T ?2 , although the spin injection
process is not finished at ∆t = ∆w due to the exponentially decreasing tail of rs(t) with
time constant τsch. In fact, the incompleteness of the injection process is reflected by
the exponentially damped non-oscillatory background with decay τsch. At this point, the
problem of γ will not be investigated further. For the simulations of electrical injection
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including resonant spin amplification (section 5.4), the phase γ is crucial for the shape of
the resonance peaks as a function of ∆w, τsch and B and will play an important role for
the simulations of the measurements.
Summary of the model for spin injection
Before applying our model to the fitted data, the main assumptions and results are reca-
pitulated as follows:
• The finite width of the bias-pulse ∆w yields a phase-spreading of the spin within the
injected spin packet. The effect is increased by the external magnetic field.
• Regarding a capacitance at the Schottky junction, the polarized current injected
into the GaAs exhibits an exponentially decreasing tail with decay τsch, the charac-
teristic time constant of the junction. The model is based on the assumption that a
fraction of the tunnel current through the Schottky barrier is polarized, while the
displacement current is unpolarized.
• As a result, the measured spin ensemble is not abruptly injected by the bias-pulse.
To calculate the observable spin-induced net magnetization, the time-dependent spin
injection rate has to be integrated introducing a retardation for taking into account
the injection delay for single spins.
• Despite this complex injection process, the injected net magnetization, observed per-
pendicular to the initial spin direction, has the form
M⊥(∆t, B) = Abg(B) exp
(
− ∆t
τsch
)
+Aosc(B) exp
(
−∆t
T ?2
)
sin (ωL∆t+ γ(B))
(5.47)
in the capacitance discharging regime ∆t > ∆w and is proportional to the ob-
served Faraday rotation θF (∆t, B) of the probe laser beam. To put it more clearly,
M⊥(∆t, B) is an exponentially damped oscillation with frequency ωL and decay T ?2
superposed by an exponential background with decay τsch.
• The amplitudes Abg(B) and Aosc(B) approach zero with increasing |B| and exhibit
like γ(B) a complex dependence on τsch, T ?2 and ωL.
5.3.3 Data analysis
In the following, we apply the model introduced in the last subsection to the time-domain
measurements of θF (∆t) for various transverse magnetic fields B discussed in subsection
5.3.1. Two main observations of the experiment, namely the exponential non-oscillating
background and the decline of the oscillation amplitude as a function of the external
magnetic field (section 5.3.1 (p. 103)), are qualitatively reflected in our model. Now, we
check whether this holds true quantitatively using the following approach:
1. θF (∆t) is least-squares fitted according to Eq. 5.47 (or Eq. 5.9 with τbk = τsch) for
all ∆t > ∆w and the various magnetic fields.
2. The spin dephasing time T ?2 , the time constant of the Schottky junction τsch and
the effective g-factor g (Eq. 2.8) are determined from the fit and compared to values
measured by additional methods.
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3. The fitted parameters are used to simulate Aosc(B) and Abk(B) according to the
model and compared to the fitted amplitudes in order to check for consistency.
The first step has already been performed at the end of subsection 5.3.1. The determined
average g-factor of the precession shown in Fig. 5.18 is in good agreement with the value
obtained by on all-optical experiment. In Fig. 5.26 (a) and (b), the fitted spin dephasing
rate 1/T ?2 and the time constant of the Schottky junction τsch are plotted, respectively.
The error bars denote the errors of the least-squares fit only. The deduced spin dephasing
rate 1/T ?2 (B) increases approximately linearly with the increase of |B|. The decline of
T ?2 (B) offers a simple solution as to why θF vanished at smaller ∆t for higher B (cp.
Fig. 5.16). Due to the occupation of a distribution of effective g-factors ∆g by the injected
spin ensemble, the B-dependence is likely caused by an inhomogeneous dephasing rate
γinh. A Gaussian distribution yields γinh ∝ |B| [92, 2]. The observed dephasing rate is the
sum of the inhomogeneous dephasing rate γinh(|B|) and a dephasing rate at B = 0mT:
1
T ?2
=
1
T ?2 (B = 0mT)
+ γinh(|B|). (5.48)
Both contributions to T ?2 can be fitted (red line in Fig. 5.26 (a)) yielding T ?2 (B = 0mT) =
(77± 6) ns and γinh = (1.3± 0.1) (Tns)−1 × |B|. A B-dependent T ?2 (B) has not been
explicitly mentioned in section 5.3.2 (p. 110) but can be implemented in our model without
much consequence in Eq. 5.47. Precisely, however, in the presence of inhomogeneous
dephasing due to ∆g, even the oscillations of an abruptly injected spin packet exhibit
an additional decay, which is quadratic in time and linked to ∆g [29]. Nevertheless, a
simple exponential decay is a sufficient approach in most cases and, especially here, an
additional quadratic decay of the oscillations cannot be extracted from the measurements,
since free parameters would become highly correlated. Still, by using the T ?2 (B) fitted in
Fig. 5.26 (a), the inhomogeneous dephasing is taken into account for the simulation of the
amplitudes Aosc(B) and Abk(B). For continuous electrical injection (section 5.2.3 (p. 97)),
T ?2 = 77 ns was determined using a continuous bias of Uamp = −0.25V corresponding to
jinj = −0.55A/cm2 (cp. Fig. 5.12). In the time-resolved electrical experiment, bias-pulses
with amplitude Uamp = −1.8V, width ∆w = 2 ns and repetition interval Trep = 125 ns
are used. Thus, the time-average bias 〈Uamp〉 = −0.03V is one order of magnitude lower
than in the continuous experiment. Obviously, T ?2 depends on the temporal distribution
of precessing spins.
Proceeding to the time constant of the Schottky junction τsch, the τsch(B) values are
widely distributed without any visible trend and the fits yield large 1σ errors (Fig. 5.26
(b)). Especially, small B are problematic, since the parameters of the background Abk
and τsch become correlated with the parameters of the oscillation Aosc, T ?2 and ωL. The
error weighted average of all τsch(B) yields (8± 1) ns, which is close to the value of 6 ns
determined utilizing time-domain reflectometry (cp. Fig. 4.23). This match is an important
confirmation for our model.
For the consistency check, simulations of Aosc(B) and Abk(B) according to our model are
plotted as red lines in Fig. 5.26 (c) and (d), respectively. ∆w = 2 ns, g = −0.41 and T ?2 (B)
as well as τsch as determined above are used for the simulations. The fitted values can be
compared to the simulation except for an unknown proportionality constant, which finally
stems from the relation of the Faraday rotation to the magnetization. Therefore, Aosc(B)
is normalized and the fitted values are scaled by one B-independent factor, which was also
applied to compare Abk(B) and the fit result. Additional simulations using T ?2 = 6 ns
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Figure 5.26: Fit result of the ∆t evolution of an electrically injected spin packet as a
function of the external magnetic field B determined from fits of a measurement series in
Fig. 5.16 employing the parameters listed in the caption of Fig. 5.14. Errors bars include
the error of the least-squares fit only. (a) The spin dephasing rate 1/T ?2 (B) is determined
from the exponential decay of the oscillations of θF (∆t). By a linear fit (red line), the
inhomogeneous dephasing contribution to T ?2 can be identified. (b) The fitted decay
of the exponential non-oscillating background of θF (∆t) exhibits large errors. In order
to determine the time constant of the Schottky contact τsch, we calculated the error-
weighted average for all B (horizontal line). The fits of the amplitudes of the oscillations
Aosc(B) (c) and the background Abg(B) (d) are compared to the simulations based on our
model using the results from (a) and (b) (red lines). For Aosc(B), additional simulations
with τsch = 6 ns (blue) and τsch = 10 ns (green) are plotted. In contrast, the expected
decrease of Aosc(B) (purple from Fig. 4.6), if only the magnetic anisotropy of the injector
is taken into account, is a minor effect.
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and T ?2 = 10 ns are displayed in Fig. 5.26 (c). The fitted amplitudes Abk(B) match the
simulation surprisingly well, minding the distribution of the fitted τsch(B) (Fig. 5.26 (d)).
Since the background is an effect of the exponentially damped tail of the polarized current,
our model is strongly supported. The fitted oscillation amplitudes Aosc(B) match the
simulations for 6 ns < τsch < 10 ns well, but they exhibit a conspicuous asymmetry with
regard to B, which is not covered by the model. The asymmetry is hardly visible in the
raw data and might be partially a fit artefact. Nevertheless, physical reasons should be
discussed as well: As in all-optical experiments with excellent signal-to-noise ratio, the
direction of the injector magnetization plays a minor role (cp. Fig. 5.7), the stray field of
the injector is ruled out as a source for the asymmetry. Probably, the asymmetry is merely
an effect of an inhomogeneous lateral doping profile at the Schottky junctions yielding
a lateral variation of τsch along the sample’s mesa. Mapping of the photocurrent already
unfolds lateral inhomogeneities in Fig. 4.16 (a). The θF (∆t) measurements are averaged
and a complete B-dependent measure series takes several hours. Thus, due to tiny lateral
drifts of the probe laser, different sample areas are scanned, which are likely to cause the
observed variations in Aosc.
Moreover, Aosc(B) allows to point out an eminent result regarding the magnetic
anisotropy of the Fe injector: The magnetization of the injector MFe projected onto the
magnetic easy-axis direction is additionally plotted in Fig. 5.26 (c) as shown in Fig. 4.6.
According to the geometrical considerations of electrical injection (Fig. 5.3), the increase
of B applied along the in-plane magnetic hard-axis yields a rotation of MFe out of the
easy-axis towards B. This rotation results in a decrease of the coordinate θ of electrically
injected spins defined by the Bloch sphere as displayed in Fig. 2.1, since spins are injected
collinearly toMFe . Thus, the expectation value of the spins to be observed in the xy-plane
is reduced by the factor sin(θ) (Eq. 2.10). Accordingly, the net magnetization measured
by the Faraday rotation of the probe laser beam is reduced. In Fig. 5.26 (c), the violet
line indicates the expected Aosc(B) decrease regarding only the in-plane anisotropy of the
injector. Compared to the simulated Aosc(B) according to our model, the effect of tilting
MFe due to the limited in-plane anisotropy is negligible compared to the expanded elec-
trical injection process. In this context, it becomes clear, why increasing the anisotropy
of the injector alone has no effect on the θF (B) amplitude. In fact, as shown in Fig. 5.8,
rotating the sample to make use of the larger out-of-plane anisotropy has no effect on the
amplitude of the resonance peaks. Therefore, the magnetic anisotropy of the Fe injector
has not been included in the model.
5.3.4 Summary of spin injection and precession in the time-domain
In this section, the precessions of an electrically injected spin packet are directly observed,
which is evidence for the bias-pulse triggered phase control of the injected spin packet.
Introducing a model for the injection process, the phase control within the spin packet is
further examined in order to point out its bottleneck. The model takes
• the width of the bias pulse and
• the capacitance of the Schottky junction
into account. Assuming that
• the tunnel current through the Schottky barrier is partially polarized and
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• the displacement current is unpolarized
the electrical spin injection rate becomes expanded in time and especially the Schot-
tky capacitance yields an approximately exponential tail with decay time τsch after switch-
ing off the external bias. This model is in quantitative agreement with the measurement
and explains two observed peculiarities of time-resolved electrical spin injection compared
to optical spin generation:
1. an exponentially damped non-oscillating background with decay τsch
2. a strong decrease of the oscillation amplitude as a function of magnetic field
The simulation reveals that one bottleneck is the pulse width ∆w and τsch. Reducing
∆w well-below τsch has hardly an effect. Additionally, the limited in-plane anisotropy of
the injector turns out to be a minor problem in our experiment.
5.4 Time-resolved spin injection and resonant spin
amplification
In the previous section, the temporal evolution of an electrically injected spin packet in a
transverse magnetic field was investigated as well as modeled. The model was based on
one bias pump pulse yielding a spin injection rate, which was expanded in time due to
the pulse width ∆w and capacitance effects at the Schottky contact. It was assumed
that the capacitance was completely discharged, when the bias pump pulse was applied.
This condition was fulfilled, since the pulse repetition time was Trep = 125 ns and the time
constant of the Schottky contact τsch < 10 ns.
Below, the repetition time is ten times reduced to Trep = 12.5 ns, which is shorter than
the spin dephasing time T ?2 in the GaAs doped close to the MIT. According to section 2.1.2
(p. 11), we expect resonant spin amplification under repetitive pumping condition, when
the pump repetition frequency is in resonance with the Larmor frequency (Eq. 2.24).
Besides the fundamental interest in accumulating spins at the resonance magnetic fields,
this method is advantageous in practice due to the enhancement of the signal-to-noise ratio
at the resonance. The better Faraday rotation signal θF allows to study the influence of
∆w. As discussed in the last section, the magnetic field B and ∆w have an effect on the
phase γ of the total net magnetization of the spin packet with respect to ∆t = 0, when the
bias pulse is switched on at the position of the sample. As demonstrated in section 2.1.2,
the observation time t has a large effect on the shape of a resonance peak, when θF (B) is
measured during a field sweep. The shape is thus influenced by both the pump probe delay
but also by the phase γ of the total net magnetization of the sample. Due to the complex
dependence of γ upon B, ∆w and τ , the simulation of the shape of resonance peaks will
be an acid test for the model. The goal of this section is
• to measure and simulate resonance spin amplification pumped by electrical spin in-
jection in order to confirm the model.
• to investigate the role of ∆w and to determine how much it can be reduced.
• to modify the total injected spin ensemble by applying sophisticated patterns of
bias-pulses.
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5.4.1 The extended model for resonant spin amplification
For the simulation of θF (∆t, B) under repetitive pump-pulsing condition, the sum over all
injected spin packets has to be taken into account as seen in Eq. 2.21. Thus, we have to
include in the sum over the last injection processes the term displayed in Eq. 5.24 regarding
the time-dependence of the spin injection rate rRSA(t), which depends upon the width of
the bias pulses ∆w and the time constant of the Schottky barrier τsch:
M?RSA(∆t, B) = A
∆t∫
0
rRSA(t) exp
(
−∆t− t
T ?2
)
exp (iωL(∆t− t)) dt+
+A
∞∑
n=1
Trep∫
0
rRSA(t) exp
(
−∆t− t+ nTrep
T ?2
)
exp (iωL(∆t− t+ nTrep)) dt
(5.49)
The "star" distinguishes this net magnetization from the simpler RSA Eq. 2.21. For
computing rRSA(t), we use the ansatz (similar to Eq. 5.21) with regard to a partially
charged capacitance Cs at time t = 0 s:
rRSA(t) = rRSA,DC ×
 1− a exp
(
− tτsch
)
0 ≤ t < ∆w
b exp
(
− t−∆wτsch
)
∆w ≤ t < Trep
, (5.50)
Demanding continuity for rRSA(∆w) and the boundary condition rRSA(0 ns) = rRSA(Trep),
yields
rRSA(t) = rRSA,DC ×
 1− a exp
(
− tτsch
)
0 ≤ t < ∆w[
exp
(
∆w
τsch
)
− a
]
exp
(
− tτsch
)
∆w ≤ t < Trep
(5.51)
with the constant
a =
exp
(
∆w−Trep
τsch
)
− 1
exp
(
−Trepτsch
)
− 1
. (5.52)
Due to the higher complexity, we abstain from the interpretation of Eq. 5.49 in the sense
of a precessing net magnetization (cp. section 5.3.2). Instead, we use Eq. 5.49 to simulate
θF (∆t, B) for comparison with the outcome of the measurements.
5.4.2 Experiment vs. simulation
Fig. 5.27 (a) displays the measured Faraday rotation dependence θF (∆t, B) as a false-
color plot. Note the enhanced contrast around θF = 0. Using sample R650, the spin
ensemble was electrically injected using bias pump pulses with amplitude Uamp = −1.8V,
width ∆w = 2 ns and repetition time Trep = 12.5 ns, which are phase-locked to ps-laser
probe pulses of energy Eprobe = 1.508 eV with the same Trep. For comparison with the all-
optical experiment, the ∆t scale is adjusted by a constant offset (∆t′-scale in Fig. 5.25) in
order to compensate for the delayed precession of the net magnetization due to the arrival
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Figure 5.27: Faraday rotation of repetitively injected spin packets as a function of the
magnetic field and the pump-probe delay ∆t′: (a) color-coded θF (B,∆t′) measured at
sample R650 as a function of the external magnetic field B and the pump-probe delay
∆t′. Bias pulses with amplitude Uamp = −1.8V, pulse width ∆w = 2 ns, repetition in-
terval Trep = 12.5 ns and 50 kHz modulation are used, which are phase-locked to ps-laser
probe pulses with energy Eprobe = 1.508 eV and νrep = 80MHz. (b) θF (∆t′) extracted
at multiples of the resonance field Bres display the oscillations with the expected sym-
metry θF (B) = −θF (−B). (c) simulation of the measured data using the presented
model with parameters T ?2 = 20 ns and τsch = 10 ns. (d) θF (∆t′) of optically injected
spins at multiples of Bres using circularly polarized, fs-laser pulses with Trep = 80MHz
and Epump = Eprobe. The oscillation amplitude is B-independent and the symmetry is
θF (B) = θF (−B), as expected for the optical injection geometry. The dashed black line
in (a) indicates the position of the pump-probe delay frequently used for measurements
shown in section 5.1 in order to observe the first three RSA resonances in the shape of a
peak, which is easier to identify.
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of the bias pulse. The resonance field Bres corresponds to an effective g-factor g = −0.43.
Obviously, the θF is enhanced at the position of the resonances but, generally, the signal
decreases as a function of B. This observation corroborates our model, since we found
depolarization within the spin ensemble due to the expanded injection process yielding a
decrease of the oscillation amplitude of θF (∆t, B) with the increase of |B|. The temporal
evolution θF (∆t) for the resonance zBres, z ∈ Z fields is extracted and plotted in Fig. 5.27
(b). Consistent with the discussion in section 2.1.2 (p. 11), z precessions are observed
at the zth resonance. Again, the decline of the amplitude as a function of the magnetic
field |B| is obvious. Another important consistency check of our geometrical considerations
concerning electrical spin injection, is the symmetry of θF with respect to the magnetic
field as was pointed out throughout this chapter (e.g. subsection 5.3.1). Since electrical
spins are injected perpendicular to the observation direction (cp. Fig. 5.3), the symmetry
has to be θF (∆t, B) = −θF (∆t,−B). This symmetry is found in good approximation
for the Faraday rotation in Fig. 5.27 (a) and (b). Keeping in mind the period of time
of 60 hours needed to measure the whole θF (∆t, B) map (Fig. 5.27 (a)), discrepancies
are probably due to drifts of the probe spot position on the sample in combination with
lateral inhomogeneities of the samples, which were already observed by mapping of the
photocurrent.
Nevertheless, the change of the θF symmetry is conspicuous, when the bias pump pulses
are replaced by circularly polarized ps-laser pulses as displayed in Fig. 5.27 (d). The
pump laser beam is normal to the sample surface and nearly parallel to the probe beam.
Thus, the initial spin direction of the optically generated spins is collinear with regard to
the observation direction. Consequently, the temporal evolutions of the Faraday rotation
exhibit the symmetry θF (∆t, B) = θF (∆t,−B) as plotted in Fig. 5.27 (d) for the resonance
fields zBres (cp. section 2.1.2 (p. 11)). Strikingly, the amplitude of the precession of the
optically generated spins depends negligibly on the magnetic field. This distinction from
electrical spin injection was already pointed out in the context of the resonance peak’s
amplitudes in Fig. 5.5. This feature confirms our model, since obviously the decline of
the amplitude is not a property of the GaAs layer, but is connected to the spin injection
process itself and, according to the model, the temporally expanded electrical injection
rate is responsible for this effect. In contrast, the optical spin generation is by orders of
magnitude faster using a ps-pulse. Furthermore, the resonance fields observed by electrical
injection match the ones of the all-optical experiment pointing to an equal effective g-factor
of the corresponding spin ensembles. The identical effective g-factor once again confirms
that the precession is detected in the GaAs layer in both experiments.
For direct comparison to the model, the simulation of electrical spin injection using a
bias pulse width ∆w = 2 ns and repetition interval Trep = 12.5 ns is computed according
to θF (∆t, B) and plotted as a false-color plot in Fig. 5.27 (c) with the same contrast as in
Fig. 5.27 (a). In order to achieve the best match, the spin dephasing time T ?2 = 20 ns and
the time constant τsch = 10 ns for the Schottky junction are used. The latter lies within
the 3σ-error range of the τsch deduced from the time-domain measurements in Fig. 5.26
(b). The trend to a higher value might be a result of the higher pump repetition interval
yielding on the average a higher charge on the Schottky capacitance. For the same
reason, it is not astonishing that a differing T ?2 compared to the time-domain experiment
with Trep = 125 ns has to be used: Since approximately ten times more spins are electrically
injected due to Trep = 12.5 ns used here, inhomogeneous dephasing is enhanced. However,
a B-dependent T ?2 yields too many free parameters, thus an average T ?2 is used for the
simulation here. The simulation agrees well with the experiment and reflects all important
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features, e.g., the fading out of the θF signal with the increase of B and an enhanced signal
at the resonances. The streaky patterns are a result of a phase γRSA dependence upon
B in the vicinity of a resonance, where γRSA denotes the phase of the spin-induced net
magnetization with regard to the Larmor precession. This effect is also observed in all-
optical experiments (cp. Fig. 6.14). In summary, our model is also capable of reproducing
the main peculiarities of the repetitive electrically injected spin ensemble as a function of
pump probe delay ∆t and the transverse magnetic field B.
In the following, we test our model more rigorously by varying the bias pulse width
∆w. Simultaneously, we investigate, at which minimum pulse width a θF signal is not
observable any more. In Fig. 5.28 (a), θF (B) sweeps performed on sample R650 are plotted
for various electrical pulse widths ∆w. Note that θF (B) is normalized to the pulse width
∆w and therefore to the impact of the bias pulse. Since the pulse repetition interval is
Trep = 12.5 ns, the highest pulse width ∆w = 10 ns is closest to continuous electrical
injection, the ideal outcome of which is shown in Fig. 2.3. Accordingly, the resonances
start to vanish by increasing ∆w, despite the better signal-to-noise ratio. At the shortest
sub-nanosecond ∆w = 500 ps resonances are still observable but the signal-to-noise ratio
becomes low. At ∆w = 800 ps, however, resonances up to the order z = B/Bres = 5 are
clearly visible in contrast to ∆w = 2 ns, which was used for the time-domain measurements
in section 5.3. Thus, reducing ∆w, the phase-control of the precessing spins within the
injected spin ensemble is slightly improved, but still the amplitude of the resonance peaks
decreases as a function of the magnetic field |B|. Related to the simulations shown in
Fig. 5.23, it was notable that a decrease of ∆w would only´have a blatant effect on the
oscillation amplitudes and thus on the phase control of the spin ensemble, if the time
constant of the Schottky junction τsch was decreased simultaneously.
The same conclusion can be drawn from the simulations of the measurements using
Eq. 5.49 and using τsch = 0 ns and τsch = 6 ns as displayed in Fig. 5.28 (b) and (c),
respectively. A vanishing τsch is equivalent to a negligible Schottky capacitance Cs
(Fig. 5.28) and thus the phase-control of the spin ensemble is dominated by the finite width
of the bias-pulse as discussed in section 5.3.2 (p. 105). Hence, a short pulse ∆w = 500 ps
yields a θF (B) sweep with a negligible decrease of the resonance’s amplitude similar to the
ideal RSA sweeps plotted in Fig. 2.4. Increasing ∆w, resonance peaks are suppressed (red
circles in Fig. 5.28 (b)), if the pump repetition time Trep is in resonance with the applied
bias pulse width ∆w
n∆w = Trep, n ∈ N, (5.53)
since the first injected spins precess n full cycles, when the last spins arrive in the GaAs
layer. Thus, the spins of the ensemble occupy all transverse directions and therefore the
net magnetization of the ensemble averages out, if ∆w  T ?2 . At fixed ∆w, the resonance
peaks recover while further increasing |B|. This path of θF (B) as well as the constant
peak amplitudes for ∆w = 500 ps are not observed in the experiment, which confirms that
including only the bias-pulse width without considering τsch is insufficient. The simula-
tions are considerably improved (Fig. 5.28 (c)) with regard to the time constant of the
Schottky junction as measured by time-domain reflectometry (cp. 4.3.5). With this
parameter, the amplitude and the shape of the resonance peaks is excellently reproduced
for all ∆w and B. Note the match of tiny features, e.g., the third and fifth resonances at
∆w = 6 ns, which are barely visible. Observe also the rotation of resonance peak shapes
with increasing B at ∆w = 800 ps in the simulation and the experiment, which is an effect
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of the complex dependence of the total phase of the spin ensemble γ on B. For abrupt
repetitive injection (with ∆w → 0 ns and τsch = 0 ns) this phase and consequently the
shape of the resonance can only be influenced by changing the observation time ∆t as
shown in Fig. 2.4. In section 5.3.2 (p. 118), we pointed out that γ depends on |B| as well
as ∆w and τsch according to our model including a time-dependent injection rate Eq. 5.21.
This holds true for resonant spin amplification (Eq. 5.49), but the dependence on B in
conjunction with Trep becomes even more complex due to the resonance.
For the simulation in Fig. 5.28 (c), the amplitude of the zero-peak (B = 0mT) is slightly
overestimated for all ∆w. This minor shortcoming has a technical origin: As discussed
in subsection 3.1.2, there is a positive time-dependent base adding to the bias pulses as a
result of the lower bound of the bias tee bandwidth. Since the offset decreases when the
bias pulses are switched off for 10 µs, it exhibits the same 50 kHz modulation as the pump
pulses and passes the lock-in filters. This offset can be approximated by a square waveform
with 50 kHz frequency, 50% duty cycle and opposite amplitude Uoff (∆w) with regard to
the bias pulses Uamp = −1.8V. Investigating the bias evolution with the high frequency
scope,
Uoff (∆w) = −5/16∆w
Trep
Uamp (5.54)
turned out to be a good approximation [131]. Regarding this offset, basically a Hanlé de-
polarization curve is subtracted from the simulations in Fig. 5.28 (c). The result is plotted
in Fig. 5.28 (d) and mainly exhibits a correction of the amplitude of the zero-peak without
having much effect on the ratio and shape of the higher resonances. These simulations
match the experimental data (Fig. 5.28 (a)) even better.
In this section, we discussed measurements performed on sample R650, which excels the
other samples in the impedance matching and the linearity of the UI characteristic. Next,
we compare the simulations (Fig. 5.29 (b)) to the experimental outcome (Fig. 5.29 (a))
of another sample, namely R350. Note again the normalization to ∆w. Strikingly, the
bias-pulse width can be reduced down to ∆w = 200 ps, while still observing resonances,
which become narrower indicating an increase of T ?2 . This increase is likely a result of
the decreasing number of injected spins and thus of inhomogeneous dephasing. On the
whole, the result is similar to the one obtained for sample R650. Especially, the decline
of resonance amplitudes as a function of the external magnetic field is dominating for all
∆w. For the simulations, for which an offset is taken into account as explained above, a
higher time constant of the Schottky junction τsch = 9 ns and a constant T ?2 = 25 ns
are assumed. The former is reasonable, since the resistance of the sample is higher in
general. The matching with the experiment is eligible, but not as good as for sample R650.
Firstly, the constant T ?2 in the simulation cannot account for the narrowing of the resonance
peak widths for short ∆w. Secondly, the shape of the resonance peaks is incorrectly
simulated, e.g., for the third and fourth resonance at∆w = 400 ps and the first resonance at
∆w = 10 ns. Probably, the exponential approximation of the spin injection rate (Eq. 5.51)
is less valid for sample R350 due to its pronounced non-linearity of the I-V characteristics at
low bias operating point. We pointed out that the exponential approximation presumes a
bias-independent capacitance Cs and resistance Rs in the equivalent network (section 5.3.2
(p. 108)).
It is now interesting to qualitatively compare the amplitudes of the resonances as a func-
tion of ∆w on an absolute scale. We choose the first resonance peak z = B/Bres = 1,
since it contains the information of the phase-control within the injected spin ensemble in
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Figure 5.29: Faraday rotation of repetitively injected spin packets as a function of the
pulse width ∆w measured at sample R350: the measured θF (B) (a) and the simulation
(b) according to Eq. 5.49 are normalized to ∆w. For the simulation the parameters
τsch = 9 ns, T ?2 = 25 ns are used and additionally a 50 kHz modulated offset is taken into
account similarly to the simulation in Fig. 5.28 (d).
contrast to the zero-peak. The peak height is directly read from the measurement shown
in Fig. 5.28 (a) and Fig. 5.29 (a), and the error bars include the read-off error only. The
amplitude is in general higher for sample R650 and the peak heights of both samples nor-
malized to ∆w, decrease with the increase of ∆w. The former is likely due to the better
impedance matching of R650 and the latter to enhanced depolarization within the spin
packet approaching continuous electrical injection. The peak heights of both samples tend
to saturate at low ∆w, since the time constant of the Schottky junction prevents further
improvement of the ensemble’s phase control. This effect is qualitatively less pronounced
for sample R650, since τsch is shorter due to the lower resistance. Interestingly, the res-
onance amplitude obtained from sample R650 drops dramatically at ∆w = 500 ps and is
not observable for ∆w = 200 ps any more. The slight increase obtained for sample R350
at the shortest ∆w might be a side-effect of the rising T ?2 as discussed above. Now the
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Figure 5.30: Comparison of RSA
peak height as a function of pulse
width for sample R650 (open cir-
cles) and R350 (full circles). The
peak height is directly read from the
measurements shown in Fig. 5.28
(a) and Fig. 5.29 (a), respectively,
and the error bars include the read-
off error only. The height of the first
peaks normalized to the pulse width
∆w is a measure of the phase con-
trol within an injected spin ensem-
ble. The decrease at high ∆w is the
effect of spin depolarization with the
ensemble approaching the continu-
ous injection.
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problem remains as to why the peak amplitude of R650 breaks down at short ∆w, whereas
the one of R350 stays roughly constant. A reasonable explanation offers the bandwidth of
the samples as determined from the reflected power by vector network analysis: The band-
width of sample R350 and R650 is ≈ 4GHz and ≈ 1.5GHz, respectively. Consequently,
high frequencies are reflected at sample R650, which reduces the effective pump power
normalized to ∆w , when ∆w is shortened. Indeed, a bandwidth of ≈ 1.5GHz becomes
critical at ∆w = 500 ps, whereas ≈ 4GHz is just sufficient for ∆w = 200 ps.
5.4.3 Sophisticated pulse patterns and outlook
Since the injection process and the evolution of a spin ensemble even for repetitive pumping
is well-understood, we now lift the experiment to a new level: We measure θF (∆t, B) in
the time-domain and use probe pulses with energy Eprobe = 1.508 eV and a long repetition
interval Trep = 125 ns. In contrast to the experiments presented in section 5.3, the bias-
pump repetition interval is Trep = 12.5 ns. However, within a pulse pattern containing
10 bits, it is possible to switch a bias pulse on (bit=1) or off (bit=0). The repetition
interval of the pattern is thus 125 ns and phase-locked to the probe laser pulses with
variable pump-probe delay ∆t = 0...125 ns. As in section 5.3, the bias pulses’ amplitude is
Uamp = −1.8V and the width ∆w = 2 ns. The bias induced change of the sample’s optical
transmissivity ∆Tr(∆t) is used to confirm the series of pump pulses (cp. section 5.3.1
(p. 101)). This property of the sample is useful, since it does not depend on the net
magnetization of the spin-ensemble and thus does not suffer from the complex manipulation
by the pulse pattern. The measured θF (∆t) on sample R650 is plotted in Fig. 5.31 (a)-(d)
for different pulse patterns. The external transverse magnetic field is B ≈ 6.6mT, which
is the resonance field for a pump repetition frequency of νrep = 40MHz. In fact, the
measurements are repeated with B ≈ −6.6mT in order to identify and subtract the spin
independent background, which was already discussed in section 5.3.1 (p. 101).
First, we confirm the choice of the resonant magnetic field by applying bias pulses with
a repetition frequency 40MHz, which is equivalent to a pulse pattern 1010101010. In fact,
the net magnetization of the total injected spin ensemble is driven resonantly as displayed
132
5.4 Time-resolved spin injection and resonant spin amplification
-0.5
0.0
0.5
0 20 40 60 80 100 120 0 20 40 60 80 100 120
-0.5
0.0
0.5
0 20 40 60 80 100 120
-0.5
0.0
0.5
0 20 40 60 80 100 120
-0.5
0.0
0.5
with pulse pattern: 1111111111
 
∆t (ns)
θ F
 (a
rb
. u
ni
ts
)
(a)
with pulse pattern: 1010101010
∆T
r  
(a
.u
)
∆T
r  
(a
.u
)
∆T
r  
(a
.u
)
(b)
 
θ F
 (a
rb
. u
ni
ts
)
 
∆t (ns)
∆T
r  
(a
.u
)
with pulse pattern: 1010100000
(c)
∆t (ns)
 
 
θ F
 (a
rb
. u
ni
ts
)
with pulse pattern: 101011000
(d)
∆t (ns)
 
θ F
 (a
rb
. u
ni
ts
)
 
Figure 5.31: Time-evolution of the Faraday rotation for sophisticated electrical pulse
patterns measured at sample R650: Freely programmable 10 bit-patterns of bias pulses
of amplitude Uamp = −1.8V and width ∆w = 2 ns are used. The patterns are phase-
locked to the ps-probe pulses with energy Eprobe = 1.508 eV. The repetition frequency
of the patterns and of the probe pulses is νrep = 8MHz and a transverse magnetic field
B = 6.6mT is applied for all measurements. In addition to the Faraday rotation θF (∆t)
(circles), the pump-induced change of the transmitted intensity of the probe laser beam
∆Tr (red line) is plotted in order to observe the applied pulse pattern. From (a) to (d),
the patterns generate spin ensembles showing constructive interference of injected spin
packets (RSA) (a), destructive interference (b), constructive interference followed by free
Larmor precession (c), constructive interference followed by an annihilation pulse (d).
The scale of the θF axis is equivalent for all measurements.
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in Fig. 5.31 (a). A precession cycle is just finished, when the next bias pulse is applied
to the sample, as confirmed by ∆Tr(∆t). The constructive interference of successive
injected spin packets yields resonant spin amplification, which is observed in the time-
domain over several injection processes for the first time. If the number of injected spin
packets is doubled using a pulse pattern 1111111111, the total θF (∆t) signal is reduced due
to destructive interference of the injected spin packets at B ≈ 6.6mT (Fig. 5.31 (b)). The
θF (∆t) signal exhibits an offset, since an injected spin packet does not fully compensate the
net magnetization of its predecessor due to the spin dephasing time T ?2 . Using the pulse
pattern 1010100000 (Fig. 5.31 (c)), a large net magnetization is first generated with three
spin packets interfering constructively, then the injected net magnetization precesses freely
and decreases due to T ?2 in the second half of the pattern. Since the net magnetization
does not dephase completely, there is also constructive interference when the pulse pattern
is repeated. If a fourth bias pulse is applied immediately after the third (1010110000), the
resonantly amplified net magnetization is nearly annihilated by the additional destructively
interfering spin packet (Fig. 5.31 (d)).
Although the exact signal height of θF depends on how accurately the resonance field is
met, the principle of constructive and destructive interference of injected spin packets is
clearly demonstrated in this series. The interference obtained here is purely classical and
the spin packets are probably separated in the GaAs layer along the current flow direction,
which is equal to the laser beam direction. The Faraday rotation of the transmitted probe
pulse sums the magnetic moments of all injected spins, which is proportional to θF (∆t).
Individual spin packets cannot be addressed. In order to achieve the latter, a horizontal
device and Faraday rotation microscopy is necessary (cp. subsection 2.3.2). Nevertheless,
this experiment demonstrates to which extent the summation of expectation values of
the magnetic moment of individual precessing coherent spins within highly complex spin
ensembles holds true (cp. section 2.1.2).
5.4.4 Reverse bias pulse and outlook
In all previous experiments presented, the Schottky diode was reverse-biased (negative
bias pulse amplitude Uamp). In the following, we investigate whether a spin packet can
be injected by a positive bias pulse. For this study, we compare the Faraday rotation
θF (B) obtained by employing bias pulses with amplitude Uamp = −1.8V and Uamp =
+1.8V, respectively, but with equal pulse width ∆w = 2 ns and repetition frequency
νrep = 80MHz. The probe laser pulses are phase-locked to the pump pulses and exhibit
the same repetition frequency. The result of the measurement performed on sample R350
is displayed in Fig. 5.32 (a) and (b) for Uamp = −1.8V and Uamp = +1.8V, respectively.
There are three important points notable:
1. For both bias directions resonant spin amplification peaks are obtained at nearly
equal transverse magnetic fields.
2. The sign of θF (B) is reversed for the opposite bias polarity.
3. The amplitude of the zero-peak (B = 0mT) is much smaller for Uamp = +1.8V. The
amplitude of the resonance peaks is only slightly smaller and more symmetric than
for Uamp = −1.8V
The equal resonance fields indicate that in both measurements coherently precessing
electrons spins are prepared in the GaAs layer, which is doped close to the MIT. The
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Figure 5.32: Faraday rotation for reverse bias pulses measured at sample R350: The
spin ensembles are electrically injected using negative bias pulses (reverse biased Schot-
tky diode Uamp = −1.8V) (a) and positive bias pulses Uamp = 1.8V (b) both with
width ∆w = 2 ns and νrep = 80MHz. The Fe -layer acts as a spin filter for both current
directions. The similar positions of the RSA peaks for both current directions point to
a similar g-factor of injected spins. Thus, the Larmor precession of electron spins is
observed in both cases, but the sign of θF is reversed for the opposite bias pulse polarity.
effective g-factor of, e.g., holes is considered to be much larger. Anyway, contributions
of hole spins to the observed spin-induced net magnetization can be excluded, since their
short spin dephasing time ∼ 10 ps forbids resonant spin amplification for the used Trep.
Nevertheless, the precessing net magnetization exhibits an opposite sign due to the second
point. Assuming the injector is a spin filter for electron currents in both directions, the
reverse bias pulse would preferably redraw one spin direction out of the GaAs layer, leaving
a spin accumulation of electrons with opposite magnetic moment behind, which can also
be considered as a spin hole in the conduction band. The smaller signal in Fig. 5.32 (b),
points to an asymmetric efficiency for the spin filtering. The ratio of the amplitude of
the first resonance and the zero-peak is puzzling, since it is smaller for Uamp = 1.8V.
Nevertheless, the amplitude of higher resonances decreases with the increase of |B| for
both bias pulse polarity. Thus, the problem of the control of the relative phase within the
spin ensemble remains in both cases. Hence, the suppression of the zero-peak in Fig. 5.32
(b) is most likely caused by an offset with 50 kHz modulation similar to the one discussed
in section 5.4.2 (p. 130).
Further investigation of the reverse spin filtering effect of the Fe injector might be ben-
eficial. Especially, the time-resolved electrical spin injection process could be reversed
by generating optical spin packets in the GaAs layer. For the electrical read-out of the
spin-induced net magnetization, the resistance of the device at a time ∆t triggered by
a bias pulse, which is phase locked to the optical pump pulses, could be measured. As
a first approach of this time-resolved pump-probe detection scheme, the evolution of the
photocurrent generated by an optical circularly polarized pump pulse can be studied by
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employing a high frequency scope.
5.4.5 Summary of time-resolved spin injection and resonant spin
amplification
In this section, the model introduced in the previous section is extended to repetitive
electrical spin injection, which includes resonant spin amplification (RSA). Increasing the
bias pulse repetition interval by one order of magnitude compared to the experiments pre-
sented in the last chapter, RSA was indeed observed. The simulations computed with
the expanded model for repetitive electrical spin injection yield excellent agreement with
the measured Faraday rotation θF (∆t, B) at various pulse widths ∆w for sample R650.
Simulations for short ∆w emphasize the necessity of introducing the time constant τsch for
the Schottky junction, since simulations with τsch = 0 ns yield large discrepancies to the
measured RSA curves, despite regarding the finite bias pulse width. The comparison to
optical spin generation in GaAs measured in the time-domain, corroborates our consider-
ations concerning the symmetry of θF with regard to the direction of the magnetic field B.
Furthermore, it confirms that the decrease of the oscillation amplitude of θF (∆t, B) as a
function of |B| is not an intrinsic effect of the bulk GaAs itself. Likely due to a non-linear
I-V characteristics, the simulations match the measurements performed on sample R350
not as well as for sample R650. The higher electrical bandwidth of this sample, however,
allows a reduction of the bias pulse width to 200 ps, while still obtaining electrical spin
injection.
As an outlook, the time evolution of the spin-induced net magnetization was investi-
gated for more sophisticated pulse patterns. The summation of the successive injected
electrical spin packets in combination with the Larmor precession allows to obtain clas-
sical interference effects of the spin packets. Whereas these are already used for RSA, the
annihilation of the net magnetization of some constructively interfering spin packets by a
destructive one is demonstrated. Finally, it was shown that the spin filtering effect of the
Fe injector can be reversed to some extend, an observation, which will play an important
role in the next chapter.
At the beginning of this chapter, it was proved that time-resolved electrical injection of
coherent spins in a spin packet is possible. Two peculiarites of the Faraday signal were
identified, which are not found in a similar all-optical experiment (cp. section 5.1.4 (p.
92)):
1. The peak height of the resonances drops with the amplitude of the external magnetic
field, in contrast to a comparable all-optical experiment. This decrease is not induced
by the limited magnetic anisotropy of the injector.
2. The positions of the resonance peaks do no exactly match the one of the comparable
all-optical experiment for either positive or negative magnetic fields. This asymmetry
is related to the sweep direction of the magnetic field.
According to the model, the first point is a result of the expanded bias pulse width in
combination with a time constant of the Schottky contact, which yields a temporal
expanded spin injection rate. As a practical consequence, the magnitude of the external
magnetic field is limited by the need to control the relative phase within an injected spin
packet. The first peculiarity is well explained quantitatively by the introduced model.
However, the asymmetry is not covered by the model. This issue will be illuminated upon
in the next chapter.
136
6 Dynamic nuclear polarization by
electric spin injection
In this chapter, we first apply a dc-voltage in addition to the bias voltage pulses to the
sample and demonstrate that the Larmor precession is influenced by dynamic nuclear
polarization, which will explain the asymmetry of θF (B) with regard to the magnetic
field B found in the previous chapter (section 6.1). The time constants of the electron to
nuclear interaction is measured with experiments on laboratory time scale and compared
to all-optical pump probe experiments in section 6.2. In these experiments, coherent
precession electron spins are used as a detector for nuclear magnetic field by means of the
Overhauser shift. Finally, the nuclear magnetic field is probed by an all-optical time-
resolved experiment, while a dc-voltage bias alters the nuclear polarization without the
effect of voltage pulses (section 6.3)
6.1 Superposition of pulsed and direct current
In the previous chapter, we investigated the evolution of spin packets in GaAs , which
are injected from an Fe injector by means of ultra-short bias voltage pulses. The pulse
series were alternatingly switched on and off by a 50 kHz modulation with 50% duty cycle.
This intensity modulation allows to employ lock-in-amplifiers in order to filter the Fara-
day rotation induced by injected spins from a much larger static magnetization, e.g., of
the Fe injector. Additionally, a bias-tee was connected between the pulse generator and
the sample but no dc-bias (UDC = 0.00V) was applied.
In contrast to optical spin pumping, electrical spin injection allows to superimpose pump
pulses with continuous injection without much effort. It is common to choose the operating
point of a device by applying a dc-bias UDC in addition to the ac signal . In this section,
we investigate the influence of the dc-bias on the evolution of the net magnetization as
measured by the Faraday rotation θF (∆t, B) of transmitted linearly polarized probe laser
pulses. Since the dc-bias is not modulated, the continuously injected spins are filtered out
as a constant magnetization by the lock-in-amplifiers. Thus, unless there is some kind of
interaction with the pulsed injected spins, the spin-polarized dc-current does not contribute
to the measured θF (∆t, B).
Throughout this section, bias-pulses with amplitude Uamp = −1.8V, width ∆w = 2 ns
and repetition interval Trep = 12.5 ns are used. These pump pulses are phase-locked to
ps-probe laser pulses with energy Eprobe = 1.508 eV (cp. Fig. 5.13) and with the same Trep.
The probe pulses are approximately normal to the Fe injector and the external transverse
magnetic field B is applied along the in-plane magnetic hard-axis of the injector as sketched
in Fig. 5.3. Since we focus on the resonant spin amplification technique, θF (B) is measured
during field sweeps at a fixed ∆t, which is approximately set to the value marked by the
dashed line in Fig. 5.27 in order to obtain resonances in a peak shape.
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6.1.1 Experimental observations and geometrical considerations
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Figure 6.1: Superposition of bias pulses and dc-bias: Faraday rotation θF (B) measured
on sample R650 as a function of the external transverse magnetic field B for both sweep
directions (sweep rate 5mT/min) as indicated by the black arrow. The bias pulses with
amplitude Uamp = −1.8V, width ∆w = 2 ns and repetition frequency νrep = 80MHz are
superimposed with a dc-bias UDC using a bias-tee. The resonance magnetic fields Bres
refer to an effective g-factor |g| = 0.42. The RSA resonance fields shift as a function of
the dc-bias. Black dashed lines are guide to the eyes.
Fig. 6.1 displays a series of RSA sweeps performed on sample R650 for both sweep
directions with a sweep rate of 5mT/min. Before the field sweep is started, the dc-bias
UDC applied to the sample is altered. A negative UDC is defined as a reverse biased
Schottky contact and thus exhibits the same direction as the bias-pulses. Strikingly,
the RSA resonance positions are shifted with the change of UDC : for UDC > 0V (red
curves) and UDC < 0V (blue curves) towards higher |B| and lower |B|, respectively and in
opposite directions for reversed external magnetic field direction. The magnitude of this
shift depends on the magnetic field direction and rises with the increase of the absolute
magnetic field B. Therefore, the higher order resonances are affected more than the lower
ones. Additionally, comparing θF (B < 0mT) to θF (B > 0mT), it is obvious that the
shape of the resonance peaks and their positions become pronouncedly asymmetric: E.g.,
at UDC = −0.25V and positive sweep direction Fig. 6.1 (a), the resonance peaks pointing
downwards for B < 0mT are narrower and smaller than the resonance peaks pointing
upwards for B > 0mT. This asymmetry is reversed with the sweep direction of B (Fig. 6.1
(b)), being exactly the signature of the asymmetry, which was found in the context of the
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proof of pulsed electrical spin injection in section 5.1.4 (p. 92). Furthermore, a new feature
in the vicinity of B = 0mT emerges for positive UDC : For positive sweep direction Fig. 6.1
(a), the path of θF (B) suddenly jumps upwards just after crossing B = 0.0mT and a peak
pointing upwards appears. Afterwards, the path of the zero resonance is completed as
expected. For the opposite sweep direction (Fig. 6.1 (b)), the same peculiarity appears,
but the new peak points downwards in this case.
In the following, we seek a mechanism, which explains the dependence of the RSA
resonance field Bres upon the additional dc-bias UDC . According to Eq. 2.24, Bres is only
a function of the pump repetition frequency Trep and the effective g-factor of the electrons
g. While an UDC dependence of the former can be ruled out, the latter is considerable,
since it depends on the kinetic energy of the carriers [85], which is likely affected by an
additional UDC . However, the change of g is much larger than expected from the g-factor
dispersion relation and for UDC ≈ −0.25V, the negative g-factor would have to be further
decreased to ≈ −0.8 in order to explain the observed Bres. Furthermore, the effective g-
factor cannot account for the asymmetry related to the B sweep direction. Thus, another
effect has to be dominant. If there is an additional transverse magnetic field BN (UDC),
which depends on UDC , it adds up to the external magnetic field and modifies the condition
for resonant spin amplification as follows
Bzres = zBres =
zh
gTrepµB
−BN (UDC), z ∈ Z, (6.1)
where Bzres, BN , µB and h denote the external transverse magnetic field of the zth reso-
nance, the projection of BN on the external magnetic field direction, the Bohr magneton
and the Planck constant, respectively. A candidate for BN is a nuclear magnetic field
dynamically polarized by a spin imbalance in the electronic system. Since the spin imbal-
ance in the electronic system is affected by the additional spin-polarized direct current,
the magnitude of the nuclear magnetic field is changed by UDC . The nuclear magnetic
field adds on to the external B and alters the Larmor frequency ωL by its longitudinal
component BN , yielding
ωL = g
µB
~
(B +BN ) . (6.2)
This feedback to the electronic spin system is called Overhauser shift. Hence for known
g, the ωL of the electrically injected spins and thus the precessing net magnetization are a
measure of the local BN . Especially with RSA, the Overhauser shift is directly visible
as a shift of the resonance peaks. If the nuclear magnetic fields exhibit the same direction
as the external magnetic field, the precession is faster and therefore Bzres becomes smaller.
As pointed out in the introduction to this section, the net magnetization of the spins
injected by UDC does not contribute to the recorded θF , since this static magnetization is
filtered out by the lock-in technique. Nevertheless, the Overhauser shift is an effect of
the polarized direct current on the bias-pulsed injected spins and hence detectable by θF .
Dynamic nuclear polarization (DNP) might explain the observed UDC . But is DNP com-
patible with our geometrical considerations concerning electrical spin injection? According
to Eq. 2.35 in section 2.5 (p. 28), a prerequisite for the dynamic polarization of BN is that
the total injected electron spin Se exhibits a longitudinal component
S‖e = (B · Se)
B
B2
, (6.3)
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Figure 6.2: Schematic of the injection of a
longitudinal spin component: The magneti-
zation of the Fe injector MFe is tilted away
from the in-plane magnetic easy-axis (blue
line) towards the external magnetic field B
(yellow arrow), which is approximately paral-
lel to the in-plane magnetic hard-axis (black
line). Electron spins are electrically injected
collinear with respect to MFe and thus ex-
hibit a longitudinal component 〈Se〉 (orange
arrow) parallel toB (cp. Fig. 5.3). This elec-
tron spin component is required for dynamic
polarization of a nuclear magnetic field BN
(green arrow), which adds on B and alters
the electron precession frequency.
which is collinear with regard to the external magnetic field B and which does not vanish
on the time-scale of DNP (〈S‖e 〉 6= 0). Such a longitudinal electric spin component exists
in our experiment as displayed in Fig. 6.2, even if the external magnetic field B is exactly
aligned in-plane to the Fe injector. As discussed in Fig. 5.3, B applied parallel to the in-
plane magnetic hard-axis of the injector tilts the magnetization of the Fe -injectorMFe out
of the magnetic easy-axis towards B. Since spins are injected collinear with MFe , there
is a longitudinal component 〈S‖e 〉. This component averaged on a long time scale does not
vanish, since it is firstly perpendicular to the precessing spin component and is secondly
steadily pumped overcoming the spin relaxation time. The ratio of the longitudinal compo-
nent S‖e to the total injected spin Se depends on the angle φ included by B andMFe and is
proportional to cos(φ) according to the expectation values (Eq. 2.10). Since φ is a function
of |B|, e.g., φ = 0 for |B| ≥ 200mT according to the SQUID measurements (cp. Fig. 4.4
(b)), 〈S‖e 〉 becomes a function of B as well. This relation explains, why the position of
higher order resonance peaks tends to be more affected by the Overhauser shift than the
lower ones as noticed in Fig. 6.1. Even more essential, if the direction ofB is reversed,MFe
is tilted towards the opposite direction and thus also S‖e and consequently BN is flipped.
Indeed, in the experiment the reversal of B yields a reversal of the Overhauser shift in
the measurements shown in Fig. 6.1. In summary, our geometrical consideration displayed
in Fig. 6.2 agrees well with the observations.
DNP allows to clarify, whether the spins are parallel or antiparallel injected with respect
to the magnetization of the injectorMFe . In the previous chapter, this distinction was not
an issue, as it was sufficient to assume that the electron spins are collinearly injected with
respect toMFe . Since the transverse, precessing component of the injected spins could be
easily reversed by flipping the MFe as shown in Fig. 5.3, the absolute sign of θF played a
minor role. The direction of the Overhauser shift, however, remains unchanged, if the
injector is flipped as explained in the following: Since MFe is always tilted towards B,
(MFe ·B) > 0 holds true and the direction of Se projected onto B is not affected, the
injector is flipped. For UDC < 0.0V, when electrons flow by definition from the injector
into the GaAs layer, the observed |Bres| is reduced as noted in Fig. 6.1. Thus, BN is
parallel to B according to Eq. 6.2. To put it more clearly, in the presence of the nuclear
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magnetic field a smaller external magnetic field is needed in order to fulfill the resonance
condition of RSA. Applying Eq. 2.35 and taking bn < 0 into account, we conclude that
(B · Se) has to be negative for UDC < 0.0V. Consequently, the direction of the electrically
injected spins Se has to be antiparallel with respect to MFe to fulfill (MFe ·B) > 0. To
be precise, the arrow of S‖e has to point in the opposite direction in Fig. 6.2. However, the
complex relations ofMFe , Se and BN are easier to recognize in 3D space, when orientated
in a parallel way (cp. Fig. 5.4).
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Figure 6.3: Faraday rotation on R650 for
various field sweep rates: Parameters are the
same as for the measurement series shown in
Fig. 6.1, with a dc-bias UDC = 0.0V applied
to the bias-tee. The sweep direction is in-
dicated by the black arrow. At high sweep
rates the curves are divided in bins and av-
eraged over consecutive sweeps in one direc-
tion achieving both a good signal-to-noise ra-
tio and a high data point density. The RSA
curves become symmetric with the increase
of the sweep rate.
Now, let us consider the Overhauser shift induced by the direct current more quanti-
tatively. A relatively low dc-bias of UDC = − 0.25 V, compared to the bias pulse amplitude
Uamp = −1.8V, already yields a large shift (Fig. 6.1). The contribution of the bias pulses
themselves to the direct current 〈Ubias(t)〉 can be estimated from the time-average of the
temporal evolution of the spin injection rate rRSA(t) (Eq. 5.51):
〈rRSA(t)〉 = 1
Trep
∫ Trep
0
rRSA(t)dt = rRSA,DC
∆w
Trep
(6.4)
Assuming roughly that rRSA,DC is proportional to the externally applied bias and setting-
in ∆w = 2 ns and Trep = 12.5 ns, the direct-current contribution of the bias pulses used
in the measurement displayed in Fig. 6.1 corresponds to a 〈Ubias(t)〉 ≈ −0.3V and hence
is of the same order as the additional UDC = −0.25V. On that account, the question
arises, why large bias-pulses in the short repetition interval Trep, which were both used in
subsection 5.1.2 and section 5.4, do not polarize a large nuclear magnetic field. Why was
a large Overhauser shift not already observed in these experiments? In the experiments
considered in the previous chapter, the bias pulses were not directly applied to the sample,
but via a bias-tee, which blocks the dc-bias at the high frequency input. Therefore, a
positive bias offset compensates for the bias pulses at the output of the bias-tee as shown in
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Fig. 3.4 and hence 〈Ubias(t)〉 ≈ 0.0V. This offset was taken into account for the simulations
in Fig. 5.28 and Fig. 5.29 (cp. section 5.4.2 (p. 130)). Since the spin filtering effect of
the injector is asymmetric with respect to the current direction, despite the use of a bias-
tee, there is a tiny polarized net current, which does not vanish in the time average, if
UDC = 0.0V. It is this current, which yields nuclear polarization and therefore the small
asymmetry pointed out in section 5.1.4 (p. 92).
We can confirm this notion by varying the sweep rate of a θF (B)-scan, while applying
UDC = 0.0V. As DNP is a slow process taking place on a time-scale of seconds (cp.
Tab. 2.3), a quasi-static BN should be achieved at a fast field sweep rate. The outcome of
such an experiment is plotted in Fig. 6.3. At a sweep rate 20 times faster than the one used
for the previous measurements, the position and the shape of the resonances become very
similar for B > 0mT and B < 0mT and the symmetry of θF with regard to the external
magnetic field B becomes θF (B) = −θF (−B). This symmetry reflects the fact that the
observation direction of the spin-induced magnetization is perpendicular to the initial spin
direction. The asymmetry of the RSA resonance positions mentioned as a peculiarity in
section 5.1.4 (p. 92) is thus a result of dynamic nuclear polarization during a B-field sweep.
6.1.2 Time constant of dynamic nuclear polarization
As demonstrated in the previous subsection, a spin-polarized direct current flowing through
the device alters the dynamic equilibrium of the electron and nuclear spin system. The
dynamically polarized nuclear magnetic field is detected by the Faraday rotation by means
of the Overhauser shift, utilizing electrically injected phase-controlled spin packets as a
sensor. To put it more clearly, the Larmor frequency ωL of the electrically injected spin
packets can be controlled by UDC . Thus, by electrical spin injection two phenomena occur:
1. The spin-polarized direct current, which is determined by the dc-bias UDC manipu-
lates the nuclear magnetic field.
2. The spin-packets injected by bias pulses read out the nuclear polarization by the
Overhauser shift.
Furthermore, we found strong evidence that the DNP is responsible for the asymmetry of
θF (B) with respect to B, observed in the previous chapter. Therefore, studying dynamic
nuclear polarization of electrically injected spins further will be our next step. Particu-
larly, the time-scale of the DNP is of interest, since it determines the delay between the
manipulation and the read-out of the fully polarized nuclear magnetic field.
In order to determine the time constant for the nuclear polarization τpol induced by UDC ,
we apply analogously to the previous subsection bias pulses of amplitude Uamp = −1.8V,
width ∆w = 2 ns and at a repetition interval Trep = 12.5 ns to sample R350 and suddenly
switch on a dc-bias UDC . Next, the Faraday rotation θF (B, t) as a function of the
magnetic field B and the laboratory time t has to be measured on a long time scale
(several minutes) in order to identify the external RSA resonance fields Bzres and thus BN
according to (Eq. 6.1) as a function of laboratory time t. Considering that BN is influenced
by a field sweep (cp. Fig. 6.3), we have to apply a measurement scheme as follows: First,
UDC = 0.2V is switched on, while the precession of the injected spin-packet is monitored
by θF (B, t) at fixed B and pump-probe delay ∆t, where the latter is of no importance for
this experiment. At t = 1586 s, UDC is switched off, while θF (B, t) is recorded during a
time interval of 1568 s. After changing B, the whole process is repeated. Note that the
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Figure 6.4: Slow drifts of the resonance peaks after switching a dc-bias UDC : False-color
plot of the Faraday rotation θF (B, t) as a function magnetic field B and time t. The
bias pulses with amplitude Uamp = −1.8V, width ∆w = 2 ns and repetition frequency
νrep = 80MHz are superposed with a dc-bias UDC and applied to sample R350. At fixed
B, UDC is switched to 0.2V at time t = 0 s and switched back to 0.0V at time t = 1587 s.
After recording θF of a full switching cycle, the next B value is set. The nuclear magnetic
field yields a long lasting drift of the two first order RSA peaks, whose positions are
deduced from the red and blue stripes, respectively.
bias pulses themselves are never switched off during the experiment. Using this scheme
of scanning a time-dependent RSA curve, θF (B, t) is obtained as shown in Fig. 6.4. The
false-color plot allows to follow the drift of both first order resonance fields B−1,1res , which
is directly connected to the polarization and depolarization of a nuclear magnetic field.
The RSA peaks point upwards and downwards, respectively, thus fulfilling the symmetry
θF (B) = −θF (−B) for an observation direction perpendicular to the initial spin direction
as it is the case for electrical spin injection (cp. Fig. 5.1 and Fig. 5.3). Corroborating
our geometrical consideration of Fig. 6.2, the drift of the peaks is approximately mirrored
with respect to the B-direction. As the cryostat had to be refilled at B = 0mT during the
scan, the probe laser spot on the sample is slightly different for B > 0mT and B < 0mT
causing small deviations. Furthermore, both |B−1res| and |B1res| increase at UDC = 0.2V as
noted in Fig. 6.1. Thus, the polarized BN is antiparallel with respect to the external B.
For determining Bzres(t) as a function of time, RSA curves at a fixed time t are extracted
from the θF (B, t)-map as displayed in Fig. 6.5 (a) and the resonance peaks are locally
fitted by a lorentzian. The resulting B1res(t) and B−1res(t) are plotted in Fig. 6.5 (b) and
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Figure 6.5: Determination of the polarization and depolarization time of dynamic nuclear
polarization: Sections along the external magnetic field B axis at the time t (a) are least-
squares fitted by a lorentzian in order to determine the external resonance field Bzres of
the order z for z = +1 (b) and z = −1 (c), respectively. The drifts after switching the
dc-bias UDC to 0.0V (circles) and to 0.2V (squares), respectively as well as least-squares
exponential fits (red lines) are plotted in (b) and (c). Black and red lines in (a) are guides
to the eyes and curves are offset for clarity.
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(c), respectively, as a function of elapsed time since the last UDC switching. For both
UDC = 0.0V and UDC = 0.2V, the drift of Bzres(t) can be fitted exponentially (red lines
in Fig. 6.5) by the functions
|Bzres(t)| = Bmax,1N exp
(
− t
τdep
)
+ o, UDC = 0.0V (6.5)
|Bzres(t)| = Bmax,2N
[
1− exp
(
− t
τpol
)]
+ o, UDC = 0.2V, (6.6)
where t, BmaxN and o denote the time, which has past since the last UDC switching, the
absolute difference of the equilibrium BN for UDC = 0.2V and UDC = 0.0V and the
position of the resonance at UDC = 0.0V, respectively. The fitted polarization τpol and
depolarization τdep times of B are given in Tab. 6.1. Both time constants are of the
same order of magnitude (τpol ∼ τdep ∼ 450 s) and much longer than expected for the
polarization by localized electrons (τpol ∼ 1 s cp. Tab. 2.3). BmaxN is of the order of some
mT and differs for B > 0mT and B < 0mT most likely due to the lateral inhomogeneous
Schottky junction and thus by the polarized direct current in connection with the drifting
laser spot position as explained above. Plotting |BN (t)| for UDC = 0.0V (circles) and
BmaxN −|BN (t)| for UDC = 0.2V (squares) on a logarithmic scale Fig. 6.6 reveals that both
the polarization and the depolarization processes can be described as single-exponential.
resonance τpol B
max,2
N τdep B
max,1
N
order z (s) (mT) (s) (mT)
1 497 ± 6 2.80 ± 0.02 456 ± 10 2.63 ± 0.02
-1 430 ± 7 4.47 ± 0.03 420 ± 9 4.54 ± 0.04
Table 6.1: Polarization and depolarization time of DNP detected by electrically injected
spin packets: result of the least-squares exponential fit of from Fig. 6.5 (b) and (c)
according to Eq. 6.5. The nuclear magnetic field is polarized by an additional dc bias
UDC =0.2V. Depolarization takes place at UDC = 0.0V. Errors include only the error
of the least-squares fit.
6.1.3 Nuclear magnetic resonance
In the last subsection, the nuclear magnetic field BN was depolarized to a new equilib-
rium by switching off the dc-bias UDC , while still applying bias pulses in order to detect
the nuclear magnetic field BN by the Overhauser shift of spin packets in GaAs . Nu-
clear magnetic resonance is another method for depolarizing BN : An external alternating
magnetic field with radio-frequency fcoil (here fcoil = 0.04...500 kHz) perpendicular to the
external constant field BN induces nuclear magnetic dipole transitions with the same prob-
ability for absorption and emission of an energy quantum, if the frequency is in resonance
with the nuclear Zeeman energy. Consequently, BN becomes depolarized at the resonance
frequency fcoil = fres. Instead of employing a pickup coil, the depolarization is detectable
by the Larmor precessing spin packet as a sudden change of the Overhauser shift. As
an important feature, nuclear magnetic resonance (NMR) is sensitive to isotopes, which
exhibit different f (i)res due to their specific nuclear g-factors g
(i)
N . The slope of the resonance
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Figure 6.6: Comparison of the nu-
clear polarization and depolarization
on logarithmic scale for negative (full
symbols) and positive (open sym-
bols) external magnetic fields. The
absolute difference of the nuclear
magnetic field BN to the saturation
polarization is plotted. At dc-bias
UDC = 0.2V (red squares) |BN | is in-
creasing in time (polarization) and at
UDC = 0.0V (black circles) it is de-
creasing (depolarization). The data
points are adapted from Fig. 6.5.
There is only one decay component
and the time constant for nuclear po-
larization is similar to nuclear depo-
larization.
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frequencies as a function of the external magnetic field is supplied in Tab. 2.4. Referring to
our sample, the nuclear magnetic field of the nuclei species with high natural abundance
69Ga , 71Ga and 75As can be addressed separately.
The coil is attached to the coplanar waveguide (CPW) as shown in the picture Fig. 6.7
(a) and the schematic Fig. 6.7 (b). The five copper windings are mounted on an araldit
holder (a synthetic resign made of a two component glue), and the mesa is centered in its
center. Its direction is aligned normal to the Fe injection layer and thus perpendicular to
both the external magnetic field and the in-plane magnetic easy-axis of the injector. The
used amplitude of the radio-frequency field can be estimated to ≈ 0.1mT and is thus much
smaller than the (external) RSA resonance fields Bzres (Eq. 6.1).
For measuring NMR, initially UDC = 0.2V is applied inducing BN by DNP for some
minutes. Sweeping the frequency of the alternating magnetic field fcoil with a sweep rate of
0.2 kHz/s at a fixed external magnetic field B = B0, we observe up to three characteristic
jumps in the Faraday rotation ∆θF (fcoil) with a consecutive slow signal recovery as
displayed in Fig. 6.8 (a). The number of steps, their heights and their direction depend on
the chosen B0. These jumps are a result of an abrupt change of the Overhauser shift,
if fcoil = f
(i)
res. To put it more clearly, the resonance peaks do not drift slowly as shown in
Fig. 6.5 (a) for sample R650, but jump suddenly, which is detected by θF (fcoil, B0), if the
fixed value of B0 is close to the resonance peak position. Fig. 6.8 (b) explains the process
schematically, assuming for simplicity that the resonance peaks exhibit a lorentzian shape:
Resonantly depolarizing BN , the resonance position is shifted by an amount BN , which
results in a decrease∆θF (BN ) of the Faraday rotation measured at fixed B0. Thus, beside
B0, BN the ∆θF (BN ) depends also upon the shape of the resonance peak (∆t, T ?2 ) and the
probability of the magnetic dipole transition. Hence, ∆θF (BN ) is inappropriate for the
determination of BN . Furthermore, BN is only partially depolarized at the resonance f
(i)
res
due to the selectivity to the nuclear isotopes. Since BmaxN differs for the nuclear subsystems,
∆θF (fcoil, B0) at one fcoil = f
(i)
res may vanish, if B0 is not crossed by the resonance-peak
shift. Sweeping fcoil further after resonant depolarization, θF starts to recover slowly as
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(a) (b)
B-field
easy
axis
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top view
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Figure 6.7: Coil attached to the sample: At the end of the sample holder (a), the rf-coil
with 5 copper windings is attached around the sample in such a way that the rf-magnetic
field is perpendicular to both the external magnetic field B and the direction of the in-
plane magnetic easy-axis of the injector as sketched in (b). The rf-field is used for nuclear
magnetic resonance.
the nuclei start to polarize again, because UDC is always applied during the measurement
(Fig. 6.8 (a)).
Finally, we check, whether the f (i)res deduced from the middle of a ∆θF (BN ) step match
the NMR frequencies expected for GaAs . The f (i)res(B0) measured at different B0 are
plotted in Fig. 6.9 (a). In order to cover a wide range of B0, the f
(i)
res are obtained using
various UDC . This procedure is justified, since f
(i)
res is independent of UDC as demonstrated
for fixed B0 = 14.3mT in Fig. 6.9 (b). Note, the one fres obtained at UDC = 0.0V, which
gives evidence of a small DNP due to a dc-component of the bias-pulses. In Fig. 6.9 (a),
the highest f (i)res are determined from the Overhauser shift of the second order RSA
peak z = 2. The f (i)res(B0) can be linearly fitted (solid lines) and assigned to the nuclear
isotopes according to the literature values (dashed lines) in Fig. 6.9 (a) and (b) adapted
from Tab. 2.4. The slopes of f (i)res(B0) agree well with theory for all isotopes and the fits
intercept the zero-point with regard to the 3σ-error as shown in Tab. 6.2. Taking a closer
look, the measured f (i)res are systematically lower than the theoretical values, a phenomenon
which was not further investigated.
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Figure 6.8: Detection of NMR by electrically injected spin packets: Faraday rota-
tion θF while sweeping the frequency fcoil of the alternating magnetic field with rate
0.2 kHz/s at fixed external magnetic field B0 = 14.3mT (a). Bias-pulses with amplitude
Uamp = −1.8V, width ∆w = 2 ns and repetition frequency νrep = 80MHz are superposed
with a dc-bias UDC and applied to sample R650. Steps ∆θF (BN ) indicate nuclear mag-
netic resonance (fcoil = fres) assignable to distinct isotopes. Origin of ∆θF (BN ): When
the nuclear magnetic field is depolarized by an amount BN , the RSA resonance peak
(red line) is shifted accordingly (black line) yielding a change ∆θF (BN ) of the observed
Faraday rotation.
isotope B-offset Boff slope m slope (theory)
(mT) (kHz/mT) (kHz/mT)
75As 0.12 ± 0.15 7.25 ± 0.07 7.3148
69Ga 0.51 ± 0.22 10.38 ± 0.15 10.2475
71Ga 0.10 ± 0.23 12.83 ± 0.20 13.0204
Table 6.2: Fit to the nuclear magnetic resonances and literature values: Results of the
linear fits (solid lines) from Fig. 6.9 (a) to the function fres = m(B0 − Boff ), where m
and Boff denote the slope and a B-field offset, respectively. Literature values are adapted
from [100].
6.1.4 Summary of the superposition of pulsed and direct current
In summary, the superposition of bias-pulses with a dc-bias UDC reveals an interesting
effect: The Larmor precession frequency can be enhanced or slowed-down depending on
the polarity of UDC . Taking place on a minute-timescale, this effect is orders of magnitude
slower than all other processes we observed before. Therefore, new measurement schemes
had to be introduced, for which the laboratory time t instead of the pump-probe delay
∆t is the important parameter. Within these measurements, the electrically injected spins
play a double role:
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Figure 6.9: Assignment of nuclear magnetic resonances as a function of magnetic field
and direct-bias to literature values: The resonances fres (circles) as a function of the
external constant magnetic field B0 are extracted from linear fits (solid lines) (a). At
fixed B0, fres is independent of UDC (b). Dashed lines correspond to literature values for
the free isotopes 69Ga , 71Ga and 75As . Error bars are smaller than the symbol size.
1. The spin-polarized direct current, which is determined by the dc-bias UDC manip-
ulates the nuclear magnetic field. For this mechanism, we take advantage of the
tilt of the Fe -magnetization towards the external magnetic field, which results in a
longitudinal injected spin component present on a long time-scale.
2. The spin-packet injected by bias pulses reads the nuclear polarization by the Over-
hauser shift. We therefore make use of the well-defined relative phase of the spins
within the ensemble. Due to this phase-coherence, the coherent spin precession of
the individual spins is observable as an oscillation of their net magnetization.
Due to this separation, the writing mechanism of the nuclear magnetic field can be switched
off (UDC = 0.0V), while still observing the nuclear magnetic system approaching its equi-
librium. As an important difference to other electrical manipulating schemes of the spin
direction, e.g., the Rashba effect, the manipulation of the nuclear system proceeds very
slowly (∼ 450 s) for both polarization and depolarization. On the other hand, this delayed
response also includes a memory effect, which can be read-out in terms of the spin direc-
tion of the electrically injected spins. Interestingly, this memory can be cleared quickly by
nuclear magnetic resonance.
As evidence for the dynamic nuclear polarization by electrical spin injection, we observed
• nuclear magnetic resonances matching the theoretical predictions for GaAs .
• the correct symmetry of theOverhauser shift with respect to the external magnetic
field direction.
Furthermore, the dc-bias can be reversed yielding a reversed Overhauser shift and an
opposite nuclear magnetic field direction. Thus, this bipolarity allows to either speed up
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the Larmor frequency of the electrically injected spin packet or to slow it down with
respect to the UDC = 0.0V equilibrium value. Thus, the injector has a finite injection
efficiency for both current directions as already observed in Fig. 5.32. Moreover, on the
basis of the injection geometry, we deduced the initial spin orientation to be antiparallel
to the magnetization of the Fe injector.
As far as the proof of time-resolved electrical injection is concerned (cp. section 5.1 (p.
83)), the asymmetry pointed out as a peculiarity of electrical spin injection is explained
(section 5.1.4 (p. 92)): A small effective polarized direct current induced by the bias
pulses applied to the sample via a bias-tee yields a small dynamically polarized nuclear
magnetic field, which builds up during a field sweep of θF (B). Increasing the sweep rate
reduces the asymmetry, since the nuclear magnetic field becomes quasi-static. Finally, the
identification of GaAs isotopes by NMR is consistent with the observation that electrically
injected spin packets are detected in the GaAs -layer. The apparent deviations of the g-
factor observed in, e.g., Fig. 5.7 or Fig. 5.8 by comparison to an all-optical experiment are
a result of DNP.
6.2 All-optical dynamic nuclear polarization
The model of time-resolved electrical spin injection and precession as described in the
previous sections is now very complex. On the one hand, the control of the relative phase
within a spin packet is bound to the bias pulse width and charging of the capacity at the
Schottky junction, both fast processes with a time constant of . 10 ns. On the other
hand, a spin-polarized direct current dynamically polarizes a nuclear magnetic field, which
alters the Larmor precession of the phase-coherent spin-packet within some minutes.
Additionally, the magnitude of the longitudinal spin component required for DNP depends
on the external magnetic field, which tilts the magnetization of the Fe injector towards
the magnetic field direction.
In order to investigate the effect of dynamic nuclear polarization in more detail, we
simplify the considered system: We use a bulk n-GaAs sample, called GaAs2E16, with a
carrier concentration of n = 2× 1016 cm−3, equivalent to the one of the active layer of the
Rx sample series, but without highly doped substrate and without any electrical contacts.
Therefore, the spin imbalance has to be generated optically by means of circularly polarized
laser pulses. Since a fs-laser is used, the relative phase within the spin packet is better
controlled compared to the electrically injected spin packet.
The goal of this section is to contrast the process of dynamical nuclear polarization
induced by electrical spin injection with the one induced by optical spin orientation. In
particular, the effect of optically addressing different electronic states, e.g., impurity band
states and conduction band states, by changing the laser pump energy Epump will be
studied and compared to the outcome of the electrical experiment.
As stated in Eq. 2.35, the orientation of the electron spin Se requires a component
parallel to the external magnetic field B in order to polarize a nuclear magnetic field
yielding an Overhauser shift: (B · Se) 6= 0. In the case of electrical spin injection this
longitudinal component emerges naturally by tilting the magnetization of the injectorMFe
as sketched in Fig. 6.2. Since spins optically generated by means of a circularly polarized
laser beam are orientated collinear with the laser direction, the pump laser beam has to
be oblique with respect to B, which is limited by the geometry of the cryostat. As an
alternative, the pump laser is aligned exactly perpendicular to B and the sample is tilted
as sketched in Fig. 6.10. A tilt by an angle α yields diffraction of the laser beam towards
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(a) (b) (c)
Figure 6.10: Optical generation of a longitudinal electron spin component in order to
dynamically polarize a nuclear magnetic field. If the laser beam is perpendicular to the
external magnetic field B (dark yellow arrow), the circularly polarized laser pulses (blue)
generate spins (red arrows) exhibiting no longitudinal component (a). Tilting the sample
(green box) by an angle α yields diffraction of the laser beam towards the surface normal
and thus a longitudinal spin component (b) and (c). The direction of this component
with respect to B depends on the sign of α. We define α > 0 in (b) and α < 0 in (c).
the surface normal and thus a longitudinal electron spin component S‖e . Advantageously,
the magnitude and sign of the longitudinal component can be adjusted by α.
As in the previous section, the nuclear magnetic field is detected by the change of the
Larmor frequency ωL, the so-calledOverhauser shift. Thus, we need probe laser pulses,
phase-locked to the pump pulses in order to measure ωL by means of the Faraday rota-
tion. This method demands a probe laser energy Eprobe below the fundamental band-gap.
(Measurements in reflection by the Kerr rotation are inappropriate due to the sample
tilt.) In order to generate a spin imbalance in different electronic states, Epump has to be
tuneable beyond the fundamental bandgap and therefore a two-color experiment with two
fs-lasers, the energy of which is separately selectable, is used. Throughout this section,
the following parameters of the experiment are held fixed: The energy Eprobe = 1.494 eV
of the probe laser beam is lower than discussed in section 5.2.5 (p. 98), since its width
∼ 100 fs is connected to a larger spectral width of about ≈ 10meV. The pump laser with
width ∼ 100 fs is circularly polarized by a static quarter waveplate and is focused exactly
parallel to the sample normal. The 42 kHz modulation of the circular polarization with
a PEM is inappropriate, since the longitudinal electron spin component is averaged out
on a second time scale and thus suppresses DNP [93]. Both lasers exhibit a repetition
interval of Trep = 12.44 ns and the pump-probe delay is fixed at ∆t = 12.24 ns. The choice
of this ∆t allows to measure RSA resonances in peak shape, since ∆t ≈ Trep, while any
spin contributions with short T ?2  Trep are masked out. Finally, the experiments are
performed at a sample temperature T = 5K made possible by the absence of the HF-cable
heat impact.
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6.2.1 The role of the pump laser energy
As discussed in section 2.5, localization of electron spins plays an important role for the
effectiveness of dynamic nuclear polarization (DNP). Although the considered bulk sample
GaAs2E16 is barely on the metallic side of the metal-to-insulator transition, Anderson lo-
calized states separated by mobility edges from delocalized donor band states are likely
present in the impurity band [30, 29].
The effect of the pump laser energy Epump on DNP is obvious, when the spin evolution
is measured by means of the Faraday rotation of the probe beam θF (B) as a function
of the external magnetic field B. Fig. 6.11 displays two series of RSA scans for various
sample rotations α and Epump = 1.494 eV (a) and Epump = 1.514 eV (b), respectively.
The variation of α alters the projection of the generated spin orientations Se onto the
external magnetic field B. According to Eq. 2.35, the nuclear magnetic field is therefore
enhanced by an increase of |α|. As in the previous sections, we use the position of the RSA
resonances and thus the Overhauser shift in order to detect the nuclear magnetic field
BN according to Eq. 6.1.
For the lower energy Epump = 1.494 eV, the Overhauser shift is barely visible and
can be deduced from the lorentzian fitted peak positions Bzres as a function α as plotted in
Fig. 6.11 (c) for the resonances of the order z = 1 and z = −1. At elevated energy Epump =
1.514 eV, in contrast, the α has a large effect on the Bzres and the width of the resonance
and thus probably a large BN is polarized. Taking a closer look, it becomes evident that
the resonance peaks split with the increase of |α| for Epump = 1.514 eV (Fig. 6.11 (b)).
Hence, one ensemble of precessing spins is sensitive to the nuclear magnetic field BN and
therefore exhibits a pronounced Overhauser shift, whereas the other one is not affected
by BN as is obvious from the static but smaller resonance peaks. The situation becomes
clearer, when the fitted Bzres of the order z = 1 and z = −1 are plotted as a function
of α. (Fig. 6.11 (d)). Comparing the result to Fig. 6.11 (c), the Bzres(α) (red symbols)
are equivalent to the ones obtained at Epump = 1.494 eV. They sense a BN ≈ 0.7mT at
α = 18 °. In contrast, the Overhauser shift of the other spin ensemble (black symbols)
indicates BN ≈ 18mT at the same α.
Below, we compare the all-optical measurement of Fig. 6.11 with electrically induced
dynamic nuclear polarization shown in Fig. 6.1. At first sight, there is a distinction between
the symmetry of the Overhauser shift with respect to the direction of the magnetic field
B. For one α, the shift and thus the direction of the nuclear magnetic field BN is constant
for all Bzres in the all-optical experiment. In the electrical experiment (Fig. 6.1), the
direction of the Overhauser shift and thus of BN reversed simultaneously to the one of
B. This phenomenon is due to the origin of the longitudinal electrical spin component S‖e
defined by Eq. 6.3, which determines the direction of BN according to Eq. 2.35. In the
all-optical experiment, the direction of S‖e is due to the diffraction of the pump beam at the
sample surface and thus only dependent upon α (cp. Fig. 6.10). The electrically injected
S‖e , however, is determined by the direction of the magnetization of the injector MFe ,
the longitudinal component of which is reversed by turning B around in our considered
geometry (cp. Fig. 6.2). Thus, the direction of the Overhauser shift depends on the
direction of B. Additionally, the direction of the polarized BN is reversed changing the
sign of α in the all-optical or UDC in the electrical experiment. Finally, in both experiments,
the resonance peaks tend to become narrower, if BN is parallel to B and vice versa as
indicated by the error bars in Fig. 6.11 (c) and (d). This effect becomes more pronounced
at high BN . The broadening probably indicates a spacial inhomogeneity of the polarized
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Figure 6.11: Overhauser shift as function of sample tilt for optically driven DNP:
Faraday rotation θF as a function of external magnetic field B (swept towards positive
B with rate 5 mT/min) for various rotation angles α. The fs-pump laser energy is tuned
to the delocalized (a) and localized donor band states (b), respectively, while the probe
energy is fixed at Eprobe = 1.494 eV. The pump pulses are focused onto the sample with
an average power density of 〈Pinj〉 ≈ 20W/cm2. The position of the first order RSA
resonances Bres is locally fitted by a lorentzian and the result is plotted in (c) and (d) for
Epump = 1.494 eV and Epump = 1.514 eV, respectively. The error bars refer to the width
of the lorentzian. At Epump = 1.514 eV two groups of precessing electron are observed
which exhibit distinct Overhauser shifts.
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BN and complicates fitting of the T ?2 by the width of the resonance. Since the spins injected
across the Schottky junction by means of an external bias exhibit a kinetic energy, the
electrical experiment is better approximated by the higher pump laser energy, which would
explain the observation of a relatively strong DNP.
6.2.2 Time constant of nuclear polarization
Localization of electron spins has an effect on the time constant of dynamic nuclear po-
larization according to section 2.5 (cp. Tab. 2.3). In the following, we therefore determine
the time constant τpol,op of DNP induced by an optical generation of spins in donor band
and conduction band states. We then compare the result to the obtained time constant of
DNP induced by electrical manipulation of the nuclear magnetic field BN (cp. Tab. 6.1)
in order to learn more about the coupling of the electrically injected spins to the nuclear
spin system. The situation in the electrical experiment should be similar to the optical
generation of electron spins with excess kinetic energy in the conduction band.
In the all-optical experiment, we use a similar measurement scheme as in the experiment
of electrically induced DNP (cp. Fig. 6.4). Instead of switching the external dc-bias on, we
open the pump beam at time t = 0 s and measure θF (B, t) as a function of laboratory time
t at fixed B. Afterwards, the pump beam is blocked for 220 s (equivalent to switching the
dc-bias off.) in order to depolarize the nuclear magnetic field towards its thermodynamic
equilibrium. This procedure is repeated for a slightly different B until a complete θF (B, t)
map is recorded. Then, the extracted θF (B) curves at fixed t are equivalent to an instan-
taneously measured RSA-curve and are suitable for the investigation of the evolution of
the Overhauser shift and thus for the determination of BN (t).
The experiment is performed with the pump laser energy Epump = 1.494 eV and Epump =
1.525 eV as displayed in Fig. 6.12 (a) and (b), respectively and the sample is rotated by α =
−18 °. According to [30, 29], by the former energy, a spin imbalance is dominantly pumped
in delocalized donor band states, whereas the latter energy is above the fundamental band
gap and thus generates polarized electrons with excess kinetic energy in the conduction
band. Following the red stripes in the false-color maps of θF (B, t), the time evolutions of
the RSA resonance peaks Bzres can be tracked. The Bzres pumped with Epump = 1.494 eV
(Fig. 6.12 (a)) are nearly static, corroborating the observations of Fig. 6.11 (a). Only by
comparing the positions of the third order resonances z = ±3 of θF (B) extracted at time
t = 1 s and t = 240 s, an Overhauser shift is recognizable (Fig. 6.12 (a) upper graph).
Strikingly different is the evolution of the Bzres at Epump = 1.525 eV (Fig. 6.12 (b)). The
θF (B) already becomes asymmetric 1 s after opening the pump laser. The Bzres are all
shifted in one direction indicating a constant direction of BN and become broader and
narrower, if B is antiparallel and parallel with respect to BN , respectively, as observed in
Fig. 6.1 and Fig. 6.11. The spin ensemble, which is nearly insensitive to BN is not obtained
at the used Epump. There is also an interesting feature appearing close to B = 0mT, when
BN is antiparallel to B (here B > 0mT). Two small and broad peaks marked by arrows
split off the zero-peak with increasing t. A similar feature is also observed in the electrical
experiment (Fig. 6.1) for UDC > 0V. An explanation will be given in the next subsection.
Fitting the positions of Bzres by a lorentzian in θF (B) curves extracted from the maps,
the Overhauser shift and thus the BN (t) is determined as plotted in Fig. 6.13 (a) and
(b) for the orders z = 1, 2, 3. The procedure to extract BN (t) is the same as applied to
the electrical experiment (cp. Fig. 6.5). Note that the maximum BmaxN is much smaller for
Epump = 1.494 eV (Fig. 6.13 (a)) than for Epump = 1.525 eV (Fig. 6.13 (b)). Surprisingly,
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Figure 6.13: Polarization of the nuclear magnetic field and time constants during optical
spin pumping: The difference of the nuclear magnetic field BN (t) to its saturation value
BmaxN is plotted as a function of laboratory time t as determined from RSA resonance
peaks Bzres of the order z. The data points (open symbols) are extracted from all-optical
measurements (Fig. 6.12) with pump energies Epump = 1.494 eV (a) and Epump = 1.525 eV
(b), respectively. The time constants τ (i)pol,opt(B) of least-squares fits to a sum of two single-
exponential decays (solid lines) are plotted as a function of the external magnetic field B
for Epump = 1.494 eV (c) and Epump = 1.525 eV (d). y-error bars are due to the fit errors;
x-error bars account for B(t) while tracking Bzres = BN (t) +B(t) =const.
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BmaxN −BN (t) for all z and both Epump shows a double exponential decay τ (i)pol,opt (solid lines
in Fig. 6.13 (a) and (b)). The deduced time constants of nuclear polarization including the
errors from the least-squares fits are plotted as a function of the external magnetic field B
in Fig. 6.13 (c) and (d) for both Epump. The 1σ error bars in the B-direction account for
the variation of B while tracking the Bzres in time. From the τ
(i)
pol,opt(B), we can draw some
decisive conclusions:
• The nuclear magnetic field is polarized by two processes with different time constants
τ
(i)
pol,opt.
• Despite the different BmaxN , the τ
(i)
pol,opt(B) are very similar comparing the pump laser
energy Epump = 1.494 eV and Epump = 1.525 eV. Consequently, the localization of
the electronic spin system in contact with the nuclear spin system is probably the
same.
• The longer τ (i)pol,opt(B) tends to increase as a function of B.
• Most importantly, the τ (i)pol,opt(B) are orders of magnitude smaller than the polariza-
tion time obtained from the electrical measurement τpol ∼ 450 s (cp. Tab. 6.1).
According to values obtained from the literature (cp. Tab. 2.3, we assign the shorter time
constant τpol,opt ∼ 5 s to dynamic nuclear polarization by localized electrical spins. The
longer time constant ∼ 30 s is of the order of the time constant measured for spin diffusion
within the nuclear spin system due to dipole-dipole interaction. The nuclear magnetic field
BN in the optical experiment is thus built up in two steps:
1. Electron spins localized at donors polarize ∼ 1000 nuclei within their localization
radius aB within 5 s. In the case of Anderson localized states, aB also depends on
the energy of the electrons.
2. The nuclear polarization diffuses in regions bare of donors with a time constant
∼ 30 s, while regions in the vicinity of donors are further polarized by the faster time
constant.
The delocalized electron spins do not directly exchange spin with the nuclear system on
the considered time scale according to literature (cp. Tab. 2.3). However, they sense the
nuclear magnetic field as an Overhauser shift averaged over the total bulk. According to
Ref. [29, 30], delocalized electron spins in contrast to localized spins, exhibit a sufficiently
long dephasing time T ?2 in order to observe resonant spin amplification in our experiment.
Hence, the observed Bzres stems from delocalized spins and the Overhauser shift of the
Bzres detects the BN of the whole bulk and allows to observe both polarization processes.
But why is the maximum observed BN at pump energy Epump = 1.494 eV much smaller
than at Epump = 1.525 eV? The energy Epump = 1.494 eV is well-below the fundamental
band gap and thus the pump beam is mainly transmitted and only roughly a fraction of
<10% of the photons generates electron-hole pairs in GaAs with regard to the spectral
width ≈ 10meV of the fs-pump laser (cp. Fig. 5.13). Furthermore at low energy, domi-
nantly a spin imbalance is generated within delocalized states in the donor band [30, 29].
Thus, at Epump = 1.494 eV less localized states are occupied by polarized electrons and Se
is small. At Epump = 1.525 eV the pump laser beam is not transmitted by the sample and
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localized states might either be directly pumped due to the lifting of the momentum selec-
tion rule or electron spins generated with kinetic access energy might relax into localized
states as described in Ref. [30]. The difference of the generated total electron spin Se is
thus a reasonable explanation for the discrepancy of BmaxN (Epump).
According to our observations, the time constant of the nuclear spin diffusion rises with
the increase of B. The nuclear spin diffuses by spin flip-flop processes of neighboring
nuclei, which have to conserve the total nuclear Zeeman energy (cp. 2.5). With the
increase of B, the discrepancy of the Zeeman energies of the three nuclear species 69Ga ,
71Ga and 75As dominantly found in GaAs increases and suppresses spin flip-flop processes
of neighboring nuclei of different species. We therefore suppose that the increase of the
second long τ (i)pol,opt(B) as a function of B is due to the heterogeneity of the nuclear spin
system in GaAs .
Applying this model to electrical injection, the longer τpol ∼ 450 s indicates that the
nuclear spin system is either not polarized by localized spins or the DNP is somehow
affected by the external bias UDC . The same discrepancy is obtained for the depolarization
process: When the pump laser is blocked in the all-optical experiment, the nuclear magnetic
field starts to depolarize and approaches its equilibrium value. Measurements performed
on the same sample GaAs2E16 at 2K [29] reveal a single-exponential depolarization with
time constant τdep,opt = 16.6 s. This value is much shorter than the depolarization time
τdep obtained in the electrical experiment, when the dc-bias is switched off (cp. Tab. 6.1).
6.2.3 Nuclear polarization as a function of the external magnetic field
As concluded in the previous section, the long polarization time τpol,opt(B) rises as a func-
tion of the external magnetic field B. Furthermore, the maximum nuclear magnetic field
BmaxN (B) rises with the increase of B as can be deduced from discrepancies of the Over-
hauser shift affecting Bzres of different order z in Fig. 6.12 (b). Whereas in the electrical
experiment such an effect is expected to take place, as the longitudinal electron spin com-
ponent is increased by the rotation of the magnetization of the Fe layer towards B (cp.
Fig. 6.2), a B-dependence of BmaxN is surprising in connection with optical pumping, since
the longitudinal electron spin component and thus BN is constant according to Eq. 2.35.
Only for B . BL < 1mT a decrease of BN due to nuclear dipole-dipole interaction is
expected. In the following, we therefore determine the BmaxN (B) as a function of B.
For the measurement, the sample is illuminated with the circularly polarized pump
beam for t > 200 s in order to saturate BN = BmaxN (B) at a fixed B in accordance with
the observed time constants τ (i)pol,opt(B). Then the nuclear magnetic field is determined
by measuring the time evolution of the generated spin packet θF (∆t) as a function of
the pump-probe-delay ∆t. Fitting the oscillation frequency of θF (∆t) yields ωL, which is
altered to due BN as stated in Eq. 6.2. The outcome of the experiment is plotted as a
θF (∆t, B) false-color map in Fig. 6.14 and Fig. 6.15 for pump energies Epump = 1.494 eV
and Epump = 1.525 eV, respectively.
For Epump = 1.494 eV (Fig. 6.14), the θF (∆t, B) map is nearly symmetric with regard
to the magnetic field B: θF (∆t, B) = θF (∆t,−B) as expected for a spin observation
direction parallel to the initial spin direction (see Eq. 2.26). Since the pump and probe
laser beams are approximately parallel to each other, this condition is fulfilled in the all-
optical experiment. This observation is supported by the two θF (∆t) curves measured at
B = 41.7mT and B = 40.7mT, respectively: The equal Larmor precession frequencies
ωL indicate a tiny BmaxN < 1mT. The increased signal at the position of a RSA peak B
z
res
158
6.2 All-optical dynamic nuclear polarization
0 2 4 6 8 10 12
-40
-20
0
20
40
60
B = +41.7 mT
 
B 
(m
T)
∆t (ns)
B = -40.7 mTθ F
 (a
rb
. u
ni
ts
)
0
θF
Figure 6.14: False-color plot of the Faraday rotation as a function of the pump-probe
delay and the external magnetic field induced by optical spin generation with pump energy
Epump = 1.494 eV and average power density 〈Pinj〉 ≈ 80W/cm2. The GaAs sample is
rotated by an angle α = −18 ° and after the variation of the external magnetic field B,
the nuclear magnetic field was allowed to settle before starting a new θF (∆t) scan. The
upper curves are extracted at a given B.
is clearly visible and its amplitude rotates as a function of ∆t as discussed in section 2.1.2
(p. 11). Comparing the result to a θF (∆t, B) map of a time-resolved electrical experiment,
the discrepancy of the decrease of the peak amplitude as a function of |B| is conspicuous.
This phenomenon was a main issue in chapter 5 and originates from the expanded electrical
spin injection rate rRSA(t) (see Eq. 5.51). The fact that it does not appear in the all-optical
experiment with abrupt spin generation corroborates our model for electrical spin injection.
The effect of BmaxN is striking in the θF (∆t, B) map obtained at Epump = 1.525 eV
(Fig. 6.15): RSA peaks are squeezed at B < 0mT (B is parallel to BN ), while resonances
are expanded at B > 0mT (B is anti-parallel to BN ) both due to the Overhauser shift.
This asymmetry is obvious from the two cuttings θF (∆t) at similar |B| of opposite sign.
There is hardly any spin precession visible at small B ' 0mT. Additionally, the peak
amplitude becomes smaller, since the resonance condition Eq. 6.1 is softened due to spacial
inhomogeneities of the nuclear magnetic field. This inhomogeneity can be explained in
terms of the suggested two-step nuclear polarization model (section 1 (p. 157)).
Fitting the precession frequency ωL of θF (∆t) curves extracted from the maps, the
maximum nuclear magnetic field BmaxN as a function of B is determined for both Epump =
1.494 eV and Epump = 1.525 eV. The result is plotted in Fig. 6.16 (a). The gap of data
points at B ' 0mT is due to the absence of spin precession. Since Eq. 2.35 cannot
account for the pronounced B-dependence of BmaxN (B), we have to introduce a new B-
dependent factor. We follow the approach presented in Ref. [101] and assume a leakage
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Figure 6.15: False-color plot of the Faraday rotation as a function of the pump-probe
delay and the external magnetic field induced by optical spin generation with pump energy
Epump = 1.525 eV and average power density 〈Pinj〉 ≈ 55W/cm2. The GaAs sample is
rotated by an angle α = −18 ° and after the variation of the external magnetic field B,
the nuclear magnetic field was allowed to settle before starting a new θF (∆t) scan. The
upper curves are sections at a given B.
factor 0 < f(|B|) < 1, which presumably depends on the absolute external magnetic field
|B|. The leakage factor expresses all processes that depolarize the nuclear magnetic field,
e.g., spin relaxation to the lattice mediated by phonons (cp. 2.5). For the leakage factor,
we apply the ansatz
f(|B|) = |B|q, 0 < q ≤ 1 (6.7)
and fit BmaxN (|B|) according to Eq. 2.35 by
BmaxN (|B|) = a|B|q
B2
B2 + b2
. (6.8)
where a, b =
√
ξBL and q denote fit parameters.
Therefore, first the exponent q is determined from the slope of a double-logarithmic plot
of the data obtained with Epump = 1.525 eV (inset of Fig. 6.16 (a)). With the resulting
q ≈ 2/3, the residual parameters a and b are least-squares fitted as plotted in Fig. 6.16
(red solid line) (a). For BmaxN (|B|) measured with Epump =1.494 eV the same fit formula
was applied, however, the pronounced signal-to-noise ratio costs q and b to be held fixed.
The outcome of the fits is summarized in Tab. 6.3. Accordingly, an optically generated
spin imbalance employing Epump = 1.525 eV yields a BN , which is by factor of ≈ 34 larger
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Figure 6.16: Polarized nuclear magnetic field as a function of the external magnetic field
B obtained from θF (∆t, B)-maps Fig. 6.14 (squares) and Fig. 6.15 (circles), respectively
(a). The red solid line and the blue dashed line are least-squares fits to the observed
maximum nuclear magnetic field BmaxN as explained in the text. The log-log plot is
linearly fitted (red line) to determine the exponent q of the ansatz (red data points are
masked). The total magnetic field BmaxN +B acting on the electron spins by the electron
is calculated from the fit (b). Generating spins with pump laser energy Epump = 1.525 eV
yields two additional B (red arrows), at which B is exactly compensated by BmaxN .
Epump q a (
√
ξBL)
(eV) (T1−q) (mT)
1.525 0.665 ± 0.003 -0.2269 ± 0.0007 2.4 ± 0.1
1.494 0.667 (fixed) -0.0067± 0.0002 1 (fixed)
Table 6.3: Parameters obtained from fitting the maximum nuclear magnetic field as a
function of the external magnetic field according to Eq. 6.8.
than the BN obtained by using an Epump = 1.494 eV below the band gap. As discussed
above, the difference of absorbed laser power plays the major role here. Remarkably, the
fit of the corrected local nuclear magnetic field (
√
ξBL) is larger than the one determined
from Hanlé measurements
√
ξBL ≈ 0.25mT [94]. In our experiment, the lack of data
points available in the vicinity of B = 0mT and the disregarded error in the determination
of B yield an underestimated fit error for (
√
ξBL). Thus, our set-up and experimental
method is not capable of additionally determining the local nuclear magnetic BL field with
satisfying fidelity.
Using the fits to calculate the total magnetic field BmaxN + B acting on the precession
frequency of the electron spins as plotted in Fig. 6.16 (b), reveals an interesting feature:
In case of the large BmaxN (Epump = 1.525 eV), the external magnetic field is compensated
at two B > 0mT. This should result in replica of the zero-peak in a RSA scan θF (B)
at these intersections. Strikingly, this feature arises in Fig. 6.12 (b) (black arrows) with
the polarization of the nuclear magnetic field. Of course, the peaks are broadened and
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reduced in amplitude due to the inhomogeneity of the nuclear magnetic field. This check
is essential, since the fitted BmaxN is considered in a range, in which no data points are
available as displayed in Fig. 6.16 (a). Our ansatz of the leakage factor Eq. 6.7 thus
provides a reasonable explanation for these peaks.
6.2.4 Summary of all-optical dynamic nuclear polarization
For a deeper investigation of dynamic nuclear polarization (DNP) in the n-GaAs layer,
which we considered in the context of the time-resolved electrical spin injection experi-
ments, we idealized the DNP process by optically generating a spin imbalance employing
a tunable fs-laser. This method offers perfect phase-control of the injected precessing spin
ensemble and allows to choose the electronic states (impurity and conduction band states),
in which the spin imbalance is generated. In contrast to the electrical experiment, the sam-
ple has to be rotated in order to yield a longitudinal electric spin component required for
DNP.
In comparison to the electrical injection experiment the following observations are es-
sential
• As a main difference between both experiments, the polarization time of the DNP is
generally much shorter when spins are optically generated. Independent of the pump
laser energy, the nuclear system is optically polarized in two-steps as is evident from
a double exponential evolution. Comparing the time constants to literature values,
first nuclei in the vicinity of dopants are polarized followed by spin diffusion within
the nuclear system. The much longer time constant of bias-induced DNP points to
another mechanism, in which localized spins play a minor role.
• Using two pump laser energies, polarized electrons in the donor band and the con-
duction band states are optically generated. The former yields a nuclear magnetic
field lower, the latter one larger than the one obtained in the electrical experiment.
The differences in the magnitude of the nuclear magnetic field (factor 34) observed
in the optical experiment can be qualitatively explained by the pump laser power
absorbed by the GaAs sample.
• The maximum nuclear magnetic field increases as a function of the external magnetic
field B. In order to understand this effect, a leakage factor f(|B|q) with q = 2/3 was
introduced, which is proportional to the nuclear magnetic field. Beside the signal-
to-noise ratio, the situation is more complex in the electrical experiment, since B
changes also the magnitude of the longitudinal electric spin component by tilting the
magnetization of the injector (cp. Fig. 6.2).
Additionally, we compared the symmetry of the optically and electrically induced Fara-
day rotation signal with respect to the magnetic field direction in order to corroborate the
geometrical considerations of the previous sections:
• Bearing the initial direction of optically orientated spins with respect to the observa-
tion direction in mind (Fig. 5.1), the optical experiments exhibit the correct symme-
try of the Faraday rotation θF with regard to the direction of the magnetic field B:
θF (B) = θF (−B). The symmetry in the electrical experiment is θF (B) = −θF (−B),
since spins are injected perpendicular to the observation direction as discussed in
chapter 5.
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• Similar to the electrical experiment, DNP generates deviations of this symmetry in
the all-optical experiment. But in contrast to the electrical experiment, the Over-
hauser shift and hence the nuclear magnetic field are not reversed by turning around
the external magnetic field direction. This is consistent with the presented model for
the origin of the longitudinal electronic spin component in both experiments (Fig. 6.2
and Fig. 6.11).
Using these results in the next section allows us to mix bias-induced dynamic nuclear
polarization with a time-resolved all-optical experiment.
6.3 Bias-controlled dynamic nuclear polarization
In the previous sections, we investigated dynamic nuclear polarization (DNP) induced by
electrically injected electron spins and afterwards by an optically generated electron spin
imbalance. In both experiments, the electron spins act also as a sensor, detecting the
nuclear magnetic field by the change of the Larmor precession frequency, the Over-
hauser shift.
In this section we combine both electrical and optical spin injection in the following
way: Electron spins are optically generated by circular polarized ps-laser pulses of energy
Epump = 1.508 eV in the GaAs layer of the sample series Rx at a temperature of 17 K. The
evolution of the spin-induced net magnetization is probed by ps-laser pulses with energy
Epump = Eprobe by means of the Faraday rotation θF (∆t, B) as a function of the pump-
probe delay ∆t and the external magnetic field B. Therefore, only one ps-laser is used with
a repetition interval of Trep = 12.5 ns. Regarding the spectral width ≈ 1meV of the ps-laser
pulses, the used laser energy is just below the fundamental band-gap (Fig. 5.13) in such
a way that the optically pumped electrons yield a negligibly nuclear magnetic field (cp.
Fig. 6.11 (a)). This is firstly supported by orientating the sample’s normal parallel to the
pump beam direction (α = 0 in Fig. 6.10). Secondly, we employ a photoelastic modulator
(PEM) in order to modulate the circularly polarization of the pump beam from right- to
left-circularity with a frequency of 42 kHz. Thus, on a timescale of seconds the average
generated spin polarization vanishes and DNP is suppressed [93]. The DNP is induced
by a polarized direct current injected from the Fe -layer into the GaAs and controlled by
the external dc-bias UDC . As we use the reference frequency of the PEM for the lock-in
amplifiers, only the θF induced by the optically generated spins is recorded, which act as
the sensor of the nuclear magnetic field BN .
With this technique, we not only eliminate potentially disturbing effects of the bias-
pulses used in section 6.1, but also overcome the problem of the decreasing amplitude of
θF oscillations of the electrically injected spin packets when increasing |B|. On the contrary,
we expect that the bias-controlled DNP is enhanced at higher |B|, as the magnetization of
the injector is rotated towards the external magnetic field direction as discussed in Fig. 6.2.
Consequently, the longitudinal spin component of the electrically injected spins is increased
and thus BN rises according to Eq. 2.35.
The goal of this experiment is
• to check our geometrical considerations.
• to determine the polarization time of DNP.
• to investigate the influence of the magnitude of UDC on the polarized nuclear mag-
netic field.
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• to deduce the polarized nuclear magnetic field for the three dominant nuclear spin
subsystems of 69Ga , 71Ga and 75As .
6.3.1 Switching the direct-current and nuclear polarization time
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Figure 6.17: False-color map of the Faraday rotation as a function of the external mag-
netic field and the laboratory time induced by optical spin generation and manipulated
by a dc-bias UDC : The bias UDC = −0.55V (a), UDC = 0.3V (b) and UDC = −0.60V
(c) are switched on at time t = 0 s, respectively, and switched-off at t marked by the black
horizontal line. The red stripes indicate the drifts of the RSA resonance peaks and thus
the change of the nuclear magnetic field. Data points are missing in the blacked region
in (c). Extracted from (c), the difference of the position of the RSA peak of the order
z = −2 to its saturation value is plotted in (d) as a function of the laboratory time t,
since the last switching of UDC .
In Fig. 6.17 (a)-(c), three false-color θF (B, t) maps as a function of the laboratory time
t and the external magnetic field B are displayed. The delay of the optical probe pulses
with regard to the pump pulses is held fixed at ∆t = 12.3 ns. The procedure of measuring
is the same as described for Fig. 6.4: At time t = 0 s, we switch an external dc-bias
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UDC on, as labeled in the figure. While B is held constant, θF (B, t) is recorded. At
a time t marked by a horizontal black line, the bias is switched off (UDC = 0V). The
following depolarization of BN (t) can be measured, since both the pump and the probe
laser beams are always open. In Fig. 6.17 (a) and (b), the drifting position of RSA peaks
Bzres(t) (red stripes) is perceptible. For obtaining Bzres(t) of high order z, the θF (B, t)
map is measured over a wide B range on the expense of the time range. Thus, BN is
likely not fully polarized while the bias is applied and not fully settled at UDC = 0V.
Nevertheless, the Overhauser shift acting on Bzres(t) is plainly visible: BN is always
antiparallel to B for UDC = 0.3V, since a higher external B is required to rotate the spins
z full cycles within Trep. At UDC = −0.55V, BN is always parallel to B as observed in
Fig. 6.1. Note that in contrast to Fig. 6.4, resonance peaks point in the same direction
for both B-directions, since optically generated spins are probed as in Fig. 6.12 (a). More
importantly, the Overhauser shift becomes larger with the increase of |z|. This effect is
qualitatively predicted by our geometrical considerations as discussed in Fig. 6.2: Enlarging
|B|, the magnetization of the injector rotates towards the B-direction and thus increases
the longitudinal electron spin component, yielding a higher equilibrium value for B. For
UDC = −0.55V and high B, the Bzres(t) cross the position of the next lower Bz−1res (t) RSA
peak. At this B, one full additional spin precession is induced by UDC within Trep. Varying
UDC within 0...−0.55 V, hence allows to fully manipulate the spin orientation with a delay
deduced from the nuclear polarization time τpol.
In order to determine τpol, a θF (B, t) map over a wider t range is measured as displayed
in Fig. 6.17 (c). Extracting the Overhauser shift of B−2res(t) as a function of time t, the
difference of BN (t) to its equilibrium value can be determined as plotted in Fig. 6.17 (d).
The logarithmic plot indicates a single exponential decay for both nuclear polarization
and depolarization. The corresponding time constants are given in Tab. 6.4, which is a
compilation of the time constants for nuclear polarization and depolarization measured
throughout this chapter.
injection method injection method order z τpol τdep
for excitation for detection of Bzres (s) (s) Fig.
electrical electrical -1,1 430...497 420...456 6.4
optical optical -3...3 3...8 & 16.6 6.12
19...54
electrical optical -2 360 775 6.17
Table 6.4: Compilation of measured nuclear polarization and depolarization time con-
stants τpol and τdep throughout this chapter. The first column describes the method for
altering the longitudinal electric spin component required to polarize the nuclei. The
second column depicts the method for generating the initially transverse spin component,
which detects the nuclear magnetic field by means of the Overhauser shift. The order
z of the considered RSA resonance is given in the third column.
As obvious from Tab. 6.4, the polarization and depolarization times in connection with
electrical manipulation by means of a dc-bias UDC are by one order of magnitude longer
than the manipulation by the optically generated spins. In the latter case even two τ (i)pol,opt
are observed, which we connected to a two-step model for nuclear polarization (cp. sub-
section 6.2.2). Firstly, the nuclei are polarized by localized electron spins close to a donor,
secondly the polarization is spread more slowly by nuclear spin diffusion. But still both
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time constants are shorter than the one obtained for the manipulation with UDC . The
reason for this phenomenon is not totally clear. In the all-optical experiment, the used
temperature is 5K, whereas it is 17K in the electrical experiments. However, the increase
of the temperature is an unsatisfactory solution for the increase of the time constants.
Probably, the electrically injected spins are dominantly delocalized. Thus, the Fermi con-
tact interaction to the nuclear spins is suppressed (cp. section 2.5). But why is the
corresponding depolarization time τdep much longer than in the optical experiment τdep,opt,
when UDC is switched off? Depolarization in both experiments takes place under distinct
conditions: In the all-optical experiment, the circular polarized pump beam is blocked,
which is why there is no pumped electrical spin imbalance present in the system and the
nuclear magnetic field BN depolarizes approaching its thermodynamical equilibrium value.
When BN is manipulated with the dc-bias, however, even at UDC = 0.0V, a spin imbal-
ance is pumped, because spins for detection of the Overhauser shift are required. Thus,
BN is in fact not totally depolarized. In future experiments, this theory can be confirmed
by blocking the optical pump beam and the bias-pulses in addition to switching-off UDC .
6.3.2 Nuclear magnetic field dependence on the magnitude of the external
bias
In Fig. 6.1, we used relatively small dc-bias UDC values for the manipulation of the nuclear
polarization. We now try to maximize the effect by applying a large external magnetic
field B > 200mT in order to rotate the magnetization of the injector fully parallel to
the B-direction, which is parallel to the in-plane magnetic hard-axis of the injector (cp.
Fig. 6.2).
Again, all-optical spin pumping and probing is used in order to determine the nuclear
magnetic field acting on the Larmor precession frequency. As displayed in Fig. 6.18, the
time-evolution of the spin precession of the optically generated spin packet is measured by
means of the Faraday rotation θF (∆t) as a function of the pump-probe delay ∆t. Prior
to the measurement, the UDC is applied and for 45min the BN is allowed to settle to its
new dynamic equilibrium value. The change of the fitted Larmor precession frequency
ωL then constitutes a measure for the polarized BN according to Eq. 6.2. Care must be
taken concerning the interpretation of the oscillation amplitudes or positions of extremum
in Fig. 6.18. At the chosen laser repetition time Trep = 12.5 ns is lower than the spin
dephasing time T ?2 , the optically generated spin packets interfere with the preceding ones
as is obvious from θF (∆t < 0 ns 6= 0). Due to the interference, the change of ωL alters
both the amplitude and the phase of the observed oscillation starting at ∆t = 0 ns.
When we assume the effective g-factor to be negligibly dependent on UDC , the fitted
ωL from Fig. 6.18 can be converted in a BN . As the effective g-factor we apply |g| =
0.420±0.002 obtained from the oscillation frequency at UDC = 0.0V. The result (squares)
is plotted in Fig. 6.19 as a function of the dc-bias (a) and the corresponding direct current
I (b) and compared to a similar measurement performed on R350 at an external magnetic
field of B = 200mT. For both samples, |BN | increases as a function of |UDC |. At UDC ≈
−0.5V and UDC ≈ −0.9V for sample R650 and for R350, respectively, BN exhibits a
maximum and approaches zero with further decreasing UDC . A similar behavior is found
for UDC > 0V, but BN is generally smaller. The latter corroborates the observation that
the injector acts as a spin polarizer for both current directions but with different efficiency.
The increase of |BN | in the vicinity of UDC = 0V is comprehensible as well, since the
number of polarized spins and thus the longitudinal electron spin component increases
166
6.3 Bias-controlled dynamic nuclear polarization
-0.5 0.0 0.5 1.0 1.5 2.0 2.5
1.0
0.6
0.3
0.0
-0.2
-0.5
-0.9
θ F
 (a
rb
. u
ni
ts
)
∆t (ns)
-1.8
B = 500 mT UDC (V) =
Figure 6.18: Faraday rotation of optically
generated spin packets as a function of the
pump-probe delay manipulated by an exter-
nal dc-bias UDC at a transverse external mag-
netic field B = 500mT: Spin packets are op-
tically generated and probed in sample R650
using a ps-laser with energy Epump = Eprobe =
1.508 eV and repetition time Trep = 12.5 ns.
After switching UDC to a new value, the nu-
clear magnetic field was allowed to settle for
45min before the start of the measurement.
The dashed black line is a guide to the eye
for tracking the change of the spin’s preces-
sion frequency. This measurement was already
presented in Fig. 4.8 (b), when spin dephasing
were discussed.
with UDC . Yet, at this point the question arises as to what determines the position of the
BN maximum. Despite the different external B values, there exists a discrepancy in the
position for both samples in terms of UDC as well as in terms of the direct-current I. Even
more puzzling, we deduced from Fig. 5.11 that the spin injection efficiency of sample R650
increases approximately linearly in the range from 0.0V to 1.0V. Thus, BN decreases
although more polarized spins are injected in the sample at UDC < −0.5V, providing a
reason for speculating about a bias-dependence of the interaction of electron spins and
nuclear spins. Certainly, the spin injection efficiency has to drop at some UDC as observed
in Ref. [58, 59], hence |BN | will decrease at some UDC .
6.3.3 Nuclear magnetic field separated for the nuclei species
So far we have considered the total magnetic field BN , disregarding the nuclear subsys-
tems in GaAs assigned by the three nuclear species (69Ga , 71Ga and 75As) dominant in
GaAs . In order to measure the B(i)N of each subsystem separately, we follow the procedure
described in the previous subsection but apply an alternating magnetic field in addition
to a constant dc-bias UDC and a constant magnetic field B to the sample for depolarizing
the B(i)N of one isotope i by means of nuclear magnetic resonance (NMR). The geometry
of the alternating magnetic field with frequency fcoil is shown in Fig. 6.7.
The series of Faraday rotation scans θF (∆t) of optically generated spin packets as a
function of the pump-probe delay∆t is plotted in Fig. 6.20. The measurement is performed
on sample R650 in a constant external magnetic field B = 200mT. As in the previous
167
6 Dynamic nuclear polarization by electric spin injection
-2 -1 0 1
-60
-40
-20
0
20
40
60
80
-20 -10 0 10
-60
-40
-20
0
20
40
60
80
 R350, 200 mT
 R650, 500 mT
B N
 (m
T)
UDC (V)
(a)
 R350, 200 mT
 R650, 500 mT
B N
 (m
T)
 
I (mA)
(b)
Figure 6.19: Nuclear magnetic field as a function of the external dc-bias UDC (a) and the
corresponding dc-current I extracted from the samples’ I-V characteristics (b), respec-
tively. For comparison, measurements performed on sample R350 (squares) and R650
(circles) measured at an external magnetic field of B = 200mT and B = 500mT, respec-
tively, are plotted. Assuming a UDC-independent |g| = 0.420, the nuclear magnetic field
BN (UDC) is calculated from the Larmor frequency fitted from θF (∆t) scans as displayed
in Fig. 6.18.
Figure 6.20: Faraday rotation of opti-
cally generated spin packets as a function
of the pump-probe delay manipulated by
an external dc-bias under nuclear mag-
netic resonance condition: Spin pack-
ets are optically generated and probed
in sample R650 at B = 200mT us-
ing a ps-laser with energy Epump =
Eprobe = 1.508 eV and repetition time
Trep = 12.5 ns. The dc-bias UDC in-
duced nuclear magnetic field BN alters
the Larmor precession frequency ωL of
the spins. Utilizing an alternating mag-
netic field with frequency fcoil, B
(i)
N of
one nuclear species is depolarized and ωL
slowed-down accordingly as indicated by
the arrows. The measurements allow to
determine the distribution ofBN with re-
spect to the different nuclear species in
GaAs .
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subsection, we assume an effective g-factor |g| = 0.420 ± 0.002 deduced from the fitted
Larmor frequency ωL at UDC = 0.0V (violet curve in Fig. 6.20) in order to compute
the BN from the change of ωL according to Eq. 6.2. Applying UDC = −0.5V to the
sample and waiting for the nuclear magnetic field to settle, ωL is slowed down due to
the Overhauser shift (blue curve in Fig. 6.20). Neglecting the tiny contribution of the
optically pumped spin imbalance, we refer to the according BN as the total magnetic field.
Repeating the θF (∆t) measurement, while one isotope species i is resonantly depolarized
by means of the alternating magnetic field at frequency fcoil, the BN − B(i)N is calculated
from the reduced Overhauser shift. Applying this method, the B(i)N of
75As (black
curve), of 69Ga (red curve) and of 71Ga (green curve) is calculated as shown in Tab. 6.5.
UDC (V) 69Ga 71Ga 75As BN (UDC)−BN (0.0V)
B
(i)
N (mT) -0.5 12.3 ± 1.2 11.4 ± 1.2 22.1 ± 1.2 50.9 ± 0.7
ratio (%) -0.5 24.2 ± 2.6 22.4 ± 2.6 43.4 ± 2.8 100
B
(i)
N (mT) +0.3 -7.9 ± 0.9 -7.3 ± 0.9 -15.1 ± 0.9 -30.2 ± 0.5
ratio (%) +0.3 26.3 ± 2.5 24.3 ± 2.5 50.0 ± 2.2 100
ratio (%) [94] 25.8 22.1 52.1
n(i)µ(i) (%) 33 28 39
Table 6.5: Ratio of the nuclear magnetic field of one nuclear species to the total nuclear
magnetic field BN : The nuclear magnetic field is polarized due to the application of an
external dc-bias UDC . After the polarization, a single nuclear species is depolarized by
means of NMR as shown in Fig. 6.20. The ratio of the nuclear magnetic field B(i)N of
species i to the totally polarized BN is compared to the theoretically expected ratios
regarding the electron’s probability to be at the site of the nucleus species i. In the last
line, the ratio is calculated by just multiplying the number density n(i) and the nuclear
magnetic moment µ(i).
In Tab. 6.5, additionally the outcome of a similar experiment with UDC = 0.3V instead
of −0.5V is supplied. The ratio of the B(i)N to the total BN is compared to the theoretical
calculations [94], which regard the electron’s probability to be at the site of the nucleus
species i but do not include a constant electric field. In the last line of Tab. 6.5, B(i)N ratios
are enlisted, which are calculated by multiplying the number of nuclei of species i and their
magnetic momentum employing the data from Tab. 2.4. The measured ratios match the
theoretical predictions of Ref. [94] very well, except for the B(i)N of
75As at UDC = 0.5V.
This ratio is probably underestimated due to an only partial depolarization of the B(i)N
of 75As . Accordingly, the sum of the B(i)N measured at UDC = −0.5V does not match
the total BN . In conclusion, the electrically injected spins polarize the nuclei of all three
dominant nuclei species. Within the experimental error, the distribution of BN to the
nuclear subsystems matches the calculations regarding the electron’s spatial probability
distribution.
6.3.4 Summary of bias-controlled dynamic nuclear polarization
Combining the all-optical pump-probe technique with an electrical injected spin current,
grants a deeper insight into the bias-controlled manipulation of dynamic nuclear polariza-
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tion:
• In the absence of the bias-pulses, the nuclear polarization and depolarization times
are still at least one order of magnitude longer than in the all-optical experiment.
Additionally, both the polarization and the depolarization processes are single-
exponential. Thus, we conclude that the electrical manipulation is dominated by
delocalized electrons spin, which interact less efficiently with the nuclear system via
the Fermi contact interaction. In contrast, localized electronic spins and spin dif-
fusion dominate the build-up of the nuclear magnetic field, if a longitudinal electron
spin component is optically generated.
• The hyperfine interaction of the electrically injected spins and the nuclear system
differs for the dominant nuclear species in GaAs . Despite the external bias, the ratio
of the polarized nuclear magnetic fields in the nuclear subsystems matches the one
regarding the spatial distribution of the electrons with respect to the nuclear sites.
• Increasing the absolute external bias |UDC | further, the magnitude of the polarized
nuclear magnetic field starts to decreases at some UDC and approaches zero. The
preliminary results presented here suggest that this decrease is not only governed by
a reduction of the spin injection efficiency.
The superposition of bias pulses for electrical injection of spin packets with a dc-bias
offers a new method for manipulating the Larmor precession frequency and thus the spin
orientation. Even at low dc-bias ≈ 0.2V the effect is considerable. Depending on the
polarity of UDC , the Larmor precession frequency can be either increased or decreased.
As another characteristic, the effect is delayed and accumulates on a time scale of hundreds
of seconds including a memory effect, when the dc-bias is switched off. All-optical mea-
surements suggest that the time constant of the effect can be enhanced by controlling the
localization of the electron spins after electrical injection. Nuclear magnetic resonance ren-
ders it possible to depolarize and to clear the nuclear magnetic memory and is additionally
selective to the three nuclear subsystems.
In some aspects the device acts like a spin analog of an electronic capacitor:
1. The information is stored as the magnetization of the nuclei, instead of as electrical
charge. Altering both the charge and the magnetization is delayed by a time constant.
2. The status of the electronic capacitor can be measured non-destructively by the bias
drop at it. The status of the nuclear magnetic field is detected non-destructively by
the precession frequency of electron spin packets. Thus, it alters the orientation of
the electron spins, which constitutes the crucial property in terms of spintronics.
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In the previous two chapters, the electrical generation of spin packets, consisting of spins
in a superposition of | ↑ 〉 and | ↓ 〉 states was investigated in an external magnetic field
B. The phase-coherence within the spin packet allows manipulating the orientation of
its net magnetization by means of coherent Larmor precession of individual spins. The
superpositional state of the spins and the phase-coherence within the spin ensemble aims
at controlling the spin orientation, which is a crucial property for spintronics. One of the
most prominent proposals for a logic spin device by Datta and Das [70], the spin field effect
transistor (SFET), is based on the coherent precession of spins in a variable electric field
due to the Rashba effect [10] in a semiconducting channel as sketched in Fig. 7.1. The
Rashba effect makes use of the spin-orbit (SO) coupling, which connects both the spin
and charge degrees of freedom, yielding an effective Zeeman field, which depends on the
direction and magnitude of the electron momentum. Therefore, the conducting channel
of the SFET has to operate in the ballistic transport regime in order to manipulate the
orientation of the spin packet avoiding considerable spin dephasing. Furthermore, exact
tuning of the gate voltage and the gate length is essential to accomplish a pi-rotation of the
spins beneath the gate and thus to reduce the resistance as a function of the gate voltage.
Since achieving the ballistic regime and coherently controlling the spin orientation by the
Rashba effect turned out to be elusive, more robust switching schemes for a SFET have
been suggested, which are based on the manipulation of the spin dephasing time yielding
switchable randomization of the spin orientation [132, 133, 134] (see Fig. 7.1 (c)). Some
of these proposals exploit the unique characteristics of bulk inversion asymmetry in (110)-
oriented zinc-blende semiconductor quantum wells (QWs), for which a large anisotropy
of electron spin dephasing time is predicted as mentioned in section 2.4. The highest
spin dephasing anisotropy was found in a narrow n-doped (In ,Ga)As/(Al ,Ga)As QW
grown in the [110] crystal direction [78]. In these zinc-blende semiconductor QWs, the
spin dephasing time τS is mainly governed by the D’yakonov-Perel’ (DP) spin relaxation
mechanism.
For the interpretation of the results presented in this chapter, it is helpful to recall some
spin relaxation mechanisms presented in section 2.4. As discussed in section 2.4 (p. 26),
the DP mechanism is a result of spin precession in an electron-momentum ke dependent
effective magnetic field Bint(ke) caused by the SO-splitting of the conduction band. This
intrinsic inhomogeneity in k-space leads to a random walk of individual electron spins
in a spin ensemble and thus to the dephasing of the ensemble’s net magnetization. In
(110)-oriented zinc-blende semiconductors QWs, Bint due to the Dresselhaus type SO-
coupling is restricted to the out-of-plane direction for all in-plane k‖e . Because of this
peculiarity, the DP relaxation mechanism is absent for a spin ensemble pointing along the
out-of-plane direction in a (110)-oriented QW (cp. Fig. 2.15 (b)). In particular, when the
DP relaxation mechanism is suppressed, additional isotropic spin relaxation mechanisms
become relevant. Electron spin relaxation originating from the exchange between electrons
and free or bound holes, the Bir-Aronov-Pikus (BAP) spin relaxation mechanism (cp.
section 2.4 (p. 27)), has to be taken into account. This contact interaction of electron spin
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Figure 7.1: Schematic of a spintronics
field effect transistor based on the ma-
nipulation of the spin orientation and
on the spin lifetime, respectively: The
spin field effect transistor suggested by
Datta and Das consists of ferromag-
netic source and drain contacts (blue)
acting as a polarizer and analyzer for
a spin-polarized current in a semicon-
ducting transport channel (green) (a).
Applying an electric field by means of a
gate contact, spins in the semiconduct-
ing channel beneath the gate are coher-
ently rotated due to theRashba effect.
An exact pi-rotation of all spins yields
a high resistance at the drain contact
and the transistor is blocked (b). As an
alternative to the spin orientation, the
spin lifetime can be controlled by the
gate electric field (c). Let us consider a
semiconductor (orange), for which the
spin dephasing depends on the spin ori-
entation: Then, the spins can be ro-
tated in the direction, for which the
spin dephasing time τ (2)S < τ
(1)
S is short
enough to completely randomize the
polarization of the current. As a conse-
quence, the resistance at the drain con-
tact drops compared to the zero-state
of the gate, since half of the unpolar-
ized current is blocked at the drain con-
tact.
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and hole spin decreases either with the increase of the QW width [82] or with temperature
[77]. At elevated temperatures, τS is limited by electron intersubband transitions, which
in combination with spin-orbit coupling may lead to spin flips and thus to the so-called
intersubband spin relaxation (ISR), which was observed in n-doped GaAs/Al0.4Ga0.6As
(110) QWs [77].
7.1 Samples under investigation and measurement geometry
We investigate the spin dephasing anisotropy in undoped and strained (110)-oriented
InxGa1−xAs/GaAs QWs with different width dQW and In concentration x, which are
introduced in section 4.1.2. These QWs are in some ways advantageous in compar-
ison to doped (In ,Ga)As/(Al ,Ga)As of Refs. [135, 78] and the modulation doped
(In ,Ga)As/(Al ,Ga)As of Ref. [77]:
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• The electron spins exhibit a high absolute g-factor |g| in the QWs due to the large
SO-coupling in InAs (g = −15 in bulk InAs (cp. Tab. 2.1)). Thus, the influence of
an external magnetic field is enhanced.
• The layer structures of the QWs are symmetric (see subsection 4.1.2) in order to make
use of the Bint due to theDresselhaus type SO-coupling and to avoid Rashba type
contribution.
• The first interband transition energy of the QWs is below the fundamental band gap
of the GaAs substrate. Thus, the QWs are optically accessible from the front- and
backside, which allows to measure the Faraday rotation θF (∆t) as well as the pump
induced change of the sample’s transmissivity ∆Tr(∆t).
• The QWs are not intentionally doped, allowing us to separate the magnetization
loss due to electron spin dephasing in the conduction band characterized by the
spin dephasing time τS and the carrier recombination processes described by the
carrier lifetime τR. The decay of electron spin magnetization as observed by the
Faraday rotation θF (∆t) is then given by the spin lifetime TS according to Eq. 2.30.
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spin s TS
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Figure 7.2: Measurement geometry for the determination of the spin lifetime anisotropy
of undoped (110)-oriented (In ,Ga)As/GaAs quantum wells: Circularly polarized ps-
pump and linearly polarized ps-probe laser pulses are approximately parallel along the
z-direction and normal incident with regard to the plane of the InGaAs/GaAs quantum
well (a). Probing the Faraday rotation θF (∆t) and the pump induced change of sample’s
transmissivity∆Tr(∆t) both as a function of the pump-probe delay∆t, allows to measure
the evolution of the orientation of the spins in the QW and its filling, respectively. Spins
optically orientated in the out-of-plane direction of the QW are parallel to the intrinsic
SO-induced magnetic field and thus exhibit a longer spin lifetime T⊥S (b). Applying a
transverse external magnetic field B along the y-direction, the spins precess into the in-
plane direction and suffer from an enhanced DP relaxation mechanism, which reduces the
spin lifetime T ‖S for spins pointing in the x-direction.
The time evolution of spins in the QWs is investigated with an all-optical pump-probe
technique. The laser beam arrangement for the measurement of the Faraday rotation
θF (∆t) and pump induced change of sample’s transmissivity ∆Tr(∆t) is shown in Fig. 7.2
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(a). The θF (∆t) signal is proportional to the spin-induced net magnetization in the QW,
the ∆Tr(∆t) is proportional to the filling of the QW. For time-resolved Faraday rota-
tion, spin packets are optically generated by circularly polarized pump pulses, the energy
Epump of which is tuned to the first interband transition of the QW. Epump was determined
by photoluminescence for all temperatures T . For lock-in analysis, the pump laser beam
is alternatingly left- and right-circularly polarized with 42 kHz modulation frequency by
means of a PEM. The evolution of the spins is monitored by a second normal incident, lin-
early polarized probe beam, which is delayed with respect to the pump beam by a variable
time delay ∆t with 100 fs resolution. The strength of the Faraday rotation is strongly
enhanced in the spectral vicinity of optically allowed band-to-band transitions. Therefore,
the same energy can be used for both the pump and the probe beam (Eprobe = Epump).
The filling of the QWs is measured by the change of the transmitted intensity ∆Tr(∆t)
of a ∆t delayed probe-pulse tuned to the same energy. Additionally chopping the pump
beam at 1600 Hz frequency, we use lock-in technique to measure θF (∆t) and ∆Tr(∆t)
simultaneously, which yield the spin lifetime TS and the carrier recombination time τR,
respectively. The resulting spin dephasing time τS can then be extracted using Eq. 2.30.
Note that we use the term spin dephasing here, since we observe the net magnetization
perpendicular to the external magnetic field. In literature both terms spin dephasing and
spin relaxation can be found for the same quantity in this context. Since for mobile electron
spins T1 ∼ T2 (see section 2.4), we use the generalized symbol τS .
Initially, the spins are generated in the out-of-plane direction (z-direction) of the QWs
as displayed in Fig. 7.2 (b). Due to the strong spin-orbit interaction of the valence band,
hole spins relax quickly [77] (< 50 ps in our QWs) leaving the electron spins behind. Thus,
at zero-magnetic field, the decay of θF (∆t & 50 ps) is determined by the electron spin
lifetime T⊥S pointing in the z-direction (out-of-plane direction of the QWs). If a constant
magnetic field B is applied along the y-direction, the generated spin ensemble starts to
precess about B into the plane of the QW. Thus, the spin evolution becomes governed by
both T⊥S and the spin lifetime T
‖
S of spins pointing along the x-direction .
7.2 Experimental observations
As a first step, we seek the temperature regime, in which the spin dephasing is dominated
by the anisotropic DP relaxation mechanism. Therefore, the out-of-plane spin lifetime
T
‖
S(T ) as a function of the sample temperature T is determined for the (110)-oriented
QWs as well as for the (001)-oriented reference QW A. Measurements are performed with
a tuneable fs-laser (∆w ∼ 100 fs), which exhibits a large spectral width ∼ 10meV. This
is beneficial for a temperature dependent measurement, since it eases tuning Epump to
the interband transition energy of the QW, which decreases as a function of T . Fig. 7.3
displays θF (∆t) as a function of the pump-to-probe delay ∆t for the (110)-oriented QWs
B and C with 10% In concentration and the reference sample A at 10 K (a) and 70 K
(b). A single exponential decay is clearly observed above 50 ps showing that the loss of
electron spin-magnetization is characterized by a single spin lifetime T⊥S in the out-of-plane
direction. However, the logarithmic plot reveals an additional short decay (∆t < 50 ps),
which shortens with the increase of temperature and might be associated with hole spin
dephasing and will not be discussed further. At 10K, there is no significant difference
between the spin lifetimes of the (110)-oriented QW B and the (001)-oriented counterpart
reference sample A, which exhibits nominally the same In concentration x and QW width
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Figure 7.3: Evolution of the Faraday rotation in the absence of an external magnetic
field B compared at two sample temperatures. Starting from ∆t = 50 ps the decays
are single-exponential. At sample temperature T = 10K (a), the spin lifetime T⊥S of
the (001)-oriented QW A is similar to the one of both (110)-oriented QWs B and C. At
elevated temperature T = 70K, the T⊥S of the (110)-oriented QWs is enlarged.
d as sample B. The anisotropic DP mechanism can thus not be the dominant relaxation
mechanism at low temperatures. The broadest QW C stands out by a slightly higher
T⊥S at 10K. This tendency agrees with the isotropic BAP relaxation mechanism, which
becomes less effective in broader QWs due to an increased spatial separation of electrons
and holes [82]. We therefore assume that the BAP relaxation mechanism is dominant at
low temperatures, which is consistent with earlier observations made on GaAs/(Al ,Ga)As
QWs [136, 77]. At elevated temperature T = 70K (Fig. 7.3 (b)), both (110)-oriented QWs
and particularly the broadest one C, feature a longer T⊥S compared to the reference sample,
for which T⊥S is unchanged.
Fig. 7.4 displays the exponentially fitted long decay of θF (∆t) measured at zero magnetic
field as a function of temperature T . Additional to the considered QWs in Fig. 7.3, T⊥S (T )
of the deepest (110)-oriented QW D with the highest In concentration is plotted. In
contrast to the (001)-oriented reference QW A, all (110)-oriented QWs exhibit a peaked
T⊥S (T ) at elevated temperature: Tmax ≈ 110K for QW D and Tmax ≈ 70K for QWs
B and C. Presumably at these temperatures, the spin dephasing is dominated by the
DP relaxation mechanism, which is suppressed only for spins pointing in the out-of-plane
direction. Hence, we expect the highest spin dephasing anisotropy at these temperatures.
Approaching room temperature, T⊥S (T ) of all QWs decreases, which is governed by the
carrier lifetime τR(T ) (not shown). Further discussion of the temperature dependence of
T⊥S (T ) and τR(T ) including additional samples and a detailed study of the effects of sample
quality is presented in Ref. [106].
Fig. 7.5 shows θF (∆t) measured on the (001)-oriented QW A (a) and the (110)-oriented
QWs B (b) and C (c) at various transverse magnetic fields B. Data was taken at T = 70K,
at which the longest electron spin lifetime as a function of temperature T was found for
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Figure 7.4: Out-of-plane spin lifetime
as a function of temperature for vari-
ous (In ,Ga)As/GaAs quantum wells mea-
sured at B = 0mT. For each temperature
T , the energy of the fs-pump and probe
laser pulses Epump = Eprobe are tuned to
the maximum of the Faraday resonance
close to the lowest interband transmission
energy of the QW as determined from PL
measurements. In contrast to the (001)-
oriented QW A, the lifetime T⊥S (T ) of the
(110)-oriented QWs B, C and D is peaked
at an elevated temperature.
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the samples B and C. For all measurements in the following sections, a tuneable ps-laser
is used. Due to its small spectral width of ∼ 1meV, the measured spin lifetimes are
slightly higher due to suppression of inhomogeneous dephasing effects. Furthermore, the
obtained Faraday resonance θF (Eprobe) becomes narrower with a larger amplitude. Thus,
by tuning Epump = Eprobe exactly to this maximum, the signal-to-noise ratio of both θF (∆t)
and ∆Tr(∆t) signals can be considerably increased compared to experiments using fs-laser
pulses. Fitting the curves for zero magnetic field starting from ∆t = 50 ps reveals a single-
exponential decay reflecting the electron spin lifetime T⊥S to be 138 ps, 266 ps and 440 ps
for samples A, B and C, respectively. An additional fast decay (< 10 ps at 70K) might be
caused by hole spin dephasing. In a transverse magnetic field B 6= 0, Larmor precession
with frequency ωL ∝ B is observed in the control sample A for all B.
Interestingly, spin precession is not observed at B . 1 T for the (110)-oriented samples A
and B. Strikingly instead, the electron spin lifetime of QW B and even more pronounced of
QW C is dramatically reduced, when a transverse magnetic field is applied similar to Refs.
[78]. Only at high magnetic fields (B = 2T), oscillations indicating Larmor precessions
set in. The corresponding carrier lifetimes τR at 70 K (not shown) turned out to be
independent of the applied B and are 600 ps, 675 ps and 450 ps for QWs A, B and C,
respectively, which reflects that τR does not depend on the electron spin direction.
7.3 A model for the anomalous spin precession for
determination of the anisotropy
In order to model the complex B-dependence for the anisotropic samples B and C as shown
in Fig. 7.5 (b)-(c), the sum of electron spins normal (S⊥) and parallel (S‖) to the QW plane
has to be considered separately. Taking the spin orientation dependency upon the spin
lifetime into account (T⊥S > T
‖
S), the time evolution of S in an in-plane magnetic field
along the y-direction is given by [77]
∂
∂t
(
S‖
S⊥
)
= −
(
Γ‖ −ωL
ωL Γ⊥
)(
S‖
S⊥
)
, (7.1)
where ωL = gµBB/~, Γ⊥ and Γ‖ denote the Larmor frequency (Eq. 2.8) and the total
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Figure 7.5: Comparison of the
Faraday rotation of the (001)-
and (110)-oriented QWs at various
transverse magnetic fields B mea-
sured at T = 70K using a ps-
laser: The oscillations of the Fara-
day rotation θF (∆t) indicate Lar-
mor precessions with frequency ωL,
which is proportional to B for the
(001)-oriented QW sample A (a).
Since the envelope of the oscilla-
tion matches the decay observed at
B = 0T, B negligibly effects the
spin lifetime. In contrast, a trans-
verse magnetic fieldB applied to the
(110)-oriented QWs B (b) and C (c)
yields a short decay and thus appar-
ently reduces the spin lifetime. Only
at a high magnetic field (B = 2T),
an onset of oscillations can be ob-
served.
dephasing rate of the spin-induced net magnetization in the out-of-plane (z-) and the in-
plane (x-) direction, respectively. S(t) precesses in the xz-plane defined in Fig. 7.2 (b).
For undoped QWs the total dephasing rates Γ⊥ = (T⊥S )
−1 and Γ‖ = (T
‖
S)
−1 are the sum
of the anisotropic electron spin dephasing rates γ⊥,‖ = (τ
⊥,‖
S )
−1 and the isotropic carrier
recombination rate (τR)−1 in the QW (Eq. 2.30):
Γ⊥ = γ⊥ + (τR)−1
Γ‖ = γ‖ + (τR)−1. (7.2)
Since the observation direction of the spin-induced net magnetization by θF is defined
by the probe laser beam direction pointing out of the QW plane (z-direction in Fig. 7.2),
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we solve the differential equation Eq. 7.1 for S⊥, which is proportional to θF (t = ∆t):
S⊥(t) =
S0
cos(φ)
exp
(
−Γ⊥ + Γ‖
2
t
)
cos(ω′t− φ), (7.3)
with tan(φ) = (Γ⊥ − Γ‖)/(2ω′) and the modified Larmor frequency
ω′ =
√
ω2L −
(
Γ‖ − Γ⊥
2
)2
. (7.4)
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Figure 7.6: Fits of the Larmor frequency for the determination of the anisotropy of all
QWs: The square of the observed anomalous oscillation frequency ω′ (circles) is plotted
as a function of the squared transverse magnetic field B for all QWs (a)-(d). According to
our model, the slope of the linear fits to the data (red lines) is the squared absolute g-factor
|g| of spins in the QW. Its intersection with the B2-axis is connected to the difference
of the spin dephasing rates for spins pointing in the out-of-plane and in-plane direction,
respectively. This right-shift of the data is magnified in the insets and highlighted by the
black arrows. Only the fit to the data of the (001)-oriented QW A (a) intersects the zero
point, which proves a vanishing spin lifetime anisotropy.
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In order to calculate the spin lifetime anisotropy T⊥S /T
‖
S , the square of the measured
modified Larmor frequency ω′2 is plotted as a function of B2 as displayed in Fig. 7.6
for all QWs. According to Eq. 7.4, from the slope and from the intercept of linear least
squares fits to the data (red lines), the absolute g-factor |g| and the difference of the total
dephasing rates (Γ‖−Γ⊥) can be computed. The latter consists of the information about the
anisotropy. Note that we determined this quantity only by measuring Larmor frequencies
ω′(B) as a function of the transverse B. The error of these ω′ is generally smaller compared
to uncertainties in the determination of decays. Of course, we need one spin lifetime as a
reference in order to calculate the anisotropy T⊥S /T
‖
S , which can be transformed to
T⊥S
T
‖
S
= T⊥S Γ‖ = T
⊥
S (Γ‖ − Γ⊥) + 1. (7.5)
Hence, for the calculation of the spin lifetime anisotropy, we need T⊥S , which can be
separately measured at B = 0mT. If we assume that T⊥S is independent of the magnetic
field B, Eq. 7.5 is applicable. This assumption is reasonable for the reference sample A (cp.
Fig. 7.5 (a)), and holds true for the (110)-oriented QWs, since no systematic deviations
from ω′2 ∝ B2 are observed in Fig. 7.6. Nevertheless, we will further check for consistency
below. As (Γ‖ − Γ⊥) is the important quantity for the anisotropy, the right shift of the
curves is magnified in the insets of Fig. 7.6 (a)-(c). The reference sample clearly intercepts
the zero-point and it follows (Γ‖ − Γ⊥) = 0 yielding ωL = ω′ with Eq. 7.4. The largest
right-shift is observed for QWs C and D in Fig. 7.6 (c) and (d), respectively. The results
for the spin lifetime anisotropy, T⊥S , T
‖
S , and |g| are summarized in Tab. 7.1.
sample A B C D
InxGa1−xAs
layer width dQW (nm) 8 8 14 8
In conc. x (%) 11 ± 0.5 11 ± 0.5 11 ± 0.5 19 ± 0.5
QW orientation (001) (110) (110) (110)
measured at T (K) 70 70 70 110
T⊥S (ps) 138 ± 20 266 ± 20 440 ± 20 335 ± 20
T
‖
S (ps) 13 ± 2 8.2 ± 0.5 6.5 ± 0.8
T⊥S /T
‖
S 1 21 ± 2 54 ± 6 52 ± 10
g-factor |g| 0.459 ± 0.001 0.486 ± 0.001 0.523 ± 0.001 0.533 ± 0.008
Table 7.1: Compilation of the layer structure and spin lifetime anisotropy of the
(In ,Ga)As/GaAs quantum wells. The anisotropy of sample C measured at T = 10K,
the temperature at which the BAP mechanism dominates, is given in Ref. [79].
Compared to the anisotropy of QW B, the result for the deeper QW D has the correct
tendency, since DP becomes more effective in the latter due to the decrease of the fun-
damental band gap Eg(InxGa1−xAs) with x and the increase of the quantized energy E1:
τDPS ∝ EgE−21 according to Eq. 2.29. However, the high anisotropy for the broadest QW C
is surprising and needs further discussion. The effectiveness of the DP mechanism should
be reduced for sample C, since τDPS ∝ d−2E−21 ∝ d2. The increased spin lifetime as well as
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the higher anisotropy compared to sample A might then be explained by a reduction of an
isotropic spin dephasing channel. Scattering at the barrier interfaces, which has not been
considered yet, might be a suitable candidate, since it can be assumed to be dependent on
the volume-to-interface ratio and hence less pronounced for the broadest QW C.
Figure 7.7: Comparison of measurement and
simulations of the spin evolution in the non-
oscillating regime at temperature T = 70K
for the broadest (110)-oriented QW C. The
measured Faraday rotation θF (∆t) (circles) at
three small transverse magnetic fields B is plot-
ted as a function of the pump-probe delay. The
simulations (red lines) are computed employ-
ing the calculated spin lifetimes T ‖S , T
⊥
S and
the g-factor |g| deduced from measurements per-
formed at high B in the oscillating regime.
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In the following, we check the consistency of our results with the model of anomalous spin
precession (Eq. 7.3 and Eq. 7.4). As explained above, we used the oscillation frequency of
θF (∆t, B) and the out-of-plane spin lifetime T⊥S measured at B = 0mT in order to deduce
the complete set of parameters (T ‖S , T
⊥
S and |g|), which characterizes the spin evolution of
the (110)-oriented QWs. Consequently, we can now simulate S⊥(∆t) ∝ θF (∆t) for small
B in the non-oscillating regime defined by:
gµBB/~ = ωL <
Γ‖ − Γ⊥
2
(7.6)
In this regime, ω′ becomes an imaginary number according to Eq. 7.4. Fig. 7.7 displays
a comparison of the simulations and the measurements of θF (∆t) (circles) performed on
sample C under the same conditions as used for the series in Fig. 7.5. As the matching
is excellent, the model can be applied to the non-oscillating and oscillating regime. It
particularly explains the decrease of the decay of θF (∆t) and thus the randomization of
the spin orientation controlled by the external magnetic field in the QW.
In the model, we only have implemented an out-of-plane T⊥S and an in-plane spin lifetime
T
‖
S , since all QW in-plane directions are equivalent from the point of view of the DP
mechanism. Since crystallographically this does not hold true, we test for in-plane isotropy
of the spin lifetime by in-situ rotation of the sample by an angle α about the z-direction
defined in Fig. 7.2 (b). The crystallographic orientation is defined in Fig. 7.8. During the
rotation both the pump and the probe laser beams stay normal to the samples surface. In
the experiment performed on sample C, a large B is applied to ensure that the evolution
of the spin ensemble is governed by the in-plane as well as out-of-plane spin lifetime. The
fitted decay of the observed oscillations in θF (∆t) is plotted in Fig. 7.8 as a function of α.
Since we observe no systematic deviation within the error of the experiment, we conclude
that the spin lifetime is isotropic in the plane of the QW, which corroborates the DP spin
relaxation mechanism being responsible for the observed anisotropy. In Ref. [79] the spin
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Figure 7.8: Effective spin lifetime as a
function of various in-plane directions of
a high transverse magnetic field B = 4T
performed on the (110)-oriented QW C at
T = 70K. α denotes the angle, which in-
cludes the magnetic field direction and the
[001] crystal direction. The effective spin
lifetime is deduced from the decay of the
oscillating θF (∆t) signal.
lifetime anisotropy of sample C is measured at 10K. The anisotropy becomes reduced due
to the additional isotropic relaxation of the BAP mechanism (cp. section 2.4 (p. 27)).
7.4 Calculation of the spin dephasing anisotropy
Finally, we express the calculated anisotropy of spin lifetimes T⊥S /T
‖
S in terms of spin
dephasing times τ⊥S /τ
‖
S . The spin dephasing time is not merely of theoretical interest, since
it is not masked by effects of the carrier recombination time τR (see Eq. 2.30), but it is also
relevant for applications, because the loss of net magnetization due to recombination can
be avoided by n-type carrier doping. We should recall at this point that the spin dephasing
anisotropy can become infinite in (110)-oriented QWs for SO-coupling in leading order of
the electron momentum ke, if only the DP mechanism is present (cp. section 2.4 (p. 26)).
The anisotropy in terms of spin dephasing time can be expressed as
τ⊥S
τ
‖
S
= τ⊥S γ‖ = τ
⊥
S (γ‖ − γ⊥) + 1
= τ⊥S (Γ‖ − Γ⊥) + 1. (7.7)
by applying Eq. 2.30. Hence, we can insert the difference of the total dephasing rates
Γ‖ − Γ⊥ as deduced in Fig. 7.6. Here, we make use of the isotropy of τR, which was
experimentally confirmed by the fact that τR is independent of B. We only have to calculate
τ⊥S , for which we need τR according to Eq. 2.30, which is applicable for our undoped
quantum wells. For sample C, ∆Tr(∆t) and θF (∆t) are measured simultaneously at
T = 10K (a) and T = 70K (b), respectively and at zero magnetic field as shown in
Fig. 7.9. In the following, we focus on the long decay starting at ∆t & 50 ps: At low
temperature, the decay of the net magnetization is shorter than the one of the carrier
recombination. This is reasonable, since the pump-induced spin-polarized electrons relax
via recombination with unpolarized holes as well as due to spin dephasing by, e.g., the
BAP mechanism within the conduction band. At 70K, however, both decays become
nearly identical and the loss of net magnetization is governed by carrier recombination.
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Using the fitted decays τR = (450± 20) ps and T⊥S = (440± 20) ps, it becomes problematic
to calculate τ⊥S . We can merely give a lower bound τ
⊥
S > 4 ns. It is further important to
note that τR is approximately independent of the laser energy E = Epump = Eprobe in the
region of the corresponding PL-emission of the QW as shown in the inset of Fig. 7.9 (b).
Nevertheless, small errors in the determination of τR yield a large error of τ⊥S . Expressing
the anisotropy in terms of spin dephasing times, we thus obtain τ⊥S /τ
‖
S > 480 for sample
C at 70 K. This lower bound for the anisotropy is by a factor of eight higher than the
maximum anisotropy observed so far [78]. As the carrier lifetime τR = 675 ps of sample B
is considerably higher than its out-of-plane spin lifetime T⊥S = 266 ps, there is not much
difference, if the anisotropy is expressed in terms of spin dephasing time instead of spin
lifetime: τ⊥S /τ
‖
S = 34± 7.
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Figure 7.9: Comparison of the time-evolution of the Faraday rotation and the pump
induced change of the sample’s transmissivity ∆Tr(∆t) at zero-magnetic field B. Mea-
surements are performed on the broadest (110)-oriented QW C at 10K (a) and 70K (b),
respectively. The spin lifetime at 70K is mainly governed by the carrier recombination
time τR in the QW, which is approximately independent of the laser energy E in the
region of the PL emission peak of the QW (inset). The used E = 1.409 eV is marked by
a black arrow.
7.5 Summary and outlook
To summarize, in this chapter we investigated the anisotropy of spin dephasing in (110)-
oriented quantum wells. The anisotropy originates in the spin orbit coupling of Dressel-
haus type, which can be expressed as an electron momentum dependent effective magnetic
field. This SO-coupling is based on the D’yakonov-Perel’ spin relaxation mechanism.
The spin dephasing anisotropy allows the manipulation of the spin dephasing time in-
stead of the orientation of the spins by an external magnetic field. This new type of spin
manipulation may result in a more robust switching scheme for spintronics field effect
transistors.
182
7.5 Summary and outlook
We investigated various strained and undoped (In Ga)As/GaAs (110) QWs and found
a method to determine the spin dephasing anisotropy mainly by the measurement of the
frequency of an anomalous spin precession as a function of a transverse magnetic field B.
Measurements of the Faraday rotation as a function of B already reveal the potential to
alter the spin dephasing time. Expressing the anisotropy in terms of the spin dephasing
time we calculated an unprecedented high value exceeding 480 for the broadest quantum
well at T = 70K. Thus, overcoming the carrier recombination time, strong effects should be
observable at low external magnetic fields. At lower temperature, the anisotropy becomes
smaller due to an additional isotropic spin relaxation mechanism. As a first step, we studied
undoped samples allowing to measure separately the carrier recombination time and the
spin lifetime, both necessary to calculate the spin dephasing time. Lock-in technique allows
to measure both quantities simultaneously.
The model of the anomalous spin precession in (110)-oriented QWs is based on an en-
larged spin dephasing time for spins pointing in the out-of-plane direction of the QW,
whereas in the plane of the QW the spin dephasing is assumed to be isotropic in accor-
dance with the DP spin relaxation mechanism. The model matches the measured data in
the non-oscillating (low magnetic field) as well as in the oscillating regime (high magnetic
field). No deviations are found, when the magnetic field direction is rotated in the QW
plane.
Despite the large anisotropy measured, there are several obstacles to overcome when
thinking about an application for a field effect transistor device working in a diffusive
transport regime like the one sketched in Fig. 7.1 (c).
• Due to the lack of ferromagnetic contacts, the QWs are only optically accessible. It
is predicted from ab-initio band calculations that the injection from an Fe injector
into n-GaAs through a Schottky barrier is less efficient in the [110] than in the
[001] crystal direction [60]. First injection experiments indicate the same trend [61].
• The spins have to be injected pointing in the out-of-plane direction of the conduction
channel. Therefore, the injector requires a magnetic easy-axis in the same direction.
• Dopants induced random potentials are predicted to rotate the out-of-plane spins into
the plane by an additional random Rashba type SO-field [137]. Therefore, doping
may reduce the spin dephasing time in the (110)-oriented quantum wells considerably.
• For room-temperature applications, isotropic relaxation mechanisms should be neg-
ligible. However, the spin dephasing time decreases approaching room-temperature
due to intersubband spin relaxation in deep QWs [77].
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8 Conclusion
Within this thesis, we investigated electrical injection of spin packets through a Schot-
tky barrier in a transverse external magnetic field. We studied the possibility of controlling
the phase of the spins within the ensemble during the injection process in such a way that
the spin-induced net magnetization in the semiconductor precesses macroscopically about
the external magnetic field. Prior to this thesis, it was shown that such phase-coherent
spin packets can be optically pumped in the semiconductor GaAs by means of circularly
polarized laser pulses and their precession and relaxation was probed by time-resolved
magneto-optical pump-probe technique. A phase-coherent spin packet has not been elec-
trically injected so far.
In order to study the dynamics of electrically injected spins, we successfully introduced
a novel time-resolved pump-probe scheme, which is based on electrical pumping and opti-
cal probing. Nanosecond voltage pulses are applied to the sample to inject spin packets.
Probe laser pulses, phase locked to the pump pulses, read out the ensemble’s spin orienta-
tion in the semiconductor by means of the Faraday rotation effect with picosecond time
resolution.
For the electrical spin injection, we choose an Fe/GaAs Schottky junction, since
dc-injection experiments revealed a good spin injection efficiency combined with a high
electrical current for this heterostructure under a reverse bias. Moreover, the in-plane
magnetic anisotropy of the Fe injector layer allows applying an external magnetic field
parallel to the sample’s plane, while preserving a finite angle between the Fe magnetization
and the external magnetic field. This angle is essential in order to electrically inject
the spins with an orientation rendering Larmor precession possible in the GaAs . We
considered two semiconductor structures for the optical observation of the spin precession.
Firstly, an undoped GaAs/AlGaAs quantum well embedded in a n-i-p light emitting
diode and secondly a bulk GaAs layer with a slightly higher carrier concentration than
the critical concentration of the metal-to-insulator transition. All-optical time-resolved
Faraday and Kerr rotation experiments performed at a temperature of 25K on the bulk
samples revealed long spin dephasing times, which turned out to be only weakly depend
on an external dc-bias. In contrast, an optically pumped spin imbalance in the quantum
well decays at least by an order of magnitude faster and exhibits a more pronounced bias
dependence.
From the electrical point of view, the samples require a good impedance matching to the
self-fabricated and characterized coplanar wave guides and a sufficient electrical bandwidth
to transform the applied voltage pulse into a short current pulse in the semiconductor.
Since pulses with amplitudes of up to 2V are applied, the samples’ electrical bandwidth
and impedance have to be weakly bias dependent, which is sufficiently fulfilled for the bulk
samples. Moreover, the samples bandwidth deduced from the reflected electrical power is
sufficient to absorb voltage pulses of the order of ∼ 100 ps. Only a lateral inhomogeneous
distribution of the current flow through the bulk samples and a smaller spin injection
efficiency of maximal 15% compared to minimal 25% (corrected 39%) of the LED samples
are a drawback.
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Using the bulk GaAs samples with Fe injector layer, we proved for the first time that
electrical injection of phase-coherent spin packets is possible. We made use of resonant spin
amplification in the semiconductor, which occurs when the Larmor precession frequency
is resonant with the pump pulse repetition frequency. The position of the resonance peaks
refers to an effective electron g-factor, which is used as a fingerprint for Larmor precessions
in GaAs . Sweeping the pump-probe delay time, the amplitude of the resonance peaks
oscillates as simulated for the Larmor precession of a net magnetization. The symmetry
of the resonant spin amplification signal with regard to the external magnetic field and the
fact that the signal follows the hysteresis of the Fe injector completes the proof, since the
precessing spins doubtlessly stem from the injection process across the Schottky junction.
The comparison to an all-optical experiment, in which spins are directly pumped into the
GaAs reveals two peculiarities of the pulsed electrical spin injection. Firstly, the electrically
induced net magnetization vanishes with the increase of the external field and secondly the
dynamic of the net magnetization is slightly asymmetric with respect to the sweep direction
of the external magnetic field.
The former feature is enlightened upon investigating the process of spin injection and
Larmor precessions in the time domain for an unusually long time period of 125 ns. Beside
an exponentially damped oscillation in the Faraday rotation angle due to Larmor pre-
cession and spin relaxation, a non-oscillating decaying offset is observed. A novel model for
the time evolution of the electrical spin injection process explains both the offset and the
decrease of the Faraday rotation amplitude as a function of the external magnetic field.
For the model, we consider a capacity parallel to a resistance as an equivalent network
for the Schottky junction. We introduce the assumption that the displacement current
across the capacitance is unpolarized, whereas a fraction of the current, given by the spin
injection efficiency, through the resistance is polarized. The resistance stands for the finite
tunnel probability of the Schottky barrier. As a rough approximation, the capacitance,
the resistance and the spin injection efficiency are considered to be bias independent. The
last two approximations are justified as the bulk GaAs samples exhibit a linear I-V char-
acteristics at elevated bias and the spin injection efficiency is found to be nearly constant
over a wide dc-bias range. Applying the assumptions, the spin-polarized current builds up
exponentially, when the voltage pulse is applied and exhibits an exponential tail after the
voltage is switched off, which corresponds to charging and discharging the Schottky ca-
pacitance, respectively. Calculating the evolution of the net magnetization, an expression
for the decrease of the magnetization amplitude and the offset is found. Applying the
model for fitting the measured data, a time constant for the voltage build-up, which drops
at the Schottky barrier, in a range of 6 ns to 10 ns is discovered. This time range agrees
well with the dynamics at the Schottky barrier observed with time domain reflectometry.
This purely electrical method allows fitting an exponential approximation to the voltage
falling at the Schottky junction, when a voltage pulse is applied.
We further checked an extended version of the model on pulsed electrical injection in the
resonant spin amplification regime. Our model renders it possible to simulate the complex
shape-dependence of the resonances for various voltage pulse widths. It further points out
that assuming a (square-like) polarized current pulse with the same width as the voltage
pulse is inadequate for explaining the data. From the measurement, we conclude that
the phase coherence of the voltage triggered spin packet is limited by the build up of the
voltage dropping at the Schottky junction.
The asymmetry observed as a peculiarity of the electrically induced resonant spin am-
plification turned out to be a result of slowly polarizing the nuclei by the injected electron
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spin imbalance. The polarized nuclear field acts immediately back onto the electronic spin
system by altering the effective magnetic field, about which the electrically injected spin
packets precess. The dynamic nuclear polarization proven by nuclear magnetic resonance
can be strongly enhanced by applying a superposition of a small dc-bias and voltage pulses
to the sample. The longitudinal electron spin component required for this Overhauser -
shift comes naturally from the Fe magnetization tilted towards the external magnetic
field. The sign of the working point determines, whether the Larmor precession fre-
quency speeds-up or slows-down. The response time of the nuclear system to a change
of the dc-bias is long (≈ 450 s) and single-exponential. Interestingly, the dynamic nuclear
polarization evolves much faster in a purely optical experiment and exhibits two time con-
stants. Referring to the literature, the shorter 5 s and the longer 30 s are probably related
to polarization by localized spins at donor sites and nuclear spin diffusion into the bulk,
respectively. Since we use delocalized electrons spin for probing the nuclear magnetic field
by means of the Overhauser shift both processes are accessible. Our time-resolved tech-
nique renders it possible to study the magnetic field B dependence of both time constants.
Additionally, a |B|2/3 dependence on the equilibrium nuclear magnetic field was found.
From the longer response time observed in the electrical experiment we conclude that pre-
dominantly delocalized electron spins alter the nuclear magnetic field in the time-resolved
electrical experiment. Combining all-optical time-resolved Faraday rotation and a dc-
voltage applied to the sample, the weak coupling of the electrically injected to the nuclear
system was confirmed by the long response time of the nuclear system. Moreover, the
distribution of the nuclear magnetic field over the dominantly present isotopes 75As , 69Ga
and 71Ga was found to match the calculated fractions taking the electron probabilities to
be at the nuclear sites into account.
Our model shows that the time constant of the reverse biased Schottky junction
limits the phase-coherence of an electrically injected spin packet. The limited magnetic
anisotropy of the injector played a minor role in our experiment. For future high-frequency
spintronics applications thus not only the spin injection efficiency has to be improved but
also the time constant of the Schottky junction related to charge accumulation. Our
model also suggests that high frequency ac spin currents behave differently compared to
an ac charge current at a capacitance like the Schottky barrier, since displacement
currents might flow while the spin transfer is fully blocked. This can result in different
high frequency equivalent networks for unpolarized and polarized currents.
In order to reduce the Schottky capacitance, the doping profile at the junction could
be tuned, but the need for a high spin injection efficiency is restricting. Also artificial
barriers between the metallic ferromagnet and the semiconductor might reduce the capac-
itance. However, this would also imply an increase of the parallel resistance, which might
compensate the beneficial effect of a lowered capacitance in terms of the Schottky time
constant and might become problematic for the impedance matching to the cable. Charge
accumulation could be avoided by replacing the injection through a tunnel barrier with
electrical injection from a ferromagnetic diluted magnetic semiconductor. But in this field,
a lot of work needs to be done in order to control the (ferro-)magnetic properties indepen-
dent of the carrier concentration in a wide temperature regime. Maybe the spin quantum
Hall effect, current induced spin polarization or other spin-orbit related effects result-
ing in spin orientation taking place within the semiconductor can be developed to yield
a sufficiently large spin imbalance, which is rapidly triggered by an external bias. It is
notable, however, that spin injection from a ferromagnetic layer does not rely on delocal-
ized semiconductor states, e.g., pulsed electrical injection into a quantum dot might be
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possible.
Despite the limitations of the Schottky barrier, this thesis indicates new prospects
for electrical manipulation of a phase-coherent spin ensemble in a semiconductor. First
of all, the use of a semiconductor with a long spin dephasing time allows to obtain sev-
eral precession cycles of electrically injected spin packets, which is evidence for a sufficient
phase-coherence. Electrical injection is more versatile than optical pumping, since the
width of the pulses can be easily changed and complex pulse patterns can lead to con-
structive or destructive interference of spin packets as shown in this thesis. For the first
time, resonant spin amplification by electrical spin injection is observed. The large am-
plification of the spin accumulation in a semiconductor could be used to trigger, e.g., a
strongly polarized current that induces switching of a ferromagnet. Interestingly, one can
choose the condition of resonant spin amplification by changing the dc-bias, which alters
the polarization of the nuclear system. The slow response time of the nuclei to the dc-bias
could be used as mathematical integrator or as a spin memory, the state of which can be
immediately read-out by the precession of electrically injected phase-coherent spin packets
with small perturbation to the nuclear system.
As a next step, the fast electrical spin detection has to be investigated. We already
observed that the spin filtering of the Schottky junction also operates in the forward
bias direction: A reversal of the sign of the voltage pulses yields a reversed signal for the
resonant spin amplification and the polarization direction of the nuclei can be controlled
by the sign of the dc-current. Is remains unclear, why bi-directional filtering is possible
with a bare Schottky junction. Note that the spin orientation accumulated at the de-
tector is not reversed in Ref. [6]. First results (not shown in this thesis), indicated that
resonance spin amplification effects can also be seen in the resistance of the forward biased
Schottky junction, if phase-coherent spin packets are pumped in the conduction band
by means of circularly polarized laser pulses.
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Appendix A
Mathematical proofs
A.1 General ansatz for the evolution of the spin-induced net
magnetization
In chapter 2, we start with the precession of a single spin and by firstly defining hypothetic
spin injection schemes consider more and more complex and realistic spin ensembles during
the course of the dissertation in order to finally simulate the observed Faraday rotation
θF (∆t, B) as a function of the pump-probe delay ∆t and the transverse magnetic field B.
In this section, we proceed the other way round and start with the most general ansatz
of a time-dependent, repetitive spin injection rate rS(t) aiming at the simulation of the
evolution of the spin-induced net magnetization as a complex number M(∆t, B) as a
function of time∆t and external magnetic field B. The derivations follow the one presented
in Ref. [131]. In the course of this section we calculate the complex M(∆t, B) for
• repetitive and abrupt spin injection (cp. section 2.1.2 (p. 11))
• repetitive spin injection regarding a pulse width ∆w (cp. section 5.3.2 (p. 105))
• repetitive spin injection regarding the charging and discharging of the Schot-
tky diode (cp. section 5.4.1 (p. 125))
Since the time-resolution in our experiment is based on a stroboscopic pump probe exper-
iment, generally the spin ensembles are build up by a repetitive injection process. Thus,
the time-axis can be divided into repetition intervals of a length Trep. All time-dependent
properties are thus
• periodical in Trep
• in the following only defined in the domain [0, Trep].
A.1.1 Net magnetization of a time-dependent repetitive spin injection rate
We employ the net magnetization of the abruptly injected spin packet (Eq. 2.14)
M = exp
(−∆t
T ?2
)
exp (iωL∆t) (A.1)
with the Larmor frequency ωL defined by Eq. 2.8 and the spin dephasing time T ?2 in
order to calculate the net magnetization by summing over the magnetic moments of all
spins regarding a retardation t:
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M(∆t, B) =
∆t∫
0
rS(t) exp
(−(∆t− t)
T ?2
)
exp (iωL (∆t− t)) dt+
+
∞∑
n=1
Trep∫
0
rS(t) exp
(
−(∆t− t+ nTrep)
T ?2
)
exp (iωL (∆t− t+ nTrep)) dt
(A.2)
This ansatz is correct for a large number of approximately independent precessing spins.
The second summand describes the net magnetization induced by all spins of the previous
Trep intervalls. Constant factors in t can be extracted from the integrand, yielding
M(∆t, B) = exp
(
−∆t
T ?2
)
exp (iωL∆t)
 ∆t∫
0
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt +
+
( ∞∑
n=1
exp
(
−nTrep
T ?2
)
exp (iωLnTrep)
) Trep∫
0
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt

(A.3)
The first summand can be included in the infinite sum as n = 0 by subtracting the excessive
integral range:
M(∆t, B) = exp
(
−∆t
T ?2
)
exp (iωL∆t)
− Trep∫
∆t
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt +
+
( ∞∑
n=0
(
exp
(
−Trep
T ?2
)
exp (iωLTrep)
)n) Trep∫
0
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt

(A.4)
The infinite geometrical series converges, since from Trep > 0, T ?2 > 0 and |exp (iz)| = 1
with real z follows ∣∣∣∣exp(−TrepT ?2
)
exp (iωLnTrep)
∣∣∣∣ < 1.
and thus ∞∑
n=0
xn =
1
1− x (A.5)
is applicable [130]. Eq. A.4 can be simplified to:
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A.1 General ansatz for the evolution of the spin-induced net magnetization
M(∆t, B) = exp
(
−∆t
T ?2
)
exp (iωL∆t)
− Trep∫
∆t
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt +
+
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
Trep∫
0
rS(t) exp
(
t
T ?2
)
exp (−iωLt) dt

(A.6)
The denominator determines the position of the RSA resonances, since the net magneti-
zation M(∆t, B) can become large for ωLTrep = 2mpi, m ∈ Z. Resonances are suppressed,
if the spin dephasing time is much shorter than the repetition interval (T ?2  Trep), since
then no interference of successively injected spin packets is possible.
A.1.2 Repetitive and abrupt spin injection
For abrupt spin injection at times ∆t = nTrep according to 2.1.2, the spin injection rate
becomes rS(t) = R0δ(t). Setting rS(t) in Eq. A.6, yields
MRSA(∆t, B) = R0 exp
(
−∆t
T ?2
)
exp (iωL∆t)
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
= R0 exp
(
−∆t
T ?2
)
exp (iωL∆t)
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
2 exp
(
−TrepT ?2
)(
cosh
(
Trep
T ?2
)
− cos (ωLTrep)
)
= R0 exp
(
−∆t
T ?2
)
exp (iωL∆t)
exp
(
Trep
T ?2
)
− exp (−iωLTrep)
2
(
cosh
(
Trep
T ?2
)
− cos (ωLTrep)
) (A.7)
A.1.3 Repetitive spin injection regarding a pulse width ∆w
For a constant spin injection pulse of width ∆w according to 5.3.2, the spin injection rate
becomes
rS(t) =
{
R0 0 ≤ t < ∆w
0 ∆w ≤ t < Trep (A.8)
where R0 is constant. Setting rS(t) in Eq. A.6, yields
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M∆wRSA(∆t, B) = exp
(
−∆t
T ?2
)
exp (iωL∆t)

∆w∫
0
R0 exp
(
t
T ?2
)
exp (−iωLt) dt
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
−
∆w∫
min(∆t,∆w)
R0 exp
(
t
T ?2
)
exp (−iωLt) dt

(A.9)
Solving the integrals, yields
M∆wRSA(∆t, B) = R0 T
?
2
exp
(
−∆tT ?2
)
exp (iωL∆t)
1− iωLT ?2
[
exp
(
∆w
T ?2
)
exp (−iωL∆w)− 1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
−
− exp
(
∆w
T ?2
)
exp (−iωL∆w) +
+exp
(
min (∆t,∆w)
T ?2
)
exp (−iωLmin (∆t,∆w))
]
(A.10)
The imaginary part of this formula can be used to compute the simulation shown in
Fig. 5.28 (b).
Hanlé depolarisation
In 5.3.2, the Hanlé formula for continuous spin injection (Eq. 2.19) is found to be the limes
of a single-shot injection pulse with width ∆w (Eq. 5.13), for ∆w → ∞. In analogy we
can compute Eq. 2.19) from Eq. A.10 in the limit ∆w = Trep yielding min (∆t,∆w) = ∆t.
Setting both in Eq. A.10, yields
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M∆wRSA(∆t, B) = R0 T
?
2
exp
(
−∆tT ?2
)
exp (iωL∆t)
1− iωLT ?2
exp
(
Trep
T ?2
)
exp (−iωLTrep)− 1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
−
(
exp
(
Trep
T ?2
)
exp (−iωLTrep)− exp
(
∆t
T ?2
)
exp (−iωL∆t)
)]
= R0 T ?2
exp
(
−∆tT ?2
)
exp (iωL∆t)
1− iωLT ?2
exp
(
Trep
T ?2
)
exp (−iωLTrep)− 1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
−
exp
(
Trep
T ?2
)
exp (−iωLTrep)− 1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
− exp
(
∆t
T ?2
)
exp (−iωL∆t)

= R0 T ?2
exp
(
−∆tT ?2
)
exp (iωL∆t)
1− iωLT ?2
[
exp
(
∆t
T ?2
)
exp (−iωL∆t)
]
= R0 T ?2
1 + iωLT ?2
1 + (ωLT ?2 )
2 (A.11)
In the limit ∆w = Trep, M∆wRSA(∆t, B) becomes independent of ∆t and equals Mcw(B)
(Eq. 2.19).
A.1.4 Repetitive spin injection regarding the charging and discharging of
the Schottky diode
Finally, we calculate the net magnetization M(∆t, B) for the time-dependent and repet-
itive spin injection rate deduced from charging and discharging of a Schottky diode.
According to Eq. 5.51, the spin injection rate in this case is:
rS(t) = R×
 1− a exp
(
− tτsch
)
0 ≤ t < ∆w[
exp
(
∆w
τsch
)
− a
]
exp
(
− tτsch
)
∆w ≤ t < Trep
(A.12)
with the constant
a =
exp
(
∆w−Trep
τsch
)
− 1
exp
(
−Trepτsch
)
− 1
. (A.13)
Setting rS(t) in Eq. A.6, we have to distinguish between the conditions ∆t < ∆w and
∆t ≥ ∆w. The former case (∆t < ∆w) yields
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M(∆t, B) = R exp
(
−∆t
T ?2
)
exp (iωL∆t)×
×
− ∆t∫
0
[
1− a exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt +
+
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
 ∆w∫
0
[
1− a exp
( −t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt +
+
Trep∫
∆w
[(
exp
(
∆w
τsch
)
− a
)
exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt

 (A.14)
and the latter (∆t ≥ ∆w) yields
M(∆t, B) = R exp
(
−∆t
T ?2
)
exp (iωL∆t)×
×
−
 ∆w∫
0
[
1− a exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt +
+
∆t∫
∆w
[(
exp
(
∆w
τsch
)
− a
)
exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt
+
+
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
 ∆w∫
0
[
1− a exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt +
+
Trep∫
∆w
[(
exp
(
∆w
τsch
)
− a
)
exp
( −t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt

 (A.15)
The integrals can be easily solved:
I1(t) =
∫ [
1− a exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt
=
 1
1
T ?2
− iωL
−
a exp
(
t
τsch
)
1
T ?2
− 1τsch − iωL
 exp( t
T ?2
)
exp (−iωLt) + const (A.16)
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I2(t) =
∫ [(
exp
(
∆w
τsch
)
− a
)
exp
(
− t
τsch
)]
exp
(
t
T ?2
)
exp (−iωLt) dt
=

[
exp
(
∆w
τsch
)
− a
]
exp
(
− tτsch
)
1
T ?2
− 1τsch − iωL
 exp( t
T ?2
)
exp (−iωLt) + const (A.17)
Setting this result in Eq. A.14 (∆t < ∆w), yields
M(∆t, B) = R exp
(
−∆t
T ?2
)
exp (iωL∆t)
[
−
[
I1(∆t)− I1(0)
]
+
+
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
[
I1(∆w)− I1(0) + I2(Trep)− I2(∆w)
]]
(A.18)
and Eq. A.15 (∆t ≥ ∆w) can be simplified to
M(∆t, B) = R exp
(
−∆t
T ?2
)
exp (iωL∆t)
[
−
[
I1(∆w)− I1(0) + I2(∆t)− I2(∆w)
]
+
+
1
1− exp
(
−TrepT ?2
)
exp (iωLTrep)
[
I1(∆w)− I1(0) + I2(Trep)− I2(∆w)
]]
(A.19)
Eq. A.14 and Eq. A.15 are used for the simulations shown in Fig. 5.28 (c)-(d) and
Fig. 5.29 (b).
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AOM . . . . . . . . . . acousto-optic modulator, 33
BAP . . . . . . . . . . . Bir-Aronov-Pikus (spin relaxation mechanism), 27
BEP . . . . . . . . . . . beam-equivalent pressure, 48
CB . . . . . . . . . . . . conduction band, 15
CPW . . . . . . . . . . coplanar waveguide, 67
cw . . . . . . . . . . . . . continuous wave, 33
DMS . . . . . . . . . . . diluted magnetic semiconductor, 13
DNP . . . . . . . . . . . dynamic nuclear polarization, 28
DP . . . . . . . . . . . . D’yakonov-Perel’ (spin relaxation mechanism), 26
EA . . . . . . . . . . . . magnetic easy-axis, 21
EL . . . . . . . . . . . . . electroluminescence, 51
EY . . . . . . . . . . . . Elliot-Yafet (spin relaxation mechanism), 26
FLI . . . . . . . . . . . . fast lock-in amplifier, 39
FWHM . . . . . . . . full width at half maximum, 50
HA . . . . . . . . . . . . magnetic hard-axis, 21
hh . . . . . . . . . . . . . heavy hole, 15
ISR . . . . . . . . . . . . intersubband spin relaxation, 172
lh . . . . . . . . . . . . . . light hole, 15
MBE . . . . . . . . . . molecular beam epitaxy, 13
MCD . . . . . . . . . . circular magnetic dichroism, 38
MEE . . . . . . . . . . migration enhanced epitaxy, 50
MIT . . . . . . . . . . . metal-to-insulator transition, 15
ML . . . . . . . . . . . . monolayer, 50
NMR . . . . . . . . . . nuclear magnetic resonance, 145
PEM . . . . . . . . . . photoelastic modulator, 42
PL . . . . . . . . . . . . . photoluminescence, 50
QW . . . . . . . . . . . . quantum well, 13
RSA . . . . . . . . . . . resonant spin amplification, 11
SFET . . . . . . . . . . spin field effect transistor, 171
sh . . . . . . . . . . . . . split-off hole, 15
SLI . . . . . . . . . . . . slow lock-in amplifier, 39
SO . . . . . . . . . . . . . spin-orbit, 171
spin LED . . . . . . spin selective light emitting diode, 17
SQUID . . . . . . . . superconducting quantum interference device, 52
TDR . . . . . . . . . . . time-domain reflectometry, 64
VB . . . . . . . . . . . . valence band, 15
VNA . . . . . . . . . . . vector network analysis, 64
α . . . . . . . . . . . . . . tilt angle of the sample, 150
∆t . . . . . . . . . . . . . pump-probe delay, 31
∆Tr . . . . . . . . . . . pump-induced change of transmissivity, 40
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∆w . . . . . . . . . . . . pulse width (full-width at half maximum), 34
Eprobe . . . . . . . . . . probe laser energy, 40
Epump . . . . . . . . . pump laser energy, 40
η . . . . . . . . . . . . . . spin injection efficiency, 17
ωL . . . . . . . . . . . . . Larmor frequency, 7
νrep . . . . . . . . . . . . pump/probe repetition frequency, 31
τp . . . . . . . . . . . . . . momentum scattering time, 26
τR . . . . . . . . . . . . . carrier recombination time or more general carrier lifetime, 28
τS . . . . . . . . . . . . . generalized spin dephasing/relaxation time for a mobile spin ensemble,
26
τpol, τdep . . . . . . . polarization and depolarization time of DNP, 29
θF . . . . . . . . . . . . . Faraday rotation angle, 38
MFe . . . . . . . . . . . magnetization of the Fe injector layer, 21
Se . . . . . . . . . . . . . generated electron spin imbalance, 29
θK . . . . . . . . . . . . . Kerr rotation angle, 22
τsch . . . . . . . . . . . . characteristic time constant of the Schottky contact, 109
T ?2 . . . . . . . . . . . . . dephasing time of a spin ensemble (inhomogeneous dephasing included),
25
UDC . . . . . . . . . . . dc-bias (UDC < 0V for reverse biased Schottky junction), 35
A◦ . . . . . . . . . . . . . area of the mesa, 95
B,B . . . . . . . . . . . constant, external magnetic field, 5
BN ,BN . . . . . . . nuclear effective magnetic field, 29
Bzres . . . . . . . . . . . magnetic field of the resonant spin amplification peak of the order z, 11
Cs . . . . . . . . . . . . . capacitance of the Schottky junction, 108
Eg . . . . . . . . . . . . . fundamental band gap (of GaAs), 14
Ekin . . . . . . . . . . . kinetic energy of electrons, 14
fcoil . . . . . . . . . . . . frequency of the alternating magnetic field, 145
f
(i)
res . . . . . . . . . . . . NMR frequency of isotope i, 145
g . . . . . . . . . . . . . . effective electronic g-factor, 14
Ip . . . . . . . . . . . . . . spin polarized current, 109
It . . . . . . . . . . . . . . tunnel current through the reverse biased Schottky barrier, 109
Iinj . . . . . . . . . . . . current (unpolarized) through the sample, 95
jinj . . . . . . . . . . . . current density (unpolarized) through the sample, 95
Ms . . . . . . . . . . . . . net magnetization of an abruptly generated spin ensemble, 8
M∆w . . . . . . . . . . . net magnetization of a spin ensemble generated with pulse width ∆w,
106
Mcw . . . . . . . . . . . net-magnetization of a continuously generated spin ensemble, 9
MRSA . . . . . . . . . net magnetization of an abruptly and repetitively generated spin ensem-
ble, 12
M?RSA . . . . . . . . . net magnetization of a pulsed and repetitively injected spin packet with
finite pulse width, 125
nc . . . . . . . . . . . . . critical carrier concentration of the MIT, 15
ns . . . . . . . . . . . . . injected spin density, 97
Pinj . . . . . . . . . . . . average power density of the pump laser, 93
Rs . . . . . . . . . . . . . tunnel resistance at the Schottky junction, 108
rs . . . . . . . . . . . . . . spin injection rate, 106
Rtot . . . . . . . . . . . . total resistance of the sample, 79
T . . . . . . . . . . . . . . temperature, 29
X
A.1 General ansatz for the evolution of the spin-induced net magnetization
t . . . . . . . . . . . . . . . laboratory time, 142
T1 . . . . . . . . . . . . . longitudinal spin relaxation time, 25
T2 . . . . . . . . . . . . . transverse spin coherence time, 25
TS . . . . . . . . . . . . . spin lifetime (includes carrier lifetime), 28
T⊥S . . . . . . . . . . . . . spin lifetime of electron spins pointing out of the plane of a QW, 174
Trep . . . . . . . . . . . . pump/probe repetition interval, 11
Us . . . . . . . . . . . . . voltage drop at the Schottky junction, 108
Uamp . . . . . . . . . . . amplitude of a voltage pulse, 34
Uinj . . . . . . . . . . . quasi-continuous bias applied to the sample with 50 kHz modulation for
the measurement of the Hanlé depolarization, 93
z . . . . . . . . . . . . . . order of the RSA resonance, 11
UDC . . . . . . . . . . dc-bias applied to the sample via the bias-tee, 137
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