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Kurzfassung
Luftatmende Raumtransportsysteme stellen eine interessante Alternative zu den
klassischen, rein raketengetriebenen Raumtransportsystemen dar. Da die erste Stu-
fe eines solchen luftatmenden Systems den Sauersto der Atmosphäre für die Ver-
brennung nutzen würde, müsste im Gegensatz zur Rakete kein Oxidator mitge-
führt werden. Theoretisch könnten so bis zu drei Viertel des explosiven Treibstof-
fes eingespart werden, und damit die Sicherheit des Systems verbessert werden.
Nachdem derartige Systeme lange Zeit nur in der Theorie bekannt waren, konn-
te in den 2010er Jahren experimentell nachgewiesen werden, dass ein sogenannter
Supersonic Combustion Ramjet zumindest über einen kurzen Zeitraum hinweg tat-
sächlich in der Lage ist, den Verbrennungsprozess stabil zu unterhalten und positi-
ven Schub zu erzeugen.
Aufgrund der hohen Wärmelasten, denen ein derartiges System ausgesetzt wä-
re, besteht eine große Herausforderung darin, ein System zu bauen, das über einen
längeren Zeitraum hinweg betrieben werden kann. Für eine Modellierung dieses
Problemsmüssen aerodynamische, thermodynamische undmechanische Phänome-
ne berücksichtigt werden, die stark miteinander wechselwirken. Im Rahmen der
vorliegenden Arbeit wird ein Modellierungsansatz vorgeschlagen, anhand dessen
die auftretendenWärmeströme,Wandtemperaturen, und thermischen Spannungen
innerhalb der Struktur abgeschätzt werden können. Für eine Fluggeschwindigkeit
vonMach 8 bei einer Flughöhe von 30 kmwird eine zweidimensionale Beispielkon-
guration des Einlauf-Brennkammer-Systems deniert und auf ihre thermische und
mechanische Beständigkeit hin untersucht.
Das Strömungsfeld des Einlaufsystemswirdmit einem reynoldsgemitteltenNavier-
Stokes-Löser berechnet, wobei das Turbulenzmodell nachMenter zumEinsatz kommt.
Die numerische Lösung des Strömungsfelds wird anhand verfügbarer semiempi-
rischer Lösungen validiert. Die berechneten lokalen Wandwärmeströme werden
nach einem ähnlichkeitsmechanischenAnsatz dimensionslos gemacht und anschlie-
ßend als Randbedingungen an die thermische Struktursimulation übergeben.
Basierend auf denArbeiten von Shapiro,Walther, und Scheuermannwird das che-
misch reagierende Strömungsfeld in der Brennkammer vereinfacht als eindimensio-
nale Kanalströmung modelliert. Für die chemische Verbrennung wurde das Reakti-
onsschema nach Jachiomowski eingesetzt. Zur vereinfachten Berechnung der Rei-
bung und desWärmeübergangs von der Strömung auf die Struktur wird aufbauend
auf den Ansätzen von Crocco und van Driest ein neues Grenzschichtmodell vorge-
schlagen. Dieses wird anhand dreidimensionaler Rechnungen von Rabadán Santana
validiert. Es wird angenommen, dass die Struktur ähnlich einer Raketenbrennkam-
mer regenerativ mit Treibsto gekühlt wird. Dazu soll kyogener Wassersto einge-
setzt werden, der mittels des Modells von Leachman et. al. modelliert wird.
Die Wärmeleitung innerhalb der Struktur wird mit der Methode der Finiten Ele-
mente simuliert. Als Zeitschrittverfahren kommt ein implizites Euler-Verfahren zum
Einsatz. Da die Struktur zweidimensional modelliert wird, wird die Wärmestrah-
lung nach dem Ansatz von Hottel simuliert. Aufgrund seiner hohen Hitzebestän-
digkeit wird als Werksto die faserverstärkte Keramik C/C-SiC ausgewählt. Neben
den Temperaturen, die sich in der Struktur im thermischen Gleichgewicht einstel-
len, werden auch die thermomechanischen Spannungen innerhalb der Struktur be-
stimmt. Als Versagensmodell der mechanischen Analyse wird das Kriterium von
Tsai und Wu eingesetzt.
Es wird gezeigt, dass für einen Mach 8 Flug ein thermodynamisches Gleichge-
wicht erreicht werden kann, ohne dass ein strukturelles Versagen oder ein Zusam-
menbruch des thermodynamischen Kreislaufs zu erwarten ist. Zum Schluss wird
diskutiert, wie sich die in dieser Arbeit gewonnen Erkenntnisse auf den weiteren
Konstruktions- und Modellierungsprozess eines Scramjet-Antriebssystems auswir-
ken.
Abstract
Airbreathing space transportation systems are an interesting alternative to classical,
purely rocket driven space transportation systems. Since the rst stage of such an
airbreathing system is able to use the oxygen from the atmosphere for the combus-
tion process, it would, in contrast to a rocket, not need to carry any oxidizer around.
Theoretically, up to three quarters of the explosive rocket fuel could be saved this
way, which would increase the safety of the system. For a long time, such a system
was only known as a theoretical concept. In the 2010s, it could be experimentally
proven that a supersonic combustion ramjet is, at least for a short time, actually
able to maintain a stable combustion process and generate positive thrust.
Due to the high heat loads such a system is exposed to, building a system which
is able to operate for a longer time is a major challenge. For the modeling of this
problem it is necessary to regard aerodynamical thermodynamical and mechanical
phenomena, which all strongly interact.
Within the present work, amodeling approach is suggestedwhich allows estimat-
ing heat uxes, surface temperatures and thermal stresses within the structure. Ap-
plied to a cruise velocity of Mach 8 and a ight altitude of 30 km, a two-dimensional
example conguration for the inlet-combustor system is dened and investigated
regarding its thermal and mechanical stability.
The oweld in the inlet was calculatedwith a Reynolds-averagedNavier-Stokes
solver, in which the turbulence model from Menter was used. The numerical solu-
tion of the ow eld was validated against available semi-empirical approaches.
The local wall heat uxes obtained were made dimensionless by using a similitude
approach, and afterwards committed as boundary conditions to the thermostruc-
tural simulation.
Based on the works of Shapiro, Walther, and Scheuermann, the reacting ow
eld in the combustion chamber is simplied as one-dimensional channel ow. The
scheme of Jachimowski was used to model the chemical combustion. For a simpli-
ed calculation of friction and heat transfer between the ow and the structure, a
new boundary layer model is suggested, based on the works of Crocco and that of
van Driest. It is validated against three-dimensional calculations, which have been
performed by Rabadán Santana. Similarly to the combustion chamber of a rocket,
it is assumed that the structure is regeneratively cooled with fuel. For that purpose,
cyrogenic hydrogen is chosen, which is modeled by a an approach suggested by
Leachman et al.
The thermal conduction within the structure is modeled using the nite element
method. For the time-stepping, an implicit Euler method is used. Since the structure
is modeled two-dimensionally, the model by Hottel is used for the thermal radia-
tion. Due to its high thermal resistance, the ber-reinforced ceramic C/C-SiC is
chosen. Apart from the equilibrium temperatures of the structure, thermomechani-
cal stresses are calculated as well. As failure model for the mechanical analysis, the
criterion by Tsai and Wu is used.
It is shown that for the case of a Mach 8 ight it is possible to achieve a thermal
equilibrium without a failure of structural integrity, or a failure of the thermody-
namic cycle being expected. Finally, it is discussed in what way the results of the
present work could inuence future design and modeling approaches of a scramjet
propulsion system.
11. Introduction
The concept of an airbreathing space transportation system has been discussed
since the 1950s at least, and it remains an interesting alternative to conventional
rocket systems. The discussion remains in spite of the fact, that the realization of
such a system requires mastering huge challenges in almost all elds of engineer-
ing sciences. One challenge regards the fact that the thermal loads on the structure
increase with the square of the cruise velocity of the vehicle. The present work
investigates whether a thermally balanced scramjet-powered ight at Ma D 8 is
physically possible, and if so, how it can be modeled and numerically simulated. A
two-dimensional example geometry is dened, and a thermomechanical investiga-
tion is performed and discussed.
1.1. Scramjet Working Principle
The supersonic combustion ramjet is an airbreathing aircraft propulsion system,
which creates thrust by compression, heating, and expansion of air. Scramjet en-
gines can only operate in the hypersonic ow region, ranging from approximately
Ma & 5 to Ma . 10. Secondary engines are necessary to accelerate a vehicle up
to this speed range. Typically, turbine engines or solid rocket boosters are being
considered for this purpose. Dual mode scramjets can also operate with subsonic
combustion down to speeds of approximatelyMa  2. The engine can be podded
into a nacelle, similarly to turbine engines in modern airliners. These variants are
usually rotationally symmetric. In another variant, the external compression and
expansion processes are performed along the vehicle’s hull. The advantage of this
construction is that it creates less drag than an engine nacelle. The shape of such
an airframe integrated engine is illustrated in Fig. 1.1.
0 2.1 3 4 9 10
Inlet Isolator Combustor Nozzle
Figure 1.1: Scramjet system component names and reference station numbers.
See Sec. 1.1.1 for station number description.
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1.1.1. Process Cycle Reference States
To characterize the thermodynamic process of the engine, the cycle determining
parameters like temperature, pressure and ow velocity are averaged across certain
cross areas perpendicular to the general direction of the ow. The denotations of
these reference stations are based on the SAE standard AS755F,1 although minor
variations are found in literature when applied to the scramjet engine. The main
reference stations are :
 freestream condition
The freestream condition is dened by the cruising speed Ma0 and
the ight altitude. The static temperature T0 and pressure p0 are
determined on the basis of a standard atmospheric model.2
 compression
Along the inlet structure, compression is achieved by a series of
oblique compression shocks. Since the compression process is as-
sumed to end at position .2.1/, while a series of oblique compression
shocks and expansion, the shock train, may occur in the isolator,
which ends at position .3/. It is a matter of point of view whether
the isolator has to be regarded as a part of the inlet or as a separate
system component. During the design process of the inlet, the latter
is preferred since the length of the isolator depends on the maximal
pressure in the combustion chamber, which has to be determined
separately. Once the isolator length is known, inlet performance
parameters are usually referred to station .3/ instead of .2.1/ to
facilitate the analysis of the thermodynamic cycle of the engine.
 combustion
The fuel injector is placed in the center of the entrance of the combus-
tion chamber in order to induce perturbations that support the mixing
process. Other variants consider a fuel injection from the wall, or a
combination of central and wall injection.
 expansion
The chemical process of the combustion is usually modeled until the
ow reaches the combustor exit at station .4/. From the nozzle on-
wards, a frozen combustion is often assumed, where the gas composi-
tion does no longer change due to combustive eects, and no chemical
heat is released.
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1.1.2. Hypersonic Flight Corridor and Total Temperature
The denition of the ight corridor helps to choose an appropriate ight altitude
for a desired cruise velocity. Considering aeronautical engineering applications, lift
and drag of a vehicle moving through the atmosphere depend almost linearly on
the dynamic pressure
q0 D
0 u
2
0
2
, (1.1)
where 0 is the atmospheric density and u0 the cruising speed. Since the density
of the air decreases with the altitude, the vehicle must y low enough to create
sucient lift, yet high enough to prevent mechanical or thermal failure caused by
drag and friction. The optimal ight altitude of a stratospheric aircraft depends on
the chosen Mach number and the required dynamic pressure q0, which should be
between roughly 20 and 90 kPa.3 This ight corridor is illustrated in Fig. 1.2 along
with operating points for various stratospheric vehicles.
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Figure 1.2: Flight corridor for various stratospheric vehicles, the dynamic
pressure is referred to the US 1976 standard atmosphere.
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The total temperature Tt ,0 allows a rst estimation of the maximal wall tempera-
tures that are to be expected on the external surfaces of the vehicle, see Fig. 1.3. For
this estimation, it is assumed that there is to thermal radiation and that the external
surfaces are thermally isolated from the supporting structure. The physical mean-
ing of the total temperature can easily be explained as follows: from the viewpoint
of the vehicle, the air is moving with a velocity of u0. If the air was fully stopped,
the kinetic energy would be fully converted into caloric energy, thus heating up the
air to the total temperature.
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Figure 1.3: Total temperature versus Mach number for various ight experiments.
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1.2. Historical Overview
The history of hypersonic ight can be roughly divided into four eras. The rst era
covers the concept phases before and during World War II. The second phase was
dominated by the beginning of the American X-Plane programs as well as various
French ramjet ight experiments. Furthermore, fundamental research programs
were initiated by the former Soviet Union, the United Kingdom, and Japan. Re-
search declined after the end of the Apollo Program, which marks the end of the
second era. The third era can be described as the era of conceptual single and two-
stage to orbit vehicles. Various of these had been investigated in the 1980s and early
1990s. Although none of these studies had actually resulted in a ying vehicle, the
conducted basic research had inuenced the research projects of the late 1990s and
the 2000s. The beginning of the fourth era was marked by the Russian Hypersonic
Flying Laboratory Kholod, and peaked in the ight of the American X-43A test ve-
hicle in 2001. An incomplete overview over various research projects related to
hypersonic ight is shown in Tab. 1.1.
Table 1.1: Overview over various research projects related to hypersonic ight. Bold
names mark ight experiments actually own, italic names mark ramjet-
powered missiles.
1940
1950
1960
1970
1980
1990
2000
2010
Germany
Silbervogel
Sänger I
Sänger II
Me P.1100
SHEFEX II
SHEFEX
RADUGA-D2
Russia
AYAKS
KHOLOD
P-700 Granit
various secret
projects
Borovkov-Florov D
Bruya La-350
YU-71
IGLA
Buran
Po
st
 W
W
 II
Po
st
 C
ol
d 
W
ar
Po
st
 A
po
llo
X-30
USA
X-1
X-15
SR-71
X-43A
X-51A
X-5
Space
Shuttle
X-33
SCRAM
HRE
FFV1
X-37
Pluto
Australia
HyShot
HyShot II
HIFiRE 5B
T3 wind tunnel
T4 wind tunnel
France
Vega
Promethee
Leduc 0.1
Griffon
ESOPE
PREPHA
LEA
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1.2.1. World War II and Before
Several jet engine patents had been granted across Europe until the mid 1930s,4
but it wasn’t until World War II, when the the British engineer Frank Whittle and
his German counterpart Hans Joachim Pabst von Ohain almost independently de-
veloped the rst working turbojet engines to actually power airplanes, namely the
Messerschmitt Me 262 by the Luftwae and the Gloster E.28/39 by the Royal Airforce.
Nazi Germany was performing many highly anticipated studies on supersonic and
hypersonic ight, one especially worth of mentioning was the Silbervogel proposed
by Eugen Sänger and his wife Irene Bredt. It was a conceptual rocket driven sub-
orbital bomber, meant to start from Europe, cross the Atlantic within 150 minutes,
and drop a 4000 kg bomb over the United States.5 Dozens more ramjet and rocket
driven ghter concepts were investigated during the last year of World War II. Al-
though most of these concepts were never to leave the drawing board, the Allied
Forces would adopt many key technologies after the war was over.
1.2.2. Flight Experiments and Research During the Space Race
The most prominent example of a German ghter concept adopted by the Allied
Forces is the Messerschmitt P.1101, which was built and own by the United States
Air Force (USAF) as a so-called X-Plane, namely the X-5 by Boeing in 1951. The
X-5 ight can probably be considered as one of the rst supersonic ramjet ights.
A rst subsonic ramjet ight was performed in France by the Leduc 0.1 in 1947, the
same year in which Chuck Yaeger had broken the sound barrier piloting the Bell
X-1. Other noteworthy X-vehicles from that area are the unmanned X-7 by Lock-
heed, which was used as a ying testbed for ramjet ights, and the X-20 Dyna-Soar.
Although ocially never actually built, the X-20 project was a huge contribution to
the science hypersonic ight. Many developments would ow into the the X-15 by
North American Aviation. The X-15 was mainly used to conduct ight experiments
to support the American space program during the 1960s.6 Many more research
projects on ramjet and rocket driven vehicles followed in the subsequent years, pre-
dominantly in the USA, France, the Soviet Union, and Japan. France, Britain and
the Soviet union also built the rst ramjet powered missiles.7
1.2.3. Conceptual Studies During the 1980s
During the 1980s and early 1990s, conceptual studies for various single-stage-to-
orbit (SSTO) vehicles were performed, including the American National Aero-Space
Plane X-30 (NASP), and the Soviet Tupolev Tu-2000. In the mid 1990s, Japan also
started conceptual studies on an SSTO vehicle. Eugen Sänger’s early studies on a
two-stage-to-orbit (TSTO) vehicle led to both the British Horizontal Take-o and
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Landing Satellite Launcher (HOTOL) and the European vehicle Sänger-II. Similar
studies were performed by the Soviet Union during the Ayaks project.8 Unfortu-
nately, none of these projects actually succeeded, since the intended ight condi-
tions could neither be achieved in a test bed nor numerically simulated with the de-
sired accuracy. The highly promising eld of computational uid dynamics (CFD)
turned out to be either too inaccurate or too costly by means of calculation power.
Especially turbulence modeling turned out to be a great issue. Thermally balanced
ight experiments on the other hand were impossible due to the lack of the neces-
sary heat resistant materials.9
1.2.4. Post Cold War Flight Experiments
A major breakthrough had been achieved in November 1991, when Russia’s Hy-
personic Flying Laboratory (HFL) Kholod was the rst recorded vehicle to achieve
supersonic combustion in ight, reaching a cruise velocity ofMa D 5.2 for twelve
seconds. More ight experiments on Kholod followed during the 1990s, in coop-
eration with France and the United States.10, 11 France had maintained its reusable
launcher program PREPHA until 1996. It was followed by the military PROMETHEE
program12
In 1994, one year after the failure of the NASPX-30, the United States initiated the
Hyper-X Program. This highly successful program focused on developing a down-
scaled version of the X-30, namely the X-43A ight experiment (see Fig. 1.4, top). It
was hydrogen fueled, and was able to generate positive net thrust atMa D 9.66 for
about twelve seconds.13 The Australian HyShot Program was initiated in the early
2000s at the University of Queensland14 and featured four hypersonic ight tests
which were launched between 2001 and 2006, as well as the collaborative Australia-
United States HyCAUSE experiment, which ew in June 2007.
The Hyper-X and HyShot test programs had successfully proven that an air-
breathing ight vehicle can not only achieve supersonic combustion, but also gen-
erate positive net thrust. Up until then, all test vehicles had maintained their high
speed for a few seconds only, but the problem of a sustained, thermally balanced
ight persisted until the X-51A Waverider (see Fig. 1.4, bottom) was developed on
the basis of the initiated but canceled X-43C test vehicle. The X-51AWaverider was
a collaboration between the United States Air Force (USAF) and the Defense Ad-
vanced Research Projects Agency (DARPA). Two successful ights were performed
in May 2010 and May 2013, the latter of which achieving 210 seconds of hypersonic
ight at Ma D 5.1.15 The X-51A did not combust hydrogen but JP-7, a special
hydrocarbon based fuel. A similar research program called LEA was conducted in
France from 2003 to 2015.16
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3.63 m
4.26 m
Figure 1.4: Experimental vehicles X-43A (top) and X-51A (bottom).
1.2.5. Post Cold War Basic Research in Germany
Continuing the heritage of Sänger II, the German Hypersonics Technology Program
was initiated in the 1990s. Apart from basic investigations, the program also con-
tained several ight experiments of a scramjet testbed, which was mounted on the
Russian RADUGA-D2 rocket17, 18 a. During the same period, the German Research
Collaborative Centres, SFB 253, SFB 255 and SFB 259 were founded. They focused on
basic research regarding aerodynamics and thermodynamics, ight mechanics and
control, high-temperature materials as well as overall design aspects of SSTO and
TSTO space transportation systems.19 After their expiration in the mid 2000s, the
project was followed by the German Research Training Group GRK 1095,20 which
focused on basic aerothermodynamic vehicle design, and the Transregio 40 Collab-
orative Research Centre, which focused on modeling and manufacturing of high
temperature materials. A German contribution in the eld of material sciences was
achieved by the DLR through the Sharp Edged Flight Experiments SHEFEX and SHE-
FEX II, which were launched in October 2005 and June 2012 and featured high en-
thalpy ight experiments on carbon ber reinforced ceramics and transpirational
cooling.21–23
aРадуга (raduga) is the Russian word for rainbow
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1.2.6. Hypersonic Flight in the Present and the Near Future
During the time this work was written, a third SHEFEX mission aimed to reach
Ma D 20 was being planned.24 In May 2016, Australia launched the HIFire 5B
ight experiment, which was developed in cooperation with the US military. The
three dimensional inlet geometry consists of a rampwith sidewalls, which gradually
merges in an elliptic isolator structure.25 It reachedMa 7.5. WithHIFiRE 8, Australia
has announced a C/C-SiC structured waverider experiment, which aims at reaching
a 30 second hypersonic ight.26, 27 Another ight experiment to be expected in the
near future is the Brazilian Waverider Hypersonic Aerospace Vehicle 14-X S.28, 29
In collaboration with Airbus, the American company Aerion is currently devel-
oping the supersonic business jet AS2, which is supposed to reachMa D 1.5, and is
expected to be shipped in 2023. In November 2015, the Bombardier Aerospace sub-
sidiary Flexjet placed a 2.4 billion dollar order on 20 airplanes of that type.30 Both
the American companies Lockheed Martin, and Spike Aerospace, as well as the
British company HyperMach and the Russian Sukhoi Company have announced
similar projects. In June 2015, NASA announced to grant over 4.6 million dollars
to industrial and academic funding in research on supersonic commercial passen-
ger transport.31 One month later, Airbus was granted a US patent of a possible
Concorde successor which would be hydrogen-fueled and could transport 20 pas-
sengers atMa D 4.5.32, 33
The Boeing Company has announced the Small Launch Vehicle, a four stage air-
breathing space transportation systemwhich will be developed in cooperation with
Scaled Composites. The patent was granted in 2015.34 In June 2016, a similar project
called SPARTAN has been announced in Australia.35 Continuing the heritage of
Sänger I and HOTOL, the British Company Reaction Engines Limited is developing
a single stage to orbit space transportation system called Skylon. Similar to the up-
per stage of Boeing’s SLV, the engine of Skylon will compress the incoming air and
decelerate it to subsonic speed. The air will pass a heat exchanger and be cooled
down to 120 K, before being passed into a classical turbojet engine.36, 37 The Skylon
project is very ambitious, and it might take some time until all technical challenges
are overcome.38, 39
The scramjet technology has also a strategical relevance. Due to its high maneu-
verability and potential stealth capabilities, a hypersonic glide vehicle could over-
come a satellite supported missile defense shield far easier than a classical missile.
It is therefore not surprising that the lessons learned from the Boeing X-51A Wa-
verider will ow into the development of so called Conventional Promt Global Strike
Weapons, maneuverable stealth missiles, which are said to be capable of reaching
velocities of up toMa D 6.40, 41 It is furthermore not a secret that Russia, India, and
China are working on similar projects.42
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1.3. Motivation
This section consists of three parts. The rst part discusses why the scramjet should
be considered as an engine for a space transportation system, in spite of its techni-
cal challenges. It is followed by an example fuel budget in order to demonstrate the
benet of the scramjet approach. The short explanation of the ight path and the
concept of total temperatures illustrate the thermal problem that comes with hy-
personic ight. That section is followed by a short explanation of the contributions
this work hopes to provide for future investigations.
1.3.1. Application as Airbreathing Space Transportation System
The attractiveness of an airbreathing system is that it would require signicantly
less fuel than a conventional rocket. This could potentially lead to a more reliable
and less expensive system.43, 44 This reduced fuel consumption is owed to the vehi-
cle’s capability of extracting the atmospheric oxygen required for combustion. The
overall eciency of the system will therefore depend on the maximum velocity
at which the atmospheric oxygen can be used. This makes the scramjet engine a
good candidate for the propulsion system. Apart from space transportation, such
an engine could become interesting for commercial passenger transport as well as
defense applications.
1.3.2. Fuel Budget Example for a Space Transportation System
The eective exhaust velocity ce , and respectively the specic Impulse Isp,
ce D g0 Isp D
F
Pmf
, (1.2)
are used to describe the capability of a rocket engine to generate thrust by expelling
fuel. Herein, F is the thrust, and Pmf the fuel mass ow. Traditionally, the eective
exhaust velocity ce is divided by the gravitational acceleration at sea level g0 in
order to avoid confusion between engineers using metric and imperial systems of
measurement, thus resulting in the specic impulse Isp, which is measured in sec-
onds.
The cost of a spaceight mission is described asv, which measures the amount
momentum needed during the mission. A ight from the surface of the Earth to the
low Earth orbit (LEO) for example, costs about 10 000m s−1.45, 46 The fuel budget of a
rocket consisting of n stages can be determined by the Tsiolkovsky rocket equation
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v D
nX
iD1
ce,i ln
m0,i
mb,i
, (1.3)
where m0,i is the total wet mass of the rocket at the ignition of the stage, and mb,i
the burnout mass of the stage. Fig. 1.5 depicts a theoretical space transportation
system, which could transport the X-37B experimental vehicle to LEO.
60 m
orbiter, 5 t payload adapter, 0.9 t upper stage rocket,  6.3 t (dry) 
airbreathing lower stage, 90 t (dry)
Figure 1.5: Conguration of a generic airbreathing space transportation system.
A possible mass budget for Eq. (1.3) is shown in Tab. 1.2. The assumed dry masses
are 90 t for the airbreathing stage and 7.3 t for the upper stage including engine and
payload adapter. The mass budget shows that 72 t of fuel would be required. In the
present, the X-37B vehicle is launched with an Atlas V 501 system, which requires
over 300 t of fuel for the same mission.
Table 1.2: Mass budget for a generic airbreathing space transportation system.
Isp Mab m0 mb mf v
s t t t m=s
1a Turbojet 4000 2 174.3 171.7 2.6 590
1b Ramjet 3000 5 171.7 166.6 5.1 885
1c Scramjet 2000 8 166.6 159.1 7.5 900
2 Rocket 450 69.1 12.2 56.8 7625
3 Payload 5.0
total 72 10000
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1.3.3. Purpose of This Work
It is easy to see from Fig. 1.3 that the total temperature exceeds any maximum ser-
vice temperature of most common materials, so that active cooling concepts are
necessary if a thermally balanced ight is desired. Apart from the regeneratively
cooled X-51A ight experiment, which ew in the low hypersonic regime, no ight
experiment was able to achieve a thermal equilibrium, especially not in the regimes
of Ma D 8 and above. The purpose of this work is to create a thermal model of
a generic two-dimensional inlet-combustor geometry, and prove that a thermally
balanced ight at Ma D 8 is possible, if the structure is actively cooled. Further-
more, the appearing thermal stresses within the cooled structure are predicted. If
the ow eld along a scramjet structure is to be modeled viscidly, which means
that aerodynamic friction is regarded, most models require the local temperatures
of the wetted surfaces as imposed boundary conditions. Their diligent estimation
often poses a challenge to the aerodynamicist. The information provided by the
model in this work can facilitate that estimation. The model also provides the ther-
mal loads, which will help the material scientist to determine thermal deformations
and mechanical stresses within the structure, so that more detailed investigations
on the mechanical strength of the structure will be possible. The thermal losses
predicted by the present model will contribute to the overall system knowledge
that is needed for investigations on the performance and robustness of the engine’s
thermodynamic cycle.
1.4. Scramjet Thermal Management: State of the Art
This section provides an overview over various cooling methods that can be consid-
ered for the application of a scramjet engine. Cooling methods of previously own
and upcoming ight experiments are briey discussed. The section closes with a
short overview over some noteworthy theoretical works.
1.4.1. Overview over Considerable Cooling Concepts
In the concept of regenerative cooling, fuel is pumped through cooling channels
along the structure. This way, the fuel acts as a coolant and absorbs the heat through
forced convection. When the fuel is injected into the combustion, a part of the
absorbed heat energy is returned into the combustion process. Originally suggested
by Konstantin Tsiolkovsky,47 regenerative cooling is probably the oldest and most
evaluated method for the cooling of rocket combustion chambers. As an alternative
to cooling channels, so-called pin ns can be used, which can be more ecient, but
are also subjected to higher pressure losses.48 If a hydrocarbon fuel such as JP-7 is
used, the heat energy can also be used to rene the fuel, which additionally eases
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the combustion. This process is called thermal cracking.49 Due to the heating, the
fuel in the channels accelerates. To prevent thermal chocking, it must be ensured
that the coolant velocity always remains below the speed of sound. A closer look at
the mass balance and coolant equation of state reveals that this can be achieved by
choosing a high channel pressure. Since the required pressures are usually higher
than those in lightweight fuel tanks, an additional fuel feed and compression system
is needed which increases the system complexity.50, 51
There are three cooling concepts, which are frequently used in gas turbine en-
gines and can be characterized as lm cooling: wall jet cooling, eusion cooling
and transpiration cooling. In wall jet cooling, the coolant, mostly fuel, is injected
parallel to the ow, thus forming a protective cooling lm on the surface.52 In ef-
fusion cooling, the coolant is injected through drill holes perpendicular to the ow,
so that a more uniform boundary layer is created.53, 54 Eusion cooling is also of-
ten applied in turbine blades,55 using air as coolant. In transpiration cooling, the
coolant is pressed through a porous structure instead of drilled holes, so that the
structure is cooled in a more homogeneous way.56 Another, yet manageable, tech-
nical challenge is that the anti-oxidation coating on the porous structure also needs
to be porous.57 Since the coolant pressure needs to be only slightly higher than the
hotgas pressure, the required coolant feed systems for lm cooling turn out to be
less complex than those for regenerative cooling.
Radiative cooling works mainly on external structures because a heat sink, for
example the environment, is needed to absorb the emitted radiation. The cooling
eect is rather low but increases with the power of four with the surface tempera-
ture.
Heat pipes have been considered as passive cooling systems for leading edges.58, 59
A working uid, for example lithium, transports the heat from the stagnation area
to a heat sink where the energy can be led away radiatively. When applied to a
scramjet, however, the cooling eect is rather low. Furthermore, heat pipes have
poor o-design capabilities.
Core burning means that the ow is designed so that the combustion ames are
kept away from the walls. As already approved in modern gas turbines, this tech-
nology is also under consideration for low hypersonic scramjet engines.60
Precooling is for example used in the Sabre engine by Reaction Engines.36 The com-
pressed air is cooled by using a helium driven heat exchanger. An overview over
various cooling techniques for hot structures is given in Tab. 1.3.
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Table 1.3: Possible cooling methods for hot structures in hypersonic vehicles.
Core Burning Precooling
Active Cooling Methods
Passive Cooling Methods Other Cooling Methods
low very high
low very high
Radiative Heat Pipe
medium low
low medium
+ very robust
- requires heatsink
   (e.g. environment)
- works mainly on
  external surfaces
+ robust
- requires heatsink
- limited operating 
  range
- works mainly on
  leading edges
cooling 
e!ect
system 
complexity
Regenerative Wall Jet Cooling
high high
high medium
+ field-tested in
   rocket engines
+ can use fuel as
   coolant
- requires high
  channel pressure
- complex pump
  system required
+ field-tested in
   gas turbines
+ can use fuel as
   coolant
- requires high
  coolant mass flux
cooling 
e!ect
system 
complexity
- requires high
  coolant mass flux
- reduces engine
  performance
- heavily increases
  system mass
E!usion Transpiration
high very high
medium medium
+ field-tested in
   gas turbines
+ can use fuel as
   coolant
- requires high
  coolant mass flux
+ more e!icient 
   than e!usion
- requires porous
  surface coating
- requires high
  coolant mass flux
+ field-tested in
   gas turbines
+ combinable with
   other methods
- low hypersonic
  regime only
hotgas
coldgas
coldgas
hotgas hotgas
coldgas
hotgas
coldgas
hotgas
radiation
radiationhotgas
stagnation
hotgas hotgas
coolantfuel injection
air
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1.4.2. Cooling Concepts of Flown and Upcoming Vehicles
The engine of the X-43A experimental vehicle, which passed three short-timed test
ights between 2001 and 2004, was mainly made out of a water cooled copper alloy,
which would work as a heat sink during the time of the experiment.61
The X-51A low hypersonic demonstrator vehicle, which conducted ve long-
duration ight tests between 2010 and 2013, was mainly built out of standard aero-
space metals such as aluminum, steel, inconel and titanium. The leading edges
were protected by carbon/carbon composites, critical areas were protected by silica-
based ceramic tiles.62 The hydrocarbon jet fuel was pumped through cooling chan-
nels along the hot ceramic structures, which reached a maximum temperature of
2150 K.37, 63
An experimental transpiration cooling system was own on the SHEFEX-II vehi-
cle, where a porous C/C structure was cooled with nitrogen.23 A successor exper-
iment is planned on the upcoming SHEFEX III ight experiment.64 The upcoming
HIFiRE 8 experiment, which is expected to reach Ma D 6, will not be equipped
with active cooling.26
1.4.3. Scramjet Thermal Management: Literature for Consideration
The problem of thermal management is briey mentioned in the standard works
on the scramjet engine by Heiser and Pratt,3 and Segal.65 A general overview over
considerable cooling strategies and appropriate materials can be found in the Work
of Bouchez,66, 67 and Glass.68
There is however very little literature about overall system considerations on
scramjet thermal management. The regenerative concept has been addressed by
Pagel and Warmbold,69 discussing general feasibility and possible cooling channel
pressures. Kanda et al.,50, 70, 71 and Qin et al.72 investigated the applicability of a
turbopump powered cooling cycle for an overall scramjet system. Focusing on the
combustion chamber, Zander and Morgan,73, 74 numerically investigated a combina-
tion of radiative and regenerative cooling.
In order to estimate the convective heat loads, all of these works relied on the
Eckert’s empiric Reference Enthalpy model,75 or at least a slightly modied ver-
sion of it,76 which is known to be rather inaccurate for the turbulent high enthalpy
ows which occur in a typical scramjet engine.77 More accurate investigations of
the short-timed HyShot II experiment computational uid dynamics have been per-
formed by Crow et al.78 In a similar work, Capra et al79 investigated the Ma D 8
reentry of the SCRAMSPACE vehicle. According to the author’s knowledge, a cou-
pled thermostructural investigation for proving that a thermally balancedMa D 8
ight is theoretically possible has not been published so far.
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1.5. Structure of This Work
In order to estimate the equilibrium temperatures and resulting thermal stresses
within the structure, the physical elds of structural mechanics, aerothermody-
namics, chemical combustion and thermal radiation must be regarded, see Fig. 1.6.
When such strongly interdependent physical models need to be implemented into
a computer program, it is necessary to keep the structure and processing needs of
the generated data within a maintainable scale.
Apart from the FLOWer program, which was used to model the inlet ow eld,
and kindly provided by DLR, none of the available software packages seemed to be
suitable for approaching this problem in an ecient way. It was therefore decided
to create the necessary computer program from scratch, using the Fortran 2003
programming language.
To allow a traceability of the calculations performed in this work, the next three
chapters will cover the aerodynamic, thermal and mechanical fundamentals which
were needed to create this program.
The theoretical chapters are followed by an investigation into the thermal eld of
the inlet in chapter ve, the combustion chamber in chapter six. Thermomechanical
deformation and stresses are discussed in chapter seven. The work closes with a
conclusion and an outlook. A detailed material model can be found in the appendix.
Inlet Flow Field
 two-dimensional ow eld
 calorically perfect gas
 Reynolds averaged Navier-Stokes implementation
(DLR FLOWer,80 see also Sec. 2.1.6)
 Menter SST-k¨ turbulence model81
 similitude approach (Sec. 2.1.8)
Combustor Flow Field
 one-dimensional ow eld (Sec. 3.1)
 calorically imperfect gas (Sec. 2.1.3)
 16 species combustion model (Tab. E.1)
 modied van Driest friction model (Sec. 2.2.8)
Surface Radiation
 gray body model
(Sec. 3.2)
 method of crossed strings
(Sec. 3.2.2)
Structure
 nite element method
(Sec. 4 and A)
 C/C-SiC material model
(Sec. B)
Water Vapor Radiation
 Hottel-Egbert model82
 cell method after Reinartz83
Cooling Channels
 one-dimensional
ow eld (Sec. 2.2.9)
 Leachman’s real gas model84
 regenerative cycle (Sec. 5.2)
T3, p3,Ma3
St .! Pq/ Pq Tw pH2O
Pq
Tw
Pq
Tw
Pq Tw
Figure 1.6: General modeling approach, interdependencies and references to relevant sections within this work.
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2. Aerothermodynamic Fundamentals
The eld of aerothermodynamics deals with the description of the aerodynamic and
thermal behavior of uids. To do so, the balance equations for mass, momentum
and energy need to be solved in respect to the given boundary conditions. A uid
is physically characterized by its abilities to store and transport kinetic and thermal
energy, which are expressed by the uids’ density  (or the specic volume v D
 1), its heat capacity cp , the dynamic viscosity  and the thermal conductivity 
(in Anglo-Saxon also denoted as k). The relation between temperature T , pressure
p and density  is expressed by an equation of state.
The solution of the momentum balance, which is often described by the Navier-
Stokes-Equations, is very costly in terms of calculation power, however reasonable
simplications can bemade in many cases. Themost important simplication is the
boundary layer theory. This theory contains descriptions for velocity and temper-
ature distributions close to the wall, from which conclusions on local friction and
heat transfer eects between the uid and the wall can be drawn. A special type of
the boundary layer theory is the theory by van Driest, which allows the modeling
of compressible and supersonic boundary layers on external surfaces.
In order to give represent the internal ow eld of the combustion chamber in
a better way, a modication for van Driest’s theory for channel ows is suggested
in this work. Dimensionless similarity parameters are often used in aerodynamics
in order to reduce the number of unknowns in the relevant equations. If a relation
between two similarity parameters cannot be expressed analytically, it can be ap-
proximated by a regression curve through experimental data or data provided by
a direct solution of the Navier-Stokes equations. In order to be able to estimate
the local friction and heat loads on the structure, the present section will give an
overview of the necessary equations. Finally, an overview over the supersonic com-
pression and expansion processes, which are needed during the design process of
the inlet, is given.
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2.1. Governing Equations and Physicalantities
The energy storage and transport within a uid can be characterized by its caloric
and transport properties. Once these properties are known, the conservation equa-
tions and the equation of state can be set up and the ow eld can be determined.
2.1.1. Fluid Equations of State
The thermodynamic state of a uid can be described by its temperature T , pressure
p and specic volume v. A thermal equation of state relates these three variables
over a function. A common rule of thumb is, that for pressures below 10 bar, and
temperatures above 200 K, the ideal gas law
p v D RT (2.1)
can be applied. If intermolecular attractions are to be considered, for example at
high pressures or very low temperatures, cubic equations of state in the shape of
p D RT
v   b  
a ˛.T /
.v   b r1/ .v   b r2/
(2.2)
give good results.85 Herein, ˛ is an empirical function of the temperature. It is
customized for the chosen cubic equation of state and the considered uid. The
constants a and b depend on the critical temperature Tc and critical pressure pc of
the uid, so that
a D ˝a
.R Tc/
2
pc
, (2.3)
and
b D ˝b
RTc
pc
. (2.4)
For important cubic equations, the parameters r1, r2,˝a and˝b are listed in Tab. 2.1.
Table 2.1: Calibration parameters for important cubic equation models.
van der Waals Soave-Redlich-Kwong86 Peng-Robinson87
r1 0 0  1  
p
2
r2 0  1  1C
p
2
˝a 27=64 X=9 .40XC24/=.147 37X/
˝b 1=8 X=3 X=.XC9/
X - 21=3   1  6p2C 81=3    6p2   81=3   1
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Literature provides a huge variety of empirical ˛-functions other than those sug-
gested in the original papers. In the case of the Soave-Redlich-Kwong approach,
however, most modications are not signicantly better that the one suggested in
Soave’s original paper.88 For the Peng-Robinson model, the model of Aznar and
Telles,89 which was mainly designed for hydrocarbons, gives very satisfying re-
sults.90 A detailed explanation of the handling of mixtures of gases and liquids
is given by Jaulbert and Privat.91 Virial equations of state try to approach the sur-
face in the p-v-T space by several high order polynomials. An important example
of a virial equation of state is the Lee-Kessler equation, which is used to model hy-
drocarbon fuels such as kerosene.92, 93 Another approach is to model the equation
of state over the free Helmholtz energy. This is done for example in the model by
Leachman et al.,84 which in this work is used to model cryogenic hydrogen.
2.1.2. Thermodynamic Coeicients
In order to simplify the thermodynamic description of real gases, it is expedient to
introduce the isobaric thermal expansion coecient ˛, which is not to be confused
with the ˛-function in Eq. (2.2), the isochoric stress coecient ˇ and the isothermal
compressibility coecient . They depend on the chosen equation of state, and read
for a constant mass composition Yi
94
˛ D 1
v

@v
@T

p
, (2.5)
ˇ D 1
p

@p
@T

v
, (2.6)
 D   1
v

@v
@p

T
, (2.7)
and are connected over the general relation
˛ D p ˇ . (2.8)
For an ideal gas, the thermodynamic coecients simplify to ˛ D ˇ D 1=T and
 D 1=p.
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2.1.3. Caloric Properties of Pure Fluids
To describe a thermodynamic process, it is necessary to know the caloric properties
of the considered uid. Frequently used magnitudes are the specic heat capacities
which denote the partial derivative of the internal energy e at a constant specic
volume v with respect to temperature
cv D

@e
@T

v
D T

@s
@T

v
, (2.9)
and the temperature derivative of the specic enthalpy at a constant pressure p
cp D

@h
@T

p
D T

@s
@T

p
. (2.10)
Both heat capacities are linked over the relation
cp   cv D p v T ˛ ˇ„ ƒ‚ …
DR, if ideal gas
. (2.11)
The specic heats are generally both temperature and pressure dependent. By cre-
ating the total derivatives of h and s
dh D

@h
@T

p
dT C

@h
@p

T
dp, (2.12)
ds D

@s
@T

p
dT C

@s
@p

T
dp, (2.13)
it can be seen that the change of enthalpy and entropy have both temperature de-
pendent and pressure dependent parts. It is best practice to uncouple both depen-
dencies as follows: a model for the temperature-dependent specic heat capacity
cıp at reference pressure is created. From Eq. (2.10), an integral for the specic en-
thalpy in relation to a reference temperature T ı at a reference pressure pı can be
obtained
hı D
Z T
T ı
cıp d QT C hıref. (2.14)
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Similarly, the function for the specic entropy sı at a reference pressure pı reads
sı D
Z T
T ı
cıp
QT d
QT C sıref. (2.15)
The pressure dependence is then incorporated into the model over the so called
departure functions. From Eqs. (2.8) and (2.12) it follows for the enthalpy that95
h   hı D R p0  @h@ QpT d Qp
D R p0 v   T  @v@T  Qp

T
d Qp
D p v  RT C R v1 hT  @p@T Qv   piT d Qv,
(2.16)
and for the entropy
s   sı D R p0  @s@ QpT d Qp
D R p0 RQp    @v@T  Qp

T
d Qp
D R ln   p v
RT
C R v1 h @p@T Qv   RQv iT d Qv.
(2.17)
Finally, the temperature and pressure dependent specic heat capacity cp reads
cp   cıp D

@.h hı/
@T

p
. (2.18)
It is easy to see that if a gas follows the ideal gas relation in Eq. (2.1), the departure
functions become zero, meaning that for an ideal gas, neither the enthalpy nor the
specic heat capacity depend on pressure. Since in thermodynamics a real gas is
any gas that does not follow Eq. (2.1), one might identify the pressure dependence
of the caloric properties as real gas eects. However, Hirschel96 pointed out that
there is some confusion regarding the term real gas eects in literature. Sometimes
it is feasible to neglect the temperature dependence of the caloric properties of an
ideal gas, thus achieving a calorically perfect gas description. While in their original
denition real gas eects denote the pressure dependence of the caloric properties,
which is a consequence of Van-der-Waals forces that are not perceived in the ideal
gas approach, a wide-spread practice is to use the expression in order to point out
that the gas is not calorically perfect. This however is a little inaccurate, because
an ideal gas is still not a real gas, even though it can be calorically imperfect. For
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specic heats and entropies most uids of technical relevance are published in the
JANAF Joint Army-Navy-Airforce thermodynamical tables.97 A digital version of
this database that is implemented in many codes is Gordon and McBride’s Com-
puter Program for Calculation of Complex Chemical Equilibrium Compositions and
Applications,98, 99 which refers all polynomials to T ı D 298.15 K and pı D 1 bar.
Although Gordon and McBride’s tables provide good approximations to the JANAF
database, their correlations are not continuous, which can under some conditions
prevent some algorithms from converging. In the present investigation, best per-
formance and stability was achieved by spline-interpolating Gordon and McBride’s
correlations.
Similar relations also exist for high pressure viscosity    ı and thermal con-
ductivity   ı, however, one might prefer empirical models such as summarized
by Kleiber and Joh.100
2.1.4. Isentropic State Transition and Total States of Moving Fluids
For a steady uid, two ow states .T1,p1, v1/ and .T2,p2, v2/ are called isentropic if
they have the same specic entropy, so that s1 D s2. From the equations of the last
section, it can be shown, that for moderate state changes, the entropy of two states
is equal if their pressures and specic volumes fulll the relation101
p1 v
1
1 D p2 v22 , (2.19)
where the adiabatic exponent  (sometimes called ) follows the general relation
 D  cp
cv
v
p

@p
@v

T
D cp
cv
ˇ
˛
, (2.20)
which for an ideal gas simplies to the temperature dependent ratio of specic heats
 D cp
cv
D cp
cp  R
. (2.21)
To perform balance investigations of a moving uid, the specic kinetic energy is
added to the enthalpy, this yields in the total enthalpy
ht D hC
u2
2
, (2.22)
where u is the velocity of the ow. Generally, the total temperature is to be obtained
from Eqs. (2.14) and (2.16), while the corresponding total pressure is received from
Eq. (2.19) and the chosen equation of state.
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If air is considered, the well known simplications
Tt
T
 1C    1
2
Ma2 (2.23)
and
pt
p


1C    1
2
Ma2
 
 1
(2.24)
should not be used in the hypersonic ow region (Ma & 5), since the ’real gas
eects’ cause signicant deviations (see Fig. 2.1). However, they may be useful to
calculate initial values to start a numerical iteration process of Tt and pt .
0 4 8 12
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Ma
Tt
T
Eq. (2.23)
real gas
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100
101
102
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real gas
Figure 2.1: Total temperature (left) and total pressure (right) of air at 30 km altitude
versusMa, calculated with both the perfect and the imperfect model.
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2.1.5. Transport Properties of a Newtonian Fluid
In analogy to solid mechanics, the mechanical stress state of a uid can be described
by Cauchy’s stress tensor
 D
0@ xx xy xzyy yz
sym. zz
1A D
0@ xx xy xzyy yz
sym. zz
1A . (2.25)
Generally, the stress tensor contains a hydrostatic and a deviatoric contribution
ij D  p ıij C  0ij , (2.26)
where ıij is the Kronecker delta. In uid mechanics, the deviatoric part 
0 is caused
by inner frictions between the particles of a moving uid and is also called viscous
stress. In a Newtonian uid, the viscous stress is assumed to depend linearly on the
velocity gradient102
 0ij D Cijkl
1
2

@uk
@xl
C @ul
@xk

. (2.27)
For most cases of technical relevance, the viscosity of the uid is isotropic, so that
the viscosity tensor C can be dened by two parameters,
Cijkl D 3  ıij ıkl C 2

ıik ıjl C ıil ıjk  
2
3
ıij ıkl

, (2.28)
with  being the bulk viscosity and the shear viscosity of the uid. Both properties
depend strongly on temperature, and weakly on pressure. While the shear viscosity
of most uids is known very well, and extensive data is available for example in
the Gordon-McBride database,98, 99 very little data is available on the bulk viscosity.
Stokes’ hypothesis that the bulk viscosity is very small and can be neglected seems
to be suitable formany cases in practice. However, this is not necessarily the case for
extreme ow conditions like high enthalpy ows.103 In those cases, the application
of Stokes’ hypothesis is not empirically veried, but rather a consequence of a lack
of data. It is especially known that Stokes hypothesis is not appropriate for Carbon
Dioxide.104
Fourier’s law provides a relation between the temperature gradient and the heat
ux. In a general continuum, the heat ux vector reads
Pqi D  ij
@T
@xj
. (2.29)
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In an isotropic medium, the thermal conductivity matrix  reduces to a scalar value
, so that Eq. (2.29) simplies to
Pqi D  
@T
@xi
. (2.30)
As with the dynamic viscosity, the thermal conductivity  strongly depends on
temperature and weakly on pressure.
2.1.6. Conservation Equations for a Flow Field
To provide the full description of a ow eld, velocity vector, density, temperature
and pressure of the uid need to be determined at each point of the considered do-
main. If the uid’s caloric and transport properties are known, the ow state can be
determined by considering the conservation laws of mass, momentum, and energy.
Additionally, an equation of state is needed that provides a relation between temper-
ature, pressure and density. In continuum mechanics, movement can be described
from two dierent points of view. In the approach of Lagrange, the position vector
of a mass increment is tracked over time, while from Euler’s point of view, mass
uxes through a xed volume are investigated. Based on the shape of the problem,
Lagrange’s point of view has proven to be convenient in solid mechanics, while in
uid mechanics, Euler’s approach is usually preferred.
The relation between velocity and density is achieved through the continuity
equation, which demands conservation of mass
D
Dt
C  @ui
@xi
D @
@t
C ui
@
@xi
C  @ui
@xi
D @
@t
C @ .ui /
@xi
D 0. (2.31)
It follows from Euler’s approach that the acceleration of a moving particle through
a xed volume is the material derivative of the velocity vector u
ai D
Dui
Dt
D @ui
@t
C uj
@ui
@xj
. (2.32)
Inserting Eq. (2.32) into Cauchy momentum equation yields


@ui
@t
C uj
@ui
@xj

D  gi C
@ij
@xj
, (2.33)
where g is the acceleration caused by an external force eld (e.g. gravitation), 
the density, and  the Cauchy stress tensor. Assuming a Newtonian uid with zero
bulk viscosity, one can insert Eq. (2.28) in Eq. (2.26), and Eq. (2.26) in Eq. (2.33) to get
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the well known Navier-Stokes equations, which provide a relation between velocity
and pressure of the ow


@ui
@t
C uj
@ui
@xj

D  gi C
@
@xj



@ui
@xj
C @uj
@xi
  2
3
@uk
@xk
ıij

  @p
@xi
. (2.34)
Due to energy conservation, the enthalpy of the uid will change in dependence of
heat ux, and change of hydraulic and deviatoric pressure

Dht
Dt
D  @ Pqi
@xi
C @p
@t
C @
@xi
 
 0ij uj

. (2.35)
Inserting Fourier’s law fromEq. (2.30), the total dierential of the enthalpy in Eq. (2.35)
delivers a formulation for the energy balance in dependence of temperature105
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, (2.36)
with ˛ from Eq. (2.5). For a Newtonian and ideal gas, Eq. (2.36) simplies to
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(2.37)
2.1.7. A Note on Numerical Solving of the Navier-Stokes Equations
Determining the ow eld of a uid at given boundary conditions requires to nd
the temperature, pressure and velocity eld that satisfy the mass balance Eq. (2.31),
momentum balance Eq. (2.34), and energy balance Eq. (2.37) at any point within the
considered domain. However, these equations have turned out to be very compli-
cated. Even for an incompressible case with given initial and boundary conditions,
it is not known whether the Navier-Stokes equations actually provide a determin-
istic description of the ow eld.
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In fact, nding the mathematical proof of this question is widely considered as one
of the most challenging mathematical problems of our time.106
In most cases, the domain of the considered ow eld is discretized using the
nite volume method or the nite dierence method. Sometimes, but less often,
nite element approaches are chosen. The resolution of the discretization is of sig-
nicant importance.
An obvious approach is the Direct Numerical Simulation (DNS), where the domain
is discretized in such a ne resolution, that every signicant microstructural swirl
(eddy) is captured by the model. This approach allows a very deep insight into the
microstructure of a ow eld, but the capacity limits of available high performance
computers reduce its application to very small and simple problems. For most ap-
plications of technical relevance, the discretization needs to be coarsened to more
economic length scales. Since the inuence of eddies can not be captured by coarse
grids, a typical approach are Reynolds Averaged Navier Stokes (RANS)-simulations,
where turbulence models provide simplifying time-averaged statistical approxima-
tions of the energy transportation phenomena on a subgrid level.
If more detailed solutions are required, a reasonable compromise between DNS
and RANS is to perform a Large Eddy Simulation (LES), where a low pass lter-
ing on the Navier-Stokes equations is performed to capture large vortices, while
unresolved swirls are homogenized by statistical subgrid models similar to the tur-
bulence models used in RANS. For some problems, friction and heat transfer of a
ow may be insignicant. By setting the thermal conductivity , as well as both
viscosities  and , and therefore the viscosity tensor C , to zero, the conservation
equations for mass, momentum, and energy are simplied to the Euler-Equations.
A signicant problem occurs when the aerodynamic heating of a structure is in-
vestigated, since the time scales of the individual domains of uid and structure
dier by four to six orders of magnitude. An economic remedy is provided by the-
ory of similarity mechanics. Herein, the ow eld is calculated only once, where
the surface temperature is assumed to be constant and isotropic. Then, the aero-
dynamic friction forces and heat uxes are made dimensionless and impinged as
boundary condition on the thermostructural models. In many cases, the depen-
dence of friction and heat transfer on the surface temperature is canceled out this
way.
This similitude approach, however, doesn’t provide reliable results when struc-
tural deformation or chemical combustion are present. As long as the ow eld is
simple enough, a remedy can be found in the boundary layer theory, where one-
dimensional solutions of the Navier-Stokes equations are combined with similitude
approaches.
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2.1.8. Similarity Parameters in Aerothermodynamics
In order to realize an engineering concept, the physical dimensions of the variables
dening that concept must be known. Sometimes however, it is easier to rearrange
the variables into dimensionless expressions, and perform the necessary calcula-
tions in this dimensionless space. In case of an aerospace vehicle, an engineer might
be interested for example in the dimensional quantities of lift, drag, ight speed,
ight altitude, fuel consumption and so on. If 1 was one of these quantities, its ac-
tual magnitude could be determined from other dimensional, positive real variables
i . Their relation would form an equation in the shape of
f .1, 2, : : : , n/ D 0. (2.38)
Themodern interpretation of Buckingham’s…-Theorem107 is, that if such a relation
f .i / D 0 exists, it can be transformed to a corresponding dimensionless relation
F.1,2, : : : ,m/ D 0, (2.39)
where the dimensionless similarity parameters j can be determined by a product
such as
j D rCj
rY
iD1
 j˛ ii , (2.40)
with m D n   r . Here, r is the number of base dimensions length, mass, time and
temperature present in the function f . Non-base dimensions on the other hand are
dimensions that can be created from a combination of base dimensions, for example
pressure, speed, energy and momentum. The real constants j˛ i can be determined
through an analysis of all base and non-base dimensions of the participating vari-
ables xi . The benet of this method is that for many cases, the number of unknowns
is reduced.108 Additionally, the isolation of dimensions eases the comparison of dif-
ferent but similar problems. In the theory of aerodynamics, the most important
similarity parameters are:
 Mach Number
Describing the ow speed u relative to the speed of sound c, see also
Eq. (2.151), the Mach number is a measure for the transportation speed of
pressure information through a uid
Ma D u
c
. (2.41)
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 Reynolds Number
The Reynolds number describes the relation betweenmomentum and friction
forces within a uid. It is generally dened as
Rex D
 u x

, (2.42)
where density, speed and shear viscosity can be dened in reference to
freestream conditions, the edge of the boundary layer or any uniquely de-
ned reference state. The length scale x is determined by the bounding wall,
but other favorable reference lengths are possible.
 Pressure Coecient
The pressure Coecient Cp , which is not to be confused with the specic
heat capacity cp , is used to compare pressure rising eects in the boundary
layer independent of the ow conditions at a given position
Cp D
pe   p1
1
2
u12
. (2.43)
 Skin Friction Coecient
The skin friction coecient is a measurement for friction losses in relation to
the uid’s kinetic energy.
cf D
w
1
2
u21
, (2.44)
where w is the wall shear stress, and 1 the density of the uid at freestream
conditions.
 Stanton Number
The Stanton number St (sometimes denoted as Ch), is a dimensionless mea-
surement of the ratio of convective heat uxes between a ow and a wall with
respect to the ow’s caloric energy,
St D Pqw
1 u1 .hr   hw/
 Pqw
1 u1 cp .Tr   Tw/
, (2.45)
assuming u1 > 0. In case of an adiabatic wall, the wall temperature Tw
equals the recovery temperature Tr . In this case, Pqw equals zero, and thus St
is not dened.
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 Prandtl Number
Viscosity describes the ability of a uid to transport momentum information
caused by friction, while the specic heat and thermal conduction describe
the ability to store and transport caloric energy. Due to the the immediate con-
nection between friction and heat generation, the Prandtl number allows de-
ductions concerning the relation of velocity and temperature gradients near
a wall.
Pr D cp

. (2.46)
Apart from this Prandtl number, which is sometimes also called the laminar
Prandtl number, there is also a turbulent Prandtl number PrT and a mixed
Prandtl number PrM . In turbulent ows there are perturbations, or eddies,
which are sometimes too small to be captured by the calculation grid used.
In order to model the shear stress near wall regions of such a ow, two new
magnitudes, namely the eddy viscosity T and the eddy conductivity T , are
introduced. The turbulent Prandtl number is then dened as
PrT D
T cp
T
, (2.47)
while the mixed Prandtl number reads
PrM D
C T
C T
cp . (2.48)
The determination of the eddy transport properties T and T can be
achieved by an appropriate turbulence model. One very popular method to
estimate PrT is given by Kays and Crawford
109
Pr 1T D
1
2PrT ,1
C 0.3Prp
PrT ,1

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 
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
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
2

241   exp
0@  1
0.3Pr

T

 p
PrT ,1
1A35 .
(2.49)
A typical value for the innite turbulent Prandtl number is PrT ,1 D 0.85,
while for scramjet-applications, the value PrT ,1 D 0.89 is sometimes
found.110 See also Kays111 for further reading.
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 Reynolds-Colburn Analogy Factor
Similarity investigations of various experimental data indicate, that there
must be a connection between friction coecient cf , and the Stanton number
St . This relation is dened over the Reynolds Analogy Factor
& D cf
2St
. (2.50)
In his original publication, Colburn112 suggested the relation
& D Pr 23 for Pr near 1, (2.51)
where there is a little variation in the exponent over Pr in literature. At
least for the laminar case, this Reynolds-Colburn Analogy provides very good
results over a range of 0.01  P r  100.113 For turbulent ows, this analogy
is less accurate. An analytical formulation for &a was given by van Driest114
& D 1
u1
Z ı
0
PrM exp

 
Z y
0
1   PrM

@
@ Qy d Qy

@u
@y
dy (2.52)
where  is the shear stress of the ow within the boundary layer
 D .C T /
du
dy
, (2.53)
and y is the direction perpendicular to the wall distance. Combining
similarity considerations with experimental data from Nikuradse,115 van
Driest developed a semi-empirical correlation from Eq. (2.52) for a turbulent
ow over a at plate, which depends on the friction factor cf
& Pr 1T ,1 D 1C 5
q
cf
2
(
1 PrT ,1
5 
 h
2
6
C 3
2
.1   PrT ,1/
i
C

Pr
PrT ,1
  1

C ln
h
1C 5
6

Pr
PrT ,1
  1
i ) , (2.54)
for 0.7 < PrT ,1 < 1. Although being originally developed for incompressible
ows, Eq. (2.54) gives good values even for higher Mach numbers.
aNote that in the original paper,114 van Driest integrated by substituting y with  . Mathemat-
ically, this is not correct, since the function  .y/ is not bijective. This mistake has been
corrected in Eqs. (2.52) and (2.56).
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 Recovery Factor
The total enthalpy ht is the sum of the specic enthalpy and kinetic energy
of a uid. The total temperature Tt is the temperature a moving uid would
have if the kinetic energy was fully converted to caloric energy. Anticipating
Prandtl’s boundary layer concept, which is described in the next chapter, it is
assumed that the uid is fully stopped in areas innitesimally close to a wall.
Excluding heat losses through the wall for this consideration, it is observed
that thermal diusion and viscous eects prevent the uid in this area to
actually reach the total temperature. For air and combustion gases, only a
part r < 1 of this kinetic energy can be recovered at this point, a slightly
lower recovery temperature or adiabatic wall temperature Tr , can be reached
physically. The recovery factor is dened as
r D hr   h1
ht   h1
, (2.55)
where hr is the enthalpy of the uid at Tr , and h1 the enthalpy at freestream
condition. For turbulent ows, the recovery factor is generally dened as114
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For preliminary estimations, Ackermann’s correlation116 is widely accepted,
r D
˚p
Pr if the ow is laminar,
3
p
Pr if the ow is turbulent.
(2.57)
Consistent with Eq. (2.54), an approximation for the turbulent at plate is
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2.2. Boundary Layer Theory and Heat Transfer
If the dierential equation for the energy balance in Eq. (2.37) is to be solved, a wall
temperature distribution is required as boundary condition. The wall temperatures
however depend on the convective and radiative heat loads on the wall, and the
thermal behavior of the structure. This way, an interdependence between the ow
eld and the thermal eld within the structure is created.
In the absence of chemical reaction, the local values of cf and thereforeSt depend
very weakly on the local wall temperature, and can even be determined suciently
if only a rough estimation of the wall temperature is available. Thus, the problem of
ow and structure can be easily decoupled. This changes if a combustion is present
in the ow eld. In this case the calculations of the structure and the combustive
ow have to be iterated. In order to save the calculation cost of solving the full
conservation equations for mass (2.31), momentum (2.34), and energy (2.37), a sim-
plied representation of the ow eld is chosen. This approach is the boundary
layer theory.
The concept of the boundary layer was introduced by Ludwig Prandtl in 1904,117
and is based on the idea that friction and heat transfer eects in a ow are only
signicant in areas very close to the wall. The boundary layer theory provides
similarity methods for estimating velocity, pressure and temperature gradients in
areas very close to the wall. This information allows the estimation of aerodynamic
friction and wall-uid heat exchange. There are four dierent types of boundary
layer shapes, which are relevant for the present investigation namely the at plate,
the two-dimensional channel ow, and the axisymmetric pipe ow (see Fig. 2.2).
ue D 0.99u1
u1
y
x
u .y/
a) flat plate b) two-dimensional: channel
axisymmetric: pipe
Figure 2.2: Comparison between at plate ow and channel ow or pipe ow.
36 2 Aerothermodynamic Fundamentals
For the application on the scramjet engine, the at plate case is suitable for prelim-
inary investigations on the external surfaces such as the double ramp of the inlet
and the nose, as well as manual verications of CFD calculations. The axisymmetric
pipe ow model is used for the cooling channels in the structure. If secondary ef-
fects like internal compression shocks and expansion waves are neglected, the ow
eld within the combustor can be simplied as a turbulent, compressible channel
ow problem.
Important boundary layer models have been arranged in Fig. 2.3 according to
their attributes of being internal or external, laminar or turbulent, and incompress-
ible or compressible. These boundary layer problems build on each other, with the
laminar, incompressible at plate problem being the simplest, and the compress-
ible channel ow problem being the most complex one. Since latter one is not part
of standard literature, a new model is proposed within this work, which combines
the pipe ow model by Kármán118 and Prandtl119 with the compressible at plate
model by Crocco120 and van Driest.121 In order to understand this new model, its
originating models as illustrated in Fig. 2.3 need to be understood rst. These mod-
els are explained in the following sections. For the sake of completeness, Eckert’s
Reference Enthalpy Method75 is briey discussed as well.
2.2.1. Naming Conventions in this Section
For better readability, the index notation in the conservation equations is dropped,
and the velocities and coordinates are renamed as follows
x1 ! x, u1 ! u,
x2 ! y, u2 ! v.
Additionally, the following indices will be used:
 freestream condition .1/ :
Flow state in a space of innite distance to the wall.
 edge of the boundary layer .ı/ :
State of the ow at the edge of the boundary layer.
 wall .w/ :
State of the ow at the wall, where y D 0.
 incompressible adiabatic state .?/ :
The star-indexwill be used to indicate that an incompressible ow state
is considered, whereMa  0, and Tw  T1  Tr .
2.2 Boundary Layer Theory and Heat Transfer 37
at plate (external ow) channel or pipe (internal ow)
laminar,
compressible
laminar,
incompressible
turbulent,
incompressible
turbulent,
compressible
Reference Enthalpy
Method
(Sec. 2.2.4)
Blasius Solution
(Sec. 2.2.3)
Hagen-Poiseuille Law
(see e.g. Schlichting122)
Mixing Length Model
(Sec. 2.2.5)
Prandtl-Kárman Model
(Sec. 2.2.6)
van Driest Method
(Sec. 2.2.7)
New Suggested Model
(Sec. 2.2.8)
Figure 2.3: Order and evolution of important boundary layer models.
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2.2.2. Boundary Layer Thicknesses
The physical behavior of a boundary layer is characterized by the velocity prole
u.y/ and the density prole .y/. Knowledge of these proles does not only allow
the prediction of eects related to viscosity, such as heat transfer, it also facilitates
the prediction of laminar to turbulent transition, boundary layer separation, and
also the description of shock-boundary-layer-interactions.
If the ow is calculated inviscidly, the surface has to be thickened by the displace-
ment thickness to generate the same ow rate as the viscous ow along the unthick-
ened surface. The denition of the displacement thickness reads123
ı D
l 1
0

1    u
1 u1

dy. (2.59)
Similarly, adding the momentum loss thickness,  , (usually abbreviated to momen-
tum thickness), to the surface when performing an inviscid calculation generates
the same momentum as the viscous calculation123
 D
l 1
0

1
u
u1

1   u
u1

dy. (2.60)
In practice, the integrals in Eqs. (2.59) and (2.59) can not be evaluated up to innity.
Demanding a velocity prole where
lim
y!1
u.y/ D u1, (2.61)
the edge of the boundary layer ı is used as upper limit for the integrals, where
uı D u.y D ı/  0.99u1. (2.62)
Both ı and  are related to the local friction coecient cf over the van Kármán
momentum integral equation124
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For a pipe ow or a channel ow, see Fig. 2.2, Eq. (2.63) simplies to125
cf
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D Dh
4 x xu2
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. (2.64)
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2.2.3. Laminar Incompressible Flat Plate
A two-dimensional ow is considered, which runs parallel to a hydraulically smooth
plane surface. Following Prandtl’s original considerations of an incompressible ow
eld, where .y/ D ? D const, and .y/ D ? D const, and assuming v  u,
the boundary layer equations are obtained117
?

u
@u
@x
C v @u
@y

D  @p
@x
C ? @
2u
@y2
(2.65)
@u
@x
C @v
@y
D 0 (2.66)
0 D  @p
@y
, (2.67)
where the following boundary conditions are postulated
uw D 0, for y D 0, (2.68)
vw D 0, for y D 0, (2.69)
lim
y!1
u D u1, (2.70)
@p
@x
D 0, 8y. (2.71)
An analytical solution of this problem was provided by Blasius,126 who could show
that the above equations are fullled, if
@u
@y
ˇˇˇˇ
yD0
 0.332 
? u1
2
?
p
Re?x
, (2.72)
which together with Eqs. (2.44) and (2.26) result in the friction factor
cf
?  0.664p
Re?x
. (2.73)
For a similar solution for non-zero pressure gradients, @p=@x ¤ 0, one may refer to
the work of Falkner and Skan.127
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2.2.4. Laminar Compressible Flat Plate
Under compressible ow conditions, in case of air Ma & 0.3, density and shear
viscosity vary within the boundary layer, which leads to a loss of the similarities
described by these correlations. Experimental investigations support the assump-
tion, that the Reynolds - skin friction similarity can be regained if an incompressible
correlation of the shape
c?f D f
 
Re?x

(2.74)
is scaled in an appropriate way. Introducing the scaling factors Fcf and FRex , the
actual skin friction coecient for the compressible ow state can be determined by
performing a coordinate transformation of Eq. (2.74)128 so that
c?f D Fcf cf D f

FRex Rex™
DRe?x

. (2.75)
In hisReference EnthalpyMethod, Eckert suggested to average the specic enthalpy75
h? D c1 h1 C cr hr C cw hw , (2.76)
and evaluate the corresponding viscosity? and density ? at the reference temper-
ature T ?, where the reference pressure is equal to the pressure at the wall and the
pressure at the edge of the boundary layer (p? D pw D p1). The corresponding
scaling factors read
Fcf D
1
?
(2.77)
FRex D
1
Fcf
1
?
. (2.78)
For dry air under laminar ow, Meador and Smart77 recommend the calibration
parameters c1 D 0.29, cr D 0.16, and cw D 0.55, and c1 D 0.34, cr D 0.16, and
cw D 0.50 for the turbulent case. While Eckert’s method gives reasonable results
for laminar ow, it underpredicts the skin friction coecient by as much as thirty
percent when applied to a correlation for turbulent ow.77, 128, 129 For the turbulent
case it should therefore be used for rough preliminary estimations only.
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2.2.5. Turbulent Incompressible Flat Plate
Based on Prandtl’s original thoughts, his postgraduate student von Kármán118 pos-
tulated that in an area very close to the wall, the velocity prole of an incompress-
ible boundary layer could be described by a similarity approach. First, a dimension-
less velocity
uC D u
u?
, (2.79)
and a dimensionless wall distance
yC D 
? u? y
?
, (2.80)
which is in fact a Reynolds number, are introduced, with the shear velocity being
u? D
s
?w
?
D u1
s
c?
f
2
. (2.81)
Herein, ?w is the shear stress at the wall, and the star .?/ indicates that as with the
incompressible laminar case, constant density .y/ D ? D const, and viscosity
.y/ D ? D const, and constant pressure p.y/ D const are assumed. The
dierential equation reads
@uC
@yC
D @f
C
@yC
C @g
C
@yC
, (2.82)
where f C is called law of the wall, and gC is the law of the wake. Experimental data
(see Fig. 2.4 suggest that Eq. (2.82) can be approximated at least partly by Prandtl’s
mixing length model
@uC
@yC
D 1
 yC
, (2.83)
with  being the von Kármán constant. Integrating Eq. (2.83) over yC leads to the
logarithmic law of the wall
uC  f C  1

ln yC C BC, (2.84)
where the integration constant BC, as well as the von Kármán constant , have to
be found experimentally. The logarithmic law approximates f C very well within
a range of 30 . yC . 500, while in areas very close to the wall, yC . 10, the
laminar sublayer, the approach
uC  yC (2.85)
is more appropriate.
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For numerical application, one may prefer the transcendent equation by Spald-
ing,130 which is continuous and over the full range of yC
yC D f C C e  BC
"
e f
C  
4X
kD0
 
 f C
k
k!
#
. (2.86)
Although they are called constants,  andBC are not universally constant, but seem
to depend on other ow parameters such as the Reynolds number. An experimental
investigation performed in the year 2000 by Österlund131 suggests that in case of
a at plate, the parameters  D 0.38 and BC D 4.1 should give good results, thus
conrming Schultz-Grunow’s investigation from 1941, who found  D 0.388 and
BC D 4.07.132 A comparison of Eq. (2.84), respectively Eq. (2.86), with experimental
results reveals that in the range from yC & 500, there is a major deviation between
the equations and experimental data (see Fig. 2.4).
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uC D 1

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Eq (2.86)
Figure 2.4: Velocity prole in a turbulent boundary-layer over a smooth at plate.
The law of the wake gC corrects this deviation. According to Coles, gC can be
physically interpreted as a large-scale mixing process similar to ow in a wake.
Coles suggested the function134
gC D 2˘


3
y
ı
2
  2
y
ı
3
. (2.87)
where ı is the boundary layer thickness as dened by Eq. (2.62), and the wake pa-
rameter ˘ needs to be determined experimentally.
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Once the wake parameter˘ is known, Eq. (2.82) can be written in an integral form
uC D f C yCC gC˘ , y
ı

. (2.88)
For the case of a zero pressure gradient, @p
@x
D 0, the momentum integral equation
Eq. (2.63) leads to
c?f D 2
@
@x
. (2.89)
Eqs. (2.62), (2.60) and Eqs. (2.100) to (2.88) can be rearranged so that an implicit
relation for c?
f
is found
c?f D
2
h
0.98   
q
2 c?
f
.1C˘/
i
exp

0.99 
q
2
c?
f
   BC   2˘

Re?x 
2
, (2.90)
which for a wake parameter of ˘ D 0.29 agrees very well with Schultz-Grunow’s
explicit correlation for zero pressure gradients @p
@x
D 0
c?f 
0.370 
log10Re
?
x
2.584 . (2.91)
For @p
@x
D 0, the wake parameter ˘ can be correlated to Re 135
˘ D 0.55
(
1   exp
"
 0.243

Re?

425
  1
 1
2
  0.298

Re?

425
  1
#)
, (2.92)
which for large Re approaches ˘ D 0.55. For nonzero pressure gradients, the
wake parameter˘ becomes a function of @p
@x
. One may refer to Das,136 and Schlicht-
ing and Gersten137 for further reading.
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2.2.6. Turbulent Incompressible Channel Flow
Consider a two-dimensional ow eld, which is conned by two opposing paral-
lel at plates, and let b be the distance, the duct height, between both plates (see
Fig. 2.2). For symmetry reasons, the boundary layer thickness ı cannot grow bigger
than b
2
. For similarity considerations, the Reynolds number is therefore referred to
the hydraulic diameterDh
Dh D
4A
P
. (2.93)
where A is the cross section, and P the perimeter. For a channel ow,Dh becomes
twice the distance b between both plates, while for a circular pipe, Dh is the cir-
cle’s diameter. After some rearrangements of the logarithmic law of the wall from
Eq. (2.84), one obtains the following transcendent equation for a channel ow
1q
c?
f
2
D 1

ln
0@Re?Dh
4
s
c?
f
2
1AC BC, (2.94)
with  D 0.38 and BC D 4.1 being the same coecients as in the at plate ow.
For the circular pipe, the equation changes only by one factor
1q
c?
f
2
D 1

ln
0@Re?Dh
8
s
c?
f
2
1AC BC, (2.95)
which for the historical values  D 0.4 andBC D 5.2 almost exactly yields the well
known Prandtl-Kármán correlation119
1q
4 c?
f
 2 log10

Re?Dh
q
4 c?
f

  0.8. (2.96)
More recent investigations indicate that in case of a circular pipe, one should rather
choose  D 0.43.138 Comparing this value with Eq. (2.96) suggests a value of
BC  6 for the pipe ow. For a non-adiabatic wall, Re?Dh and c?f are, similarly
to Eckert’s approach from Eq. (2.75), referred to the wall temperature T ? D Tw .
The friction factor Scf with respect to the mean gas temperature ST is found over the
transformation functions Eq. (2.75) and Eq. (2.77). For pipes, the Reynolds analogy
factor & was correlated by Petukhov as139
&   1C 13.6 Scf C 11.7C 1.8 SPr  13   SPr 23   1r Scf
2
. (2.97)
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2.2.7. Turbulent Compressible Flat Plate Problem
The boundary layer model of Edward R. van Driest121 is a widely used method to
estimate aerodynamic friction and heating of at external surfaces. Mentionable
contributions were made by Fernholz,140 who discussed the problem of gasses with
Pr ¤ 1, and Bradshaw,141 who provided a better description for the wake param-
eter ˘ under compressible ow. In the compressible case, it can not be assumed
that density and viscosity are constant, .y/ ¤ const, .y/ ¤ const. The constant
pressure assumption p.y/ D const is still justiable for most cases. With the as-
sumption that the function u.y/ is bijective, the similarity parameters for Eq. (2.82)
now read
uC D 1
u
Z 1
0
r

w
@u
@y
dy D 1
u
Z u1
uw
r

w
du, (2.98)
and
yC D  u y

, (2.99)
with the shear velocity being
u D
r
w
w
D u1
r
cf
2
. (2.100)
Following the suggestion of Crocco120 and Busemann,142 it is assumed that the den-
sity  and the velocity u are related over a parabola such as
w

D 1C  C

u
u1

  'C

u
u1
2
. (2.101)
Demanding no slip, meaning uw D 0, it follows from the Newtonian uid as-
sumption, Eqs. (2.27), the denition of the friction factor, Eq. (2.44), Fourier’s law
Eq. (2.30), and the denition of the Stanton number, (2.45), that
'C D1C  C   w
1
, (2.102)
 C D 2St
cf“
D& 1
w
w
.hr   hw/ w
@

1


@T™
D 1Tw , if ideal gas
. (2.103)
Note that in contrast to Eq. (2.30), the sign of the heat load is chosen so that a
positive Pqw means heating of the wall.
46 2 Aerothermodynamic Fundamentals
Inserting the Crocco-Busemann relation, Eq. (2.101), into Eq. (2.98) yields for the
right hand side after integration
uC D
u1=up
'C
8ˆ<ˆ
:sin 1
2642'C .u=u1/    Cq
. C/
2 C 4'C
375C sin 1
264  Cq
. C/
2 C 4'C
375
9>=>; .
(2.104)
For zero pressure gradients perpendicular to the wall, @p=@x D 0, it follows from the
von Kármán momentum integral equation, Eq. (2.63), that
w D
1 u
2
1
2
cf D
@
@x
Z 1
 u .u1   u/ dy

. (2.105)
Van Driest has shown,121 that Eq. (2.105) can be transformed into a shape similar to
the one found in the Reference Enthalpy Method
c?f D Fcf cf D f

FRex Rex™
DRe?x

, (2.75)
where Fcf and FRex are approximated over a Taylor series as
Fcf 
Tr=T1   1(
sin 1
"
2'C  Cq
. C/
2
C4'C
#
C sin 1
"
 Cq
. C/
2
C4'C
#)2 , (2.106)
FRex 
1
Fcf
1
w
. (2.107)
Originally, van Driest applied this transformation to a correlation based on mea-
surements of friction on short plates in water, performed in 1924.143 To achieve a
more consistent model, one should prefer Eq. (2.90) for the determination of c?
f
. A
fully consistent solution can be achieved by numerically solving the von Kármán
momentum integral equation, Eq. (2.63), using Eqs. (2.59) and (2.60).
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2.2.8. Turbulent Compressible Channel Flow
Van Driest’s method was originally developed for at plate ows. Huang and Cole-
man argued, that this method can also be used for channel ows, if the equations
are refered to the peak density O, and velocity Ou rather than the far eld values 1
and u1, which do not exist in a channel or pipe ow.
144, 145 In the case of a channel
ow, the peak values are found at the center of the duct if the surface temperatures
of the opposing walls have the same temperature, otherwise, their position Oy will
shift to the side of the cooler wall.146
In cross-section averaged calculations, like the combustor model that is used in this
work, the averaged magnitudes x and xu a are given, while the required peak param-
eters O and Ou need to be determined in order to calculate the local shear stress w
at each wall and the corresponding heat load Pqw . It is shown in this section that
both demanded parameters can be found by using the balance equation of mass and
momentum, which are combined with a model of the velocity prole u.y/. After an
overview over all given and demanded parameters, the compressible channel ow
problem is approached into six steps. First, the denitions of cf and St are modi-
ed to the needs of the channel ow. Next, the cross section averaging method is
discussed. Steps three and four consider the necessary modications of the Crocco-
Busemann relation and the law of the wake. In step ve, the determination of the
Reynolds analogy factor & and the recovery factor r is explained. In the sixth step,
a nonlinear equation system is created, which can be solved by a Newton-Raphson
method.
Step 0: Given and Demanded Parameters
For the general compressible, non-adiabatic channel ow problem, the surface tem-
perature Tw , the mean density x, and the mean velocity xu, the mean TemperaturexT , and the cross section A need to be given at a specic coordinate x. Generally,
constant pressure @p=@y D 0 is assumed, where xp is found over the equation of state.
There are two unknown parameters, which can either be expressed as shear stress
w and heat load Pqw on the wall, or alternatively, over the reference velocity Ou and
density O, which are explained in Step 3.
Step 1: Denition of cf and St
The friction factor cf and the Stanton Number St can be either referred to the cross
section averaged density and velocity x and xu or the peak density and velocity Ou and
the density O. For a numerical implementation, former one is more practical, while
latter one is more useful for engineering purposes. Both denitions are allowed,
they must, however, not be confused.
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The denitions for the friction factor cf and the Stanton number St read
w Dw
@u
@y
ˇˇˇˇ
w
D Ocf
2
O Ou2 D xcf
2
x xu2, (2.108)
and
Pqw Dw
@T
@y
ˇˇˇˇ
w
D OSt O Ou .hr   hw/ D xSt x xu .hr   hw/ . (2.109)
As in the at plat case, the sign of (2.109) is swapped with respect to Eq. (2.30), so
that a positive Pqw means heating of the wall.
Step 2: Cross-Section Averaging
The integral equations of the balances of mass and momentum read147
Pm D
Z
A
 u dA D x xuA, (2.110)
and
PI D
Z
A
p C u2 dA D   xp C x xu2 A. (2.111)
From the chosen denition for the cross section averaged pressure
xp  1
A
Z
A
p dA, (2.112)
it follows from Eqs. (2.110) and (2.111) that the cross section averaged velocity and
density must read
xu D
R
A
 u2 dAR
A
 u dA
, (2.113)
and
x D 1
A
R
A  u dA
2R
A  u
2 dA
. (2.114)
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There are two variants to dene the cross section averaged ethalpy xh. Either, one
can demand energy conservation
THt D
l
A

hC u
2
2

 u dA D

xhC xu
2
2

Pm, (2.115)
which together with Eqs. (2.114) and (2.113) leads to the denition
xh D
R
A
h  u dAC 1
2
R
A
 u3 dAR
A  u dA
  1
2
R
A  u
2 dAR
A  u dA
2
. (2.116)
Alternatively, one could rely on the the caloric model, Eqs. (2.14) and (2.16), and the
chosen equation of state in order to demand
xh D xh.x, xp/ . (2.117)
If implemented correctly, both variants must lead to the same result within the ac-
curacy of numerical discretization.
Step 3: Modifying the Crocco-Busemann Relation
Two new reference states Ou and O are introduced, which later need to be determined
iteratively. The Crocco-Busemann prole is modied to
w

D 1C  C
u
Ou

  'C
u
Ou
2
, (2.118)
and 'C is modied to
'C D 1C  C   wO , (2.119)
while  C is the same as for the at plate equation
 C D 2
OSt
Ocf“
DO& 1
w
w
.hr   hw/ w
@

1


@T™
D 1Tw , if ideal gas
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
w
. (2.103)
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The recovery enthalpy hr can be determined over either the peak or the averaged
parameters
hr D OhC Or
Ou2
2
D xhC xr xu
2
2
, (2.120)
where former one is preferred here. The dimensionless velocity uC now reads
uC D
Ou=up
'C
8ˆ<ˆ
:sin 1
2642'C .u=Ou/    Cq
. C/
2 C 4'C
375C sin 1
264  Cq
. C/
2 C 4'C
375
9>=>; .
(2.121)
Step 4: Modifying the Wake Law gC
For the law of the wall, f C, Spalding’s wall law Eq. (2.86) is used without modi-
cation, with yC being dened after Eq. (2.99). The law of the wake, gC needs to
be modied. Discussing experimental studies by Lindgren,148 White149 pointed out
that the wake parameter can be neglected for pipe and channel ows, so that˘  0.
Gou and Julien150 on the other hand argued that for symmetry reasons, a correction
is still needed in order to have @u=@y D 0 in the center of the duct. Therefore, the
following wake function is suggested at this point
gC D 1

"
.6˘ C 1/

y
Oy
2
  .4˘ C 1/

y
Oy
3#
, (2.122)
where ˘ D 0 is assumed. The denition of Oy in Eq. (2.122) depends on the kind
of the ow. For a pipe, Oy is half of the hydraulic diameter Dh, which is calculated
after Eq. (2.93). For a two-dimensional channel ow, Oy is half of the duct size if the
opposing walls have the same surface temperature. If that is not the case, Oy has to
be determined iteratively.146
Step 5: Modifying the Reynolds analogy factor & and the recovery factor r
General equations for the Reynolds Analogy Factor & and the Recovery Factor r for
the at plate were given by van Driest,114 see Eqs. (2.52) and (2.56). The integration
limits of both equations need to be be modied. Instead of up to the edge of the
boundary layer y D ı, the modied equations now integrate up to the reference
height y D Oy.
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The denitions for the Reynolds-Colburn analogy O& and the recovery factor Or read
O& D 1Ou
Z Oy
0
PrM exp

 
Z y
0
1   PrM

@
@ Qy d Qy

@u
@y
dy (2.123)
and
Or D 2Ou2
Z Oy
0
PrM exp

 
Z y
0
1   PrM

@
@ Qy d Qy


"Z y
0
exp
 Z Ly
0
1   PrM

@
@ Qy d Qy
!
@u
@ Ly d Ly
#
@u
@y
dy
(2.124)
For both Eq. (2.123) and Eq. (2.124), the shear stress  needs to be evaluated at every
y-position. It reads
 D .C T /
@u
@uC
@uC
@yC
@yC
@y
. (2.125)
A turbulence model is needed in order to determine T and T , respectively PrM .
A very simple hypothesis the turbulent shear viscosityT , which was tted against
experimental data in pipe ows, reads115, 151
T D  yC, (2.126)
with  being the von Kármán constant, see Eq. (2.83). For the turbulent conductiv-
ity T , the Kays-Crawford relation in Eq. (2.49) can be used in combination with
Eq. (2.47). Subsequently, the mixed Prandtl number PrM in Eqs. (2.123) and (2.124)
is calculated using Eq. (2.48).
Step 6: Application of the Newton-Raphson Algorithm
In order to nd the shear stress w and the heat ux Pqw at the wall, the reference
velocity Ou and the reference density O must be iterated until the balances equations
for mass and momentum, Eqs. (2.110) and (2.111), are fullled, respectively, the ex-
pressions
 Pm D x xuA  
Z
A
 u dA (2.127)
and
 PI D   xp C x xu2 A   Z
A
p C u2 dA (2.128)
become zero.
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The iteration is performed over a Newton-Raphson method Ou
O
kC1
D
 Ou
O
k
  ! J 1

 Pm
 PI
k
, (2.129)
where k is the iteration step, and 0 < !  1 a relaxation factor. The Jacobian ma-
trix J is numerically approximated through
J D
24  Pm. OuC Ou, O/  Pm. Ou  Ou, O/2 Ou  Pm. Ou, OC O/  Pm. Ou, O  O/2 O
 PI. OuC Ou, O/  PI. Ou  Ou, O/
2 Ou
 PI. Ou, OC O/  PI. Ou, O  O/
2 O
35 , (2.130)
where  Ou and  O are incremental steps, fore example
 Ou D xu
10000
, (2.131)
 O D x
10000
. (2.132)
For the initial step k D 0 the following values can be chosen
OukD0 D xu, (2.133)
OkD0 D x, (2.134)
&kD0 D Pr 23 , (2.135)
rkD0 D Pr 13 . (2.136)
The initial value of w follows from Eqs. (2.108) with cf
kD0 being guessed using the
simple but weak Dittus-Boelter correlation152
cf
kD0 D 0.046

w
x
 
w xuDh
w
 0.2
. (2.137)
The full algorithm is illustrated in Fig. 2.5.
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Figure 2.5: UML activity diagram for the modied van Driest method.
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If there is a two-dimensional channel ow, the opposing walls can have dierent
surface temperatures, Tw1 ¤ Tw2. If this is the case, the new variable Oy is intro-
duced, which marks the position of the peak values Ou and O, and via the equation
of state implicitly OT . For geometrical reasons, the values Oy1 and Oy2 of both walls
must add up do the height d of the channel
Oy1 C Oy2 D
Dh
2
D d . (2.138)
Due to the nature of Spalding’s law of the wall, Eq. (2.86), the peak velocity u. Oy/
calculated using Eqs. (2.121) will slightly dier from Ou. This dierence will be less
than one percent, and is therefore less relevant from a modeling point of view. De-
manding continuity, however, it us important that the peak velocities of both wall
proles are identical. By dening the velocity error
 Ou D u1. Oy1/   u2. Oy2/ (2.139)
between both wall proles, a third continuity condition is found. The modied
Newton-Raphson scheme now reads24 OuO
Oy1
35kC1 D
24 OuO
Oy1
35k   ! J 1
24  Pm PI
 Ou
35k , (2.140)
with the Jacobian matrix being
J D
266666666664
 Pm. OuC Ou, O, Oy1/
  Pm. Ou  Ou, O, Oy1/
2 Ou
 Pm. Ou, OC O, Oy1/
  Pm. Ou, O   O, Oy1/
2 O
 Pm. Ou, O, Oy1 C Oy1/
  Pm. Ou, O, Oy1   Oy1/
2 Oy1
 PI . OuC Ou, O, Oy1/
  PI . Ou  Ou, O, Oy1/
2 Ou
 PI . Ou, OC O, Oy1/
  PI . Ou, O   O, Oy1/
2 O
 PI . Ou, O, Oy1 C Oy1/
  PI . Ou, O, Oy1   Oy1/
2 Oy1
 Ou. OuC Ou, O, Oy1/
  Ou. Ou  Ou, O, Oy1/
2 Ou
 Ou. Ou, OC O, Oy1/
  Ou. Ou, O   O, Oy1/
2 O
 Ou. Ou, O, Oy1 C Oy1/
  Ou. Ou, O, Oy1   Oy1/
2 Oy1
377777777775
.
(2.141)
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2.2.9. Channel Dierential Equations
The dierential equations needed in order to model the axial progression of a chan-
nel ow are based on the conservation equations for mass, momentum and energy.
All properties are referred to cross averaged values, T , , and u. In the following
notation the overbars are omitted for better readability. For a ow with constant
mass ux Pm, the dierential equations for the conservation of mass, momentumb
and energy read
0 D 1
A
@A
@x
C 1
u
@u
@x
  1
v
@v
@x
, (2.142)
0 D 1
p
@p
@x
C u
2
p v
1
u
@u
@x
C w
4
Dh
, (2.143)
0 D @h
@x
C u2 1
u
@u
@x
C 4A
Dh
Pq
Pm . (2.144)
For a reacting gas with @Y=@x ¤ 0, the pressure gradient reads
@p
@x
D

@p
@T

v,Yi
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T ,Yi
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i
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  1
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v
@v
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C
X
i

@p
@Yi

v,T
@Yi
@x
.
(2.145)
With the relation

@h
@p

T
D v   T

@v
@T

p
D v .1   T ˛/ , (2.146)
as well as the denitions for the specic heat capacities at constant volume and
pressure, Eqs. (2.9) and (2.10), the following enthalpy gradient is found
bIn the original source,153 a superuous contribution 1
A
@A
@x
is written in the momentum balance.
This mistake has been corrected in Eq. (2.143). The author apologizes for any inconvenience.
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(2.147)
Using the relations found for the gradients in Eqs. (2.145) and (2.142), (2.147), the
balance equations (2.143) and (2.144) can be rearranged into an equation system of
the shape
A 
0BBB@
1
v
@v
@x
1
u
@u
@x
1
T
@T
@x
1CCCA D f, (2.148)
where
A D
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1CCCCA @Yi@x . (2.150)
2.2 Boundary Layer Theory and Heat Transfer 57
If the velocity u coincides with the speed of sound c, the matrixA becomes singular,
detA D 0, u D c D
s
 v2

@p
@v

s
D

p v
ˇ
˛
cp
cv
 1
2
. (2.151)
In this situation, the specic entropy s of the ow will reach a local maximum, and
thermal chocking will occur.
In case of an ideal gas, the matrix A and the vector f simplify to
A(idgas) D
0BBB@
1  1 0
 1 u2
RT
1
0 u2 cpT
1CCCA , (2.152)
and
f(idgas) D
0BBB@
1
A
@A
@x
  4
Dh
w
p
  4A
Dh
Pq
Pm
1CCCA  X
i
0BBB@
0
M
Mi
hi
1CCCA @Yi@x . (2.153)
While Eq. (2.148) can be extended to regard changes in the mass ux, @ Pm=@x, the
application discussed in the present work requires a mass injection at one discrete
point. If two ows .1/ and .2/ are intended to be mixed to a ow .3/, the integral
form of the balance equations are solved:
Pm1 C Pm2 D Pm3 (2.154)
p1A1 C Pm1 u1 C p2A2 C Pm2 u2 D p3A3 C Pm3 u3 (2.155)
Pm1 ht ,1 C Pm2 ht ,2 D Pm3 ht ,3, (2.156)
where
A1 C A2 D A3. (2.157)
The gradient of mass fractions @Yi=@x will be discussed in Chapter 3.1.
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2.3. Compression and Expansion Shocks
The concept of supersonic compression shocks and expansions is an essential com-
ponent of the theory of hypersonic ight, well known and well documented in
standard literature. This chapter therefore only covers the general relations. One
may refer to Hayes and Probstein,154 Anderson155 or Hirschel96 for further reading.
2.3.1. Normal Compression Shocks
In a moving gas, every supersonic one-dimensional ow state .T1,p1,u1/ has a sub-
sonic counterpart .T2,p2,u2/ with equal uxes of mass, momentum and energy.
The entropy of the subsonic counterpart is however higher.156 Under certain con-
ditions, a supersonic ow state can change into the subsonic state instantaneously
without violating mass, momentum and energy conservation. Due to the entropy
rise during such a normal compression shock, jumps from the subsonic to the super-
sonic state are forbidden by the second law of thermodynamics. For any real gas,
these mass, momentum and energy conservation laws are
1 u1 D 2 u2., (2.158)
p1 C 1 u21 D p2 C 2 u22, (2.159)
h1 C
u21
2
D h2 C
u22
2
. (2.160)
Since these conservation laws need to be solved iteratively, the perfect gas relations
of Eq (2.23), as well as the relation155
Ma22 
1C    1
2

Ma21
 Ma21    12
(2.161)
can be used to estimate good starting values for the iteration process.
2.3.2. Oblique Compression Shocks
When a supersonic ow is deected at a concave corner, an oblique shock is created.
It can be seen from the velocity triangles in Fig. 2.6 that the velocity vector w can
be split into a component u normal to the shockwave, and a parallel component v.
Along the shockwave, the parallel component remains unchanged, so that v1 D v2.
The normal component u experiences a normal shock and follows the conservation
conditions of Eqs. (2.160) to (2.159). From the velocity triangles, a relation between
normal velocities, ramp and shock angle can be found
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tan .ˇ   ˛/
tanˇ
D u2
u1
. (2.162)
which for a calorically perfect gas simplies to the ˇ-˛-Ma-relation155
tan˛ D 2 cotˇ

Ma21 sin
2 ˇ   1
Ma21 . C cos 2ˇ/C 2

. (2.163)
In order to nd the state after the shock, the conservation equations for mass (2.158),
momentum (2.159), and energy (2.160), the geometry condition (2.162) and the equa-
tion of state must be solved iteratively. In theory, there are two states that fulll
these equations (see Sec. 2.3.1) , a strong solution, wherew2 is always subsonic, and
a weak solution, where w2 is in most cases supersonic. Usually, the weak solution
is to be expected. It is known that the shock angle ˇ for the weak solution can not
fall under the Mach angle 1, where  is dened as
sin D 1
Ma
, (2.164)
while there is a critical shock angle ˇcrit , where the strong and the weak solution
coincide.
@˛
@ˇ
ˇˇˇˇ
Ma1 ,ˇcrit
D 0 (2.165)
u1
v1
w1
u2
v2 D v1
w2
˛
ˇ
Figure 2.6: Velocity triangles of an oblique compression shock.
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For a calorically perfect gas, this critical shock angle ˇcrit can be found by ana-
lytically solving Eq. (2.163) to ˛, deriving the result to ˇ, and solving Eq. (2.165)
numerically. Since ˇcrit is only needed as a starting value for iterating Eq. (2.163)
and the conservation conditions, an approximate estimation of ˇcrit is usually suf-
cient. For a calorically perfect gas with  D 1.4 and Ma > 1.4, the following
correlation predicts ˇcrit with a deviation of approximately 0.1%:
ˇcrit   0.1189Ma 41 C 1.1617Ma 31   0.7708Ma 21 C 1.1832. (2.166)
In order accellerate the calculation, the initial condition
1 < ˇ < ˇmax , (2.167)
can be used in order to nd ˇ for the calorically perfect gas, using Eq. (2.163). The
solution can be used as initial value to nd the real-gas solution with Eq. (2.162).
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Figure 2.7: Shock angles for various reection angles and Mach numbers.
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2.3.3. Prandtl-Meyer Expansion
The Prandtl-Meyer expansion can be considered as the opposite of an oblique shock
wave. A supersonic ow is expanded and accelerated along a kink, see Fig. 2.8.
Usually, the ow state .T1,p1,Ma1/ as well as the opening angle ˛ are known, while
the ow state .T2,p2,Ma2/ is wanted. The expansion process is assumed to be
isentropic.
Ma1
Ma2
1
2
˛
Figure 2.8: Prandtl-Meyer expansion fan along a convex corner.
From geometrical considerations as illustrated in Fig. 2.9, it can be shown that the
velocity increment dw and the angle increment d˛ are related through the Mach
angle from Eq. (2.164) so that
w C dw
w
D cos
cos .C d˛/ 
1
1   d˛ tan . (2.168)
After performing a Taylor series, where second and higher order terms are ne-
glected, the integral
˛ D
Z w2
w1
1
tan
dw
w
(2.169)
is found. For a calorically perfect gas, it simplies to
˛ D
Z Ma2
Ma1
p
Ma2   1
1C  1
2
Ma2
dMa
Ma
. (2.170)
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w
v
u
w C dw

d˛
Figure 2.9: Velocity triangle for the Prandtl-Meyer expansion.
Introducing the Prandtl-Meyer function
 D
Z Ma
1
p
Ma2   1
1C  1
2
Ma2
dMa
Ma
D
s
 C 1
   1 arctan
s
   1
 C 1
 
Ma2   1   arctanpMa2   1,
(2.171)
the expansion problem can be solved by numerically solving the equation
˛ D .Ma2/   .Ma1/ (2.172)
toMa2. If a Newton-Raphson scheme is chosen, the iteration sequence reads
MakC12 DMak2  

 
Mak2
   .Ma1/   ˛
@
@Ma
 
Mak2
 , (2.173)
with the derivative
@
@Ma
D
Ma

C1
 1

p
Ma2   1
h
.Ma2   1/C

C1
 1
i   1
Ma
p
Ma2   1
. (2.174)
Since the expansion is assumed to be isentropic and calorically perfect, the values
of T2 and p2 can be estimated using Eqs. (2.23) and (2.24). See also Hayes
154 and
Anderson157 for further reading.
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3. Combustion and Radiation
This chapter covers the one-dimensional equations which have been used to model
a simplied description of the combustion process. Since thermal radiation becomes
relevant for high surface temperatures, the modeling approach is described in this
chapter as well. One problem related to the radiationmodel is the visibility between
the radiating surfaces of the investigated geometry. The determination of surface
visibilities is briey explained. In addition to the thermal radiation of the surface,
radiative eects of water vapor have been investigated, using the model of Hottel
and Egbert.82 It turned out however, that gas radiation plays a negligible role in
the combustor heat budget. Therefore, it will not be discussed within the present
work. Concerning the problem of gas radiation, one may refer to Vortmeyer and
Kabelac158 for further reading.
3.1. Combustion Modeling
The combustion simulation is performed on two scales. On the macroscale, where
ıx  0.1mm, the system of dierential equations as given in Eq. (2.148) is solved
using an explicit fth order Runge-Kutta-Fehlberg approach.159 The contribution
of @Y
@x
in Eq. (2.150) respectively Eq. (2.153) is calculated in a microscale, which is
between two and three orders of magnitudes below the macroscale.
3.1.1. Chemical Kinetics
Let the reactive uid consist of n several species i , each one having a mass fraction
Yi , and describe the combustion through a set of m elementary reactions r . The
general form of a elementary reaction r reads
M C
mX
iD1
0iri •M C
mX
iD1
00iri , (3.1)
with 0 being the molar multiples for of educts and 00 those of the products of the
contributing species  . In Eq. (3.1) and only Eq. (3.1), the symbol M , stands for
an optional inert collision partner. It is not to be confused with the molar MassM .
The temporal derivative of each mass fraction Yi reads
160
@Yi
@t
D vMi
mX
rD1
" 
00ir   0ir
  
k0r
nC1Y
qD1
c
0qr
q   k00r
nC1Y
qD1
c
00qr
q
!#
, (3.2)
with k0 and k00 being the forward and backward reaction speeds,
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and cq being the molar concentrations
cq D
Yq
vMq
. (3.3)
The .nC 1/th index in the sum of Eq. (3.2) occurs if an inert collision partner exists
in the considered reaction. In the present model, the speed k0r of the r
th reaction, is
modeled over an Arrhenius approach
k0r D QAr T Qnr e 
QEr
RT , (3.4)
where the coecients QAr , QEr and Qnr are given by the chosen combustion model
(see Tab. E.1). The speed of the backward reaction k00j is not given in the combustion
model and needs no be calculated. First, the molar Gibbs potential
fg
ı
i D fhıi   T fsıi (3.5)
of each species i at reference pressure pı needs to be determined from the molar
formation enthalpy hıi and entropy s
ı
i . For a general species CwHxNyOz, these
properties read
fh
ı D hı
.CwHxNyOz/
  1
2
h
2w hı.C/ C x hı.H2/ C y hı.N2/ C z hı.O2/
i
, (3.6)
fs
ı D sı
.CwHxNyOz/
  1
2
h
2w sı.C/ C x sı.H2/ C y sı.N2/ C z sı.O2/
i
, (3.7)
The molar gibbs free energyrg
ı of the rth reaction at reference pressure pı reads
rg
ı D
X
i
00irfg
ı
i  
X
i
0irfg
ı
i (3.8)
Havingrg
ı, the backwards reaction speed can be calculated using the law of mass
actions
k00r
k0r
D

pı
R T
.Pi 0ir Pi 00ir/
exp

rg
ı
R T

. (3.9)
A common pitfall in modeling combustion processes is the consistency of units. For
historical reasons, the reactionmodels are usually given in thermochemical calories,
where 1 calth D 4184 J, and cubic centimeters, where 1 ccm D 10 6 m3. If this is
the case, the activation energy QEr in Eq. (3.4) needs to be converted to Joule, while
the specic volume v in Eqs. (3.2) and (3.3) has the unit ccm=kg and the term pı=RT
in Eq. (3.9) has the unit mol=ccm.
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Neglecting losses on themicroscale, the enthalpy gradient reads (see also Eq. (2.147))
@h
@t
D

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
p,Yi
@T
@t
C

@h
@p

T ,Yi
@p
@t
C
X
i

@h
@Yi

T ,p
@Yi
@x
D cp
@T
@t
C v .1   T ˛/ @p
@t
C
X
i
hi
@Yi
@t
D 0.
(3.10)
Specializing for an ideal gas, it follows that the temperature gradient reads
@T
@t
D   1
cp
X
i
hi
@Yi
@t
. (3.11)
For the integration of Yi within the microscale, Walther developed the implicit
scheme161
264 ıij   C1
@2Yi
@Yj @t
 C1 @
2Yi
@T @t
 C1 @2T@Yj @t 1   C1
@2T
@T @t
375
z 264 Yj
T
375
zC1
D C1
264
@Yi
@t
@T
@t
375
z
CC2
264 i
T
375
z
,
(3.12)
with the constants
C1 D
2
3
fx
u
, (3.13)
C2 D
1
3
, (3.14)
where fx is the spacial step of the microscale. Note that counterintuitively, it is
due to the non-orthogonality of Yi
@2Yi
@Yi @t
¤ 0. (3.15)
On the macroscale with the stepsize x, the change of mass fractions needed for
Eq. (2.153) read
@Yi
@x
 Yi
x
, (3.16)
where Yi is the nite change calculated along a group of steps on the microscale.
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3.1.2. Modeling of Fuel Injection
The fuel is injected at a discrete point in the combustor, and therefore contributes to
the inertial properties of the ow instantaneously. To prevent an unrealistically fast
combustion, however, only a fraction fuel of the fuelmass is allowed to contribute to
the chemical reaction. Following a model by Murthy,162 and Scheuermann et.al,163
an exponential mixing function was chosen
fuel .x/ D

mix,inj

1   .1   Omix,inj/
x xinj
lmix,inj

if x > xinj
0 else,
(3.17)
where xinj is the position of the fuel injection, Omix,inj D 0.99 a constant, mix,inj the
mixing eciency of the injector, and the mixing length lmix,inj the position where the
following condition is fullled:
fuel
 
xinj C lmix,inj
 D Omix,inj mix,inj. (3.18)
The mixing length depends on the stoichiometric fuel ratio inj and the geometry
of the injector. A frequently used empirical correlation for the mixing length was
suggested by Pulsonetti164
lmix,inj  0.179 d Cmix,inj e 1.72inj , where 0  inj  1. (3.19)
In a rst approximation, the inviscid duct height d can be set equal to the geometric
duct height d3.
3.2. Thermal Radiation Fundamentals
Using the previously discussed methods, one will nd that the expected convective
heat loads on the structure will be in the same order of magnitude as those heat
uxes caused by thermal radiation. A distinction is made between radiation from
surface to surface, respectively surface to environment, and combustion gas radia-
tion. As it turns out however, the latter will have a very small eect on the thermal
state of the surface.
3.2.1. Emissivity, Absorbtivity and Reflectivity of Technical Surfaces
Any technical surface emits thermal radiation across several wavelengths in the
electromagnetic spectrum. The area-specic heat P$ emitted over a wavelength 
can be modeled through Planck’s law165
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P$ D 
2 h c2
5

e
hc
kBT
 1
 , (3.20)
with T being the surface temperature, h being the Planck constant, c the speed
of light and kB the Boltzmann constant. The spectral emissivity 0 <   1 is
a temperature-dependent material parameter which has to be determined experi-
mentally. A black body has an ideal surface emissivity of  D 1. In the gray body
model, the spectral emissivity  is averaged over the wave spectrum so that
 D
R1
0 
2 hc2
5
 
e
hc
kB T
 1
! d
R1
0
2 hc2
5
 
e
hc
kBT
 1
! d . (3.21)
With the emissivity  being independent of the wavelength , Eq. (3.20) can be
integrated analytically, which leads to the Stefan-Boltzmann law
P$ D 
l 1
0
2 h c2
5

e
hc
kBT
 1
 d D   T 4, (3.22)
with the Stefan-Boltzmann constant
 D 2
5kB
4
15 c2h3
. (3.23)
Regarding availability, scattering and measurement accuracy of experimental data,
it is in many cases sucient to neglect the temperature dependence of .
Now let an opaque surface be exposed to an incident radiation load P . The fracture
˛ P is absorbed and the remaining part .1   ˛/ P is reected. The total heat load
on the surface results from the balance is
Pq D ˛ P   P$ , (3.24)
while the total radiation emitted by a surface reads
P D .1   ˛/ P C P$ . (3.25)
In general, the radiative absorptivity of the surface depends on the wavelength of
the incident heat load, and is averaged similarly to 
165
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˛ 
R1
0 ˛ P dR1
0 P d
. (3.26)
According to Kirchho’s law, emissivity and absorptivity must be identical to allow
the surface to reach a thermal equilibrium
˛ D . (3.27)
In case of a gray bodymodel, Eq. (3.27) leads to the conclusion that also the averaged
values of emissivity and absorptivity must be identical
˛  . (3.28)
This assumption however is restricted to the case where incident and emitted radi-
ation have similar wavelengths, say infrared radiation. In case of a combination of
infrared radiation and visible sunlight, for example, Eq. (3.28) can not be applied.
Apart from being dependent on wavelength and temperature, the emissivity and
absorptivity also depend on the angle of incidence, respectively the angle of view.
Many nonconducting and semiconducting materials like ceramics and other non-
metals can be modeled as a diuse radiator, where the aligned intensity of radiation
can be modeled through Lambert’s cosine law
P D P
cos 

, (3.29)
where  is the angle between the direction of perspective and the surface normal.
3.2.2. Surface Visibility
Consider an arbitrary surface increment dAk emitting the thermal radiation Pk and
another increment dAj receiving a fracture Fkj , Pk so that
Pkj dAj D Fkj Pk dAk . (3.30)
In case of diuse emission and reception, the view factor Fkj between two nite
surfaces Ak and Aj is directly found from Eq. (3.29)
166
Fkj D
1
 Ak
Z
Ak
Z
Aj
cos j cos k
r2
dAj dAk , (3.31)
where r is the distance between the emitting and the receiving increments of the
surfaces. Solving Eq. (3.31) costs a lot of calculation power, especially if the view
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between the two surface increments is partially blocked. For three-dimensional
problems, Monte Carlo calculations, where individual rays are red randomly from
the sending surface have proven to be more ecient than a direct solution.167 Hot-
tel’s method of crossed strings168 provides a very easy solution for two-dimensional
problems. Let a surface 1 be determined by the line AB and a surface 2 be deter-
mined by the line CD, as illustrated in Fig. 3.1. Then, if the view between the
surfaces is not blocked, the view factor can be determined by the distances
F12 D
AC C BD   AD   BC
AB
. (3.32)
In amore general formulation, even if the view is partially blocked by a third surface
like on the right part of Fig. 3.1, F12 can be found by the sum of all crossed strings
minus the sum of all uncrossed strings divided by the length of the emitting surface.
A
B
C
D
1
2
A
B
C
D
E
1
2
Figure 3.1: Hottel’s method of crossed strings.
3.2.3. Interaction of Multiple Surfaces
Let a geometry be discretized in n nite opaque surfaces, and the average temper-
ature Tj and emissivity j as well as all viewfactors Fkj be known. Then, each
surface j will emit and reect thermal radiation following Eqs. (3.20) and (3.25),
and transmit a heat load Pqj following Eq. (3.24) into the bulk material. After some
algebraic manipulation of these equations, the area specic heat loads Pqj are found
by solving the linear equation system169
Fkj
1   j
j
  ıkj
j

Pqj D
 
ıkj   Fkj

T 4j , (3.33)
where ıkj is the Kronecker delta.
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4. Finite Element Method
With the growing availability of computing systems in the 1950s and 1960s, scien-
tists have begun to investigate methods for numerically solving problems in me-
chanical engineering. Having originally been developed to perform structural sim-
ulations of aircraft structures,170, 171 the nite element method was established as a
powerful tool to solve dierential equations. This chapter provides a brief overview
of the underlying balance equations for thermal and mechanical eld formulation.
The interpolation functions for the chosen elements can be found in App. A. The
chapter closes with a description of the modeling of thermal radiation.
One may refer to standard literature like Bathe,172 Zienkiewicz et al,173 Brenner
and Scott,174 and Argyris and Mlejnek175 for further reading.
4.1. Thermal Field Formulation
This section covers the Galerkin-approach which is used to model the heat conduc-
tion problem with nite elements. The backward Euler method is explained, which
is used for the transient analysis. The spacial dimensions are indexed using i and
j ; nodal degrees of freedom are indexed by r and s. The timestep is indexed using
the letter z.
4.1.1. The Weak Formulation of the Thermal Energy Balance
The energy balance equation for thermal conduction reads in its Lagrangian form176
 c
@T
@t
C @ Pqi
@xi
  Pb D 0, (4.1)
where  is the density, c the specic heat capacity, Pq the directed area specic heat
ux, and Pb the volumetric heat load of heat that is generated within the bulk mate-
rial. According to the fundamental lemma of calculus of variations, the dierential
equation (4.1) is also fullled for a whole domain˝ , if it is multiplied with an arbi-
trary function ıT before integration, so thatZ
˝
ıT

 c
@T
@t
C @ Pqi
@xi
  Pb

dV D 0. (4.2)
From partial integration and Gauss’s theorem, if follows for the heat ux termZ
˝
ıT
@ Pqi
@xi
dV D  
Z
˝
@ıT
@xi
Pqi dV C
Z
@˝
ıT Pqi ni dA. (4.3)
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Herein, the rst term describes the heat ux through the structure and the second
term describes the heat ux along the surface @˝ , where n is the normal vector
pointing away from the surface. Replacing the former term with Fourier’s law from
Eq. (2.29) yields the weak formulation of the energy balancec
Z
˝
ıT  c
@T
@t
dV C
Z
˝
@ıT
@xi
ij
@T
@xj
dV C
Z
@˝
ıT Pqi ni dA  
Z
˝
ıT Pb dV D 0.
(4.4)
4.1.2. Finite Element Discretization of the Thermal Energy Balance
The goal of the method of Galerkin is to represent Eq. (4.4) by a system of equations
that can be solved numerically. In order to construct the system of equations, the
domain ˝ is subdivided into nite elements
˝ D
m[
eD1
˝e . (4.5)
Within each element e, the weak formulation from Eq. (4.4) is discretized and the
contributions to the vectors and matrix for the equation system representing the
whole domain ˝ are determined. Introducing the shape function N e , the real and
virtual temperatures are approximated through
ıT  ı OT er N er , (4.6)
T  N es OT es , (4.7)
where N contains the shape function components r
N e D  1 2 : : : n  , (4.8)
and ı OT er respectively OT es are the virtual and real temperatures at the nodes of each
element. The shape function components r are shown in Appendix A.1. The spa-
cial derivatives are approximated using the function Be , so that
cNote that by denition, it is Pqw D  Pqi ni . See also Eqs. (2.45) and (2.109).
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@ıT
@xi
 ı OT er Beir , (4.9)
@T
@xj
 Bejs OT es , (4.10)
where the B-matrix reads
Be D
24 @1@x1 @2@x1 : : : @n@x1
@1
@x2
@2
@x2
: : : @n
@x2
35 . (4.11)
Specializing for a problem with zero volumetric heat load, Pb D 0, The weak formu-
lation in Eq. (4.4) for a nite element reads in its discretized form
✚
✚ı OT er
Z
˝e
N er  c N
e
s dV
e
œ
Ders
@ OT es
@t
C✚✚ı OT er
Z
˝e
Beir ijB
e
js dV
e
œ
Krs
OT es ✚✚ı OT er
Z
ı˝e
 N er ni Pqi dAeœ
f er
.
(4.12)
After assembling, the space-discretized problem for the domain ˝ is represented
by a vector-matrix system, so that
Drs
@ OTs
@t
CKrs OTs D fr . (4.13)
4.1.3. Backward Euler Time-stepping
In the analysis of transient heat conduction, the nodal temperatures OT z are known
at a given timestep tz , and the nodal temperatures OT zC1 at the next timestep tzC1
are to be found. Using the approximation
@ OTs
@t

OTszC1  OTsz
t
(4.14)
Eq. (4.12) can be rearranged so that a linear equation system of the shape
DzC1rs Ct KzC1rs
 OT zC1s D DzC1rs OTs Ct f zC1r (4.15)
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is created,177 where the matrices D and K and the load vector f are evaluated with
respect to the new temperature vector OT zC1. Due to its low oscillation behavior, the
backward Euler method is known to be very robust. Although sometimes claimed
otherwise, this method is not unconditionally stable, and fails if the timestep t
is chosen too large. This is especially the case if the load vector f is a nonlinear
function of OT . The implicit nature of Eq. (4.15) can be approached by a relaxed
Newton-Raphson-Method, while a signicant eciency gain is achieved if an itera-
tive solving algorithm such as a stabilized biconjugate gradient method178 is used.
4.2. Mechanical Field Formulation
An index notation is used in order to be consistent with Chapter 2. As is the thermal
eld, the degrees of freedom are indexed by r and s. The spacial dimensions are
indexed using i , j , k, l , the Voigt notation is indexed using the letters v and w.
4.2.1. Weak Formulation of the Momentum Balance
The momentum balance of an undamped problem reads in its Lagrangian form

@2ui
@t 2
  @j i
@xj
   i D 0, (4.16)
with  being the Cauchy stress tensor and  i being body forces such as gravity
or magnetism, see also Eq. (2.33). Applying the fundamental lemma of calculus of
variations in the same way as done in the heat equation, Eq. (4.1), one obtainsZ
˝
ıui


@2ui
@t 2
  @j i
@xj
   i

dV D 0, (4.17)
where ıui is an arbitrary function. Similarly to Eq. (4.3), one nds that
 
Z
˝
ıui
@j i
@xj
dV D
Z
˝
@ıui
@xj
j i dV  
Z
@˝
ıui j i nj dA, (4.18)
so that the virtual work equation readsZ
˝
ıui 
@2ui
@t 2
dV C
Z
˝
@ıui
@xj
j i dV  
Z
@˝
ıui j i nj dA  
Z
˝
ıui  i dV D 0.
(4.19)
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4.2.2. Hooke’s Law, Engineering Strains and Voigt Notation
The eld of linearmechanics considers structural problemswith small deformations.
Introducing the fourth order elasticity tensor  , Cauchy’s stress tensor  from
Eq. (2.25) is found by relating to the spacial derivatives of the local displacements
as follows179
ij D ijkl
1
2

@uk
@xl
C @ul
@xk

. (4.20)
Mathematically, Hooke’s law is very similar to the Newtonian uid assumption
(2.27), except that here uk are displacements and not velocities. Specializing for a
static problem without body forces, so that Ru D 0 and  D 0, Eq. (4.19) simplies
to Z
˝
@ıui
@xj
j i dV D
Z
@˝
ıui j i nj dA. (4.21)
Due to the symmetry of the stress tensor, ij D j i , it follows that
Z
˝
@ıui
@xj
j i dV D
Z
˝
1
2

@ıui
@xj
C @ıuj
@xi

ij dV C
Z
˝
1
2

@ıui
@xj
  @ıuj
@xi

ij„ ƒ‚ …
D0
dV ,
(4.22)
and therefore for Eq. (4.21)Z
˝
1
2

@ıui
@xj
C @ıuj
@xi

ijkl
1
2

@uk
@xl
C @ul
@xk

dV D
Z
@˝
ıui ij nj dA. (4.23)
In order to make Eq. (4.23) handier, the engineering strain relations are introduced,
reading
"kk D
@uk
@xk
(4.24)
kl D 2 "kl D
@uk
@xl
C @ul
@xk
, 8k ¤ l , (4.25)
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and for their virtual counterparts
ı"i i D
@ıui
@xi
(4.26)
ıij D 2 ı"ij D
@ıui
@xj
C @ıuj
@xi
, 8i ¤ j . (4.27)
Using these denitions, Eq. (4.20) can be rewritten in Voigt notation26666664
11
22
33
23
13
12
37777775
˜v
D
26666664
C11 C12 C13 C14 C15 C16
C22 C23 C24 C25 C26
C33 C34 C35 C36
C44 C45 C46
sym. C55 C56
C66
37777775
”
Cvw
26666664
"11
"22
"33
23
13
12
37777775
"˜w
, (4.28)
where the entries Cvw of the elasticity matrix are called engineering constants. Un-
fortunately, the order of the engineering shear strains, here 23 – 13 – 12 is not
consistent across literature. If the engineering constants Cvw are given, the order
of the shear strains they are referred to should always be mentioned as well. For a
material that is orthotropic along the x1, x2, and x3 axis, the elasticity matrix C can
be determined from the Young’s moduli Ek , the Poisson ratios kl and the shear
moduli Gk
C 1 D
26666664
1=E1  21=E2  31=E3 0 0 0
 12=E1 1=E2  32=E3 0 0 0
 13=E1  23=E2 1=E3 0 0 0
0 0 0 1=G23 0 0
0 0 0 0 1=G13 0
0 0 0 0 0 1=G12
37777775 . (4.29)
While the denition in Eq. (4.29) refers to the common Anglo-Saxon notation, liter-
ature from the German-speaking area usually notes the indices kl in reverse order.
When literature data is used, special caution is required, since due to the symmetry
of the elasticity matrix C, the Poisson numbers ij and j i are only equal if the
Young’s moduli Ei and Ej are equal as well.
4.2 Mechanical Field Formulation 77
For a two-dimensional problem, the plane stress assumption is usually applied. Here,
the tensile stress 33 and the shear stresses 13 and 23 are neglected, and the third
and sixth row and column of the compliant matrix C 1 in Eq. (4.29) are canceled.
Hooke’s law for an orthotropic material in two dimensions then reads26664
11
22
12
37775 D
26664
1
E1
  21
E2
0
  12
E1
1
E2
0
0 0
1
G12
37775
 1 26664
"11
"22
12
37775 . (4.30)
In Voigt notation, the left hand side of Eq. (4.21) becomes rather compactZ
˝
ı"v Cvw"w dV D
Z
@˝
ıui ij nj dA. (4.31)
4.2.3. Hooke’s Law with Thermal Deformation
Temperature changes cause the material to expand or contract, so that Hooke’s law
from Eq. (4.28) needs to be modied to
v D Cvw
 
"w   ıwj j
 8 1  j  3. (4.32)
Herein, j denotes the thermal deformation in j -direction, and ıwj the Kronecker
delta. The thermal strains of are in relation to a reference temperature T ı dened
as
j D exp
 Z T
T ı
j˛ dT
!
  1, (4.33)
with ˛i being the tangent thermal expansion coecient. It is dened as the thermal
change of the length lj in j -direction
j˛ D
1
lj
dlj
dT
, (4.34)
which must not be confused with the linear thermal expansion coecient Q˛j ,
Q˛j D
lj   lıj
lıj .T   T ı/
, (4.35)
which is often found in literature instead of j˛ .
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4.2.4. Finite Element Discretization
As with the thermal eld, the domain ˝ is subdivided into elements ˝e , in which
the displacements and their virtual counterparts are interpolated. If Lagrangian
elements are used only, each element e has n nodes, and each node has one degree
of freedom per spacial dimension, which are summarized in the vector Oqe and its
virtual counterpart ı Oqe . In case of a two-dimensional problem they read
Oqe D  Oue11 Oue12 Oue21 Oue22 : : : Ouen1 Ouen2 T , and (4.36)
ı Oqe D  ı Oue11 ı Oue12 ı Oue21 ı Oue22 : : : ı Ouen1 ı Ouen2 T , (4.37)
where Ouejs is the displacement of the sth node of the eth element, in the jth direc-
tion, and ı Ouir is the virtual counterpart. The interpolation matrix Ne is introduced,
which allows the interpolations
ıui  ı Oqer N eir , (4.38)
uj  N ejs Oqes , (4.39)
within the domain ˝e . For an element with n nodes, the interpolation matrix has
the shape
Ne D
"
1 0 2 0 : : : n 0
0 1 0 2 : : : 0 n
#
, (4.40)
The components of the engineering strain vector " and its virtual counterpart ı"
are interpolated by using the rules
ı"v  ı Oqer Bevr , (4.41)
"w  Bews Oqes , (4.42)
where the B-Matrix has the shape
Be D
26664
@1
@x1
0
@2
@x1
0 : : : @n
@x1
0
0
@1
@x2
0
@2
@x2
: : : 0 @n
@x2
@1
@x2
@1
@x1
@2
@x2
@2
@x1
: : : @n
@x2
@n
@x1
37775 . (4.43)
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Inserting the shape functions into Eq. (4.31) results in an approximated solution of
the virtual work which is performed in the domain ˝e
✚
✚ı Oqer
Z
˝e
BevrCvwB
e
ws dV
e

Kers
Oqes ✚✚ı Oqer
24 Z
˝e
BevrCvwıwjj dV
e 
Z
@˝e
N eirij nj dA
e
35
–
f er
(4.44)
Finally, the elemental stiness matrices Ke and load vectors f e are assembled
K D
m[
eD1
Ke , (4.45)
f D
m[
eD1
f e , (4.46)
and so are the vectors which represent the virtual and real degrees of freedom
ı Oq D
m[
eD1
ı Oqe , (4.47)
Oq D
m[
eD1
Oqe , (4.48)
so that the virtual work Equation (4.31) is approximated by
Krs Oqs D fr , (4.49)
where the virtual nodal degrees of freedom are canceled. Solving Eq. (4.49) reveals
the local displacements Ousj in the spacial directions xj at the sth node.
4.2.5. Stress Calculation
The local stress at an arbitrary point within the domain ˝e of an element e can be
determined by combining Eqs. (4.32) and (4.42), so that
v D Cvw Bews
  Oqes   ısj j  . (4.50)
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Usually, one is interested in the nodal stresses dv , which leads to a problem if La-
grangian elements such as QUAM9 and TRIM6 are used. Within the considered do-
main˝e , the displacements qe are interpolated by the shape functions of the nite
elements. If an edge or a node is shared by more than one element, the shape func-
tions and therefore the interpolated displacement eld of the adjoining elements
coincide along that edge or at that node. The Lagrangian formulation however,
does not allow a continuous spacial derivative, which will result in the fact that the
stress calculation at the same node or edge within two dierent elements will give
two dierent results. One possible way of interpolating a smoothed stress solution
is given in Appendix A.3.
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5. Inlet Heat Load Investigation
The physics of aerothermodynamic heating of a vehicle moving with hypersonic
speed is relatively well known and understood. As for scramjet inlets, however,
there seems to be very little literature available on the equilibrium surface heat
loads and temperatures that occur under stationary ight conditions, which emerge
after a few minutes of hypersonic ight. On the one hand, it must be investigated
whether it is possible to build a structure that is able to sustain the expected thermal
loads. On the other hand, it must be assured that the ow eld remains stable across
the whole spectrum of expected wall temperatures.
5.1. Introduction
Most two-dimensional inlet designs mentioned in literature are designed for short-
timed experiments (see Figs. 1.2 and 1.3). To reduce complexity and cost, a geometry
for that purpose is usually designed with sharp corners, and metal is used for the
construction. If the inlet is intended to reach a thermal equilibrium, which can take
several minutes, another material such as carbon ber reinforced ceramics should
be considered. The utilization of carbon ber reinforced ceramics on a scramjet inlet
has originally been suggested by Kochendörfer and Krenkel.180 Wind tunnel tests
on a scramjet combustor made out of this material have been performed by Glass et
al.26 If such a material is chosen, the geometry needs to be more continuous, evinc-
ing round corners and blunt edges. In the present investigation, a two-dimensional
scramjet inlet meeting those requirements was developed from a sharp edged con-
guration by Häberle and Gülhahn.181 The chosen geometry and its dimensions
are shown in Fig. 5.1 and Tab. 5.1. Guidelines for the design of such a geometry are
given in Appendix D.
The transient heating process of the structure was investigated. The simulations
were performed in three steps. In the rst step, an isothermal wall temperature
was assumed and a computational uid dynamics simulation was performed. The
isothermal wall temperature was varied between 600 K and 2000 K. From these
investigations, local heat transfer coecients were extracted and used as boundary
condition in the second step, in which the transient heating process of the structure
was investigated. Critical areas on the surface have been identied, and actively
cooled in the third step. The ow eld was simulated using the structured Reynolds
averaged Navier-Stokes code FLOWer182 from the German Aerospace Centre (DLR).
These transient heating o the structure performed using an implicit time-stepping
method (see Sec. 4.1.3), which was implemented in a custom nite element code.
The maximum service temperature of the chosen carbon ber reinforced ceramic
C/C-SiC is about 2200 K.183 Approximately at this temperature, the silicon carbide
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in the matrix of the material softens and looses its capability to sustain mechanical
loads. An anti oxidation coating, which consists of yttrium silicate, was successfully
tested at temperatures up to1923 K.184 According to the results of the present work,
this limit is closely reached within a few seconds.
r0
r1
r2
d3
˛1
˛2
l0 l1 l2
˛3
dwl3
d2
Figure 5.1: Variables for the inlet geometry.
Table 5.1: Geometry parameters for the investigated conguration.
description name value
rst ramp angle ˛1 9.0
ı
second ramp angle ˛2 20.5
ı
lip angle ˛3 15.0
ı
nose radius r0 4 mm
radius of rst circle r1 1000 mm
radius of second circle r2 1250 mm
height of combustor entrance d3 40 mm
vertical position of rst circle midpoint - 1089 mm
axial position of rst circle midpoint l0 455 mm
distance between lip and rst circle midpoint l1 657 mm
distance between lip and second circle midpoint l2 238 mm
isolator length l3 300 mm
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The risk of material failure is less critical than the risk the surface temperatures
causing the inlet to unstart. The terminology of a started and an unstarted opera-
tion mode is used in literature to describe the state of the internal ow eld.185 In
a started operation mode, the internal ow eld is predominantly supersonic and
does not inuence the mass ow rate signicantly. In an unstarted operation mode,
the internal contraction reaches a critical magnitude, which decelerates the ow to
sonic speed. This way, a normal shock wave is generated which signicantly re-
duces the mass ow and performance characteristics. If the fuel for the combustion
can be used to cool the inlet structure,186, 187 the surface can be constantly cooled
down below a critical wall temperature, so that an unstarting of the inlet is pre-
vented.
Numerical values for the ow conditions needed for the equations listed above
are summarized in Tab. 5.2 (for the station numbers, see also Fig. 1.1).
Table 5.2: Preliminary ow data for Tw D 600 K
(see also Fig. 1.1 for station numbering)
station description T in K p in Pa Ma
0 freestream conditions 226.5 1181 8.00
st conditions at stagnation point 2647 90939 0.37
1 rst ramp, oblique shock relation 383.4 5426 6.00
2 second ramp, oblique shock relation 643 23191 4.51
2.1 isolator entry, CFD simulation 1110 43602 2.92
3 combustor entry, CFD simulation 1160 43228 2.77
5.2. General Thoughts on Regenerative Cooling
Regenerative cooling is a widely spread concept in the construction of rocket en-
gines. The basic idea is to use the fuel as cooling uid and recirculate the heat
which is dissipated through the walls back into the combustion process. A few gen-
eral considerations of the design of the fuel feed system are necessary in order to
estimate reasonable boundary conditions for the cooling ow. A possible fuel feed
concept, similar to the one suggested by Kanda,50, 51 is illustrated in Fig. 5.2.
Similarly to the design of the Boeing X-43A, see Fig. 1.4, a vehicle of approximately
2.5m length and 1m width is considered. The hydrogen, which would be used
as fuel for such a vehicle, would be stored in liquid form.188 The hydrogen tank
could be made out of carbon ber reinforced plastics (CFRPs), and store the liquid
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hydrogen at a pressure of ptank D 6 bar,189 and be pressurized with helium.190 Since
the fuel in the cooling channels will accelerate when impinged with thermal energy,
the channel pressure in the cooling channels must be kept high enough to prevent
thermal chocking. Based on turbopump designs available in literature,191, 192 it is
reasonable to assume that a channel entry pressure of pcg,3 D 20 bar is feasible, and
yet low enough to not cause material failure.
LH2
He
C T
Ma0
Figure 5.2: Working principle of a regenerative fuel cycle system.
In order to ensure that such a pumping systemwould actually be small enough to be
built into a scramjet vehicle, one can estimate the external diameterD of the pump.
Assuming a uid density of LH2 D 70 kg s 1, a rotational speed of ns D 1167 s−1,
and a head coecient of  D 0.55, the empirical correlation193
D  0.45
ns
r
pcg,3   ptank
2 LH2
, (5.1)
returns a value ofD  52mm, which is an acceptable size.
The structural limit of a material similar to the suggested C/C-SiC ceramics is
about 80 bar.194 It must be considered, that the channel entry pressure pcg,3 will
depend on the fuel mass ow, and therefore on the chosen stoichiometric fuel-air
ratio . If the pump is designed to generate a channel pressure of pcg,3 D 20 bar
for a stoichiometric mass ow of  D 1, it will generate a lower pressure for lower
mass ows  < 1.
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Following Bernoulli’s principle,195 it is possible to estimate an o-design channel
pressure over a parabolic equation
pch,3 D ptank C

pcg,3
ˇˇ
D1
  ptank

2. (5.2)
The chosen channel design is illustrated in Fig. 5.3. It was inspired by the designs
investigated French PTAH-SOCAR research program.196, 197 The horizontal hachures
in Fig. 5.3 illustrate the planar direction of fabric layers in the carbon ber reinforced
structure. For geometrical reasons, neither the cooling of the nose nor the cooling
of the external side of the engine is feasible.
a
b
r
c
d
y
z
a D b D c D d D 3.5mm, r D 1mm
Figure 5.3: C/C-SiC sandwich structure with cooling channels.
The heating process within the cooling channels was modeled using the channel
dierential equations given in Sec. 2.2.9. A real gas model needs to be used for
the cooling channel ow, since hydrogen does not behave like an ideal gas under
cryogenic conditions. The caloric properties of cryogenic hydrogen strongly de-
pend on the mixture if the two spin isomers of hydrogen, namely orthohydrogen
and parahydrogen. This inuence is considered for example in the state equation
by Leachman et al.84 For temperatures of room temperature and above, a constant
mixture of 75% parahydrogen and 25% orthodydrogen can be assumed.198 In this
temperature region, the Soave-Redlich-Kwong equation of state,86 Eq. (2.2), is su-
cient, while costing far less calculation power than the model of Leachman et al.
Since the ow in the cooling channels remains in the incompressible ow do-
main, the Prandtl-Kámánmodel, see Sec. 2.2.6, is sucient to model the friction and
the heat transfer. Therefore, the similarity factor for friction cf was modeled using
Eq. (2.95), the transformation functions Eq. (2.77) and Eq. (2.78). The Reynolds Anal-
ogy & and the recovery factor r were determined by using Eq. (2.97) and Eq. (2.57).
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5.3. CFD Simulation
Based on preceding investigations by Krause et al.,110 Reinartz et al.,199 and Frauholz
and Reinartz,200 a simulation of the ow eld was performed using the FLOWer80
program, a structured Reynolds averaged Navier-Stokes solver. Menter’s two equa-
tion shear stress transport model (SST-k¨)81 was chosen for the turbulence model-
ing. The grid consisted of approximately 320 000 cells. The transition point at the
hull side was arbitrarily chosen. For the cowl side, a fully turbulent boundary layer
was assumed. The boundary conditions are listed in Tab. 5.3.
Table 5.3: Boundary conditions for CFD simulations.
description name value
freestream temperature T0 226.5 K
freestream pressure p0 1181 Pa
freestream Mach number Ma0 8
isothermal wall temperature Tw 600 : : : 2000 K
ratio of specic heats  1.4
turbulent Prandtl number P rT ,1 0.89
Reynolds number per unit length Rel 3.8  106 1=m
laminar to turbulent transition point xtrans 0.2767 m
minimal cell height near wall ymin 8.4 m
5.3.1. Investigation of Unstarting Behavior
Unstarting can be caused by a boundary layer separation phenomenon at the be-
ginning of the internal duct. This separation bubble is induced by the oblique com-
pression shock at the lip hitting the boundary layer on the opposing wall. In the
present simulations, it was observed that if the isothermal wall temperature is var-
ied, position and size of the separation bubble remain stable until a critical wall
temperature is reached. When the critical wall temperature is exceeded, the sepa-
ration bubble almost instantly moves upstream and increases in size, thus causing
the inlet to unstart. Fischer and Olivier have investigated this phenomenon both
experimentally and numerically.201 Numerical Schlieren images for both the started
and the unstarted ow state are plotted in Fig. 5.5. The adiabatic kinetic eciency
kin,ad D
ht0   h .p0, s3/
ht0   h0
(5.3)
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is a performance parameter which is relatively independent from the wall tempera-
ture if the inlet does not switch between started and unstarted mode. This behavior
makes kin, ad an appropriate parameter for the numerical detection of inlet unstart-
ing. It can be read from the plot in Fig. 5.4 that according to the present model and
boundary conditions, the critical wall temperature must be somewhere between
1110K and 1120K.
600 1000 1400 1800
0.90
0.95
Tw in K
kin, ad
Figure 5.4: Kinetic adiabatic eciency for various isothermal wall temperatures.
5.3.2. Similarity Parameters for Thermal Heat Loads
The Stanton number is a non-dimensional convective heat ux parameter, which is
almost independent of the local surface temperature. In the present case, the Stan-
ton numbers are related to the freestream conditions, so that the Stanton number
St 0 D
Pqw
0 u0 .hr   hw/
(5.4)
only depends on the location along the wetted surface. Similarly, the pressure coef-
cient
Cp D
pw   p0
q0
D pw   p00
2
u20
(5.5)
is a non-dimensional wall pressure parameter which can be used to describe the
mechanical loads on the surface. Both parameters versus x are given in Fig. 5.6.
Bear in mind that in boundary layer theory pw D pı is assumed.
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Figure 5.5: Separation bubble in started operation mode (top)
and unstarted operation mode (bottom).
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Figure 5.6: Stanton number (top) and pressure coecient (bottom)
versus x, along the wetted inlet surface, CFD calculation.
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5.3.3. Verification of the Perfect Gas Approach
The CFD simulation was performed with a calorically perfect gas model. This ap-
proach is said to be valid for non-hypersonic velocities below Ma D 5.202 This
limit is exhausted at the blunted edge. In this paragraph, the calculated similarity
parameters Cp and St0 are compared to semi-empirical methods from literature to
ensure the validity of the ideal gas approach. For an uninclinded blunted at plate
there is a correlationd by Lukasiewicz,203 Baradell and Bertram,204
pı
p0
D 0.117Ma02

6 r0 Cd
7 r0 C 3 x
 2
3
C 0.732 8 x  0, (5.6)
from which a correlation for the pressure coecient along the round nose can be
developed. Following Oliver’s205 assumption that the maximal pressure coecient
at the tip of the node can be determined from the stagnation pressure pst , which
arises from the perpendicular shock relations, so that
Cp,max D
pst   p0
q0
, (5.7)
an interpolating polynomial
Cp  a

x
r0
2
C b

x
r0

C c 8x 2 Œ r0 : : : 0 , (5.8)
can be developed, where coecients read
a D Cp,max   c C b (5.9)
b D

 0.03016 C
2
3
d
Ma0
2
 p0
q0
(5.10)
c D

0.117 Cd
2
3 Ma0
2   0.268
 p0
q0
. (5.11)
Using the analytic solution by Lees206
St 0 D
p
st st
2 0 u0 P r
2
3
F.s/ (5.12)
F.s/ D
pı
pst
ı
st
Tst
Tı
uıqR
s
pı
pst
ı
st
Tst
Tı
uı ds
, (5.13)
dthe correlation was modied to be consistent with the coordinate system in Fig. D.4
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the distribution of the Stanton numbers can be determined once Cp is known. The
pressure coecient and the Stanton number are plotted in Fig. 5.7 and Fig. 5.8,
where the tangential coordinate
s D   r0 tan 1
y
x
(5.14)
is illustrated in Fig. D.4. A comparison between Eq. (5.8) for Cd D 1.4 and the CFD
simulation reveals that the pressure coecient is slightly overpredicted as being
near the stagnation point. This can be explained due to the calorically perfect gas
model.
0 1 2 3 4 5 6
0.0
0.5
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2.0
s in mm
Cp
CFD
Eq. (5.8)
Figure 5.7: Pressure coecient distribution along the blunted nose.
To nd a solution for the temperature Tı and velocity uı at a given coordinate
s, the boundary layer was assumed to be adiabatic and isentropic. Apart from the
singularity of Eq. (5.12) near the stagnation point, the analytical model and the CFD
simulation converge very well. The CFDmodel might be closer to reality because it
might capture secondary eects in the boundary layer which damp the singularity
away.
At the point x D  r0 sin˛ (see Fig. D.4), where the blunted edge migrates into
the at ramp, Eq. (5.8) delivers a pressure coecient of Cp  0.23. A comparison
of the CFD data (Fig. 5.9) shows that the upstream distribution of the pressure co-
ecient approaches the value Cp  0.08, which is predicted by the oblique shock
relation. This overpressurization at the blunt nose is a known eect, which is some-
times referred to as hypersonic viscous interaction.207 It is known to inuence the
upstream development of the boundary layer in terms of skin friction, heat transfer,
and transition,185 so that further comparisons of the CFD simulation with analyti-
cal models are not feasible. Both the calculated wall pressure distribution along the
blunt edge and the one at the beginning of the rst ramp agree very well with the
semi-empirical models so that the perfect gas approach in general is appropriate.
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Figure 5.8: Stanton number distribution along the blunted nose.
One restriction that needs to be mentioned is, that the ratio of specic heats has to
be set to  D 1.4 in order to obtain a realistic external shock system which allows
the inlet to start. Due to the higher temperature in the inner region of the duct
however, a value of   1.3 would be more appropriate there. This deviation has
to be accepted since  needs to be kept constant if a calorically perfect gas model
is chosen.
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Figure 5.9: Overpressurization near the blunted leading edge.
5.3.4. Investigation of the External Flow Field around the Cowl
The external ow eld along the cowl was assumed to be fully turbulent. Due to
the simplicity of the ow, it can be easily modeled by two Prandtl-Meyer expan-
sions, as illustrated in Fig. 5.10, the friction coecient can be estimated using the
method of van Driest and Eq. (2.90). The theoretical ow states were calculated
using Eq. (2.168), and are listed in Tab. 5.4.
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Figure 5.10: Simplied ow eld around the external cowl.
Table 5.4: Mean ow states for Fig. 5.10.
state
2 2a 2b
T K 625.6 523.3 280.0
p Pa 22893 12854 1595
Ma 4.51 5.01 7.13
A comparison between the theoretical Stanton numbers and the RANS solution for
the external wall as shown in Fig. 5.11, reveals that relative to the theoretical solu-
tion, the Stanton numbers along the at plate are underpredicted, but still within
acceptable range. The discrepancy along the ramp might be caused by a limitation
of the turbulence model not being able to capture the Prandtl-Meyer expansion
correctly. This limitation of the turbulence model has been discussed in detail by
Nguyen et al.208
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0.001
0.010
x in mm
St 0
RANS
van Driest solution, Eq. (2.90)
 D 0.38, BC D 4.1, Tw D 2000K
Figure 5.11: Stanton numbers along the external cowl.
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5.4. Finite Element Simulation
The heat conduction in the structure was simulated using the nite element method.
An implicit Euler scheme was chosen for the time-stepping method. A structured
mesh was used which contains both triangular and quadrilateral elements. The
spatial discretization was performed with quadratic interpolation functions, see
App. A. The mesh consists of approximately ten thousand elements and forty thou-
sand nodes. Two extractions of the mesh are displayed in Fig. 5.12.
Figure 5.12: Finite element mesh for the inlet simulation.
5.4.1. Simulation of Uncooled Configuration
In the rst simulation, the equilibrium temperatures for an uncooled structure were
calculated. The Stanton numbers from the CFD calculation were converted to con-
vective heat loads and impinged on the surface. Additionally, radiative heat loads
were simulated. The view factors between the radiative surfaces were calculated
using Hottel’s method of crossed strings.168 The uid properties needed to convert
the similarity parameters Cp and St0 to head loads were taken from the Gordon-
McBride property database.98, 99
5.4.2. Simulation of Regeneratively Cooled Configuration
In the second conguration active cooling was assumed. If the combustor entry
conditions are known, see Tab. 5.3, the total mass ow Pmcg in the channels can be
estimated using the relation
Pmcg D  st Pm3, (5.15)
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where Pm3 is the mass ow at the combustor entry, st  0.0292 the fuel air mass
ratio for stoichiometric combustion, and  the stoichiometric ratio. The cooling
channels range from the beginning of the curvature at the kink to the inlet exit, see
Fig. 5.13.
H2
H2
Figure 5.13: Cooling channels on inlet geometry.
5.5. Discussion of Results
The simulations of both the cooled and the uncooled testcase were started with
an isothermal wall temperature of 300 K. The chosen timestep was t D 0.1 s. A
thermal emissivity of  D 0.6 was assumed for the coated surface.209 The surface
temperatures of both the uncooled and the cooled case stagnate after approximately
ninety seconds. The equilibrium surface temperatures in Fig. 5.16 are taken after
ve minutes of simulation time, when a total equilibrium has been achieved. For
the uncooled case, the surface temperature in the region of the separation bubble
exceeded the critical wall temperature after approximately twenty seconds. At this
time, unstarting has to be expected. With the maximum surface temperature ex-
ceeding 2200 K in the duct, thermal failure of the structure has to be expected in
the uncooled case. The wetted surface of the cooling channels was assumed to be
hydraulically smooth. The progression of the surface temperature on the hot gas
side, the cold gas side and the coolant temperature for  D 0.6 and  D 1.0 are
shown in Fig. 5.14.
A section of the relevant area near the separation bubble is displayed in Fig. 5.15.
The ow is visualized via streamlines and lines of equal density. The isolines in the
wall represent steps of one hundred Kelvin. The surface temperatures on the hull
side are kept below the critical temperature of ca. 1100 K, so that wall temperature
related unstarting is prevented. Through radiative eects, the cowl side is also
cooler than in the uncooled calculation, so that thermal failure of the structure is
unlikely. All in all, the suggested cooling concept seems to be very promising.
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Table 5.5: Boundary conditions for the inlet calculations.
Testcase
A B C
environment Temperature T0 K 226.5 226.5 226.5
environment pressure p0 Pa 1181 1181 1181
crusing Mach number 8 8 8
stoichiometric ratio  0.6 1.0 -
coolant entry temperature Tcg,0 K 50 50 -
coolant entry pressure pcg,0 bar 11 20 -
coolant entry velocity ucg,0 m=s 15.7 13.4 -
5.6. Modeling Limitations
A perfect gas approach was adopted in the CFD simulation. A comparison with
semi-empirical methods from literature reveals that the CFD model slightly overes-
timates the pressure coecient Cp , while it might underestimate the Stanton num-
bers St0 in a small area around the stagnation point at the tip of the blunted nose.
Unfortunately, experimental data are very rare for the desired boundary conditions.
Although the selected turbulence model SST-k¨ was assumed to be suitable in the
mentioned literature, actual ight tests are needed to support the validation. In the
present calculation, the location of laminar to turbulent transition was chosen arbi-
trarily but pessimistic. It is a widely known problem that exact location of transition
cannot be predicted easily. The sensitivity of the critical wall temperature against
the turbulencemodel and the transition point, as well as o-design behavior, should
be part of future investigations. Given the assumption that a hydraulically smooth
surface can be realized in the cooling channels, the chosen heat transfer and pres-
sure loss coecients can be considered trustworthy within a few percent. Another
uncertainty is given in the unknown mixture ratio of ortho- to parahydrogen, al-
though the selected ratio of three to one might be a rather pessimistic assumption.
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Figure 5.14: Equilibrium surface temperatures of inlet hull side versus x
for cooled conguration with a stoichiometric ratio of  D 1.
Figure 5.15: Thermal interaction between ow eld and structure, with  D 1.
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Figure 5.16: Equilibrium surface temperatures of inlet, uncooled and cooled cong-
uration versus x for hull side (top) and cowl side (bottom) .
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6. Combustor Heat Load Investigation
In addition to the simulation of the oweld, radiation and active cooling, the chem-
ical process of the combustion has to be modeled. To reduce modeling complexity,
the internal system of compression shocks was neglected, and a one-dimensional
approach was chosen.
6.1. Geometry Definition
The original GRK 1095 design contains a three-dimensional geometry with the com-
bustor being 65mmwide. Like in the previous inlet investigation, a two-dimensional
geometry with an innite width is assumed at this point. The used geometry for
the duct and the central injector are dened as follows.
6.1.1. Combustor Geometry Definition and Fuel Injection
The geometry of the combustion chamber as illustrated in Fig. 6.1 was derived from
a conguration investigated by Rabadán Santana.210 The entrance height was cho-
sen to t the throat height of the inlet; the opening angle is 1ı.
40
30 900
.71.4/
r D 100,˛ D 1ı
x
Figure 6.1: General dimensions of the combustion chamber, dimensions in mm.
Continuing the channel geometry of the inlet (Fig. 5.13), the fuel is lead along the
inner wall at the hull side of the engine. As with the inlet, the cowl side is uncooled.
After being lead along the nozzle, the fuel is injected into the ow over a central
injector.
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6.2. Central Injector
The central strut injector has been developed during the German SFB 259 Pro-
gram.211 The basic dimensions for the central strut injector shown in Fig. 6.2 and 6.3
are derived from Rust et. al.212 and Rabadán Santana.210 Following the GRK 1095
design, the strut injector is assumed to be placed horizontally in the combustion
chamber (see Fig. 6.1). Due to mechanic vibrations however, Fuhrmann213 argues
that in case of a broad vehicle similar to the X-43A design, a cluster of vertically
placed injectors might be more feasible.
43
86
65
7
Figure 6.2: Isometric view of the injector geometry, dimensions in mm.
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Figure 6.3: Back side of the fuel injector, dimensions in mm.
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Knowledge of the surface temperature of the central injector is important not only
because the injector itself needs to be kept under the temperature of material failure,
but also because it will be a source of thermal radiation that heats up the surround-
ing sidewalls. In order to predict the surface temperature of the injector, the ow
eld around it can be simplied to a compression shock and a Prandtl-Meyer expan-
sion fan, see Fig. 6.4. The ow conditions after the oblique compression shock, are
found over Eqs. (2.160) to (2.163), and the conditions after the Prandtl-Meyer expan-
sion are found over Eq. (2.171), (2.172), (2.22), and (2.19). Referring to those condi-
tions, and assuming a fully turbulent boundary layer along the surface of the central
injector, the local convective heat loads Pqw can be estimated using the method of
van Driest and the friction equation Eq. (2.90). Once Pqw is known along the injector
surface, the average surface temperature Tw ,cinj of the injector can be estimated
Tw ,cinj  Tcg C
R
@˝
Pqw d@˝
cp,cg Pmcg
, (6.1)
where Tcg and Pmcg are the temperature and mass ow of the injected fuel, which
acts as a coolant, and cp,cg the fuel’s specic heat capacity.
T3,p3,Ma3
oblique shock
Prandtl-Meyer
expansion
Figure 6.4: Simplied inviscid shock system around central injector.
A numerical simulation for ight conditions with Hydrogen as cooling uid was
performed by Rust et. al.212 A second investigation containing both experiments
and numerical simulations was performed by Dröske et al.214 The boundary condi-
tions extracted from these works and approximate average wall temperatures from
these investigations are listed in Tab. 6.1. The combination of the van Driest method
with the shock system in Fig. 6.4 agrees very well with Dröske’s simulation. The
results of Rust’s calculation on the other hand are slightly lower than those calcu-
lated using van Driest’s method. This might be attributed to the fact that thermal
radiation was neglected in this simplied calculation, while it was considered by
Rust. The third calculation presented in Tab. 6.1 is an example calculation for the
boundary conditions found in the inlet calculation.
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The fuel will exit the cooling channels in the combustor with a temperature of ap-
proximately Tcg D 710 K for  D 0.6, and Tcg D 500 K for  D 1. However,
since the nozzle will need to be cooled as well, an injector entry temperature of
Tcg D 1200 K seems to be a reasonable rst assumption. The relation between the
estimated mean injector temperature and the fuel temperature for various stoichio-
metric ratios is drawn in Fig. 6.5.
Table 6.1: Calculating the injector temperature using the method of van Driest.
Dröske et al.214 Rust et al.212 example
(exp. /CFD) (CFD) (van Driest)
combustor width mm 40.0 36.8 1000
combustor height d3 mm 35.4 40.0 40.0
hotgas temperature T3 K 178 1070 1100
hotgas pressure p3 Pa 64000 80450 43000
hotgas Mach number Ma3 2.5 2.8 2.77
fuel temperature Tcg K 293 290 1200
specic heat of fuel cp,cg
J
kgK 1004.5 14267 15808
stoichiometric ratio  - 0.16 0.6
coolant mass ow Pmcg g=s 18 3.11 17.16
average temp. in literature Tcinj K  355  480 -
van Driest calculation Tcinj K 354 521 1500
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Figure 6.5: Estimated mean injector temperature over fuel temperature
for T3 D 1100 K, p3 D 43 000 Pa, andMa3 D 2.77.
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6.3. Code Validation
In order to validate the one-dimensional friction and combustion models, their re-
sults were compared with three-dimensional CFD calculations, which were pub-
lished by Rabadán Santana.210 The CFD calculations were performed with the com-
mercial Riemann solver CFD++ by Metacomp Technologies. The rst calculation
did not involve fuel injection and combustion, and was performed in order to com-
pare the pressure losses of the CFD solution with the modied van Driest model.
The boundary conditions refer to the three-dimensional inlet by Hohn,215 and
are listed in Tab. 6.2. The wall temperature was assumed to be isothermal and
constant. The axial development of the static temperature, the Mach number and
pressure are illustrated in Figs. 6.6 and 6.7. Given the fact that the one-dimensional
channel ow model can neither resolve internal shock waves nor expansion fans
along the combustion chamber, the agreement between the one-dimensional and
three-dimensional model is very satisfying.
The inow conditions for the reference calculation are given in Tab. 6.2. For the
stoichiometric ratio, the values  D 0,  D 0.65 and  D 0.85 were chosen. The
mixing eciency ranges from 0.7  mix  0.8, the Pulsonetti parameter Cmix (see
Eq. (3.19)) was tted to Cmix D 15. A comparison between Rabadán Santana’s cal-
culations and the calculations performed with the combustion code of the present
work is shown in Figs. 6.8 and 6.9. Although both calculations agree very well, the
tted value ofCmix D 15 is unrealistically optimistic, since an expected value would
range between 20  Cmix  60.164 A very probable explanation could be found in
the shape of the three-dimensional DLR inlet, which passes a very anisotropic ow
eld to the combustion chamber. If the conditions are favorable, the anisotropy of
the ow generates a signicant increase of the fuel mixing process. Such a behavior
is not to be expected when a two-dimensional inlet geometry is used. Therefore, a
more moderate value ofCmix D 25, which was given by Fuhrmann,213 was assumed
for the nite element simulation.
Table 6.2: Combustor inow conditions for the Hohn inlet.215
T3 K 820
p3 Pa 42237
Ma3 3.75
Tw K 600
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Figure 6.6: Development of static temperature (top) and Mach number (bottom)
without fuel injection ( D 0), versus x. Rabadán Santana’s values are
mass averaged over the local cross section.
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Figure 6.7: Development of static pressure (top) and total pressure (bottom), with-
out fuel injection ( D 0), versus x. Rabadán Santana’s values are mass
averaged over the local cross section.
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Figure 6.8: Development of static temperature (top) and Mach number (bottom)
versus x, with  D 0.65, Cmix D 15, mix D 0.8.
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Figure 6.9: Development of static temperature (top) and Mach number (bottom)
versus x, with  D 0.85, Cmix D 15, mix D 0.7.
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6.4. Finite Element Simulation
Having validated the combustor model, it is now possible to calculate the equilib-
rium temperatures of the cooled structure. As in the inlet simulation, the cases A
and B, with a stoichiometric ratio  D 0.6 and  D 1.0, respectively, were chosen
as examples of interest, see Tab. 6.3. For comparison, case C represents an uncooled
simulation with a stoichiometric ratio of  D 1.0. Since the combustion model was
unable to achieve stoichiometric combustion with one single fuel injection, a two
staged injection system as illustrated in Fig. 6.10 was chosen.
H2
from inlet
H2
to nozzle
H2H2
Figure 6.10: The two-staged fuel cooling and injection system of the combustor.
In analogy to Rabadán Santana’s conguration, the central fuel injection is posi-
tioned at xcinj D 160mm. The wall injector was chosen to be at xwinj D 416mm.
Obviously, the fuel mass, which is injected by the wall injector has to be removed
from that channel simulation downstream of the wall injection. Since wall injec-
tions are generally less ecient than central injectors, less performant values of
mix,winj and Cwinj were assumed (see also Scheuermann
216). The chosen boundary
conditions for the nite element simulations are listed in Tab. 6.3.
The sidewalls were assumed to have an initial temperature of 600 K,210 the cho-
sen timestep for the implicit Euler simulation was chosen to be t D 0.1 s. Like
in the inlet simulation, biquadratic Lagrangian elements of the type QUAM9 (see
App. A) were chosen, resolving the structure in Fig. 6.1 with 12 000 elements and
50 000 degrees of freedom. The simulations were stopped after t D 400 s, when
no signicant temperature changes of the temperature eld could be observed any-
more.
The cross section averaged static temperatures and Mach numbers are shown in
Fig. 6.11, the averaged static pressures and velocities are shown in Fig. 6.12. For
the cooled case, the wall temperature calculation predicts a surface temperature of
roughly 1200 K on the hull side, and 2100 K on the cowl side, see Fig. 6.13. Since the
maximum service temperature of 2200 K of the C/C-SiC structure is not exceeded,
a thermally balanced ight could be possible! The heat loads are in the order of
1MWm−2, see Fig. 6.14. The Mach numbers at the exit of the cooling channels
listed in Tab. 6.4. They are even in the incompressible regime, and the pressure loss
is moderate, so that thermal chocking is not to be expected.
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The low cooling-channel exit temperatures of Tcg,4 D 710 K for  D 0.6 and Tcg,4 D
500 K for  D 1 at the end of the combustor suggest that the combustor temperature
of Tcinj D 1500 K was overestimated, and should more probably be between 1000K
and 1200 K (see Fig. 6.5).
Table 6.3: Boundary conditions for the combustor calculations.
Testcase
A B C
combustor entry temperature T3 K 1100 1100 1100
combustor entry pressure p3 bar 0.43 0.43 0.43
combustor entry Mach number Ma3 2.77 2.77 2.77
stoichiometric ratio  0.6 1.0 1.0
surface temperature of central injector Tcinj K 1500 1500 1500
stoichiometric ratio at central injector cinj 0.6 0.6 0.6
mixing eciency of central injector mix,cinj 0.8 0.8 0.8
mixing parameter of central injector Cinj 25 25 25
stoichiometric ratio at wall injector winj - 0.4 0.4
mixing eciency of wall injector mix,winj - 0.4 0.4
mixing parameter of wall injector Cwinj - 50 50
coolant entry temperature Tcg,3 K 282 194 -
coolant entry pressure pcg,3 bar 10.9 19.9 -
Table 6.4: Combustor cooling channel exit conditions.
Testcase number
A B
coolant exit temperature Tcg,4 K 606.5 517.6
coolant exit pressure pcg,4 bar 10.5 19.7
coolant exit velocity ucg,4 bar 253.7 115.5
coolant exit Mach number Macg,4 0.135 0.07
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Figure 6.11: Combustor static temperature and Mach number
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Figure 6.12: Combustor static pressure and velocity
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Figure 6.13: Combustor equilibrium surface temperatures for the hull side (top)
and cowl side (bottom), versus x, at various stoichiometric ratios.
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Figure 6.14: Convective and radiative heat loads on hull side walls (top)
and cowl side walls (bottom) versus x, for  D 1.0.
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7. Cooling Channel Investigation
The heat transfer analyzes of both the inlet structure in Sec. 5, and the combus-
tor structure in Sec. 6 suggest, that a thermally balanced ight is possible, while
the structure is expected to withstand the occurring thermal loads. It is a legiti-
mate question now to ask, whether the structure will be able to suer the occur-
ring thermal stresses. It is known from regeneratively cooled rocket engine struc-
tures, which are comparable to the present technology, that the cooling channels
can burst under thermal stress.217 Therefore, the thermal stresses in the hull-sided
wall, which is regeneratively cooled, see Figs. 5.13 and 6.10, is a logical choice for a
rst investigation.
In this rst investigation, the heat loads obtained from the thermal equilibrium,
which are discussed in Sec. 5 and Sec. 6, are imposed as boundary conditions to
a thermomechanical investigation, and thermal stresses are evaluated. In order to
save calculation power, however, the preceding heat transfer analyzes were mod-
eled two-dimensionally. The errors made by this modeling abstraction are investi-
gated rst. Being aware of these errors, the thermal stresses in the structure are
calculated and discussed.
7.1. Modeling Problems and Thermal Boundary Conditions
An example of a regeneratively cooled C/C-SiC panel, which could be used in build-
ing the hull structure of the scramjet vehicle, is illustrated in Fig. 7.1; see also Fig. 5.3
for dimensions. With respect to the coordinate system shown in Fig. 5.3, the heat
transfer analyzes of the inlet in Sec. 5 and the combustor in Sec. 6 have been per-
formed in the x-y-plane, where the x-axis has been the main direction of both the
hotgas and the coldgas ow. It can be seen in Fig. 7.2, that the geometry of the
structure cannot be represented in a contiguous way if it is cut along the x-axis.
In the present investigation, the local area specic heat ux within the cooling
channels, Pqcg, which is a function of x, has been obtained from the Prandtl-Kárman
model, see Sec. 2.2.6, and been imposed as boundary condition for Pqw on the channel
ow eld model, which is explained in Sec. 2.2.9. In order to deal with the geometry
problem shown in Fig. 7.2, and to preserve energy conservation between the model
of the channel ow eld and a simulation in the x-y-plane, see also Fig. 1.6, this
local heat load Pqcg must be scaled before being imposed as boundary condition of
the nite-element simulation via Eq. (4.12).
Therefore, let P be the perimeter of the cooling channel, and n be the number of
cooling channels in z-direction, and lz be the width of the panel, which is illustrated
in Fig. 7.1.
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Figure 7.1: Example of a regeneratively cooled C/C-SiC panel.
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Figure 7.2: Simulated structure domains in the y-z plane (left) and x-y-plane (right).
In the latter, only the half on the hotgas side is regarded.
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Then, the area specic heat ux Pq.xy/cg , which needs to be imposed for Pqw on the
nite-element simulation in the x-y-plane via Eq. (4.12), reads
Pq.xy/cg D
nP Pqcg
lz
. (7.1)
This procedure preserves the energy conservation between the models of the chan-
nel ow eld and the nite element simulation in the x-y-plane. It also implies
that within any x-coordinate, the surface temperature along the perimeter of the
cooling channels must be constant. Experience however teaches that this assump-
tion is not realistic.218 This error must be accepted if a calculation is performed
in the x-y-plane. If the calculation is performed in the y-z-plane, a more realistic
approach can be chosen by assuming that not the wall temperature, but the Stan-
ton number is constant along the channel perimeter P . As for the calculation in
the x-y-plane, the Stanton number for the cooling channels is obtained from the
Prantl-Kármán model. The local heat uxes Pqch,yz , which are imposed as boundary
condition for Pqw on the nite-element simulation in the y-z-plane via Eq. (4.12),
are now obtained from Eq. (2.45). This way, the surface temperatures Tw along the
perimeter P are not unrealistically forced to be constant.
1400 K
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800 K
600 K
Temperature
Figure 7.3: Comparison between constant temperature (left)
and constant Stanton number boundary condition (right)
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A two-dimensional calculation in the y-z-plane on the other hand is only realistic
if the local temperature gradients @T=@x are low. Therefore, without a full three-
dimensional calculation, it is hard to say which model creates more realistic heat
uxes. In order to quantify the error caused by the 2D-abstraction, two magnitudes
PQ.yz/ D
Z
P
Pq.yz/cold dP , (7.2) and PQ.xy/ D
Z
P
Pq.xy/cold dP , (7.3)
are introduced, which denote the local heat ux derivative in dependence of the
x-coordinate, obtained from the calculation in the x-y-plane, and the y-z-plane,
respectively. The energy error is then expressed by the the normalized corrected
sample standard deviation,219 which in case of two datapoints, here PQ.xy/ and PQ.yz/,
reads
s D 2
ˇˇˇ
PQ.yz/   PQ.xy/
ˇˇˇ
PQ.yz/ C PQ.xy/ . (7.4)
7.2. Mechanical Bearing
The temperature gradient between the hotgas and the coldgas side of the ceramic
sandwich tiles will, due to thermal expansion, cause thermomechanical stresses
and deformation. One problem in the construction of such structures is, that they
should be kept as thin as possible in order to minimize thermal stresses, while one
usually would strengthen the structure in order to reduce mechanical, non-thermal
stresses.68
Furthermore, the mechanical constraints should be kept as low as possible in or-
der to minimize the stresses caused by thermal deformation. Two C/C-SiC design
concepts which are worth mentioning are the tightening design of the X-38 experi-
mental vehicle,220 and the design of the EXPERT reentry experiment,221 which have
both achieved an almost statically dened bearing. More detailed design guidelines
for the mechanical bearing of C/C-SiC on metal are given in both English and Ger-
man language by Krenkel.222, 223
For the present investigation, the panel structure from Fig. 7.1 was projected into
the y-z-plane. A statically dened bearing was assumed. Due to the symmetry of
the problem along the y-axis, only a half of the structure needed to be modeled,
see Fig. 7.4. The wetted surfaces of the cooling channels were imposed with 20 bar,
while the hotgas pressure, which is about forty times less, was not regarded.
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With the hotgas pressure not being considered, the bearing which suppresses move-
ment in the y-direction, Fig. 7.4 bottom right, becomes forceless due to symmetry
conditions. The thermal deformation was assumed to be zero at 1693 K, which is
the temperature of the liquid silicon inltration process.224
Figure 7.4: Symmetrical half model of C/C-SiC panel,
statically dened mechanical bearing.
7.3. Thermal Stress Calculation
The modeling problem of the two-dimensional abstraction, as well as the dealing
with the thermal boundary conditions, have been discussed in Sec. 7.1. The me-
chanical bearing has been discussed in Sec. 7.2. The Stanton numbers, .St/ and the
gas states .,u,T / in dependence of the x-coordinate of both the hotgas and the
coldgas have been obtained from the heat transfer analysis of the inlet, see Sec. 5,
and the combustor, see Sec. 6. The thermomechanical stresses, in the y-z-plane,
which are of special interest for the stability of the cooling channels, could now
be calculated in a procedure, which is illustrated in Fig. 7.6. Herein, the structure
shown in Fig. 7.4, was resolved into 21 000 biquadratic triangular elements of the
type TRIM6, see App. A, and 84 000 degrees of freedom. The obtained thermome-
chanical stresses were ratied using the Tsai-Wu criterion, g, see App. B.2.
Two representative temperature plots and Tsai-Wu plots are depicted in Fig. 7.9
for the inlet positions x D 700mm and x D 1350mm. Corresponding plots for the
combustor at x D 250mm and x D 650mm are shown in Fig. 7.10. The mechanical
deformations are overscaled by a factor of 50. Since C/C-SiC has a negative thermal
expansion ratio in ber direction for temperatures below room temperature, the
structure forms a concave bending at the cooled external inlet surface, while the
bending of the internal hull structure is convex.
When compared to the x-y simulation, the surface temperatures in the y-z-
simulations are approximately 100 K higher, see Fig. 7.7 and 7.8.
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Signicant energy deviations between the x-y and the y-z abstraction were found
near the area of the separation bubble and the impingement of the rst reected
shock on the hull structure. This can be explained by the increased heat loads at this
position, which cause signicant temperature gradients @T=@x, which are neglected
in the y-z simulation.
A similar yet weaker eect was observed in the combustor simulation. In the
area around the central injector. More reliable predictions could be made further
downstream in the area, where ignition and combustion happen.
An interesting fact, which might turn out as useful for future design methodolo-
gies, is the almost linear relation between the temperature dierence of the hotgas
side surface temperature T
.xy/
w ,hot and the coldgas temperature T
.xy/
cg , which were
both calculated in the x-y-simulation, and the maximal Tsai-Wu-criterion, which
was calculated in the y-z-simulation. The plot is depicted in Fig. 7.5.
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Figure 7.5: Relation between maximum Tsai-Wu criterion versus temperature dif-
ference of the hotgas surface and the coolgas versus.
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H2
H2
x
y
z
y
Heat transfer analysis in x-y-plane
(Sec. 5 and Sec. 6)
 Calculate equilibrium values for
Sthg ,hg ,uhg ,Thg , and Stcg ,cg ,ucg ,Tcg ,
in dependency of x-coordinate.
Heat transfer analysis in y-z-plane at position xi
(Sec. 7)
 Calculate equilibrium heat uxes, Eqs. (2.45) and (4.12).
 Calculate thermal stresses, Eqs. (4.32) and (4.49).
 Calculate Tsai-Wu-Criterion, see Appendix B.2.
begin
i 1
i iC 1
Œi  imax
Œi > imax
end
Figure 7.6: UML activity diagram for procedure of the thermomechanical investiga-
tion of the cooling channels.
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Figure 7.7: Inlet calculation along x-coordinate:
a) Energy error, b) numerical Schlieren image near lip,
c) local surface temperature at hull side, d) maximum Tsai-Wu criterion.
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Figure 7.8: Combustor calculation along x-coordinate:
a) Energy error, b) combustor geometry,
c) local surface temperature at hull side, d) maximum Tsai-Wu criterion.
x = 700 mm
 x = 1350 mm
Deformation scaled with factor 50.
500 10000
Temperature in K
1500 0.5-0.25 0
Tsai-Wu criterion
0.25
Figure 7.9: Temperature eld (left) and Tsai-Wu criterion (right) at inlet hull.
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Figure 7.10: Temperature eld (left) and Tsai-Wu criterion (right) at combustion chamber hull.
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8. Conclusion and Outlook
In this work, a general methodology to estimate heat loads and equilibrium temper-
atures on a two-dimensional scramjet structure has been developed. It was shown
that the structures of the inlet and the combustor system of a Mach 8 vehicle might
be able to withstand the occurring thermal and mechanical loads, if they are regen-
eratively cooled.
The aerothermodynamic heat loads on the inlet structure were estimated using
the Reynolds averaged Navier-Stokes solver FLOWer by the German Aerospace
Centre DLR.80 Hereby, the Menter-SSTk¨ turbulence model was used,81 as rec-
ommended by Krause110 and Reinartz.225 The plausibility of the RANS simulation,
which contains a perfect gas approach, was validated by comparing selected results
with semi-empirical approaches from literature.
The aerothermodynamic heat loads on the structure of the combustion chamber
were estimated by combining a one-dimensional combustion solver, which is based
on the works of Walther161 and Scheuermann,216 with a van Driest friction model
for compressible non-adiabatic ow.121 Since this friction model was originally de-
veloped for the at plate, it was modied to be applicable to channel ow and pipe
ow. The friction and combustion processes resulting from this model have been
validated against three-dimensional calculations by Rabadán Santana.210 The imple-
mentation of the friction model, however, should be subject of further validation.
Hottel’s method of crossed strings168 was used for both the inlet and the com-
bustor simulation in order to model surface radiation. Similarly to the preceding
investigation by Reinartz,83 the model by Hottel and Egbert82 for water vapor ra-
diation by was implemented for the combustor simulation. A model for a rough
estimation of the temperature of the central strut injector was suggested, and vali-
dated against measurements and calculations by Dröske214 and Rust.212
A regenerative cooling system similar to Sänger’s original design5 was consid-
ered, where the fuel feed was imagined to be driven by a turbopump, similar to
the design of Kanda.50 Since the hydrogen was assumed to be cryogenic in the inlet
part, Leachman’s real gas model84 was used for the ow eld of the channels. Along
the combustion chamber, an calorically imperfect ideal gas was used.
The investigated inlet geometry is amodied version of Krause’s two-dimensional
inlet.110 The combustor geometry is a two-dimensional simplication of the geome-
try described by Rabadán Santana. Corresponding the baseline concept of the GRK
1095 design, a cruising velocity of Ma D 8, and a ight altitude of 30 km were
chosen as characteristic boundary conditions.
The temperature distribution and the thermal deformation of the structure was
modeled using the nite-element-method. An implicit Euler method was chosen as
time-stepping method.
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As material for the thermal protection system, the carbon ber reinforced ce-
ramic C/C-SiC was chosen. Available material data were collocated from literature
and carefully extrapolated to the relevant temperature range. Since the ceramic
structure was imagined to be coated with yttrium silicate, the optical properties of
this substance were used for the radiative simulation. The Tsai-Wu criterion226 was
chosen to quantify the mechanical stress on the structure. This criterion has been
validated by Fink227 for its applicability to the ceramic material. Since not all nec-
essary parameters for the case of interest were available, they had to be estimated
using the theory of micromechanics, which is described in detail by Dvorak.228
It was observed that the stagnation temperature at the tip of the vehicle, the nose,
can be kept in an acceptable range if the nose is rounded. Similar to the results by
Fischer,201 the separation bubble phenomenon at the lip of the inlet will cause the
inlet to unstart if the wall temperature reaches a critical limit. It was shown that if
the hydrogen fuel is stored cryogenically, it can be used to cool down the structure
to uncritical conditions.
For geometric reasons, the cowl side of the structure can not be cooled regener-
atively. However, a radiative cooling might suce to keep the structure below its
theoretical maximum service temperature of 2200 K.
A set of two-dimensional calculations perpendicular to themain ow direction re-
vealed the limitations of the chosen approach. It was found that the surface temper-
atures can be generally predicted with an accuracy of 100 K. The area of high tem-
perature gradients around the separation bubble at the lip, and the area around the
central strut injector will require further attention in future investigations. Along
the main ow direction, the relation between the local hot surface temperature and
the local maximum of the Tsai-Wu criterion is close to linear, which might be useful
in future design processes. During the simulations, both the ow eld and the struc-
ture were kept within acceptable limits. If a statically dened mechanical bearing
can be achieved, the cooling system will keep the thermal stresses low enough to
prevent a system-wide rapid unscheduled disassembly.
For simplicity, the laminar-to-turbulent transition of the boundary layer along
the external hull structure was assumed to be at one discrete x-position, see Fig. 5.6.
The sensitivity of laminar to turbulent transition on the stability of the overall sys-
tem behavior requires further attention. One starting point for a possible upcoming
investigation might be the transition model discussed by Frauholz et al.229
The present investigation of the inlet ow eld has been performed using a calor-
ically perfect gas model. Using various semi-empiric approaches it could be shown
that the perfect gas approach is, in a rst step, justiable, see Sec. 5.3.3. The litera-
ture research suggested that the SST-k¨ turbulence model should be reliable in the
present case. Especially with respect to the critical wall temperature at which inlet
unstarting occurs (see Fig. 5.5), these assumptions need to be further investigated.
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It was shown in Fig. 7.7, that the structural temperature near the separation bub-
ble at the lip cannot be satisfactorily modeled with a two-dimensional abstraction.
In order to get a better understanding the uid-structure interaction near the sepa-
ration bubble, a three dimensional model is required.
Temperature dependencies and hysteresis eects of the mechanical behavior of
the material have been neglected in this investigation. However, the matrix of the
chosen C/C-SiC ceramic contains approximately 10% silicon, which melts at 1687 K.
The consequences for the mechanical behavior and strength of the ceramic need
to be further investigated. The eect of the structure’s thermal deformation on the
ow eld has not been investigated in this work. To perform this investigation, a
three-dimensional geometry will be necessary, which contains sucient informa-
tion on the supporting metal structure and the ceramic-metal interface. Starting
points for the design of that structure might be found in the constructions of the
ight experiments EXPERT221 and SHEFEX.230 Thermal deformation will also be
relevant to the choice and design of the anti-oxidation coating, which protects the
ceramic structure. Due to their dierent mechanical and thermal properties, shear
stresses between the substrate and the layer will occur, which could potentially de-
stroy the coating. These eects were observed for example in the Foton-M2 ight
experiment.231 In order to solve this problem, the utilization of so-called function-
ally graded coatings has been occasionally discussed in literature.232, 233 The thermal
loads, which have been found in this work, as well as the material theory discussed
in App. B, will help to dene the thermal and mechanical requirements of these
coatings.
In order to control the thrust vector, a movable ap is sometimes proposed at the
nozzle,234 see Fig. 1.1. However, since in the present design, the cowl side of the
combustion chamber is passively cooled only, it will heat up to 2000 K, see Fig 5.16.
In order to make the ap movable, it will probably be necessary to develop a more
powerful cooling concept, for example by using heat pipes.59
In order to optimize o-design performance of the inlet, a movable lip has been
suggested in literature.215 Similar to the ap, a more powerful cooling concept will
be necessary if a moving structure is desired.
In order to reduce stagnation point heat loads, the nose of the inlet has been
blunted, see Fig. D.3. The blunted nose induces a so-called entropy-layer, which is
in detail explained by van Wie.185 So far, the inuence of the nose radius on the
performance and robustness of the scramjet cycle is not fully understood. Detailed
parameter studies should be performed in order to further investigate this behavior.
Most likely, due to these changes in the boundary layer, the critical wall temper-
ature, see Fig. 5.4, will decrease, while the combustor entry temperature T3 will
increase. This will probably lead to a more stable combustion process, with the cost
of a lesser adiabatic kinetic eciency.
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A. Finite Element Formulation
The elements QUAM9 (quadrilateral membrane 9 nodes) and TRIM6 (triangular
membrane 6 nodes) are second order Lagrangian elements, which perform very
well for both the transient thermal conduction analysis and the static deformation
and stress investigation of two-dimensional problems.235 Quadrilateral elements
are primarily suitable for structured meshes, while triangular elements perform
well for both structured and unstructured meshes.
A.1. Definition of Shape Functions
Local, dimensionless coordinates are introduced, in reference towhich the element’s
interpolation functions, or shape functions, are evaluated. If within an element e,
the nodal values Of es of an arbitrary scalar function f are known, the function can
be interpolated within the element, using the approximation
f  s Of es , (A.1)
where s are the shape function components. The components of the QUAM9 and
TRIM6 elements are shown in Figs. A.2 and A.3. The shape functions are usually
evaluated in relation to dimensionless parameter coordinates. A Cartesian coordi-
nate system is used for the quadrilaterals, while a barycentric coordinate system is
used for triangular elements (see Fig. A.1).
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Figure A.1: Local Cartesian coordinate system of the QUAM9 element (left), and
local barycentric coordinate system of the TRIM6 element (right).
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Figure A.2: Shape functions of the QUAM9 element.
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Figure A.3: Shape functions of the TRIM6 element.
134 A Finite Element Formulation
A.2. Numerical Integration and Dierentiation
For simplicity, the following equations are noted with the Cartesian coordinates q .
They are also valid for barycentric coordinates q as well, if 3 is substituted by
3 D 1   1   2. (A.2)
Using the chain rule, it can be shown that the spacial deviations of f can be inter-
polated within the domain of the element ˝e by
@f
@xj
D @q
@xj
@s
@q
Of es , (A.3)
where the components @q=@xj are found by inverting the Jacobian matrix
Jjq D
@xj
@q
D @s
@q
Oxesj . (A.4)
A scalar function g can be integrated over the elemental domain˝e , using the rules
Ge D
Z
˝e
g dV e 
Z 1
 1
Z 1
 1
g jdet Jj d1 d2 
X
p
X
q
Qvp Qvq g

Qp1 ,Qq2
 ˇˇˇ
det J

Qp1 ,Qq2
ˇˇˇ
,
(A.5)
if a quadrilateral element is considered. For a triangular element, the interpolation
rule reads
Ge D
Z
˝e
g dV e 
Z 1
0
Z 2
0
g jdet Jj d1 d2 
X
p
Qwp g

Qp1 ,Qp2
 ˇˇˇ
det J

Qp1 ,Qp2
ˇˇˇ
(A.6)
The coordinates of Qpk , respectively Qpk , and the weighting factors Qvp and Qwp can
be found in standard literature.236, 237
If an integration of along an edge @˝e of a two-dimensional element is performed,
the shape function becomes one-dimensional. The integration rule reads
@Ge D
Z
@˝e
g dAe 
Z 1
 1
g
vuutX
j

@xj
@
2
d 
X
p
Qwp g

Qp
vuutX
j
 
@xj
@
ˇˇˇˇ
p
!2
.
(A.7)
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A.3. Spacial Derivatives in Finite-Element-Analysis
Due to its C0-consistent representation of the deformation eld, the Lagrangian
element formulation does not allow a continuous representation of the stress eld.
More generally speaking, if f is a scalar function, which is represented in the nite-
element eld by Eq. (A.1), its spacial derivatives @f=@xj , see Eq. (A.3), can not be
represented continuously. Most post-processors smooth this dierence by using a
least squares method which is described in this paragraph.
Let Of s be the known nodal values of the scalar eld, and let
gs D @f
s
@xj
(A.8)
be the spacial derivatives of f in j -direction which shall be found. These spacial
derivatives are evaluated at the integration points within the adjacent elements, and
extrapolated to the nodes using a least squares method.238 The algorithm reads:
Step 1: Choose suitable polynomial coecients from the Gaussian triangle, so that
 .1 ,2/ D

1 1 2 .1/
2 1 2 .2/
2 : : :
T
(A.9)
Step 2: Loop over all elements e :
a) Evaluate the Vandermonde-like coecientmatrix over all integration
pointsp and the solution vector over all integration using Eq. (A.3), so
that
V DPp   T ˇˇ. Qp1, Qp2/ and b DPp gjQp1 ,Qp2 . (A.10)
b) Evaluate the coecient vector c
c D V 1 b. (A.11)
c) Extrapolate the nodal values in reference to the element e
Oged D cT 

Od1 , Od2

(A.12)
Step 3: Average the nodal values Ogd over all elements md of which the node d is
part of, so that
Ogd D
mdP
eD1
˝e Oge
d
mdP
eD1
˝e
. (A.13)
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B. Material Characterization of C/C-SiC
Carbon ber reinforced carbon-silicon carbide (C/C-SiC) is a lightweight material
for hot-temperature aerospace applications. It was developed during the German
SFB 259 Collaborative Research Centre program, and was successfully own on the
FONTON-M2,231 EXPERT239 and SHEFEX II23 ight experiments. It is considered to
be used in the combustion chamber of the upcoming Australian/American HIFire 8
scramjet ight experiment.26
During the fabrication process of C/C-SiC, carbon ber reinforced plastics (CFRPs)
are pyrolized and inltrated with liquid silicon.240 The silicon reacts with the py-
rolized carbonmatrix and forms beta-polymorphous silicon carbide. Various quotes
cite a maximum service temperature of 2200 K for the composite,183 the silicon car-
bide crystals are chemically stable to temperatures up to 2300 K.241 In order to pro-
tect the material from thermal oxidation, it can be coated with yttrium silicate. The
coating itself has been tested to up to 1800 K in ground and ight experiments,209, 231
and is chemically stable up to 2200 K.184, 242
B.1. The Problem of Mechanical Modeling of C/C-SiC
The complex heterogeneous microstructure of C/C-SiC makes the prediction of ma-
terial aging and failure very dicult. Due to the high brittleness of the compos-
ite, the determination of mechanical material properties through tension tests is
very arduous. Phenomenological material models have been developed in the mid
1990s,227, 243 and are continuously being rened.244, 245 The most common variation
of C/C-SiC is based on polyacrylonitrile (PAN) carbon bers which are woven into
a 0ı=90ı fabric and inltrated with a phenol-like precursor. Dierent choices of the
ber material, ber pretreatment, the ber volume fraction of the CFRP raw mate-
rial and the pyrolysis temperature lead to dierent volume and mass compositions
of the nal material.224 All data given in this work refer to the standard version,
C/C-SiC XB, where the last two letters stand for experimental basic. There are six
parameters needed to describe the mechanical behavior of the 0ı=90ı woven fabric.
Some of these parameters are very dicult to measure, especially their develop-
ment during material aging. In order to predict the mechanical properties on the
basis of the mechanical properties of the components SiC, Si, C, and the carbon
bers, a micromechanical approach is therefore suggested in this section. The dam-
age parameters Q'f and Q'm are introduced in order to describe the crack densities in
the bers and in the matrix. The parameters are tted against literature data, and
a brief discussion on the results and a recommended data-set is given.
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B.1.1. The Self-Consistent Homogenization Approach
The theory of micromechanics is a homogenization approach which aims to predict
eective material properties for composites. Its basic idea is that the composite can
be described as a system of ellipsoidal inclusions and voids, as illustrated in Fig. B.1.
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penny shaped cracks
homogenized
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cylindrical
silicon inclusions,
spherical
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Figure B.1: Simplied model of the C/C-SiC material.
The self-consistent mixing model is based on the Eshelby’s inclusion problem,246, 247
and was rst formulated by Hill.248 It states that if a number of r inclusions, each
one having an elasticity  r , are embedded in a matrix with the elasticity  0, the
homogenized elasticity tensor x can be formulated over
xijkl D mijkl C 'r
 
 rijmn   mijmn

Armnkl . (B.1)
Herein, 'r is the volume fraction of the rth component,A an inuence tensor and
m stands for thematrix. It depends implicitly on x and needs to be found by solving
the linear equation system
Arijmn
h
	mnkl CP rmnpq

 rpqkl   xpqkl
i
D 	 ijkl , (B.2)
where 	 is the fourth order symmetric identity tensor249
	 ijkl D
1
2
 
ıik ıjl C ıil ıjk

, (B.3)
and P is the Hill polarization tensor, which describes the relation between the
strains within the inclusion to the strains in the embedding matrix.
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It is dened as the surface integral250
Pijkl D
1
16
Z
@˝
 1jk ni nlC 1ik nj nlC 1jl ni nkC 1il C 1il nj nk d@˝ , (B.4)
where @˝ is the surface of the inclusion˝ , n the surface normal (see Fig. B.2), and
 the Kelvin-Christoel stiness
ik D xijkl nj nl . (B.5)
Figure B.2: Ellipsoid shape representing an inclusion or void.
Solving Eq. (B.4) numerically is dicult,251 but there are analytical solutions for
several special cases, which can be found for example in the works of Laws252e, Lou
and Stevens,253, 254 and Qu.255
The elasticity tensor z of a cracked medium, which in its uncracked state has the
elasticity x , can be modeled by introducing a damage tensor D , which is dened
over the implicit relations252, 256
	 ijkl D Dijmn

	mnkl  Pmnpq zpqkl

, (B.6)
zijkl D xijmn

	mnkl   lim
a3!0
z'Dmnkl

, (B.7)
where z' is the crack density, and a3 the semi axis of the elliptic void (see Fig. B.2).
eThere is a sign error in Laws’ paper. The correct term, in Laws’ notation, must read
P1313 D
1
16 ŒI1 .L11, 2 .L11 CL13/ ,L11 CL33 C 2L13/  I2 .0, 1/.
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B.1.2. Modeling of Fiber Degeneration
The material C/C-SiC XB is based on PAN-based carbon bers of the type HTA40
E13 by Toho Tenax. The former product name HTA 5131 is also found in many
publications. Its mechanical properties are listed in Tab. B.1. Generally, the elas-
tic modulus Ef k in ber direction is often given by the manufacturer. The elastic
modulusEf? perpendicular to the ber direction, and the shear modulusGf k? are
much harder to determine, and dier depending on the source.
Table B.1: Mechanical properties of Toho Tenax HTA40 E13.
Ef k Ef? Gf k? f k? ??
GPa GPa GPa - -
de Kok257 235 20 18 0.013 0.25
Schulte-Fischedick et al.258 238 28 50 - 0.23
Green et al.259 238 13 13 0.2 0.25
chosen values 238 28 18 0.013 0.25
It is known that the bers are damaged during the pyrolysis process,260 and it is
usually assumed that the damage does not increase further when themanufacturing
process is nished. By modeling the damage as penny-shaped cracks perpendicular
to the ber direction (see Fig. B.1), Eqs. (B.6) and (B.7) deliver linear degenerations
of Ef k, Ef?, and Gf k?, while f k? and f?? remain constant.
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Figure B.3: Modeled degeneration of carbon bers.
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B.1.3. Modeling of Matrix Degeneration
Thematrix consists of silicon carbide, as well as unreacted silicon and carbon. Mass-
and volume fractions are taken from Krenkel224
Table B.2: Matrix composition of C/C-SiC XB and elastic properties
of matrix components at room temperature.
SiC Si C
mass fraction  m 0.636 0.124 0.240
volume fraction 'm 0.494 0.133 0.317
Young’s modulus E GPa 436 166 5.66
shear modulus G GPa 188 68 2.16
density  kg=m3 3220 2336 1840
The eective matrix properties can now be calculated using Eqs. (B.1) and (B.2). If
the matrix is assumed to be isotropic, and spherical inclusions are assumed as il-
lustrated in Fig. B.1, the data given in Tab. B.2 deliver the Young and shear moduli
Em D 36GPa and Gm D 13.6 GPa for the undamaged matrix. If randomly orien-
tated penny-shaped cracks are assumed, Eqs. (B.6) and (B.7) again deliver almost
linear stiness degenerations of Em, and Gm in dependence of the crack density
parameter z'm.
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Figure B.4: Modeled degeneration of composite matrix.
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B.1.4. Mechanical Properties of the Composite
The elastic properties for a 0ı/90ı laminate of C/C-SiC XB were calculated using
the linear degeneration functions in the appendices B.1.2 and B.1.3, where the ber
volume fraction was assumed to be 'f D 0.65.224 Two homogenization methods
were used to evaluate the mechanical properties of the composite. The rst method
was Hill’s self-consistent method from Eqs. (B.1) and (B.2), which in this context
assumes perfect ber-matrix bondings. For validation purposes, the same homog-
enization method was performed using the simplied mixture rules by Chamis,261
which will not be discussed further at this point. By comparing the calculations
with data from literature by Dinkler et al,243 Hofmann et al.,244 and Glass et a,262
the fracture densities z'f D 0.38 and z'm D 0.55 were identied. The data are listed
in Tab. B.3.
Table B.3: Elastic properties of C/C-SiC XB.
Literature Data Calculations Chosen
Dinkler243 Hofmann244 Glass262 Hill Chamis value
E1 GPa 60 58 60 59.57 59.49 60
E2 GPa 60 58 60 60.57 59.49 60
E3 GPa 30 20 20 19.31 18.01 20
G23 GPa 15 6.6 8.9 8.03 8.20 8
G13 GPa 15 9.06 8.8 8.03 8.20 8
G12 GPa 16 5.14 8.8 9.4 9.52 9
23 0.2 0.10 0.032 0.262 0.204 0.2
13 0.2 0.10 0.032 0.262 0.204 0.2
12 0.2 0.01 0.032 0.043 0.034 0.03
composite density: D1900 kg=m3
Both the self-consistent method and Chamis’ simplied method approach the liter-
ature data very well. The predicted shear moduli and Poisson numbers are within
the range of the literature data. On the basis of the literature data and the calculated
data, a recommendation for the elastic properties is given.
The data in Tab. B.3 refer to room temperature (20 ıC). Although the elastic moduli
Em and Gm of the matrix slightly decrease with increasing temperature, measure-
ments have shown that for temperatures up to 1600 K, the elastic properties are al-
most independent of the temperature.263 Further experiments have shown that the
values for E1 and E2 are not constant, but degenerate due to material fatigue.
227
Therefore, the data given in Tab. B.3 are to be understood as averaged values.
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B.2. Tsai-Wu Failure Criterion for C/C-SiC
The Tsai-Wu yield criterion g can be understood as a generalized von Mises yield
criterion, which can be applied to orthotropic materials. In Voigt-notation, it reads
for the two-dimensional case226
g D
24 1122
12
35T 24 F1111 F1122 0F2211 F2222 0
0 0 F1212
35 24 1122
12
35C
24 f11f22
0
35T 24 1122
12
35 !< 1.
(B.8)
with the parameters
F1111 D
1
Xt Xc
, (B.9) and F2222 D
1
Yt Yc
, (B.10)
where Xt and Yt are the uniaxial yield stresses against tension, and Xc and Yc are
the uniaxial yield stresses against compression. The shear parameter
F1212 D
1
S 2
(B.11)
depends on the maximal shear stress S . Fink explained in detail the diculty
of measuring the coupling term F1122.
260 For preliminary calculations, the value
F1122 D F2211 can be assumed as zero.264 The remaining parameters read
f11 D
1
Xt
  1
Xc
, (B.12) and f22 D
1
Yt
  1
Yc
. (B.13)
Values for Xt , Xc and S can be taken from literature. If the plane of the laminate
is considered, it is Yt D Xt and Yc D Xc .
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If the considered plane is perpendicular to one ber direction and perpendicular to
the plane of the laminate, values for Yt and Yc can be estimated as follows:
If  is the stress of the composite, the matrix stress m can be estimated as228
mij D Bmijkl kl , (B.14)
where the compliance inuenceBm is determined by the rule
Bmijkl D mijmnAmmnpq zMpqkl . (B.15)
Herein,Am is the inuence tensor of the matrix, which reads
Amijkl D
1
'm
h
	 ijkl   'r Arijkl
i
, (B.16)
and zM is the compliance tensor of the composite
	 ijkl D zijmn zMmnkl . (B.17)
One can now numerically reproduce an uniaxial tension test by setting 11 D Xt
and estimate the matrix stress m over Eq. (B.14). Since the bers do not carry any
load perpendicular to the plane of the laminate, the resulting von Mises stress of
the matrix provides a good rst estimation for Yt . In the same way, a compression
test can be recreated by setting 11 D Xc , and a value for Yc can be estimated. The
values are listed in Tab. B.4.
Table B.4: Tsai-Wu parameters for C/C-SiC XB.
source
Xt MPa 80 Krenkel
265
Xc MPa 250 Fink
260
Yt MPa 20 this work
Yc MPa 60 this work
S MPa 28 Krenkel265
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B.3. Thermal Conductivity of C/C-SiC
Experimental data for the thermal conductivity of C/C-SiC XB have been published
by Krenkel.265 The data are plotted in Fig. B.5. It is assumed that the thermal con-
ductivity is not aected by mechanical material fatigue.
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Figure B.5: Thermal conductivity of C/C-SiC and polynomial.
The data were tted with two polynomials
k D . WmK /
2X
iD0
ai .TK /
i , (B.18) and ? D . WmK /
1X
iD0
bi .TK /
i , (B.19)
where the polynomial coecients are given in Tab. B.5.
Table B.5: Polynomial coecients for the thermal conductivity of C/C-SiC.
a0 -2.2075  10 6 b0 -1.0737  10 3
a1 4.9853  10 3 b1 9.1618  100
a2 1.5640  101
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B.4. Specific Heat Capacity of C/C-SiC
The specic heat capacity of a C/C-SiCmaterial very similar to the XB type has been
published by Brandt et al,266 for a range between 500K and 1000K (see Fig. B.6).
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Figure B.6: Experimental data for the specic heat of C/C-SiC and polynomial.
Since the specic heat capacity of a composite can be mass averaged from the spe-
cic heat capacities of the components, so that
c D
X
r
 r cr , (B.20)
a smooth polynomial for the range between 0K and 2500K was created using the
JANAF thermochemical tables database97
c D
8ˆ<ˆ
:

J
kg K
 P10
iD0 ci
 
T
K
i
if T > 100 K,

J
kg K
 P3
iD2 di
 
T
K
i
else.
(B.21)
The coecients for c are listed in Tab. B.6.
Table B.6: Polynomial coecients for the specic heat capacity of C/C-SiC.
c0 -8.8072  101 c7 -7.1361  10 18
c1 1.5400  100 c8 1.6001  10 21
c2 9.6423  10 3 c9 -2.0511  10 25
c3 -2.9997  10 5 c10 1.1472  10 29
c4 4.2648  10 8
c5 -3.6419  10 11 d2 1.3662  10 2
c6 2.0006  10 14 d3 -3.4449  10 7
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B.5. Thermal Expansion of C/C-SiC
Experimental data for the thermal expansion of C/C-SiC XB have been given by
Krenkel265 (see Fig. B.7).
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Figure B.7: Experimental data and polynomials for ˛ of C/C-SiC.
The thermal expansion is dened over the tangent expansion coecient ˛, so that
l
l
D exp
 Z T
T0
˛ dT
!
  1. (B.22)
Two polynomials of the shape
˛k D

1
K
 5X
iD0
fi

T
K
i
(B.23) and ˛? D

1
K
 4X
iD0
gi

T
K
i
(B.24)
were created, where the coecients are given in Tab. B.7. According to the data
given by Krenkel, ˛k becomes negative below approximately 300 K.
Table B.7: Polynomial coecients for thermal expansion of C/C-SiC.
f0 -3.6667  10 6 g0 3.0497  10 6
f1 1.7128  10 8 g1 8.7556  10 9
f2 -1.8260  10 11 g2 -5.4979  10 12
f3 1.0238  10 14 g3 1.6171  10 15
f4 -2.7798  10 18 g4 -1.8885  10 19
f5 2.9304  10 22
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C. Caloric and Transport Properties of Dry Air
The Gordon-McBride database is one of the most complete databases for caloric
properties cp and h, and transport properties  and  of various gases.
For quick on-hand calculations considering dry air, however, in is feasible to have
the functions, which model the caloric properties and transport properties, directly
available. For that purpose, these functions are given in this section.
C.1. Caloric Properties of Dry Air
The polynomials for the specic heat capacity cıp , the specic enthalpy h
ı and
entropy sı at reference pressure pı D 1 bar are calculated from the NASA CEA
database98, 99
cıp
R
D a1
T 2
C a2
T
C a3 C a4 T C a5 T 2 C a6 T 3 C a7 T 4, (C.1)
hı
R
D  a1
T
C a2 lnT C a3 T C a4
T 2
2
C a5
T 3
3
C a6
T 4
4
C a7
T 5
5
C b1, (C.2)
sı
R
D   a1
2T 2
  a2
T
C a3 lnT C a4 T C a5
T 2
2
C a6
T 3
3
C a7
T 4
4
C b2. (C.3)
whereR is the specic gas constant. Units are J , kg andK . The polynomial is split
into two intervals, the constants are given in Tab. C.1.
Table C.1: Polynomial coecients for the specic heat capacity, Eq. (C.1)
specic enthalpy Eq. (C.2) and entropy Eq. (C.3) of dry air.
200 K  T  1000 K 1000 K < T  6000 K
a1 1.0099  104 a1 2.4122  105
a2 -1.9681  102 a2 -1.2571  103
a3 5.0091  100 a3 5.1438  100
a4 -5.7607  10 3 a4 -2.1356  10 4
a5 1.0668  10 5 a5 7.0620  10 8
a6 -7.9400  10 9 a6 -1.0717  10 11
a7 2.1852  10 12 a7 6.5820  10 16
b1 -1.7651  102 b1 6.4574  103
b2 -4.4879  100 b2 -8.7089  100
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C.2. Transport Properties of Dry Air
For preliminary estimations of the dynamic shear viscosity  of dry air, Suther-
land’s correlation267
 D 0

T
T0
 3
2 T0 C C
T C C
, (C.4)
which is deduced from gaskinetic considerations, is often used. A corresponding
correlation for the thermal conductivity  of dry air was given by Hansen268
 D 0

T
T0
 3
2 T0 C C
T C C
., (C.5)
where the constants C and C are given in Tab. C.2. When compared to the
Gordon-McBride database however, Sutherland’s correlation underestimates  be-
tween 5% and 10%. Hansen’s correlation for  is even 15% to 25% o. Within this
work, new values for C and C have been determined by performing a genetic
approximation of data given by the Gordon-McBride database. By using the new
parameters, within the interval 300 K  T  2000 K, the dynamic viscosity  is
approximated with 2 % accuracy, the thermal conductivity  is about 5 % exact.
Table C.2: Calibration parameters for the Sutherland and Hansen correlations.
original value267, 268 recommended value
T0 K 273.15 398.15
C K 110.40 164.52
C K 112.00 281.05
0 Pa  106 17.16 22.88
0 W=.mK/  103 23.36 32.36
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D. Inlet Design Methodology
A two-dimensional double ramp conguration with a blunted nose and rounded
corners is considered. The geometry parameters of this conguration are illustrated
in Fig. 5.1.
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Figure 5.1: Variables for the inlet geometry.
The most important design parameters are the two ramp angles ˛1 and ˛2. The
choice of the angles depends on the cruising speed and ight altitude. Using a trial
and error approach, the angles can initially be estimated using Anderson’s method
of characteristics,269 which performs an inviscid simulation of both the external and
internal ow eld. Final adjustments can be made during various Reynolds aver-
aged Navier Stokes simulations. This approach was used and experimentally veri-
ed by Häberle and Gülhan181 to design a sharp-edged conguration. The present
conguration is based on Häberle’s sharped-edge design.
Next, the internal duct height d3 needs to be determined. In the present case, it
was chosen to meet the size of the experimental scramjet combustor at the Institute
of Aerospace Thermodynamics (ITLR) of University of Stuttgart. Analytical inves-
tigations of the ow state at the stagnation point reveal that the heat load at the
stagnation point is reciprocal to the square root of the nose radius r0.
206 Blunting
the nose however decreases the inlet performance and increases the risk of unstart-
ing. The curved bowshock induces an overpressurization in the boundary layer
which alters capture and transition behavior of the ow eld.
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This entropy layer has for example been mentioned by van Wie.185 To prevent a
boundary layer separation at the kink between the rst and the second ramp, the
corner can be rounded. In a similar way, the size of the separation bubble at the
duct can be inuenced by the radius r2. In the present conguration, these radii
have been chosen on a trial and error based approach.
Once the two angles ˛1 and ˛2, the duct height d3 and the three radii r0, r1 and r2
are chosen, the inviscid shock system along the structure has to be modeled to nd
the remaining parameters that dene the geometry. In an intermediate step, a sharp-
edged conguration as illustrated in Fig. D.2 is considered. Using the oblique shock
equations, the Mach numbersMa1 andMa2 downstream from the bow shock, as
well as the shock angles ˇ1 and ˇ2 can be determined.
˛1 ˇ1
˛2
ˇ2
Ma0
Figure D.2: Sharp-edged external shock system.
Having determined the shock angle ˇ1, the shape of the curved shock along the
blunted ramp, see Fig. D.4, can be estimated using a correlation provided by Bil-
lig270
y   
q
.C r0 C x/
 
2 rc .cot ˇ1/
2 CC r0 C x

cot ˇ1
, (D.1)
where  is the shock stando distance271

r0
 0.386 exp

4.67
Ma0
2

, (D.2)
and rc is the vertex radius of curvature
270
rc
r0
 1.386 exp
 
1.8
.Ma0   1/
3
4
!
. (D.3)
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The coordinate system was chosen to originate in the center of the circle that de-
scribes the shape of the blunted nose. The resulting shock shape is illustrated in
Fig. D.3. The curved shock, which is approximated using Eq. (D.1), graduallymerges
into an oblique shock with the shock angle ˇ1.
Ma0
Figure D.3: Inviscid blunt edged external shock system.
If the shock shape of the uninclined side is needed as well, a correlationf from
Lukasiewicz203 can be used, which is valid for  D 1.4
y  1.54 r0 Cd Ma
2
0
Ma20

2 r0 Cd
xCr0
 2
3   1.09
C r0, (D.4)
where Cd  1.4 is the drag coecient of a corresponding cylinder in crossow.
Generally, internal compression in the duct is desired. The internal compression
ratio
Cr D
d2
d3
(D.5)
must be small enough to keep the internal Mach numbers supersonic. As an es-
timation for an appropriate compression ratio, a criterion by Oswatitsch,272 and
Kantrowitz and Donaldson273 can be used
Cr 

2 
 C 1  
   1
. C 1/Ma22
 1
1 

   1
 C 1 C
2
. C 1/Ma22
  12
, (D.6)
where  is the ratio of specic heats.
f the correlations Eq. (D.4) and Eq. (D.1) were modied to be consistent with the coordinate system in
Fig. D.4
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The distance l2 between the top of the lip and the center of the second circle must be
chosen so that the entry height h2 of the duct fullls Eq. (D.6). The distance l1 C l2
between the two circles must be chosen so that the second shock closely passes the
lip. The angle ˛3 at the tip of the lip must be chosen so that no oblique shock is
generated at the lip
˛3 < ˛1 C ˇ2. (D.7)
Eq. (D.4)
y
x
ˇ1
˛1

Eq. (D.1)
r0
s
T0, p0, Ma0
T1 , p1 , Ma1
Figure D.4: Shock system around a blunted edge.
Having determined the length scales l1 and l2, the horizontal distance l0 between
the center of the nose circle and the circle of the kink can be evaluated. Finally,
the vertical position of the center of the kink’s circle is be determined. For spacial
reasons, latter is not drawn in Fig. 5.1.
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The rst of two conditions which determine these two unknowns is, that for
continuity reasons, the rst ramp must touch the rst circle. The second condition
is that the rst and the second shock must intersect closely above the tip of the
lip to minimize the spillage. The isolator length l3 needs to be chosen so that the
inlet ow is not disturbed by boundary layer separations induced in the combustor.
These subsonic boundary layer separations are forced upstream by the pressure rise
caused by the combustion. In the worst case scenario, these local boundary layer
separations grow upstream until they connect with the separation bubble at the
duct and unstart the inlet. Determining an isolator length cannot be done without
knowledge of the ow eld in the combustion chamber. For the estimation of l3,
there is a frequently quoted empirical relation by Waltrup and Billig274 reading
l3
d3

q

d3
4
p
Re
50

pc
p2.1
  1

C 170

pc
p2.1
  1
2
Ma2.1
2   1 , (D.8)
where p2.1 and Ma2.1 are pressure and Mach number above the midpoint of the
second circle, pc the maximal pressure in the combustion chamber, and  the mo-
mentum thickness of the boundary layer. If the eects of the entropy layer, which
is induced by the curved shock at the blunted edge is neglected, the momentum
thickness  at the hull side of the internal ow eld can be estimated using a corre-
lation from literature.275 As the maximal pressure pc within the combustor needs
to be known, l3 must be determined iteratively. Since Eq. (D.8) has been calibrated
against experimental data for axisymmetric ows, it only provides a rough estima-
tion for the optimal isolator length l3 for the present conguration. Assuming a
maximal combustor pressure of pc  130 000 Pa and a momentum thickness of
  2.5mm, Eq. (D.8) delivers an isolator length of l3  300mm. The chosen ge-
ometry parameters as well as approximate values for l0 to l3 are listed in Tab. 5.1
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E. Hydrogen–Air Combustion Mechanism
This reaction scheme is based on Jachimowski’s 33-reaction scheme for scramjet
combustion.276, 277 This is the reduced form as given by Gerlinger et al.160 It is
validated for hypersonic ight with Ma0 < 12, and was used by Scheuermann
278
and Rabadán Santana.210 Units are seconds, moles, cubic centimeters, calories, and
Kelvin.
See also Eqs. (3.4).
Table E.1: Hydrogen–Air Reaction Scheme
j Reaction j QAj Qnj QEj
(1) O2 C H2 • HC HO2 1.0  1014 0.0 56000
(2) O2 C H • OC OH 2.6  1014 0.0 16800
(3) OC H2 • OHC H 1.8  1010 1.0 8900
(4) OHC H2 • HC H2O 2.2  1013 0.0 5150
(5) 2OH • OC H2O 6.3  1012 0.0 1090
(6) OHC H • H2OCM 2.2  1022 -2.0 0
(7) 2H • H2 CM 6.4  1017 -1.0 0
(8) OC H • OHCM 6.0  1016 -0.6 0
(9) O2 C H • HO2 CM 2.1  1015 0.0 -1000
(10) HC HO2 • 2OH 1.4  1014 0.0 1080
(11) HC HO2 • OC H2O 1.0  1013 0.0 1080
(12) OC HO2 • O2 C OH 1.5  1013 0.0 950
(13) OHC HO2 • O2 C H2O 8.0  1012 0.0 0
(14) 2HO2 • O2 C H2O2 2.0  1012 0.0 0
(15) HC H2O2 • H2 C HO2 1.4  1012 0.0 3600
(16) OC H2O2 • OHC HO2 1.4  1013 0.0 6400
(17) OHC H2O2 • H2OC HO2 6.1  1012 0.0 1430
(18) H2O2 • 2OHCM 1.2  1017 0.0 45500
(19) 2O • O2 CM 6.0  1013 0.0 -1800
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