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Abstract
We present a derivation of the spectral representation for the complete propagator of a scalar eld in the
real-time formulation of the quantum eld theory at nite temperature. The properties of the spectral
function are discussed. We also review the solution of the Dyson equation for this propagator.
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I. INTRODUCTION
The real- and the imaginary- time versions of the quantum eld theory in a medium (i.e., at nite
temperature and/or density) have somewhat complementary virtues [1]. The real-time version is closer
to the conventional (vacuum) eld theory, involving no sum over frequencies and so requiring no analytic
continuation to real energies. However, the price to pay for this closeness is the 2 2 matrix structure
of all two-point correlation functions. Generally speaking, static thermodynamic quantities of a system
are usually calculated in the imaginary-time version, while the real-time version appears convenient for
calculating more detailed, particularly time dependent, quantities.
Here we are concerned with the real-time spectral representation for the propagator in the medium.
Although the real-time version is of rather recent development, such spectral representations were
obtained by Landau as early as 1958 [2], after Ka¨llen and Lehmann [3] derived them for the propagators
in the vacuum. Earlier Low [4] had derived representations for non-vacuum matrix elements in the time
component q0 at xed space component ~q of the 4-momentum variable qµ conjugate to the coordinate
dierence xµ of the two eld operators in the matrix element. The Landau representation is of this
variety, extending such matrix elements to their ensemble average.
Of course, Landau’s derivation of the spectral representation in real-time was technically incomplete,
as he did not take into account its 2  2 matrix structure. The complete representation was written
by Semeno and Umezawa in 1983 [5], after Umezawa and his colloborators [6] had established the
real-time version.
In this work we derive in detail the spectral representation for the scalar propagator, obtaining the
symmetry relations satised by the spectral function. As an example we calculate the spectral function
for the two particle intermediate state. We also consider the Dyson equation for this propagator and
review the well-known reduction of the self-energy matrix to essentially a single function by using its
factorized structure in this equation.
The derivation of the spectral representation is given in sec.2, giving an example of calculation of the
spectral function in sec.3. In sec.4 we consider the Dyson equation and the result for the self-energy
matrix. Finally in sec.5 we compare the two methods of obtaining the propagator and summarize our
results.
II. SPECTRAL REPRESENTATION
We choose the time contour in the complex time plane as originally proposed by Umezawa, to get
a symmetric 2  2 matrix for the free thermal propagator. It consists eectively of two segments, one
running along the real axis in the positive direction and the other parallel to it, but shifted by −iβ/2,
in the reverse direction, where β is the inverse temperature T .
Consider the contour-ordered propagation function of a real (hermitian) scalar eld φ(x). More
generally, it may be a two-point function of a composite scalar operator. The contour-ordered function
may be put in the form of a 2 2 matrix,
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D(x − y) = i

 hTφ(x)φ(y)i hφ(y − iβ/2)φ(x)i
hφ(x − iβ/2)φ(y)i hTφ(x− iβ/2)φ(y − iβ/2)i

 , (2.1)
where T and T denote the usual time and anti-time ordering and h  i denotes the ensemble average;
for an operator O,
hOi = Tr Oe−βH/Z, Z = Tr e−βH (2.2)
H being the Hamiltonian of the system and Tr denotes trace over any complete set of states.
In momentum space, the Fourier transform is denoted by the same symbol,
Dab(q) =
∫
d4zeiqzDab(z), a, b = 1, 2 . (2.3)
Let us rst consider the 11-component of the matrix. We evaluate the trace over the complete set of
states jmi, m = 1, 2, .., which are eigenstates of the 4-momentum operator Pµ with eigenvalues (pm)µ.





which is a sum over forward amplitudes weighted by the corresponding Boltzmann factors. Again









It is now simple to work out the Fourier transform (2.3). The integration over space gives rise to δ-
functions in 3-momentum, while that over the time variable produces the energy denominators. Inserting
a δ-function in the energy variables, we may put it in the form






q0 − q00 + i
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M(q0, ~q) = Z−1
∑
m,n
e−βEm(2pi)4δ(q  pm  pn)jhmjφ(0)jnij2 (2.7)




and M−(q) having an identical expression with φ(x) and φ(0) interchanged.
In the case of the vacuum expectation value, the two spectral functions, which are functions of q2
only, can be shown to be equal by the use of the causality requirement. However, in the present case,
where they are functions of q0 and j~qj (or q2 and u q in a Lorentz covariant framework with uµ being the
four-velocity of the medium), a similar argument does not go through. But we still have two relations
connecting M, namely the Kubo-Martin-Schwinger relation in momentum space,
M+(qµ) = eβq0M−(qµ) , (2.9)
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and the symmetry relation,
M+(−qµ) = M−(qµ) . (2.10)
These relations are usually obtained from the operator representation (2.8). They may also be obtained
from the double sum representation (2.7) : the relation (2.10) is evident, while for the relation (2.9)
we have to interchange the dummy indices m, n in any one of M(q) and use the δ-function to express
Em − En by q0.
Let us now dene the spectral function ρ as
ρ(q0, ~q)  M+(q0, ~q)−M−(q0, ~q) =
∫
d4xeiqxh[φ(x), φ(0)]i , (2.11)
which, on noting (2.10), is antisymmetric under qµ ! −qµ,
ρ(−qµ) = −ρ(qµ) . (2.12)
Also using (2.9), we can express both M in terms of ρ
M+(qµ) =
eβq0
eβq0 − 1ρ(qµ) ,
M−(qµ) =
1
eβq0 − 1ρ(qµ) . (2.13)
We now wish to redene the energy denominators in (2.6) with the Feynman i prescription. For this








q0 − q00 + iq00
+piδ(q0 − q00)fM+(q00) + M−(q00)− sgn(q00)(M+(q00)−M−(q00))g
]
(2.14)
where the ~q dependence of M is suppressed. Here we have written the integrals in (2.6) rst as
their principal values and then with the indicated i prescription, the terms with δ-functions serving to
compensate the changes. Folding the range of integration on to (0,1) and using the relations (2.12)










q02 − q002 + i
+ 2piδ(q00




The 22-element of the matrix D may be simplied by invoking the translational invariance,
D22(x− y) = hθ(x0 − y0)φ(y)φ(x) + θ(y0 − x0)φ(x)φ(y)i (2.16)
Repeating the steps similar to above, we get for D22(q) an expression identical to the one for D11(q),










q02 − q002 − i
+ 2piδ(q00




∗The change of sign of q0 in (2.12) is of no consequence here, since it occurs either as ~q · ~q or ~q · ~p, where ~p is a
3-vector to be integrated out.
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The 12- and 21- elements turn out to be identical,
D12(q) = D21(q) = i e
βq0/2










eβjq0j − 1 (2.18)
Recognizing the density distribution function and the free Feynman propagator in vacuum,
n =
1
eβjq0j − 1 ,  =
i
q20 − q002 + i







ρ(q00, ~q)D0ab(q0, q00) , (2.19)
where D0ab is the free thermal propagator,
D0ab = i

 (1 + n) + n √n(1 + n)( + )√


















The matrix U does not depend on the integration variable in (2.19) and like the free propagator, the
complete propagator also factorizes,














q020 − q20 − i
(2.24)
For the free eld theory of mass m, it is simple to evaluate the free spectral function,
ρ0(q0, ~q) = 2pi sgn(q0)δ(q20 − ~q 2 −m2) (2.25)
The propagator function D then reproduces the free propagator with Feynman prescription,
D0(q) =
−1
q2 −m2 + i
The important point to notice here is that there is only one spectral function ρ giving all the four
components of the propagator and it may be obtained by calculating any one of the components, say
D11. But although ρ  (M+−M−) is twice the imaginary part of D, it is not so for D11 : As seen from
(2.6), twice the imaginary part of D11 is (M+ +M−). The two, however, are related through eq.(2.13),
ρ(q0, ~q) = tanh(βq0/2) ImD11(q0, ~q) (2.26)
Their real parts are, however, equal,
ReD(q0, ~q) = ReD11(q0, ~q) . (2.27)
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III. SPECTRAL FUNCTION
Apart from the single particle contribution (2.25) of the free propagator, the full propagator will
have contributions from the multi-particle intermediate states (Fig.1a). As an example, we calculate
the spectral function for the two particle states.
To deal with the most general kinematics, let us suppose that the eld φ communicates with two
other scalar particles of masses m1 and m2. It is convenient to associate two other elds φ1 and φ2
with these particles and describe the vertex by the interaction Lagrangian
LI = λφφ1φ2 (3.1)
Then the two-particle contribution to the propagator is given by the perturbation expansion in this














eβw2 − 1 , w2 =
√
(~k − ~q)2 + m22
1 =
i
k2 −m21 + i
, 2 =
i
(k − q)2 −m22 + i
(3.3)
Each term in the the integrand of (3.2) has a product of two propagators. Their singularities in k0
are only due to the poles in these propagators. So the integration over k0 is performed by closing the





[f(1 + n1)(1 + n2) + n1n2gfδ(q0 − w1 − w2) + δ(q0 + w1 + w2)g
+ f(1 + n1)n2 + (1 + n2)n1gfδ(q0 − w1 + w2) + δ(q0 + w1 − w2)g] (3.4)
It will be noted that the factors involving the density distribution functions are not appropriate for
the interpretation in terms of emission and absorption probabilities of the particles [8].
By using the energy conserving δ-functions it is, however, possible to rewrite (3.4) as
ImD11 = coth(βq0/2) I , (3.5)
where




[(1 + n1 + n2)fδ(q0 − w1 − w2)− δ(q0 + w1 + w2)g
+ (n2 − n1)fδ(q0 − w1 + w2)− δ(q0 + w1 − w2)g] . (3.6)
Thus from (2.26) we see that the tanh- and coth- factors cancel out in the spectral function giving
†By power counting the integral in (3.2) is divergent. But the divergence resides only in the real part
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ρ(q0, ~q) = I(q0, ~q) . (3.7)
Note that I(q0, ~q) is antisymmetric under q0 ! −q0 in agreement with Eq.(2.12). Our result agrees
with the one obtained from the imaginary-time formulation [8]
Although we are discussing in this work only the bosonic propagator and bosonic intermediate states
in its spectral representation, we wish to comment at this point on their fermionic counterparts. As
long as the propagator is bosonic, there arises a coth- factor in the spectral function, even if the in-
termediate state is a fermion-antifermion system. But if we consider a fermionic propagator, the tanh-
and coth- factors interchange in the expressions analogous to (2.26) and (3.5). Thus the cancellation
of the trigonometric factors in the spectral function takes place in all cases. Also we note that if there
is a chemical potential µ in the Boltzmann factor, the argument βq0/2 of the trigonometric factors are
replaced by β(q0 − µ)/2, besides other changes.
IV. DYSON EQUATION
Like the full propagator matrix D(q), the self-energy matrix (q) has also a simple structure [7]. This
follows from the Dyson equation for the propagator (Fig.1b),
D = D0 −D0D , (4.1)
having the solution,
D−1 = D−10 +  (4.2)






 −(q2 −m2) 0
0 q2 −m2

 + UU (4.3)







where ~(q) is the self-energy function. Then we have the solution
D = − 1
q2 −m2 − ~ + i (4.5)
All the components of the self-energy matrix can now be expressed through the function ~. From (4.4)
we get
11 = −22 = Re~ + i(1 + 2n)Im~
12 = 21 = −2i
√
n(1 + n)Im~ (4.6)
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These relations should not be interpreted as constraints imposed on the elements of the -matrix
by the solution of the Dyson equation. They are, in fact, automatically satised by the expressions
obtained from perturbation theory. The above method of solution is just a convenient way to establish
them.
Also the factorization (4.3) of the full matrix propagator is not a necessary condition for the solution
of the Dyson eqn.(4.1). Indeed, expressing  as  = U−10U−1 and using the factorization of the free
propagator alone, eqn.(4.2) gives
D = U

 −(q2 −m2) + 011 012





On obtaining the inverse, one nds that each of the components of the propagator matrix is a linear














which, of course, reduce respectively to  and  on using Eq.(4.4). The calculation of D11 in the
previous section also serve as an example of 11.
V. CONCLUSION
In this work we discuss the two methods of determining the full propagator for a scalar particle
at nite temperature. One is the non-perturbative method of spectral representation and the other,
the Dyson equation in perturbation theory. Each method has its domain of usefulness. In theories
like QED, where the eld quanta represent the physical particles and perturbation expansion is valid
over a wide range of momenta, it is naturally the Dyson equation which is to be exploited. On the
other hand, in the QCD theory, where the physical particles are bound states of the eld quanta, the
spectral representation provides a convenient approach to phenomenology. It is in this context that
these representation are used in the QCD sum rules [9,10]. Here one starts with two-point correlation
functions of composite operators, like the flavour currents of the theory.
We present a detailed derivation of the spectral representation and discuss the properties of the
spectral function. In particular, we calculate the spectral function for the two-particle intermediate
state and show how it agrees with the imaginary version of the nite temperature theory.
We also review the solution of the Dyson equation for the propagator. The factorizability of the full
propagator (as well as of the free one) leads to a simple solution, relating at the same time all the four
components of the self-energy matrix to a single function. However, the input of factorizability is not
essential to solve the Dyson equation at nite temperature and the connection among the components
of the self-energy matrix could be inferred from its perturbative calculation.
We have dealt with only the scalar propagator to avoid kinematic complications. Clearly similar
results are valid for spin 12 and spin 1 propagators. As we comment in sec.III, the cancellation of
trigonometric factors in the spectral functions continues to hold in all cases.
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FIG. 1. Diagrams depicting (a) the spectral representation and (b) the Dyson equation for the propagator.
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