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The connections between information theory, statistical physics and quantum field theory have
been the focus of renewed attention. In particular, the renormalization group (RG) has been explored
from this perspective. Recently, a variational algorithm employing machine learning tools to iden-
tify the relevant degrees of freedom of a statistical system by maximizing an information-theoretic
quantity, the real-space mutual information (RSMI), was proposed for real-space RG. Here we in-
vestigate analytically the RG coarse-graining procedure and the renormalized Hamiltonian, which
the RSMI algorithm defines. By a combination of general arguments, exact calculations and toy
models we show that the RSMI coarse-graining is optimal in a sense we define. In particular, a
perfect RSMI coarse-graining generically does not increase the range of a short-ranged Hamiltonian,
in any dimension. For the case of the 1D Ising model we perturbatively derive the dependence of
the coefficients of the renormalized Hamiltonian on the real-space mutual information retained by a
generic coarse-graining procedure. We also study the dependence of the optimal coarse-graining on
the prior constraints on the number and type of coarse-grained variables. We construct toy models
illustrating our findings.
I. INTRODUCTION
The conceptual relations between physics and infor-
mation theory date back to the very earliest days of sta-
tistical mechanics; they include the pioneering work of
Boltzmann and Gibbs on entropy [1, 2], finding its di-
rect counterpart in Shannon’s information entropy [3],
and investigations of Szilard and Landauer [4, 5]. In
the quantum regime research initially focused on foun-
dational challenges posed by the notion of entanglement,
but soon gave rise to the wide discipline of quantum infor-
mation theory [6], whose more practical aspects include
quantum algorithms and computation.
In recent years there has been a renewed interest in
applying the formalism and tools of information theory
to fundamental problems of theoretical physics. The mo-
tivation mainly comes from two, not entirely unrelated,
directions. On the one hand the high-energy community
is actively investigating the idea of holography in quan-
tum field theories [7–9], originally inspired by black-hole
thermodynamics. On the other hand in condensed mat-
ter theory there is a growing appreciation of the role of
the entanglement structure of quantum wave functions
in determining the physical properties of the system.
This is exemplified by the short- and long-range entangle-
ment distinguishing the symmetry protected topological
phases [10–12] (e.g. topological insulators) from genuine,
fractionalized topological orders (e.g. Fractional Quan-
tum Hall states). The conceptual advances led also to
constructive developments in the form of new ansa¨tze for
wave functions (MPS [13], MERA [14]) and numerical
algorithms (DMRG [15], NQS [16]).
The focus of this work is on the renormalization group
(RG). One of the conceptually most profound devel-
opments in theoretical physics, in particular condensed
matter theory, it provides – beyond more direct applica-
tions – a theoretical foundation for the notion of univer-
sality [17–21]. The possible connections of RG to infor-
mation theory have been explored in a number of works
[22–28] in both classical and quantum settings. In partic-
ular, in a previous work [28] some of the present authors
introduced a numerical algorithm for real-space RG of
classical statistical systems, based on the characteriza-
tion of relevant degrees of freedom supported in a spatial
block as the ones sharing the most mutual information
with the environment of the block. The algorithm em-
ploys machine learning techniques to extract those de-
grees of freedom and combines it with an iterative sam-
pling scheme, similar in spirit to Monte Carlo RG [29, 30],
though, in a crucial difference, the form of the RG coarse-
graining rule is not given, but rather learned. Strikingly,
the coarse-graining rules discovered by the algorithm for
the test systems were in a certain sense optimal: they ig-
nored irrelevant short-scale noise and they are known to
result in simple effective Hamiltonians or matched non-
trivial analytical results.
The above suggests, that real-space RG can be uni-
versally defined in terms of information theory, rather
than based on problem-specific physical intuition. Here
we develop a theoretical foundation inspired by, and un-
derlying those numerical results. We show they were
not accidental, but rather a consequence of general prin-
ciples. To this end we study analytically the coarse-
graining procedure maximizing the real-space mutual in-
formation with the environment (RSMI), and the effec-
tive Hamiltonian it defines. For the solvable example
of the 1D Ising model we perturbatively derive the cou-
pling constants of the renormalized Hamiltonian result-
ing from, and mutual information captured by, an ar-
bitrary coarse-graining procedure and show decay of the
higher-order and/or long-range terms with increased mu-
tual information. We show that this holds true more
generally: an ideal, full-RSMI-retaining coarse-graining
of a nearest-neighbour Hamiltonian results in a strictly
nearest-neighbour effective Hamiltonian, in any dimen-
sion. We then theoretically investigate the effects gen-
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2erally imposed by the constraints on the number and
type of coarse-grained variables, which force a non-ideal
coarse-graining when part of the relevant information is
lost. Furthermore, we construct simple toy models pro-
viding intuitive understanding of our results, in particu-
lar the difference between the preferred solutions in one
and higher dimensions.
The combination of the analytical results on idealized
and more realistic schemes, the toy models, as well as nu-
merical results in Ref. [28] strongly supports the notion
of RSMI-maximization as a model-independent varia-
tional principle defining the optimal RG coarse-graining.
In contrast to fixed schemes, this RG transformation is,
by construction, informed by the physics of the system
under consideration, including the position in the phase
diagram. This could allow application of well-behaved
RG schemes to systems, for which they are currently not
known, avoiding many of the pitfalls befalling fixed RG
transformations.
The paper is organized as follows: in Sec.II the RSMI
algorithm and the information-theoretic formalism it
uses are reviewed, in Sec.III we prove that a RSMI-
maximizing Hamiltonian does not generate longer-range
interactions in the situation of full information capture.
In Sec.IV we discuss the derivation of the effective (renor-
malized) Hamiltonian and its properties. In Sec.V we in-
vestigate the complexity of the effective Hamiltonian in
the realistic situation of partial information capture on
the example of coarse-grainings of the 1D Ising model.
In Sec.VI we study the effect of constraints on the num-
ber and type of coarse-grained degrees of freedom on
the optimal RG procedure more generally. We introduce
toy models explaining the differences in optimal coarse-
graining procedures in 1D and 2D. Finally, in Sec.VII we
discuss implications of the results, possible generaliza-
tions and open questions. A number of appendices give
technical details of derivations of the statements in the
main text and additional information.
II. THE RSMI ALGORITHM
The real-space mutual information (RSMI) algorithm
is defined in the context of real-space RG, originally in-
troduced by Kadanoff for lattice models [17]. The goal
of real-space RG [21] is to coarse-grain a given set of de-
grees of freedom X in position space in order to integrate
out short-range fluctuations and retain only long-range
correlations, and in so doing to construct an effective
theory. An iterative application of this procedure should
result in recursive relations between coupling constants
of the Hamiltonian at successive RG steps – those are the
RG flow equations formalising the relationship between
effective theories at different length scales.
Consider a generic system with real-space degrees of
freedom X described by the Hamiltonian H[X ] and a
canonical partition function:
Z =
∑
X
e−βH[X ] ≡
∑
X
e−K[X ] (1)
with the inverse temperature β = 1/kBT and the re-
duced Hamiltonian K := −βH. Equivalently, the system
is specified by a probability measure:
P (X ) = 1
Z
eK[X ]. (2)
The coarse-graining transformation X → X ′ between the
set of the original degrees of freedom and a (smaller)
set of new degrees of freedom is given by a conditional
probability distribution PΛ(X ′|X ), where Λ is a set of
parameters completely specifying the rule (note, that the
rule can be totally deterministic, in which case PΛ is a
delta-function). The probability measure of the coarse-
grained system is then:
P (X ′) =
∑
X
PΛ(X ′|X )P (X ). (3)
If P (X ′) is (or at least can be approximated by) a Gibbs
measure, then the requirement to correctly reproduce
thermodynamics enforces Z ′ = Z and a renormalized
Hamiltonian H′[X ′] in the new variables X ′ can be de-
fined implicitly via:
eK
′[X ′] =
∑
X
PΛ(X ′|X )eK[X ]. (4)
The procedure is often implemented in the form of block
RG [21, 31]. This corresponds to a factorization of
the conditional probability distribution into independent
contributions from equivalent (assuming translation in-
variance) blocks V ⊂ X :
P (X ′|X ) =
n∏
j=1
PΛ(Hj |Vj), (5)
where {Vj}nj=1 and {Hj}nj=1 are partitions of X and X ′,
respectively, and PΛ now defines the coarse-graining of
a single block (and therefore Λ contains substantially
fewer parameters). Concrete examples of such PΛ include
the standard “decimation” or “majority-rule” transfor-
mations [see Eqs.(20,21)].
Not every choice of PΛ is physically meaningful. It
should at least be consistent with the symmetries of the
system under consideration, for instance. This is, how-
ever, not sufficient in practice. While it may be diffi-
cult to formulate a concise criterion for the choice of the
coarse-graining transformation it is clear that in order to
derive the recursive RG equations the effective Hamilto-
nian cannot proliferate new couplings at each step. If
there is to be a chance of analytical control over the
procedure, the interactions in the effective Hamiltonian
should be tractable (short-ranged, for instance). That is
to say, if one chooses the “correct” degrees of freedom
3RG rule optimization
System: lattice,
Hamiltonian H
(measure P (X ))
Ansatz for RG
rule PΛ(H|V)
Choice of
parameters Λ
Mutual Informa-
tion IΛ(H : E)
Renormalized
measure P (X )
(effective Hamil-
tonian Heff)
maximize IΛ(H : E) with SGD
FIG. 1. Flow-diagram of the RSMI algorithm [28]. Given a
lattice and Hamiltonian H (or, in practice, given Monte Carlo
samples) an RBM-ansatz for the RG rule is optimized by max-
imizing the mutual information between the new degrees of
freedom H and the environment E of the original ones using
Stochastic Gradient Descent (SGD). The trained PΛ(H|V) is
used to define a new effective measure and Hamiltonian Heff.
to describe the system, the resulting theory should be
“simple”. Numerous examples of failure to achieve this
can be found in the literature [32, 33], and include cases
as simple as decimation of the Ising model in 2D. Im-
plicit in this is the notion that there does not exist a
single RG transformation which does the job, but rather
the transformation should be designed for the problem
at hand [34].
Recently, some of us proposed the maximization of
the real-space mutual information (introduced below) as
a criterion for a physically meaningful RG transforma-
tion [28]. The idea behind it is that the effective block
degrees of freedom, in whose terms the long-wavelength
theory is simple, are those which retain the most of the
information (already present in the block) about long-
wavelength properties of the system. This informally in-
troduced “information” can be formalized by the follow-
ing construction. Consider a single block V at a time and
divide the system into four regions X = V ∪ B ∪ E ∪ O:
the visibles (i.e. the block) V, the buffer B, the envi-
ronment E and the remaining outer part of the system
O (which is only introduced for algorithmic reasons, con-
ceptually the environment E could also contain this part).
Fig.(2) depicts this decomposition in the case of a 1D spin
model, but it trivially generalizes to any dimension. The
real-space mutual information between the new (coarse-
FIG. 2. Schematic decomposition of the system for the
purpose of defining the mutual information IΛ(H : E) (in 1D,
for concreteness). The full system is partitioned into blocks
of visibles V (yellow) embedded into a buffer B (blue) and
surrounded by the environment E (green). The remaining
part of the system is denoted by O in the main text. The
conditional probability distribution PΛ(H|V) couples V to the
hiddens H (red).
grained) degrees of freedom H and the environment E of
the original ones (i.e. of the block) is then defined as:
IΛ(H : E) =
∑
H,E
PΛ(E ,H) log
(
PΛ(E ,H)
PΛ(H)P (E)
)
(6)
where PΛ(E ,H) and PΛ(H) are marginal distributions
of PΛ(H,X ) = PΛ(H|V)P (X ). Thus IΛ(H : E) is the
standard mutual information between the random vari-
ables H and E . Exclusion of the buffer B (in contrast to
other adaptive schemes, see for instance [35]), generally
of linear extent comparable to V, is of fundamental im-
portance: it filters out short-range correlations, leaving
only the long-range contributions to IΛ(H : E).
The RSMI satisfies the following bounds (see also Ap-
pendix A):
0 ≤ IΛ(H : E) ≤ H(H), (7)
IΛ(H : E) ≤ I(V : E), (8)
where H(H) denotes the information entropy of H and
I(V : E) is the mutual information of the visibles with
the environment. The optimization algorithm starts with
a set of samples drawn from P (X ) and a differentiable
ansatz for PΛ(H|V), which in Ref. [28] takes the form of a
Restricted Boltzmann Machine (RBM), parametrized by
Λ (see Appendix C 2), and updates the parameters using
a (stochastic) gradient descent procedure. The cost func-
tion to be maximized is precisely IΛ(H : E), which in the
course of the training is increased towards the value of
I(V : E). The iterative procedure is shown in Fig. 1. Us-
ing the trained PΛ(H|V) the original set of samples drawn
from P (X ) can be coarse-grained and the full procedure
re-computed for a subsequent RG step.
4III. OPTIMALITY: THE MEASURE AND THE
EFFECTIVE HAMILTONIAN
In what sense could the RSMI construction reviewed
above be described as optimal? As we have alluded to
in the introduction this is linked to the short-rangeness
and/or simplicity (i.e. not having arbitrary high-order
interactions) of the resulting effective Hamiltonian. In
fact, the question can also be approached at the level of
the probability measure (which is the fundamental object
the RSMI algorithm works with). Here we make those
statements more concrete.
Let us first consider the following situation: given a 1D
system specified by a short-ranged Hamiltonian we intro-
duce a coarse-graining {Vj} with a block size chosen so
that the Hamiltonian is nearest-neighbour with respect
to the blocks. Let us choose an arbitrary block V0, de-
note its immediate neighbours V±1 as the buffer B and all
the remaining blocks {Vj<−1} and {Vj>1} as the environ-
ment E0, or in more detail, as left- and right-environment
EL/R(V0), respectively. Assume now that H0, the coarse-
grained variable for V0, is constructed in such a way that
I(H0 : E0) = I(V0 : E0), i.e. the coarse-grained variable
retains all of the information which the original block
V0 contained about the environment and, by extension,
about any long-wavelength physics. In this idealized situ-
ation of full information capture the following holds true
(see Appendix B): if one considers the probability mea-
sure on the coarse-grained variables P ({Hj}) and inte-
grates (traces) out the neighbours H±1 of H0 then, for
H0 clamped, the probability measure factorizes:
P (Hj≤2,H∗0,Hj≥2) = P (Hj≤−2,H∗0) ·P (H∗0,Hj≥2), (9)
where H∗0 denotes the clamped variable. In other words,
for fixed H0 the probabilities of its left and right environ-
ments EL/R(H0) are independent. In the effective Hamil-
tonian language this corresponds to a statement that the
energy contains no direct coupling terms between EL(H0)
and ER(H0):
E(Hj≤2,H∗0,Hj≥2) ∝ log [P (Hj≤2,H∗0,Hj≥2)] (10)
= E(EL) + E(ER) + E(EL,H0) + E(ER,H0)
Since the variables {Hj<−1} and {Hj>1} are decou-
pled after integrating out H±1 there generically would
not have been any longer-range interaction (in particular:
next-nearest neighbour) involving H±1 in the renormal-
ized Hamiltonian, or the measure/Hamiltonian would not
factorize. Furthermore, since the choice of V0, E0 was ar-
bitrary, we have that the full coarse-grained Hamiltonian
is nearest-neighbour.
The argument, under very mild additional assump-
tions, generalizes to any dimension D. Taking a reg-
ular coarse-graining pattern with a radius of the block
sufficiently large to make the short-ranged Hamiltonian
nearest-neighbour with respect to the blocks, and un-
der analogous assumption of full information capture, we
can repeat the above reasoning, clamping – instead of
a single arbitrary variable H0 – a hyperplane of dimen-
sion D − 1 separating the coarse grained variables {Hj}
into two disconnected sets to show that no longer-ranged
interactions across the hyperplane can exist. Since the
choice of hyperplane is arbitrary we conclude that the
effective Hamiltonian is nearest-neighbour, as the origi-
nal one was (see Appendix B). A perfect RSMI scheme
does not, therefore, increase the range of a short-ranged
Hamiltonian. Note that we do not make any statements
about the order of the interactions at this point (i.e. two-
spin, three spin, ...).
While very appealing, the above results have one se-
rious shortcoming: in practical coarse-graining schemes
we do not typically satisfy the assumption I(H0 : E0) =
I(V0 : E0). This is due to the fact that the block size
as well as the number and character (Ising spin, Potts
spin, ...) of coarse-grained variables are usually chosen
a priori. We therefore investigate a more realistic setup,
in which the RSMI is maximized under the constraint of
number and type of coarse-grained degrees of freedom.
Additionally, since the RG rule is optimized iteratively,
we can study the approach to the optimal solution by
considering the properties of the renormalized Hamilto-
nian defined by the coarse-graining rule at any stage of
the training. In order to do this analytically we now show
how the effective Hamiltonian can be expressed by appro-
priate cumulant expansion [31] (though the RSMI algo-
rithm deals with probability measure as the basic object,
and at no point computes the Hamiltonian, the Hamil-
tonian picture is more interpretable physically). Subse-
quently we apply this machinery to the 1D Ising model.
IV. THE CUMULANT EXPANSION
Consider a generic Hamiltonian K[X ]. We split it into
two parts [31]:
K[X ] = K0[X ] +K1[X ], (11)
where K0, contains intra-block terms, i.e. those which
only couple spins within a single block, and K1 contains
inter -block terms, i.e. those that couple spins from dif-
ferent blocks. Such a decomposition simplifies the cal-
culations significantly. Due to translation invariance the
intra-block terms are all of the same form:
K0[X ] =
n∑
j=1
Kb[Vj ]. (12)
Using the decomposition Eqs.(11) and (12) the defi-
nition of the renormalized Hamiltonian in Eq.(4) can be
rewritten as an intra-block average of the inter-block part
5of the Hamiltonian:
eK
′[X ′] = Z0
∑
X
eK1[X ]
n∏
j=1
eKb[Vj ]
Zb
PΛ(Hj |Vj)︸ ︷︷ ︸
=:PΛ,b(Hj ,Vj)
= Z0
∑
X
eK1[X ]
n∏
j=1
PΛ,b(Vj |Hj)PΛ,b(Hj)
= Z0
n∏
j=1
PΛ,b(Hj)︸ ︷︷ ︸
=:PΛ,0(X ′)
∑
X
eK1[X ]
n∏
j=1
PΛ,b(Vj |Hj)︸ ︷︷ ︸
=:PΛ,0(X|X ′)
= Z0PΛ,0(X ′)
〈
eK1[X ]
〉
Λ,0
[X ′], (13)
where the average 〈·〉Λ,0 is over PΛ,0(X|X ′) as a probabil-
ity distribution in X and thus introduces a dependence
on the new spin variables X ′. We indicate this depen-
dence by square brackets [.] after the average.
Equation (13) lends itself to a cumulant expansion:〈
eK1[X ]
〉
Λ,0
[X ′] = e
∑∞
k=0
1
k!Ck[X ′] (14)
with the standard expressions for the cumulants in terms
of moments, the first few of which are given by:
C1 = 〈K1〉Λ,0 , (15a)
C2 =
〈K21〉Λ,0 − 〈K1〉2Λ,0 , (15b)
C3 =
〈K31〉Λ,0 − 3 〈K21〉Λ,0 〈K1〉Λ,0 + 2 〈K1〉3Λ,0 ,(15c)
where for brevity we did not indicate the dependence on
X ′. The powers of K1 inside the averages induce cou-
plings between multiple blocks and naturally lead to new
coupling terms in the effective Hamiltonian.
The cumulant expansion Eq.(14) allows to determine
the new Hamiltonian by taking the logarithm of Eq.(13):
K′[X ′] = log(Z0PΛ,0(X ′)) +
∞∑
k=0
1
k!
Ck[X ′]. (16)
The renormalized coupling constants are not apparent
in Eq.(16). In order to identify them we introduce the
following canonical form of the Hamiltonian:
K′[X ′] = K ′0 +
∑
{α`}n`=1
K ′α1,α2,...,αn
 n∑
j=1
n∏
`=1
(x′j+`)
α`
 ,
(17)
with α1 = 1 and α` ∈ {0, 1} for all ` > 1. Here, addition
of the indices is to be understood modulo n (i.e. with
periodic boundary conditions). Note that arbitrary or-
ders k of the cumulant expansion Ck contribute to each
coupling constant K ′α1,α2,...,αn .
V. EXAMPLE: THE 1D ISING MODEL
To investigate analytically the relationship between the
effective Hamiltonian and the real-space mutual infor-
mation for practical coarse-graining procedures, we con-
sider the example of the one-dimensional Ising model
with nearest-neighbor interactions and periodic bound-
ary conditions. Using the tools introduced in the previ-
ous section, we first derive the effective Hamiltonian cor-
responding to a RSMI-maximizing coarse-graining and
show it remains nearest-neighbour. We then compute
explicitly the amount of RSMI captured by an arbitrary
coarse-graining and examine the corresponding effective
Hamiltonian to establish a general relation between the
two. The Ising Hamiltonian reads:
K[X ] = K
N∑
i=1
xixi+1, (18)
with xi = ±1 collectively denoted by X = {xi}Ni=1 and
with K := −βJ . The sizes of the block, buffer and envi-
ronment regions, introduced in Sec. II are given by LV ,
LB and LE . Accordingly, there are n = N/LV blocks.
To best illustrate the results we now specialize to the
(typical) case of blocks of two visible spins V = {v1, v2},
coarse-grained into a single hidden spin h (computa-
tions for general LV are analogous). The RG rule is
parametrized by an RBM ansatz:
PΛ(H|V) = 1
1 + e−2h
∑
i λivi
, (19)
with Λ = (λ1, λ2) describing the quadratic coupling of
visible to hidden spins (see Appendix C 2 for discussion
of the ansatz). In Fig.(2) the decomposition of the system
and the RG rule are schematically shown.
The standard decimation and the majority rule coarse-
graining schemes are given in our language by:
Pdec(h|{v1, v2}) =
{
1, h = v1
0, h 6= v1 , (20)
and by:
Pmaj(h|{v1, v2}) =
 1, v1 = v2 = h0, v1 = v2 6= h1
2 , v1 6= v2
, (21)
respectively. They are easily seen to correspond to the
choice of Λdec = (λ, 0) and Λmaj = (λ, λ) in the limit
λ→∞.
For the case of decimation an exact calculation using
the transfer matrix approach yields an effective Hamil-
tonian of the same nearest-neighbour form, albeit with a
renormalized coupling constant [36, 37]:
K ′ =
1
2
log(cosh(2K)). (22)
6For the majority rule, and any other choice of parame-
ters Λ, a perturbative expansion of the effective Hamilto-
nian can be obtained via a cumulant expansion Eq.(16),
as discussed in Sec.III. The cumulants can be expressed
in terms of averages of the form
〈K1[X ]k〉Λ,0, which fac-
torize into averages of operators from a single block. In
our example the non-vanishing averages are:
〈v1〉Λ,b [Hj ] :=
〈
x2(j−1)+1
〉
Λ,b
[Hj ], (23a)
〈v2〉Λ,b [Hj ] := 〈x2j〉Λ,b [Hj ], (23b)
〈v1v2〉Λ,b [Hj ] :=
〈
x2(j−1)+1x2j
〉
Λ,b
[Hj ], (23c)
as shown in Appendix C 1.
The binary nature of h and the Z2 symmetry of the
Ising model, which implies PΛ,b(h) =
1
2 , lead to:
〈v1〉Λ,b [h] =: a1h, (24a)
〈v2〉Λ,b [h] =: a2h, (24b)
〈v1v2〉Λ,b [h] =: b, (24c)
with the effective block-parameters a1, a2, b independent
of the coarse-grained variable h and functions of Λ and K
only, whose closed form expressions can easily be found
(see Appendix D). Consequently, the averages
〈Kk1〉Λ,0,
and thus also the Hamiltonian K′, are polynomials in the
new degrees of freedom X ′, the reduced temperature K
and the block parameters, which gives rise to Eq.(17). In
practice the cumulant expansion is terminated at a finite
order M , which results in an expansion of K′ and thus of
each coupling constant K ′α1,α2,...,αn up to that order in
K . All the information about the RG rule (except for
the size of H, which is fixed at the outset) is contained
in the dependence of the effective block-parameters on Λ
(and on N , K).
Expressing the moments
〈Kk1〉Λ,b appearing in the cu-
mulant expansion in terms of the new variables X ′ is a
combinatorial problem. Each term in K1 couples spins
from neighboring blocks j and j + 1, so that:
K1[X ]k = Kk
n∑
j1,...,jk=1
k∏
`=1
x2j`x2j`+1. (25)
The average of each summand factorizes into contribu-
tions from each block, whose value [see Eq.(24)] is de-
termined by the arrangement of j1, . . . , jk. Thus, the
calculation is reduced to finding and grouping all equiv-
alent (under the fact that for Ising variables x2j = 1)
configurations (j1, . . . , jk). Bringing the resulting poly-
nomial in canonical form (17) is an inverse problem and
is solved by recursively eliminating non-canonical terms.
For a given M we can thus finally arrive at expression of
coupling constants K ′α1,α2,...,αn as functions of Λ and K
(see Appendix D for details).
We are now in a position to examine the effec-
tive Hamiltonian obtained by applying the RSMI-
maximization procedure Fig.(1) to the model Eq.(18).
Anticipating the results in Fig.(4), in Fig.(3) we compare,
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FIG. 3. The relative difference between the renormalized NN
coupling obtained from the cumulant expansion of the RSMI-
favoured solution (decimation), and the nonperturbative re-
sult Eq.(22). The convergence improves with increasing order
of cumulant expansion M and lower K.
for varying K and order of cumulant expansion M , the
renormalized nearest-neighbour (NN) coupling obtained
in the RSMI-favoured solution with the exact, nonper-
turbative one Eq.(22) [which we refer to as “exact deci-
mation”]. The two results converge with increasing M ,
and the convergence is faster for weak coupling/higher
temperatures, which is unsurprising since the cumulant
expansion is in powers of K. We emphasize again that
the RSMI algorithm itself works on the level of the prob-
ability measure, and at no point does it compute the
effective Hamiltonian. It is only when we want to exam-
ine the renormalized Hamiltonian which the converged –
in the sense of saturating the mutual information dur-
ing optimization of the Λ parameters – RSMI solution
corresponds to, that we are performing the cumulant ex-
pansion.
Since “exact decimation” leads to a strictly NN effec-
tive Hamiltonian in the 1D Ising case, and since per-
turbatively the RSMI-favoured solution converges to the
decimation value for the NN coupling, it is instructive
to inspect the behaviour of the m-body couplings in
the effective Hamiltonian for larger order m. Denot-
ing the m-spin coupling with distances `1, `2, . . . , `m be-
tween the spins by Km(`1, `2, . . . , `m), with Km(`) short
for Km(`, `, . . . , `), we observe that, in the limit of weak
coupling (small K), both ` 7→ K2(`), i.e. arbitrary
range two-body interactions, as well as m 7→ |Km(1)|,
i.e. arbitrary order NN-interactions, decay exponen-
tially. This is shown in Figs.(8) and (9) in Appendix D.
The decay length is characterized by K2(2)/K2(1) and
Km(1)/K2(1), respectively. Thus, the RSMI approach
indeed converges to the “exact decimation” in this case,
which is known to be the optimal choice.
To further strengthen the link between the amount of
RSMI retained and the resulting properties of the ef-
fective Hamiltonian we now consider a generic coarse-
graining, suboptimal from the RSMI perspective (i.e.
7FIG. 4. Density plots of (a) the mutual information of the hidden with the environment scaled to the mutual information
of the visibles with the environment IΛ(H : E)/I(V : E), (b) the ratio of the next-nearest-neighbour (NNN) to the nearest-
neighbour (NN) coupling constants |K′2(2)/K′2(1)| and (c) the ratio of the NN four-point to two-point coupling constants
|K′4(1, 1, 1)/K′2(1)|. All three quantities are shown as a function of the parameters of the RG rule Λ = (λ1, λ2). Note the
inverted color scale in (b) and (c)! For large enough ||Λ||2 a maximum of mutual information corresponds to a minimum of
“rangeness” and “m-bodyness”, and vice versa. See the main text and Appendix D 3 for details.
away from the maximum the RSMI algorithm strives
for). To this end we compute the mutual informa-
tion IΛ(H : E) captured for the Ising model by a gen-
eral coarse-graining rule Eq.(19) with parameters Λ =
(λ1, λ2). This calculation can be performed exactly us-
ing the transfer matrix method. Defining the correlator
G(n) := tanh(K)n, the binary entropy:
h2(p) := −p log(p)− (1− p) log(1− p), (26)
and the probability of the closest environment spins:
P (e−1, e1) =
1
4
(1 + be−1e1G(2LB + 2)) , (27)
the answer is given by:
IΛ(H : E) = log(2)−
∑
e−1,e1
P (e−1, e1)h2
(
1 + (a1e−1 + a2e1)G(LB + 1) + be−1e1G(2LB + 2)
2 (1 + be−1e1G(2LB + 2))
)
, (28)
where LB is the buffer size, and there is no dependence
on the environment size LE (see Appendix D 4).
Equipped with the result Eq.(28), for an arbitrary
coarse-graining defined by a choice of Λ, we can now
compute both the amount of mutual information with
the environment retained (RSMI), as well as the effec-
tive Hamiltonian generated. In Fig.(4a) the amount of
information captured is shown as a function of (λ1, λ2),
in units of I(V : E) (for concreteness, all plots are for
K = 0.1 and a single site buffer: LB = 1). A few ob-
servations can be made: the choices of Λ retaining more
RSMI are not symmetric in |λ1| and |λ2|, but instead
tend to (±λ, 0) and (0,±λ) for large enough |λ|, i.e. they
resemble decimation Eq.(20) [the four plateaux in Fig.(4)
are not exactly flat, as also examined in Fig.(5)], as op-
posed to majority rule Eq.(21) which, in fact, captures
the least information. The symmetries of the plot are
due to global Z2 Ising symmetry as well as an additional
Z2 symmetry of the mutual information: correlation and
anti-correlation for random variables is equivalent from
the point of view of information. Furthermore, the lack
of information retained for small ||Λ||2 is due to the fact
that in this case the coarse-graining Eq.(19) only weakly
depends on the visible spins and is essentially randomly
assigning the value of the hidden spin (i.e. it is domi-
nated by random noise). In other words, it only makes
sense to think of Eq.(19) as a coarse-graining if it strongly
depends on the original spins, i.e. for large ||Λ||2.
The properties of the corresponding effective Hamilto-
nians can be understood with the help of Figs.(4b) and
(4c), where the ratio of next-nearest-neighbour (NNN)
to NN terms as well as the ratio of NN 4-body to 2-
body terms in the effective Hamiltonian are plotted as
a function of Λ (note the inverted color scale!). It is
apparent that decimation-like choices, which maximize
RSMI, result also in vanishing NNN and 4-body terms
(and more generally long-range or high-order terms, as
discussed previously and shown in Figs.(8) and (9) in
Appendix D). This is examined in more detail in Fig.5:
trajectories in the parameter space Λ are chosen accord-
ing to λ(cos(θ), sin(θ)) with θ ∈ [0, pi], for different mag-
nitudes |λ|. The ratios in Figs.(4b) and (4c), which we
dubbed “rangeness” and “m-bodyness” for brevity, are
plotted against the mutual information along the trajec-
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FIG. 5. The two proxy measures of complexity of the renormalized Hamiltonian discussed in the text are shown against mutual
information retained: the “rangeness” i.e. the ratio of the NNN to the NN coupling constants, and the ”m-bodyness” i.e. the
ratio of the NN four-point to two-point coupling constants. The mutual information is scaled to the total mutual information
the block V shares with the environment. The curves are obtained by parametrizing the RG rule as λ(cos(θ), sin(θ)) and
varying θ ∈ [0, pi] for different magnitude of λ. In the physically relevant limit of large λ the maximum of mutual information
corresponds to a minimum of “rangeness” and “m-bodyness”. The plots are discussed in more detail in Appendix D 3.
tories. The mutual information is maximized for θ = 0
and θ = pi and the maximum increases with λ (though
it saturates: there is little difference between λ = 3 and
λ = 1000). Simultaneously, for large enough |λ| both ra-
tios in Figs.(5b,c) vanish, rendering the effective Hamilto-
nian two-body and nearest-neighbour. It is now clear how
the RSMI maximization results in a decimation coarse-
graining for the 1D Ising model. A more detailed dis-
cussion of Figs.(4,5) [including asymmetries in Fig.(5a)
and accidental vanishings in Fig.(5b)] can be found in the
Appendix D, but it does not change the general picture:
maximizing RSMI results in decay of longer-ranged and
higher-order terms in the Hamiltonian.
The superiority of decimation over majority rule in
our example can be understood intuitively from a physi-
cal perspective by considering fluctuations of the original
(visible) spins for a fixed (clamped) configuration of the
new variables X ′. In 1D decimation fixes every other
spin in X , which prevents all but isolated fluctuations of
the remaining degrees of freedom, which are being inte-
grated out in the clamped averages of Eqs.(13,14). Con-
sequently, only nearest neighbors in X ′ are coupled in
the effective Hamiltonian. In contrast, the majority-rule
fixes a linear combination of the visibles (the average),
thereby allowing fluctuations of orthogonal linear combi-
nations. These fluctuations can span multiple blocks and
thus generate higher order coupling terms. In the fol-
lowing section an alternative, information theory based
intuition is offered, which also explains the difference be-
tween the optimal coarse-graining procedures in 1 and
2D.
Finally, we note that the results described above from
a static perspective, i.e. considering properties of ar-
bitrary coarse-graining, for a fixed, potentially subopti-
mal, choice of Λ, can also be interpeted dynamically. In
this sense they would characterize the convergence of the
RSMI algorithm of Ref. [28] as the Λ parameters are it-
eratively optimized during the training [see Fig.(1)].
VI. THE “SHAPE” OF THE
COARSE-GRAINED VARIABLES
So far we motivated on physical grounds (the proper-
ties of the effective Hamiltonian) why maximizing RSMI
generally provides a guiding principle for constructing a
real-space RG procedure. We then investigated on the
example of the 1D Ising system the properites of such
a scheme in a typical situation, when the RSMI maxi-
mization problem is additionally constrained by the num-
ber and type of degrees of freedom the system is coarse-
grained into. In particular, we gave physical intuitions
which justify the solution RSMI converges to in the 1D
case, i.e. decimation. This is to be contrasted with the
situation in 2D, when the decimation procedure is known
to immediately generate long-range and many-spin in-
teractions and can be shown not to posses a nontrivial
fixed-point at all [32]. For the square-lattice Ising model
in two dimensions the majority rule transformation is
preferable: numerical evidence, at least, points to the
existence of a fixed point [38]. Remarkably, the RSMI so-
lution in 2D converges (numerically) towards a majority-
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FIG. 6. The mutual information IΛ(H : E) and I(VΛ : E) for decimation (blue) and majority rule (yellow) procedures in the
1D toy model Eq.(33). Two parameter regimes are shown: (a) Strong coupling to the environment/ low temperature KVE
(recall that the coupling constants contain a factor of β = 1/kBT ) (b) Weak coupling KVE ; note that the absolute value of all
mutual informations are lower in this limit. The solid lines differ from the dashed lines of the same colour by the mismatch
I(VΛ : E|H) (see main text). In both parameter regimes the dashed blue line exactly coincides with the solid blue line: for
decimation procedure the information I(VΛ : E) is perfectly encoded into H. Majority rule IΛ(H : E) is inferior to decimation,
even though I(VΛ : E) is significantly larger: all that information is lost in encoding. The distinction between the two rules
vanishes in the KV →∞ limit when both visible spins are effectively bound into a single binary variable.
rule block transformation (for 2-by-2 blocks) [28]. In this
section we provide an information-theory based explana-
tion of these observations. In doing so we also elucidate
and quantify the non-trivial influence on the RG scheme
of the constraints imposed by the properties (type and
number) of the new coarse-grained variables, for the gen-
eral case. Finally, we exemplify our findings using simple
and intuitive toy models.
To this end let us revisit the inequality Eq.(8). We
refine it by explicitly introducing the random variables
VΛ, which the hidden degrees of freedom hi ∈ H cou-
ple to in a RG scheme parametrized by Λ = {λij}. For
instance, in the RBM-parametrization discussed previ-
ously, while generically H depends on the full V, the
coarse-graining defined by the conditional probability
PΛ(H|V) only makes each hi ∈ H dependent on the com-
bination:
VΛi =
1
||Λi||
∑
j
λijvj . (29)
Note that the overall normalization in the definition is
not important, but only the relative stregths of λij which
define the linear combination of degrees of freedom in the
block. The following now holds:
IΛ(H : E) ≤ I(VΛ : E) ≤ I(V : E), (30)
that is: the information about the environment car-
ried by the particular chosen variables VΛ is potentially
smaller that the overall information about the environ-
ment contained in the block I(V : E). Still less of the
information may ultimetely be encoded in the degrees of
freedom H.
Where do the inequalities Eq.(30) originate from? For-
mally this is because we have a Markov chain:
E → V → VΛ → H, (31)
but the more pertinent question is what can make those
inequalities sharp. The second one is rather trivial: if
we only decide to keep a few (one, as is often the case)
variables VΛi , then their entropy may be simply too small
to even store the full information I(V : E). Still, for the
same entropy, there may be choices of Λ which result in
bigger or smaller I(VΛi : E). Crucially though, I(VΛi :
E) does not depend on the nature of hi ∈ H (i.e. on
whether hi is a binary variable or not, for instance). It
only characterizes how good the particular set of physical
degrees of freedom VΛ is at describing fluctuations in the
environment E .
Whether this information can be efficiently encoded in
H is a different question entirely. The answer, and the
origin of the first inequality Eq.(30), is revealed by:
IΛ(H : E) = I(VΛ : E)− I(VΛ : E|H), (32)
where I(VΛ : E|H) is the conditional mutual information
and we have used the chain rule and the Markov property
Eq.(31). Since I(VΛ : E) is independent of H in the sense
described above, I(VΛ : E|H) quantifies the failure of the
encoding intoH due to the properties of theH itself (con-
ditional mutual information being always non-negative).
We have thus managed to identify the contributions to
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IΛ(H : E) resulting from coupling to a certain choice of
physical modes in V, and to isolate them from the losses
incurred due to impossibility of encoding this information
perfectly in a particular type of H.
The conditional probabilty distribution I(VΛ : E|H)
can be thought of as describing the mismatch of the prob-
ability spaces of the random variables H and VΛ, it tells
us how much information is still shared between VΛ and
E after VΛ has been restricted to only values compatible
with a given outcome of H. For example, in the 1D Ising
case we examined previously, the majority rule defines
VΛ = v1 + v2, for which the set of possible outcomes is
equivalent to {−1, 0, 1}. The entropy of VΛ is bounded
by and possibly equal to log2(3). Since the system is Z2
symmetric, then unless Prob[VΛ = 0] = 0, this cannot be
faithfully encoded into any probability distribution of a
single binary variable H. Below we construct simple toy
models to provide more examples and intuitions for the
somewhat abstract notions we introduced here.
First, let us stress though, that the RSMI prescription
maximizes IΛ(H : E) as a whole, and that, for a type of
H fixed at the outset, the procedure cannot be split into
maximization of I(VΛ : E) followed by a linear coupling
of H to the VΛ found. Such a naive greedy approach
does not necessarily lead to an optimal solution – the toy
models below provide an explicit counterexample. The
RSMI-based solution of PΛ(H|V) thus converges to the
optimal trade-off between finding the best modes in V to
describe E , and finding those, whose description can be
faithfully written in H of a given type.
To illustrate the above considerations we construct
minimal toy models. In 1D this consists of four coupled
Ising spins: v1, v2 in the block V, and e1, e2 representing
the left- and right- environment (in 1D the environment
is not simply connected), with the Hamiltonian:
K = KVE(e1v1 + v2e2) +KVv1v2, (33)
where, as before the coupling constants contain a factor
of β = 1/kBT . The two spins in V are coupled to a sin-
gle hidden spin H using an RBM-ansatz Eq.(19) and the
random variable VΛ is defined as in Eq.(29). In Fig.(6)
the results of the calculation of the mutual informations
IΛ(H : E) and I(VΛ : E) for decimation and the majority
rule are shown. In the regime of strong coupling to the
environment KVE [see Fig.(6a)], for small KV both visible
spins are nearly independent and almost copy the state
of the left- and right-environments, respectively. Conse-
quently, VΛ for the majority rule carries almost log2(3)
bits of information about the environment while VΛ for
decimation, being a binary variable, at most one bit.
However, when IΛ(H : E) is examined it becomes aparent
that for decimation it is exactly equal to I(VΛ : E), while
for majority rule it is significantly lower, so much so,
that overall decimation is better across the whole param-
eter regime! The difference between the solid and dashed
curves in Fig.(6a) is precisely the mismatch of Eq.(32),
and the above provides a counterexample to a greedy
maximization of I(VΛ : E) instead of IΛ(H : E), which
FIG. 7. Mutual information IΛ(H : E) in the toy model of a
2D system Eq.(34), as a function of the coupling KV between
the visibles. The coupling pattern to the visibles in different
RG rules Λ is shown schematically in the (physically relevant)
large ||Λ||2 limit. The majority rule (and interestingly, also
coupling to three spins, depicted by a red line, coinciding with
the purple one) consistently retains more information than
decimation, or any coupling to two spins (blue and yellow,
coinciding with green). Again, the distinction vanishes for
large KV when all visible spins are bound into a single one.
was mentioned previously. In the large KV limit both
spins in V become bound into an effective single binary
variable and the distinction between the two rules van-
ishes. In Fig.(6b) we show the same in the regime when
the spins in V are only weakly coupled to the environ-
ment (or the temperature is high). Again, decimation
perfectly encodes information I(VΛ : E) into H and is
overall better.
Let us contrast this with the situation in higher (in
particular: two) dimensions, when the environment is
simply connected. Based on the discussion above, we
may anticipate that the optimal solution could be differ-
ent, and that majority rule may instead be preferable.
This is because, on the one hand, for the same coupling
strength to the environment and the same linear dimen-
sions LV = 2 of the block, the ratio of I(VΛ : E) for the
majority rule to the one for decimation increases with in-
creasing dimension (consequence of all visible spins inter-
acting with the same environment). On the other hand
the mismatch I(VΛ : E|H) for majority rule decreases,
compared to 1D, since the probability of VΛ =
∑
i vi be-
ing zero is smaller. This fact is due both to dimensional
considerations, as well as (again) the environment being
simply connected, the importance of which, even in 1D,
we illustrate in Appendix E.
We verify those expectations using a simple toy model
of the 2D setting: the environment is represented by a
single random variable E with a large number of states,
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to which all the spins in V couple. These states should
be thought of intuitively as fluctuations of some large
environment at wave-lenghts longer than the size of the
coarse-graining cell. The Hamiltonian is:
K = KVEE(v1 + v2 + v3 + v4)
+KV(v1v2 + v1v3 + v2v4 + v3v4). (34)
As before, the spins in block V are coupled to a single
hidden spin H with an RBM-ansatz parametrized by Λ.
In Fig.(7) the mutual information IΛ(H : E) is com-
puted for the model Eq.(34) for different course-graining
rules given by Λ. Indeed, the decimation is now infe-
rior to the majority rule across the full parameter range.
This is also consistent with the known properties of dec-
imation and majority rule for the 2D Ising model, and
suggests their information-theoretic origin.
VII. CONCLUSIONS AND OUTLOOK
In this work we have investigated the properties of a
real-space RG procedure based on variational maximiza-
tion of real-space mutual information (RSMI) [28]. We
have shown that such a procedure does not generically in-
crease the range of interactions of an arbitrary, initially
short-ranged Hamiltonian in any dimension, provided all
the relevant information is retained. We then relaxed
this restriction and studied the effect on the optimal so-
lution of the constraints imposed by a priori assumptions
about the type of coarse-grained variables. We consid-
ered a detailed example: for the case of the 1D Ising
model we explicitly calculated the mutual information re-
tained by an arbitrary coarse-graining and we perturba-
tively derived the corresponding effective coarse-grained
Hamiltonian. We showed the decay of longer-ranged and
many-body interactions with increasing RSMI, and ul-
timate convergence to the theoretically best solution, a
nearest-neighbour Hamiltonian. We also constructed in-
tuitive toy models highlighting the differences between
preferred solutions in one and higher dimensions, explain-
ing the numerical findings on 2D Ising model in Ref.[28].
The above results provide a formal underpinning for
the physical intuition behind the RSMI maximization:
the effective long-wavelength description of the system
is simple in terms of degrees of freedom which carry the
most information about its large scale behaviour. They
motivate us to postulate that the optimal RG coarse-
graining procedure for a given statistical physical system
is the one defined by maximizing the real-space mutual
information with the environment. It has the advantage
of being a model-independent variational principle, and
results in operationally desirable properties (a tractable
Hamiltonian).
This information-theoretic perspective may prove very
useful, both conceptually and practically. On the one
hand it reinforces the importance of information in phys-
ical systems, which, somewhat paradoxically given the
history of the subject, is better appreciated in the quan-
tum setting. This is especially pertinent to the RG pro-
gramme, which very naturally can be thought of as a
lossy compression scheme analogous to Ref. [39], and
could possibly offer a way around the known analytical
problems plaguing real-space procedures [32, 33]. On the
other hand, especially when combined with modern nu-
merical optimization or machine learning techniques, it
could allow for the extension and practical application of
the RG toolbox to systems which have so far been beyond
reach.
Consequently, a number of distinct further research di-
rections are possible, and called for. On the more formal
part of the spectrum, a mathematically rigourous inves-
tigation of the probability measure defined by the RSMI
coarse-graining, in the spirit of Refs. [32, 33, 40], is de-
sirable. Conceptually, an interesting question is whether
the type and number of coarse-grained variables can also
be variationally optimized (as opposed to being chosen
at the outset, as is usually the case) to retain the most of
the mutual information I(VΛ : E) studied in Sec.VI. This
would have the interpretation of “discovering” whether
the best variables to describe a system, originally given
in terms of, say, Ising spins, are the same, or rather some
emergent degrees of freedom are preferable (see also Refs.
[41–43]). It is ultimately related to the question of a bet-
ter physical understanding of the optimal variables in the
block, which the hidden spins couple to. More practically,
the results invite the application of the RSMI method to
the study of further physical systems, in particular ones
with more exotic phase transitions or disordered systems,
where real-space RG is indispensable [44]. To this end a
more numerical efficiency/stability-oriented investigation
of the ansatz itself as well as the optimization procedure
used would be beneficial, further leveraging the recent
progress in machine learning algorithms.
Finally, another obvious frontier is the quantum case,
where one can try to gradually coarse-grain the ground
state wave function. Indeed, information bottleneck ap-
proaches [39] have been recently extended to the quan-
tum realm [45]. In this setting the conditional probability
we used becomes a quantum channel. It would be inter-
esting to explore how the physics of quantum manifests
itself in properties of these optimal channels, and to see
whether this approach can be combined with MERA to
facilitate its interpretation and practical implementation.
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Appendix A: Mutual information
The mutual information Eq.(6) can equivalently be de-
fined by:
IΛ(H : E) = H(H)−H(H|E), (A1)
where:
H(H) = −
∑
H
PΛ(H) log(PΛ(H)), (A2)
H(H|E) = −
∑
H,E
PΛ(H, E) log
(
PΛ(H, E)
P (E)
)
, (A3)
are the Shannon entropy and conditional entropy, respec-
tively. It is a symmetric quantity. Positivity of mutual
information and of the conditional entropy, together with
the bound on entropy, immediately imply the following
inequalities:
0 ≤ IΛ(H : E) ≤ H(H), (A4)
where H(H) is the entropy ofH. The mutual information
IΛ(H : E) is also bounded by the mutual information of
the visibles and the environment:
IΛ(H : E) ≤ I(V : E), (A5)
which is obvious, since the hidden degrees of freedom
only couple to the environment via the visibles.
Throughout the text we also use the notion of condi-
tional mutual information, which, for any random vari-
ables E ,H,V generically can be defined via the so-called
chain rule:
I(E : H,V) = I(E : H) + I(E : V|H). (A6)
Appendix B: RSMI does not increase rangeness
Here we give the details of the argument in Sec.III. We
work directly in D dimensions and we spell out explicitly
the additional (reasonable) assumptions required, com-
pared to the 1D case.
Consider a generic short-ranged Hamiltonian with de-
grees of freedom X in D dimensions. For concreteness
let us assume a hypercubic lattice. We partition X into
hypercubic coarse-graining blocks Vj large enough, so
that only nearest-neighbour blocks interact. For the pur-
pose of this argument we arrange the blocks into paral-
lel (D − 1)-dimensional hyperplanes index by l so that
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X = ∪`X` with X` = ∪j∈J`Vj . Thus, in terms of the hy-
perplanes we end up with a quasi-one-dimensional struc-
ture. Let us choose an arbitrary hyperplane X0, denote
its immediate neighbours X±1 as the buffer B, and the
union of the remaining hyperplanes X`<−1 and X`>1 as
the environment E0(X0), or, in more detail, as left- and
right-environment EL/R(X0), respectively.
Assume now that the coarse-grained variables Hj for
the blocks Vj in X0 are constructed in such a way that
I(X ′0 : E0) = I(X0 : E0), where X ′0 = ∪j∈J0Hj . This
is the full information capture condition for the hyper-
plane, generalizing the condition for the single block in
1D (note though, that we still optimize variables Hj for
each block, and not some new collective hidden variables
for the entire hyperplanes). Strictly speaking, this re-
quires an additional assumption (compared to 1D) that
it is equivalent to assuming I(Hj : E0) = I(Vj : E0) sep-
arately for each individual block in the hyperplane X0.
This seems reasonable for a short-ranged Hamiltonian,
at least in the isotropic case. Under those assumptions
the probability measure on the coarse-grained variables
P (X ′), with X ′±1 integrated out and X ′0 clamped, factor-
izes:
P (X ′j≤2,X ′∗0,X ′j≥2) = P (X ′j≤−2,X ′∗0) · P (X ′∗0,X ′j≥2),
(B1)
where X ′∗0 denotes the clamped variable.
To show that, first note that from the full information
capture assumption it follows that:
I(E0 : X0|X ′0) = I(E0 : X0,X ′0)− I(E0 : X ′0)
= I(E0 : X0)− I(E0 : X ′0) = 0, (B2)
where the first equality is the chain rule for mutual infor-
mation and the second is due to the fact that the coarse-
grained variables X ′0 are a function of X0 only. Vanishing
of the mutual information is equivalent to the probability
distribution factorizing and therefore:
P (E0,X0|X ′0) = P (E0|X ′0)P (X0|X ′0). (B3)
Locality implies that I(EL : ER|X0) = 0 and thus:
P (EL, ER,X0|X ′0) = P (EL, ER|X0,X ′0)P (X0|X ′0)
= P (EL, ER|X0)P (X0|X ′0)
= P (EL|X0)P (ER|X0)P (X0|X ′0).
(B4)
Comparing Eqs.(B3) and (B4), we find that:
P (E0|X ′0)P (X0|X ′0) = P (EL|X0)P (ER|X0)P (X0|X ′0).
(B5)
For a given X ′0 let us denote the set of X0 such that
P (X0|X ′0) 6= 0 by {X0(X ′0)}. For all such “compatible”
X0 ∈ {X0(H0)} we can divide by P (X0|X ′0) and obtain:
P (E0|X ′0) = P (EL|X0)P (ER|X0). (B6)
Crucially, the left hand side does not depend on X0, and
so long as X0 ∈ {X0(X ′0)} the equality holds and the con-
ditional probability factorizes independently of particular
X0. We can be a bit more careful in this argument:
P (E0|X ′0) =
∑
X0
P (EL, ER,X0|X ′0)
=
∑
X0
P (EL|X0)P (ER|X0)P (X0|X ′0)
=
∑
X0∈{X0(X ′0)}
P (EL|X0)P (ER|X0)P (X0|X ′0)
= P (EL|X0(X ′0))P (ER|X0(X ′0)), (B7)
where we used Eq.(B4) in the second equality and
Eq.(B6) to take the X0-independent product from un-
der the restricted summation in the third. The last line
holds for any X0 ∈ {X0(X ′0)} and we thus constructed an
explicit factorization of P (EL, ER|X ′0), which implies:
I(EL : ER|X ′0) = 0 (B8)
and hence we can simply write:
P (EL, ER|X ′0) = P (EL|X ′0)P (ER|X ′0). (B9)
The factorization of conditional probability Eq.(B9) un-
der the full information capture assumption is the key
element in showing Eq.(B1).
Let us then consider the coarse-grained probability
measure defined by Eqs.(3) and (5):
P (X ′) =
∑
X
P (X )
∏
j
P (Hj |Vj). (B10)
Denoting the product of the block conditional probabil-
ity distributions in the hyperplanes by
∏
` P (X ′` |X`) and
integrating out X ′±1 we have:
P (X ′j≤2,X ′0,X ′j≥2) =
∑
X|`|6=1
P ({X`}|`|6=1)
∏
|`|6=1
P (X ′` |X`).
(B11)
Using the definition of conditional probability and the
fact that X ′0 only directly depends on X0 we have:
P ({X`}|`|6=1)P (X ′0|X0) ≡ P (E0,X0,X ′0)
= P (E0,X0|X ′0)P (X ′0),(B12)
which allows us to write:
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P (X ′j≤2,X ′0,X ′j≥2) =
∑
X|`|6=1
P (E0,X0|X ′0)P (X ′0)
∏
|`|6=0,1
P (X ′` |X`) = (B13)
=
∑
X|`|6=1
P (EL, ER|X ′0)P (X0|X ′0)P (X ′0)
∏
|`|6=0,1
P (X ′` |X`) = (B14)
=
∑
X|`|6=1
P (EL|X ′0)P (ER|X ′0)P (X0|X ′0)P (X ′0)
∏
|`|6=0,1
P (X ′` |X`) = (B15)
=
∑
X|`|6=0,1
P (EL|X ′0)P (ER|X ′0)P (X ′0)
∏
|`|6=0,1
P (X ′` |X`), (B16)
where to obtain Eq.(B14) we conditioned on X0 and
used the full information capture assumption to write
P (EL, ER|X0,X ′0) = P (EL, ER|X ′0), to obtain Eq.(B15) we
used the factorization Eq.(B9) and in the last line we per-
formed the summation over X0.
Equation (B15) shows that for a fixed (clamped) X ′0
the probability P (X ′j≤2,X ′0,X ′j≥2) factorizes into a prod-
uct over left and right environments. As described in the
main text, together with the arbitrariness of the choice of
the hyperplane this implies (barring a pathological fine-
tuned scenario in which integration over X±1 exactly can-
cels all pre-existing NNN couplings) that the effective
Hamiltonian in terms of new variables is still nearest-
neighbour (in all directions).
Appendix C: The effective Hamiltonian
1. Factorization of quenched averages
Factorization of the conditional probability distribu-
tion results in the factorization of expectations 〈O[X ]〉Λ,0
for any operator, which is a product of operators oj act-
ing on separate blocks, i.e. O[X ] = ∏nj=1 oj [Vj ]:
〈O[X ]〉Λ,0 [X ′] =
n∏
j=1
∑
Vj
oj [Vj ]PΛ,b(Vj |Hj)
=
n∏
j=1
〈oj [V]〉Λ,b [Hj ], (C1)
where the probability over which we average is:
PΛ,b(V|H) = e
Kb[V]
ZbPΛ,b(H)PΛ(H|V). (C2)
In particular, the factorization holds for the operators
Kk1 that appear in the expressions for the cumulants Eqs.
(15).
2. Parametrization of the RG rule using RBM
ansatz
The conditional probability distribution PΛ(H|V) is
parametrized using a Restricted Boltzmann Machine
(RBM) ansatz [46–48]. The RBMs belong to a family
of energy-based models, whose main purpose is to effi-
ciently approximate probability distributions, and, more
generally, they are an example of a growing class of ma-
chine learning techniques recently employed in a statisti-
cal physics or condensed matter setting [16, 28, 49–57].
In the RBM ansatz the joint probability of the visi-
ble and hidden degrees of freedom is approximated by a
Boltzmann distribution:
P (V,H) = 1
Z
e−EΛ(V,H), (C3)
with a quadratic energy energy function:
EΛ(V,H) = −
∑
i,j
λjivihj −
∑
i
αivi −
∑
j
βjhj , (C4)
where vi ∈ V, hj ∈ H and Λ collectively denotes the set
of parameters {λji}i,j , {αi}i and {βj}j , which are to be
variationally optimized so that PΛ(V,H) they define is
as close as possible to the target distribution P (V,H).
Note that the energy function only couples the visible to
the hidden degrees of freedom, and includes no couplings
within the visible or the hidden sets. This pecularity
(which the word “restricted” in RBM refers to) is crucial
to the existence of fast algorithms [58] for training and
sampling from the trained distribution PΛ(V,H).
The conditional probability is then given by:
PΛ(H|V) = e
−EΛ(V,H)∑
H e−EΛ(V,H)
. (C5)
It is easy to see that the parameters {αi}i drop out in
PΛ(H|V). Additionally, because of the Ising Z2 symme-
try the bias (magnetic field) term for hj is not allowed:
βi = 0 for all i. Due to the absence of interactions be-
tween hiddens, the expression factorizes and the summa-
tion over H is trivial. In the case of a 1D system and a
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single hidden spin H = {h} the conditional probability
is then given explicitly by:
PΛ(H|V) = 1
1 + e−2h
∑LV
i=1 λivi
, (C6)
with Λ = {λi}i. The choice of the parameters defines the
RG rule. It is intuitively clear that while one could, in
principle, consider any choice of Λ, the physically mean-
ingful choices would correspond to the limit ||Λ||2 →∞,
i.e. when the value of h actually strongly depends on
v. In that limit Eq.(C6) becomes a Heaviside function.
This is also what happens in practice during the RSMI
training (see Supplemental Materials in Ref. [28]).
Thus the virtue of the RBM ansatz is twofold: first,
it provides an efficient tool from the algorithmic per-
spective of RSMI implementation, and second, it also
provides a well-behaved, differentiable analytical ansatz,
which we use to explicitly calculate the quantities of
interest. We emphasize though, that conceptually the
RBM ansatz is not essential to the RSMI approach. Any
other parametrization of PΛ(H,V) can also be used, at
the expense of having to devise efficient algorithms to fix
parameters of this new ansatz.
Appendix D: The 1D Ising model
For the 1D Ising model, Eq.(18) and a single hidden
spin we define:
Vj = {x(j−1)LV+1, x(j−1)LV+2, . . . , xjLV}, (D1a)
Hj = {hj}. (D1b)
The Hamiltonian decomposition Eq.(11) gives:
Kb[V] = K
LV−1∑
i=1
vivi+1, (D2)
K1[X ] = K
n∑
j=1
xjLVxjLV+1 (D3)
with the partition functions Z0 =
∏n
j=1 Zb, where Zb =∑
V e
Kb[V].
The 1D Ising model with nearest neighbor interactions
can be solved exactly using the method of transfer ma-
trices. To this end define the transfer matrix T with
components: 〈x1|T |x2〉 := eKx1x2 . The matrix elements
of arbitrary integer powers of T can be computed by di-
agonalization:
〈x1|Tm |x2〉 = 1
2
(2 cosh(K))
m
(1 + x1x2 tanh(K)
m) .
(D4)
1. Exact decimation
For the purpose of numerical comparison with the
RSMI solution we perform one step of the exact deci-
mation RG transformation Eq.(20). Following Eq.(4):
eK
′[X ′] =
∑
X
n∏
j=1
PΛ(Hj |Vj)eK
∑N
i=1 xixi+1
=
∑
X
n∏
j=1
PΛ(x
′
j |{x2j−1, x2j})
×〈x2j−1|T |x2j〉
〈
x2j
∣∣T ∣∣x2(j+1)−1〉
=
n∏
j=1
〈
x′j
∣∣T 2 ∣∣x′j+1〉 , (D5)
because for every block j the delta-like conditional prob-
ability PΛ(x
′
i|{x2j−1, x2j}) strictly enforces x′j = x2j−1
and does not involve x2j . Thus, x2j can simply be inte-
grated out. The above has, up to a multiplicative con-
stant ec
′
, the same form as eK[X ] with a new coupling
constant K ′, such that we can set ec
′
T ′ = T 2. From that
we obtain:
c′ =
1
2
log(4 cosh(2K)), (D5a)
K ′ =
1
2
log(cosh(2K)), (D5b)
such that the renormalized Hamiltonian is:
K′[X ′] = n
2
log(4 cosh(2K)) +K ′
n∑
i=1
x′ix
′
i+1. (D6)
2. The effective Hamiltonian
Here we compute the effective block parameters
Eq.(24) of the 1D Ising model for general block size LV .
Using Eq.(D4), the partition function of intra-block
contribution to Hamiltonian is given by:
Zb =
∑
V
LV−1∏
i=1
〈vi|T |vi+1〉 =
∑
v1,vLV
〈
v1
∣∣TLV−1 ∣∣vLV 〉
= 2(2 cosh(K))LV−1. (D7)
The expectations of powers of inter-block couplings
K1[X ]k appearing in the cumulant expansion can be writ-
ten as a sum of products of operators acting on single
blocks (see Appendix C 1). We have:
K1[X ]k =
K n∑
j=1
xj·LVxj·LV+1
k (D8)
= Kk
∑
∑n
j=1 kj=k
k!∏n
j=1 kj !
n∏
j=1
(xj·LVxj·LV+1)
kj
︸ ︷︷ ︸
=:O
.
We now consider one term in the above sum and rear-
range the factors according to blocks:
O =
n∏
j=1
x
kj−1
(j−1)LV+1x
kj
jLV︸ ︷︷ ︸
=:oj
. (D9)
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Depending on the values of kj−1 and kj , the block-
operator oj is one of the following three operators:
x(j−1)LV+1, xjLV or x(j−1)LV+1xjLV . Hence, the aver-
age 〈O〉Λ,b factorizes into:〈
x(j−1)LV+1
〉
Λ,b
[Hj ], (D9a)
〈xjLV 〉Λ,b [Hj ], (D9b)〈
x(j−1)LV+1xjLV
〉
Λ,b
[Hj ]. (D9c)
The Z2 symmetry of the 1D Ising model can be used to
extract the dependence of PΛ,b(h) and the above three
quantities on the single hidden spin h:
PΛ,b(h) =
∑
V
eKb[V]
Zb
PΛ(h|V)︸ ︷︷ ︸
=PΛ(−h|−V)
(D10)
=
∑
V
eKb[V]
Zb
PΛ(−h|V) = PΛ,b(−h),
where we used the fact that for Z2-symmetric system the
coarse-graining satisfies PΛ(H|V) = PΛ(−H| − V). Since
PΛ,b(h) is normalized we have:
PΛ,b(h) =
1
2
. (D11)
For any operator Op[V] with definite V-parity p = ±1
given by Op[−V] = pOp[V], we find using similar argu-
ments that:
〈Op[V]〉Λ,b [h] = p 〈Op[V]〉Λ,b [−h], (D12)
since PΛ,b(−V| − h) = PΛ,b(V|h). Hence 〈Op[V]〉Λ,b [h]
also has definite h-parity p.
Since h only assumes values ±1, then p = +1 implies
that the average is actually independent of h, while p =
−1 implies it is linear in h. Thus:〈
x(j−1)LV+1
〉
Λ,b
[h] = 〈v1〉Λ,b [1] · h, (D12a)
〈xjLV 〉Λ,b [h] = 〈vLV 〉Λ,b [1] · h, (D12b)〈
x(j−1)LV+1xjLV
〉
Λ,b
[h] = 〈v1vLV 〉Λ,b [1]. (D12c)
The last expression can actually be explicitly calculated,
independently of the choice of RG rule:
〈v1vLV 〉Λ,b [1] = (2 cosh(K))−(LV−1) (D13)
×
∑
V
v1vLV e
Kb[V]PΛ(1|V).
Since vi = ±1 we also have:
eKb[V] =
LV−1∏
i=1
evivi+1 (D14)
= cosh(K)LV−1
LV−1∏
i=1
(1 + vivi+1 tanh(K)) .
Every term in the expanded expression is of the form
O[V] tanh(K)m for an operator O, which is a product of
several consecutive pairs vivi+1. If O has even V-parity
and v1vLVO[V] is not independent of V, then:∑
V
v1vLVO[V]PΛ(1|V) =
∑
V
v1vLVO[V]PΛ(−1| − V)︸ ︷︷ ︸
=1−PΛ(1|−V)
= −
∑
V
v1vLVO[V]PΛ(1|V)
= 0. (D15)
Thus, only O of odd V-parity and those for which
v1vLVO[V] is independent of V can contribute to
Eq.(D13). However, eKb[V] contains only two such con-
tributions: 1 and v1vLV tanh(K)
LV−1. It follows that:
〈v1vLV 〉Λ,b [1] = tanh(K)LV−1 =: b, (D16)
i.e. it is a Λ-independent constant. The remaining two
averages depend on the choice of Λ, and closed expres-
sions for them are given below for the case of block size
LV = 2.
As discussed previously, the cumulants can be ex-
pressed in terms of the effective block-parameters
Eqs.(24). The actual computations can be done by brute-
force summation of all possible terms in Eq.(25). This,
however, is rather impractical for obtaining higher or-
der cumulants. We have instead implemented a simple
algorithm based on the combinatorial considerations dis-
cussed in the main text.
3. The case of LV = 2 blocks: discussion of the
numerical results
Specializing to blocks of two visible spins results in:
K′[X ′] = N
2
log(2 cosh(K)) +
∞∑
n=0
1
n!
Cn(X ′) (D17)
and the effective block-parameters are found to be:
a1 =
2 (cosh(λ1) sinh(λ1) + cosh(λ2) sinh(λ2) tanh(K))
cosh(2λ1) + cosh(2λ2)
,
a2 =
2 (cosh(λ2) sinh(λ2) + cosh(λ1) sinh(λ1) tanh(K))
cosh(2λ1) + cosh(2λ2)
,
b = tanh(K). (D18)
As discussed in the main text, both the two-point
correlator as a function of distance between the spins
[Fig.(8)] and the m-point correlator as a function of the
number of consecutive spins m [Fig.(9)] decay exponen-
tially for small K for the RSMI-favoured solution (i.e.
decimation). This solution, unsurprisingly, is decima-
tion, which can be seen from Figs.(4) and (5). Addi-
tionally in Fig.(10) we show the convergence to large-λ
results shown in Fig.(5a) with increasing order of cumu-
lant expansion.
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FIG. 8. Logarithmic plot showing the exponential decay
of the two-point correlator K′2(`) with distance ` at K =
0.1. The blue data points represent the results obtained from
the cumulant expansion of the RSMI-favoured solution up
to tenth order, while the yellow line shows the exponential
decay with decay length obtained from the first two points.
For small K, where the cumulant expansion is expected to be
accurate, the two-point correlator decays exponentially.
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FIG. 9. Logarithmic plot showing the exponential decay
of the nearest neighbor m-point correlator K′m(1) with m at
K = 0.1. The blue data points represent the results obtained
from the cumulant expansion of the RSMI-favoured solution
up to tenth order, while the yellow line shows the exponential
decay with decay length obtained from the first two points.
Only points for even m are present, as Km(1) = 0 for odd m
due to reasons of symmetry. Again, at small K, the two-point
correlator decays exponentially.
We also comment on the asymmetry (around 0) of the
curves in Figs.(5a,b). The curves result from traversing
the path λ(cos θ, sin θ) in Fig.(4), which is not fourfold
symmetric (instead there are two reflection symmetries
with respect to the diagonals). Starting from θ = 0
at the peak, the trajectory traces out the lower branch
of the curves in Figs.(5a,b) reaching the lowest point at
θ = pi/4, before turning around and exactly retracing the
trajectory towards the peak at θ = pi/2. The trajectory
then moves on the upper branch reaching the uppermost
point at θ = 3pi/4 and retracing towards peak again at
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FIG. 10. The ratio between next-nearest-neighbour and
nearest-neighbour coupling constants is plotted versus the
mutual information for different orders of the cumulant ex-
pansion (see inset legend). The curves are obtained by
parametrizing the RG rule by (λ1, λ2) = λ(cos(θ), sin(θ)) and
varying θ ∈ [0, pi].
θ = pi/2. This exact retracing is due to two indepen-
dent Z2 symmetries: that of the Ising model and that
of the mutual information. Since Z2 × Z2 is not isomor-
phic to Z4 we do not have a fourfold symmetry in Fig.(4)
and consequently we do not have a symmetry around 0
in Figs.(5a,b). Physically this is easily understood: the
mutual information in Fig.(4a) on the λ1 = −λ2 diagonal
is lower than on the λ1 = λ2 one since for the ferromag-
netic Ising model we simulated the neighbouring spins
are more likely to be aligned than not. Then for the ma-
jority of the spin configurations we have: λ1v1−λ2v2 = 0
on the λ1 = −λ2 diagonal and hence the coarse-graining
rule decides the orientation of the effective spin at ran-
dom, reducing the mutual information.
We emphasized before that the physically relevant
coarse-graining rules are in the limit of large ||Λ||2. For
small values of ||Λ||2 the coarse-graining rule is essentially
independent of the underlying variables V (or equiv-
alently the rule can be thought of as having a large
white noise component). This manifests itself in Fig.(4a)
by low mutual information in the centre. Nevertheless
Figs.(4b,c) seem to have some (differently looking) ar-
eas of vanishing “rangeness” and “m-bodyness” ratios
in the centre. Those are entirely accidental and non-
universal. It is important to understand that since the
central area corresponds to entirely randomly deciding
the coarse-grained spin, the effective Hamiltonian (which
would therefore have hardly anything to do with the
physics of the underlying system) would not even contain
nearest neighbour terms. The central areas in Figs.(4b,c)
thus correspond to ratios of two vanishing quantities.
Similarly in Fig.(5a) the position of the peak not being
exactly at 0 for small ||Λ||2 is exactly due to the acciden-
tal features in the centre of Figs.(4b).
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A slightly more practical lesson can be taken from
Fig.(4c), where even for larger λ multiple crossing of the
0-axis can be observed (i.e. the “m-bodyness” ratio van-
ishes also for some smaller value of mutual information,
compared to the value at the peak, when the “rangeness”
ratio is still large). This is also accidental, but teaches
us that the proper metric to observe is the saturation
of the mutual information (corresponding to the peak)
and not the vanishing of some particular coefficient in
the Hamiltonian (which may be accidental).
4. Mutual information
Here we explicitly calculate the information-theoretic
quantities studied in the main text for the case of the NN
Ising model in 1D given by Eq.(18), with a visible region
of size LV is coupled to a single hidden spin H = {h}.
The system is split into four regions [see Fig.(2)] with
their respective sizes satisfying N = LV+2LB+2LE+LO.
We denote the spin variables in the three inner regions
of the system by:
V = {v1, v2, . . . , vLV}, (D18a)
B = {b−LB , b−LB+1, . . . , b−1, b1, b2, . . . , bLB},(D18b)
E = {e−LE , e−LE+1, . . . , e−1, e1, e2, . . . , eLE}.(D18c)
a. Mutual information between the hidden degree of
freedom and the environment
The mutual information can be calculated from
Eq.(A1). Since H is a binary random variable, the two
entropies appearing in Eq.(A1) can be rewritten in terms
of the binary entropy h2 defined in Eq.(26):
H(H) = h2 (PΛ(h = 1)) , (D19)
H(H|E) = 〈h2 (PΛ(h = 1|E))〉E , (D20)
with the conditional probability distribution:
PΛ(H|E) =
∑
X\E PΛ(H|V)P (X )
P (E) . (D21)
Thus, the mutual information is given by:
IΛ(H : E) = h2 (PΛ(h = 1))− 〈h2 (PΛ(h = 1|E))〉E .
(D22)
The relevant probability distributions, PΛ(h) and
PΛ(h|E), can be computed using transfer matrices (the
result is always given in the limit LO → ∞). For the
former, we observe that:
P (V) =
∑
B,E,O
P (X ) = 1
Z
∑
B,E,O
N∑
i=1
〈xi|T |xi〉
=
eKb[V]
Zb
, (D23)
which implies that:
PΛ(h) =
∑
V
P (h|V)P (V) = PΛ,b(h), (D24)
in the thermodynamic limit. We have already found
PΛ,b(h) in Eq. (D11) to be
1
2 , such that the first term
in equation (D22) gives h2(1/2) = log(2). The other rel-
evant probability distribution is:
PΛ(h|E) =
∑
V
P (h|V)P (V|E), (D25)
where P (h|V) is given by the RBM-ansatz Eq.(C6) and
to obtain P (V|E) the two distributions P (V, E) and P (E)
need to be computed. In the thermodynamic limit LO →
∞, we obtain by Eq.(D4):
P (V, E) =
∑
B,O
P (X ) = 1
Z
∑
B,O
N∑
i=1
〈xi|T |xi〉
=
1
4
(1 + v1e−1G(LB + 1)) (1 + v2e1G(LB + 1))
× e
K
∑
〈e,e′〉 ee′
(2 cosh(K))2(LE−1)
eKb[V]
Zb
, (D26)
since tanh(K)m → 0 for m→∞ and finite K, and Z =
(2 cosh(K))N in the thermodynamic limit. Similarly:
P (E) =
∑
V,B,O
P (X ) = 1
Z
∑
V,B,O
N∑
i=1
〈xi|T |xi〉
=
1
4
(1 + e−1e1G(LV + 2LB + 1))
× e
K
∑
〈e,e′〉 ee′
(2 cosh(K))2(LE−1)
. (D27)
Thus:
P (V|E) = (1 + e−1v1G(LB + 1)) (1 + vLV e1G(LB + 1))
1 + e−1e1G(LV + 2LB + 1)
×e
Kb[V]
Zb
, (D28)
which results in:
PΛ(h|E) = 1
2
∑
V
PΛ,b(V|h) 1 + e−1v1G(LB + 1)
1 + be−1e1G(2(LB + 1))
,
× (1 + vLV e1G(LB + 1)) , (D29)
where we recognized PΛ,b(V|h) from Eq.(C2) and used
the fact that:
G(LV + 2LB + 1) = tanh(K)LV−1G(2(LB + 1))
= bG(2(LB + 1)). (D30)
By expanding the numerator, we can rewrite the above
in terms of averages 〈·〉Λ,b, and using Eq. (24) we obtain:
PΛ(h|E) = 1 + h(a1e−1 + a2e1)G(LB + 1)
2 (1 + be−1e1G(2(LB + 1)))
× be−1e1G(2LB + 2)
2 (1 + be−1e1G(2(LB + 1)))
. (D31)
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We observe that PΛ(h|E) only depends on the environ-
ment through {e−1, e1}, such that the sum over the re-
maining environment spins in the average over P (E) can
be performed explicitly, and we are left with an average
over the marginal distribution:
P (e−1, e1) =
1
4
(1 + e−1e1G(2LB + 3)) . (D32)
Finally, we can gather the results and obtain:
IΛ(H : E) = log(2)−
∑
e−1,e1
P (e−1, e1)h2
(
1 + (a1e−1 + a2e1)G(LB + 1) + be−1e1G(2LB + 2)
2 (1 + be−1e1G(2LB + 2))
)
. (D33)
Note that the full Λ-dependence resides in the block pa-
rameters a1 and a2 (b turns out to be Λ-independent),
calculated in Eqs.(D18).
b. Mutual information between the visibles and the
environment
Equation (8) states that the mutual information be-
tween the hiddens and the environment, IΛ(H : E), is
bounded from above by the mutual information between
the visibles and the environment, I(V : E). We now com-
pute the latter explicitly. By definition:
I(V : E) =
∑
V,E
P (V, E) log
(
P (V, E)
P (V)P (E)
)
, (D34)
where all the probability distributions involved are al-
ready known, see Eqs.(D23), (D26) and (D27). Observe
that the expression inside the logarithm only depends on
the four spins e−1, v1, vLV and e1, such that the sum over
all other spins can be performed explicitly. We obtain:
I(V : E) =
∑
e−1,v1,
vLV ,e1
P (e−1, v1, vLV , e1) log
(
(1 + e−1v1G(LB + 1)) (1 + vLV e1G(LB + 1))
1 + e−1e1G(LV + 2LB + 1)
)
, (D35)
P (e−1, v1, vLV , e1) =
1
16
(1 + e−1v1G(LB + 1)) (1 + v1vLVG(LV − 1)) (1 + vLV e1G(LB + 1)) . (D36)
5. The case of larger blocks
For the case of LV > 2 additional subtleties are
present. These can be attributed to differently broken
symmetries in the mutual information and in the effec-
tive Hamiltonian.
On the level of interactions, the translation symmetry
is explicitly broken by the Hamiltonian decomposition in
Eq.(11) and subsequent cumulant expansion. This is not
merely a feature of the method of evaluation but rather
a consequence of using a block-spin RG scheme: interac-
tions of the spins in the same block are inherently treated
differently from interactions of the spins from different
blocks. However, the full translational symmetry may
sometimes be effectively restored. This happens for in-
stance in the case of a decimation, when for any block size
LV it does not matter which single spin exactly is chosen
in the block – the same effective Hamiltonian results.
When computing the mutual information, on the other
hand, the full symmetry is not restored for LV > 2. The
spins in the interior of the block are always coupled to
the environment more weakly that the ones on the edges.
Thus, we end up with two quantities, the renormalized
Hamiltonian K′ and the mutual information IΛ(H : E),
which have different symmetry properties. For example,
for LV = 3 in the 1D Ising case, from the point of view
of mutual information we have two equivalent optimal
solutions (coupling to left-most and right-most spins in
the block), but it is intuitively clear that coupling to the
center spin is equally good.
One important consequence is that the “rangeness”,
for instance, is not a monotonic function of mutual in-
formation in the full parameter space. Crucially though,
any global maximum of mutual information corresponds
to a global minimum of rangeness (but there could be
additional equivalent solutions, just as the centre spin
in the LV = 3 decimation). The RSMI maximization
is thus a sufficient criterion for a good RG transforma-
tion. However, further investigation of these effects for
21
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.5
1.0
1.5
FIG. 11. The mutual information IΛ(H : E) and I(VΛ : E) for decimation (blue) and majority rule (yellow) procedures in
the 1D periodic toy model Eq.(E1), obtained by coupling the environment spins e1,2 in the model Eq.(33) with a coupling
KE = 1.5 (the value shown). Compare with Fig.(6), for which all other paramaters are the same. Similarly, two parameter
regimes are shown: (a) Strong coupling to the environment/ low temperature KVE (recall that the coupling constants contain a
factor of β = 1/kBT ) (b) Weak coupling KVE . The solid lines differ from the dashed lines of the same colour by the mismatch
I(VΛ : E|H) (see main text). Note, that the introduction of KE coupling, rendering the environment simply connected also in
this 1D case, greatly reduces the difference between the two RG rules.
larger coarse-graining blocks might prove useful (see also
some numerical results for the 2D Ising model case in the
Supplementary Materials of Ref. [28]).
Appendix E: Toy models
1. 1D system
To illustrate the influence of the environment E being
simply connected or not, we modify the 1D toy model
Eq.(6) by introducing additional coupling KE between
the environment spins e1,2, effectively making the system
periodic (and thus the environment simply connected):
K = KVE(e1v1 + v2e2) +KVv1v2 +KEe1e2. (E1)
This changes two things: on the one hand the visibles
become more strongly coupled to each other. On the
other, since the environment, for fixed V, cannot now be
thought of as being composed of two independent random
variables E1 and E2, but rather a single one, the informa-
tion about the environment copied into the visible spins
v1,2 is much more correlated. This has the effect of re-
ducing the mismatch I(VΛ : E|H). Indeed, as seen in Fig.
11, for the same values of all other parameters as in the
non-periodic case of Fig.(6), the discrepancy between the
mutual information retained by the two coarse-graining
rules is significantly decreased. Note though, that deci-
mation still is (marginally) better.
2. 2D system
As discussed in the main text, the situation that
presents itself in a two-dimensional system is qualita-
tively different. We consider the toy model with the
Hamiltonian given by Eq.(34). Since all visibles couple to
the same environment E , which is now a single variable
E ∈ {−4,−3, . . . , 4}, in an identical fashion, each copies
the same amount of information (at KV = 0). Similar
to the 1D case VΛ captures more information about E if
the coupling is more evenly distributed among the visi-
bles. Additionally, with the connected environment, this
has the effect of amplifying the shared information about
E in each visible spin by averaging out the independent
noise. While coupling to VΛ always leads to more com-
pression loss I(VΛ : E|H), compared to decimation, the
scale of the two effects is different such that in the 2D
(and presumably also in higher-dimensional) case the in-
formation gain when coupling to more visibles outweighs
the compression loss, as seen in Fig.(7).
