Research for advanced traveler information systems (ATIS) has been focused on urban roads. However, research for short-term traffic prediction on all categories of highways is needed, as highway agencies expect to implement intelligent transportation systems across their jurisdictions. In this study, genetic algorithms were used to design time delay neural network (TDNN) models as well as locally weighted regression models to predict short-term traffic for six rural roads from Alberta, Canada. These roads are from various trip-pattern groups and functional classes. Refined TDNN models developed in this study can limit most average errors less than 10% for all study roads. Refined regression models show even higher accuracy. Average errors for the refined regression models are less than 2% for roads with stable patterns. Even for roads with unstable patterns, average errors are below 4%, and the 95th percentile errors are less than 7%. It is believed that such accurate predictions would be useful for highway agencies to implement statewide ATIS.
Introduction
Intelligent transportation systems (ITSs) are expected to alleviate traffic problems around the world. Research on advanced traveler information system (ATIS), which is the "core" of an ITS, is becoming increasingly important. The success of an ITS largely depends on accurate short-term traffic predictions from an ATIS. Extensive research for short-term traffic prediction was carried out in the past. The methodologies used can be broadly categorized into historical average approach (Stephanedes et al. 1981; Jeffrey et al. 1987; Kaysi et al. 1993 ), neural network model (Smith and Demetsky 1994; Dougherty and Cobbett 1997; Zhang et al. 1997; Park et al. 1998; Yun et al. 1998) , regression analysis (Lingras et al. 2000 (Lingras et al. , private communication 2002 , time series approach (Ahmed and Cook 1979; Lee and Fambro 1999) , and adaptive filtering techniques (Lu 1990; Zhang et al. 1997 ). These studies generally tested a few techniques on a certain type of road (e.g., urban freeway) and try to find a suitable model for the road(s) under study. Therefore, it is not possible to assess the applicability of the developed models on other roads. Lingras et al. (2000) demonstrated that the prediction problem varies for different type of roads. However, their study only considered prediction of daily traffic volume. These models are not useful in an ATIS. In this study, both genetically designed neural network models and regression models were applied to various types of roads to investigate the relationship between model's suitability and underlying data structure. The generic applicability of a technique to different types of roads is an important feature, because it demonstrates that other practitioners can use the technique in their jurisdictions. It is evident from previous research that the emphasis has been placed on urban roads and usually only one type of road (e.g., freeways) was investigated in a study. There is little ATIS research for rural roads. However, highway agencies expect the ITS deployment on all categories of roads across their jurisdictions. The demands for accurate short-term traffic prediction on different categories of roads exist. For example, the Minnesota Department of Transportation (1999) and Washington State Transportation Center (1996) are studying the feasibility of implementing ATIS for urban and rural highway networks. Washington State has developed taxonomy and specified evaluation mechanisms for each category. The Minnesota Department of Transportation has acknowledged the need for ATIS for urban as well as rural highway networks. There are many interesting applications for ATIS in rural areas as well. For example, when some roads or lanes are closed due to the accidents or maintenance, predicting short-term traffic is needed for roads under study and other possible rerouting roads. Rural freeways are usually connected with various other types of roads. Traffic management and control on these freeways may rely on accurate short-term predictions for the connected roads. Then proper rerouting or ramp controls can be implemented to avoid congestion. Toll authorities are particularly interested in the ability to forecast short-term traffic, because forecasts affect the number of toll collectors assigned to work on specific days or during specific periods (FHWA 1997 The ATIS developed for different categories of highways will require different analysis. That is, models based on different techniques and data structures should be applied to different roads. For example, Yun et al. (1998) applied three neural network models, namely the back-propagation model, the finite impulse response (FIR) model, and the time-delayed recurrent model, to three different data sets collected from interstate highways, intercity highways, and urban intersections. It was found that the timedelayed recurrent model outperformed other models in forecasting very randomly moving data-collected from urban intersections, and the FIR model showed better prediction accuracy for relatively regular periodic data collected from interstate and intercity roads. The ATIS research for different types of roads can bring insight to the model setup for implementing ITS in both urban and rural areas.
The process of developing an appropriate model for projecting traffic conditions includes choosing input and output parameters, as well as the projection technique. The determination of output parameters is based on the data of interest. The input parameters are selected with a view towards maximizing the accuracy of predictions. Kalyar (1998) experimented with a large set of input variables, and used a subjective elimination process to find a smaller input subset. Dougherty and Cobbett (1997) used a stepwise method to reduce the network size by testing the elasticity of large neural networks. The general assumption in such elimination processes is that the smaller subset of input variables would guarantee little or no loss of accuracy. This study uses a more objective technique based on genetic algorithms (GAs) to select the input variables for designing optimal regression and neural network models. Lingras et al. (private communication 2002) compared genetically designed models with subjectively designed models used by Kalyar (1998) and it was found that genetically designed models achieved superior performance. Choice of an appropriate technique also involves experimentation to test the accuracy of the projections and depends on the characteristics of the model, in terms of its feasibility for long-term implementation. Lingras et al. (private communication 2002) used genetically designed regression and neural network models to predict shortterm traffic on Sunday afternoons for a recreational road. This study is an extension of Lingras et al.'s study (private communication 2002) by applying same techniques to six roads from different trip pattern groups and functional classes in Alberta, Canada. Variations of model's accuracy on different roads reflected the interaction between forecasting techniques and underlying data structures. Study results indicated that different models should be applied to roads belonging to different trip pattern groups, and even different functional classes, because they may have quite different short-term traffic patterns.
Applied Techniques
Three techniques were used in this study. Locally weighted regression analysis and time delay neural networks (TDNN) were utilized as forecasting tools. Genetic algorithms were used to choose final inputs from a large number of candidate variables for the models. This section gives a brief review to these techniques.
Locally Weighted Regression Analysis
A variant regression analysis called locally weighted regression was used in this study. Locally weighted regression is a form of instance-based (or memory-based) algorithm for learning continuous mappings from real-valued input vectors to real-valued output vectors. Local methods assign a weight to each training observation that regulates its influence on the training process. The weight depends upon the location of the training point in the input variable space relative to that of the point to be predicted. Training observations closer to the prediction point generally receive higher weights (Friedman 1995) . The local weighted regression program used in this study was downloaded from the web site (Locally weighted polynomial regression 2001).
Model-based methods, such as neural networks and general linear regression analysis, use the data to build a parametric model. After training, the model is used for predictions and the data are generally discarded. In contrast, "memory-based" methods are nonparametric approaches that explicitly retain the training data, and use it each time a prediction needs to be made. Locally weighted regression is a memory-based method that performs regression around a point of interest using only training data that are "local" to that point. One recent study demonstrated that locally weighted regression was suitable for real-time control by constructing a locally weighted-regression-based system that learned a difficult juggling task (Schaal and Atkeson 1994) .
Time Delay Neural Networks
The variant of neural network used in this study is called TDNN (Hecht-Nielsen 1990) . It consists of three layers: input layer, hidden layer, and output layer. Each layer has one or more neurons. There are connections between neurons for processing the information. The input layer receives the information from the outside. The input layer neurons send information to the hidden layer neurons. The neurons in the hidden layer are part of the large internal abstract patterns which represent the neural network's solution to the problem. The output neurons provide the neural network's response to the input data. Fig. 1 shows an example of a TDNN, which are particularly useful for time series analysis. The neurons in a given layer can receive delayed input from other neurons in the same layer. For example, the network in Fig. 1 receives a single input from the external environment. The remaining nodes in the input layer get their input from the neuron on the left delayed by one time interval. The input layer at any time will hold a part of the time series. Such delays can also be incorporated in other layers.
Neurons process input and produce output. Each neuron takes in the output from many other neurons. Actual output from a neuron is calculated using a transfer function. In this study, a sigmoid transfer function is chosen because it produces a continuous value in the range [0, 1] . A neuron in a given layer is connected to neurons ͑n 1 , n 2 …n m ͒ in the previous layer. The connec- tion from n j to n i has the weight w ji . The weights of the connections are initially assigned an arbitrary value between 0 and 1. The appropriate weights are determined during the training phase. Input to the n i is obtained using the following equation:
Output from the n i is calculated using a sigmoid transfer function as
where gainϭparameter that is used to adjust the slope of the sigmoid function. Usually −1 is used as the gain in most applications.
It is necessary to train a neural network model on a set of examples called the training set so that it adapts to the system it is trying to simulate. Supervised learning is the most common form of adaptation. In supervised learning, the correct output for the output layer is known. Output neurons are told what the ideal response to input signals should be. In the training phase, the network constructs an internal representation that captures the regularities of the data in a distributed and generalized way. The network attempts to adjust the weights of connections between neurons to produce the desired output. The back-propagation method is used to adjust the weights, in which errors from the output are fed back through the network, altering weights as it goes, to prevent the repetition of the error. The training process will continue until the maximum training cycle or the predefined error threshold is reached. Then the neural network is tested using an independent data set. If test results are satisfactory, the network is ready for predictions (Hecht-Nielsen 1990; Lawrence 1993).
Genetic Algorithms
Genetic algorithms and simulated annealing (SA) are stochastic search algorithms that attempt to strike a balance between the need to explore the solution space of a problem and the need to focus on the most promising parts of that space. The origin of GAs is attributed to Holland's work (Holland 1975 ) on cellular automata. There has been significant interest in GAs over the last 2 decades (Buckles and Petry 1994) . The range of applications of GAs includes such diverse areas as: job shop scheduling, training neural networks, image feature extraction, and image feature identification. Previous research showed that GAs consistently outperformed both classical gradient search techniques and various forms of random search on more difficult problems, such as optimizations involving discontinuous, noisy, high-dimensional, and multimodal objective functions (Grefenstette 1986) .
The GA is a model of machine learning, which derives its behavior from a metaphor of the processes of evolution in nature. In practice, the genetic model of computation can be implemented by having arrays of bits or characters to represent the chromosomes c = ͑c i ͉ 1 ഛ i ഛ n͒, where c i is called a gene. Simple bit manipulation operations allow the implementation of crossover, mutation, and other operations. The crossover operator creates new individuals called offspring, by recombining the genetic material of two individuals, deemed the parents. Individuals with higher fitness scores are selected with greater probability to be parents and "pass on" their genes to the next generation. The mutation operator randomly alters one or more genes in an individual. Mutations add genetic diversity to the population.
The GAs attempt to construct a good individual by starting with a population of randomly generated individuals. From there on, the genetic operations, in concert with the fitness measure, operate to improve the population.
In this study, each candidate input was encoded as a gene. Individuals having a given number of genes were put into evolution process for finding the best one whose genes-selected inputs have maximum correlation with output.
Genetic Algorithms for Designing Neural Network and Regression Models
Many researchers have used GAs to determine neural network architectures. Harp et al. (1989) and Miller et al. (1989) used GAs to determine the best connections among network units. Montana and Davis (1989) used GAs for training the neural networks. Chalmers (1991) developed learning rules for neural networks using GAs. Hansen et al. (1999) used GAs to design TDNNs, which included the determination of important features such as number of inputs, the number of hidden layers, and the number of hidden neurons in each hidden layer. Hansen et al. (1999) applied their networks to model chemical process concentration, chemical process temperatures, and Wolfer sunspot numbers. Their results clearly showed advantages of using TDNN configured using GAs over other techniques including conventional autoregressive integrated moving average methodology as described by Box and Jenkins (1970) .
Hansen et al.'s approach (1999) consisted of building neural networks based on the architectures indicated by the fittest chromosome. The objective of the evolution was to minimize the training error. Such an approach is computationally expensive. Another possibility that is used in this study is to choose the architecture of the input layer using genetic algorithms.
Time series modeling is based on the assumption that the historical values of a variable provide an indication of its value in the future. Based on the available information and pattern analysis, it is possible to make a reasonable assumption about the appropriate length of the history that may be useful for predicting the value of a variable. If all the historical values in the input layer were used in the TDNN calculations, it would lead to an unwieldy network. Such a complex network may hinder the training process. A solution to such a problem is selective pruning of network connections. Lingras and Mountford (2001) proposed the maximization of linear correlation between input variables and the output variable as the objective for selecting the connections between input and hidden layers. Since such an optimization was not computationally feasible for large input layers, GAs were used to search for a near optimal solution. Their approach selected a subset of variables from input layer, which have the maximum linear correlation with the output variable among all possible combinations. Once the most correlated subsets are chosen, they are used to design a TDNN. It should be noted here that since the input layer has a section of time series, it is not possible to eliminate intermediate input neurons. They are necessary to preserve their time delay connections. However, it is possible to eliminate their feedforward connections. Lingras and Mountford (2001) achieved superior performance using the GAs designed neural networks for the prediction of intercity traffic. Lingras et al. (private communication 2002) used the same approach to select final independent variables from a large number of candidate input variables for regression models. It was found that GAs designed regression models achieved much higher accuracy than subjectively designed models (Lingras et al., private communication 2002) . The present study uses the same objective function for development of regression and neural network models to predict hourly traffic volumes on various types of roads.
Study Data
Currently, Alberta Transportation employs about 350 permanent traffic counters (PTCs) to monitor its highway networks. A hierarchical grouping method proposed by Sharma and Werner (1981) was used to classify these PTCs into groups. The ratios of monthly average daily traffic (MADT) to annual average daily traffic (AADT) [known as monthly factor ͑MF͒ = MADT/ AADT] were used to represent the highway sections monitored by these PTCs during the classification. After studying group patterns from 1996 to 2000, five groups were obtained to represent study data. These groups are labeled as commuter, regional commuter, rural long distance, summer recreational, and winter recreational groups. Fig. 2 shows the grouping results. The commuter group has a flat seasonal pattern due to the stable traffic flows across the year. The regional commuter and the rural long-distance group showed higher peaks in the summer and lower troughs in the winter. The summer recreational group has the highest peak in the summer. The largest monthly factor (in August) is about six times the smallest monthly factor (in January) for the recreational group. The winter recreational group showed an interesting seasonal pattern-the peak occurred in winter season (from December to March) and the other seasons had low traffic flows.
Six roads were selected from four of five groups: two from the commuter group, two from the regional commuter group, one from the rural long-distance group, and one from the summer recreational group. Because there is not enough data in the winter recreation group, no roads were selected from that group. Table 1 shows roads selected from different trip-pattern groups, monitoring counters, their AADTs, functional classes, and training and test data used in this study. For each road, 4 or 5 year data were used in the experiments. The data from 1996 to 1999 were used as the training sets and the data from 2000 were used as the test sets for the roads that are not from the summer recreational group. Because there are large number of missing values in 1999 data for the summer recreational road (SR), only 3 years data (from 1996 to 1998) were used for the training set and data from 2000 were used as the test set. The data were in the form of hourly traffic volumes for both travel directions. Fig. 3 shows the locations of these study sites. C1 is a commuter road near Red Deer, and C2 is a rural freeway for going to Calgary. RC1 and RC2 are located in rural areas and are away from any regional centers. RLD is located on TransCanada 1 between City of Canmore and Calgary. The SR is on a recreational road in Banff National Park. Fig. 4 shows daily patterns of these roads. For commuter roads (C1 and C2), there are two peaks in 1 day: one is in the morning and the other is in the afternoon. The regional commuter road-RC1 also has two peaks in a day, but not so remarkable as those of the commuter roads. Though RC2 was classified into the regional commuter group based on its seasonal pattern, its daily pattern is very similar to that of the rural long-distance road RLD. The daily patterns of both RC2 and RLD have two small peaks. However, the first peak occurred nearly at noon, instead of in the early morning. The summer recreational road-SR only has one peak occurring nearly at noon. Most recreational travels took place in a few hours in the afternoon.
Study Models
Genetically designed regression and neural network models were designed to forecast the hourly traffic volumes of interest. Fig. 5 shows the prototype of forecasting models used in this study. First a section of historical time series before the predicted hour was presented to GAs as candidate input set. Then a certain number of final inputs were picked up by GAs for both regression and neural network models. The objective for GAs was to find a subset that has the maximum linear correlation with the outputs-predicted hourly volumes, among all possible combinations. The final input data were used to develop both TDNN and LWR models. The developed TDNN and LWR models were then used to forecast short-term traffic for six study roads.
Case Study
In this study, one week-long hourly volume time series (7 ϫ 24 = 168 hourly volumes) before the predicted hour were used as candidate input set. The candidate input set was limited to 168 hourly volumes by assuming that the time series in this period contains most of the necessary information for short-term prediction of the next hour. The GAs were then used to select 24 final inputs from the candidate input set. The number of final input variables was decided to be 24 because experiments indicated further increasing the number of final inputs led to little or no improvement in the model's accuracy.
Genetic algorithms were used to identify 24 variables from the candidate input set that have the highest correlation with the output variable, which is the observed traffic volume of a predicted hour. A GA package used in this study can be obtained from http://lancet.mit.edu/ga/. The GAs select 24 input variables that have the maximum correlation with predicted hourly volumes, among all the combinations of selecting 24 from 168 variables. Each chromosome consisted of 24 genes and represents a selection choice. The candidate input variables were labeled from 1 to 168 depending upon their position in the input time series as shown in Fig. 5 . Each gene was allowed to take a value from 1 to 168. The chromosomes with higher values of linear correlation were selected for creating the next generation. The linear ranking was used to evaluate the fitness. The population size was set to 110. The genetic algorithms were allowed to evolve for 1,000 generations. Single point crossover operator was used, and the crossover rate was set at 90%. For mutation, random replacement operator was used and the probability of mutation was set to 1%. These parameters were chosen after experimenting with different values. The best chromosome selected after 1,000 generations evolution was used as the final solution of the search. The connections selected by the genetic algorithm were used to design and implement the neural network and regression models.
For TDNN models, there are 168 neurons in the input layer. However, only 24 of them have the connections with the hidden layer neurons. There is 1 neuron in the output layer. Based on the empirical rule, the number of neurons in the hidden layer is set to be 12, which is the half of the total of final input neurons and the output neuron. The Stuttgart neural network simulator (SNNS) is used to design TDNN with such topology in this study. The SNNS package can be downloaded from http://wwwra.informatik.unituebingen.de/SNNS/. For regression models, there are 168 independent variables. However, only 24 of them have nonzero coefficients and they are used to predict the dependent variable. Then forecasting models, both regression and neural network models, are applied to predict traffic volume of interest.
Two types of models were developed in this study. The characteristics of these models are as follows: 1. Universal models: This approach involved a single TDNN and a single regression model for the prediction. The obser- vations for universal models were from 12 h daytime (8:00 a.m. to 8:00 p.m.) across a year. 2. Refined models: This approach involved a TDNN and a regression model for each hour of each day of the week. The observations for refined models were from the same hours (e.g., 7:00-8:00 a.m.) on the same days of the week (e.g., Wednesday) in a given season (e.g., July and August). All the models were trained and then tested. Depending on the model, the number of observations varied. The absolute percentage error (APE) was calculated as APE = ͉actual volume − estimated volume͉ actual volume ϫ 100 ͑3͒
The key evaluation parameters consisted of the average, 85th and 95th percentile errors. These three measures gave a reasonable idea of the error distributions.
Results and Discussion
Experiment results are presented in this section. For comparison purposes, the average, 85th and 95th percentile errors for both regression and neural network models based on the same data sets are listed in Table 2 .
Universal models were used to forecast the traffic volume of any hour between 8:00 a.m. and 8:00 p.m. Fig. 6 shows different input variables selected by GAs for universal models for different roads. For the roads with relatively stable patterns C2, RC1, RC2, and RLD, the variables at two ends of 168 hourly volume time series are more important and selected by GAs as final inputs. For the roads with relatively unstable patterns C1 and SR, GAs do not have preference on any part of time series. The selected final inputs distribute approximately uniformly across the candidate input time series. A possible reason for such selections is that these roads have different traffic natures. For roads with stable patterns, hourly volumes close to the predicted hour and those close to the same hour a week ago have high correlation with the dependent variables, and are thus selected by GAs, whereas, for the roads with unstable patterns, such high correlations may not exist between the dependent variables and any special parts of input time series because of the inherent variant traffic nature. Therefore, GAs picked up the final inputs randomly. These inputs seemed to distribute uniformly in the input time series.
The benefit of universal models was their simplicity of developing and implementation. However, the shortcoming was high prediction errors, which was the consequence of using only one model to predict traffic volumes for all hours. Table 2 shows the prediction errors for universal models. As expected, neural network models showed superior performance to regression models for all roads except for SR. The results emphasized the advantages of neural networks in modeling nonlinear data. The errors of neural network models were usually less than regression models by about 2%. For roads with stable patterns C2, RC1, RC2, and RLD, the average errors were usually below 10%, and the 95th percentile errors were lower than 25% for both the training sets and test sets. For commuter road C1, average errors were usually more than 10%. The 95th percentile errors for the universal regression model were 37% in both the training and test set. The 95th percentile error for the universal neural network model was 26% for the training set and 34% for the test set. The regression model performed better than the neural network model on the summer recreational road SR. The average error for the regression model was 10% less than neural network model in the training set. The average errors were about 17%, and the 95th percentile errors were about 47% for the regression model in both the training and test sets. In some cases, the 95th percentile errors of the neural network model were higher than 70% in the training and test sets. It is interesting to note that the neural network model results in larger errors than regression models. A possible reason is that the neural networks were undertrained or overtrained. Such neural networks will fail to recognize the pattern and produce large errors. Future research could test more training cycles to obtain well-calibrated neural networks.
From Table 2 , it seems that universal models performed well. However, breaking down the errors for individual hours revealed that the errors for some hours were quite high. For example, for commuter road C2, the 95th percentile error of the regression model for 7:00-8:00 a.m. was as high as 55.78% in the training Table 2 , it can be found that the large errors were "kicked out" when calculating evaluation statistics, because of the large number of observations of the universal models.
Refined genetically designed models were applied for shortterm traffic prediction for the six study roads. The observations for refined models shown here were from the same hours of all Wednesdays in July and August in the study period. One regression and one neural network model were developed for each hour between 8:00 a.m. and 8:00 p.m. Table 3 shows the mean average errors, the mean 85th percentile errors, and the mean 95th percentile errors for 12 refined hourly models for the six study roads. It is evident that refined models show higher accuracy. For regression models, the average errors are usually less than 0.5%, and the 95th percentile errors are below 1.5% for the training sets. Test sets show higher errors. The average errors range from 0.58 to 3.17% for different roads. The 95th percentile errors range from 1.24% for the commuter road C2 to 6.88% for the recreational road SR. Neural network models show higher errors than regression models. For training sets, average errors are usually 4-5% and the 95th percentile errors are less than 10%. For test sets, average errors are 4-5% for roads with stable patterns (C2, RC1, RC2, RLD) and about 10% for roads with unstable patterns (C1, SR). The 95th percentile errors are around 10% for roads with stable patterns. For roads with unstable patterns, the 95th percentile errors are around 20%. Fig. 7 shows the refined regression model for the first hour (7:00-8:00 a.m.) for RLD. It is evident that high linearity exists in the data (R = 0.999 and R 2 = 0.998). Regression models achieve high accuracy. The standard error of the estimate is only 3.19. That is, we would expect that most estimates have errors of about 6 vehicles per hour (2 s.d. from the mean). Table 4 gives the minimum and maximum 95th percentile errors and the number of the 95th percentile errors (P95 in Table 4 ) less than 10% for refined models for six study roads. It is encouraging to find that most of the 95th percentile errors for refined regression and neural network models are less than 10% in the training sets. Even for the test sets, most of the 95th percentile errors for regression models are below 10% (more than 10 out of 12 cases). Neural network models resulted in high errors in test sets. For roads with unstable patterns, most of the 95th percentile errors are more than 10%. For roads with stable patterns, usually more than half of them are less than 10%.
It is interesting to note that forecasting techniques interact with underlying data and result in different accuracy. For example, neural network models outperform regression models in most cases based on universal data from different hours on different days in different seasons of a year (e.g., universal models), whereas regression models perform better than neural network models based on refined data from the same hours on the same days of the week in a given season (e.g., refined models). Detailed analysis indicates that refined data show much higher linearity than universal data. Regression models take the advantage of the linearity and result in highly accurate predictions for refined data. Neural networks are known for their ability of modeling nonlinear data, and they result in more accurate predictions than regression models for universal data. Another possible reason for low performance of refined neural network models may be the small number of training observations (e.g., there are only 36 observations in the training sets for the refined models). Time delay neural networks may not be able to adapt themselves well based on such training sets. Future research could include more historical data in the experiments or add small noise to real observations to create larger training sets.
While regression models seem to perform better than neural network models, it should be noted that dissemination of travel When comparing the models' performance at different hours, it can be found that the largest prediction errors usually occurred at some hour in the morning (e.g., 7:00-8:00 a.m.) and the smallest errors usually occurred at some hour in the afternoon (e.g., 5:00-6:00 p.m.). The analysis indicates that the occurrence of the maximum or minimum errors is determined by the relative stability of traffic patterns.
Models applied to C1 have less accurate predictions than those applied to C2, RC1, RC2, and RLD. It is somewhat confusing because C1 has the most flat seasonal pattern. However, detailed analysis of its short-term traffic pattern reveals that even the volumes of the same hours on the same day of the week (e.g., 7:00-8:00 a.m. of all Wednesdays) vary in a large range, as shown in Fig. 8. Fig. 8 shows the hourly volume factors (HVF) ͑HVF = hourly volume/ AADT͒ of 7:00-8:00 a.m. on Wednesdays in July and August 2000 for six study roads. It is evident that the pattern of the commuter road C1 is the second most unstable one following the recreational road SR. The results indicate that the analysis of short-term traffic patterns is a "key" step in developing forecasting models. Different model development strategies should be applied to the roads of different trip-pattern groups, or even different functional classes because they have different short-term traffic patterns.
Concluding Remarks
Previous research for ATIS has been focused on urban highway networks or a certain type of rural road (e.g., freeways). Research in this area is needed for all types of roads, as highway agencies expect to implement ITS on all categories of highways. The needs of ATIS are expected to be different for different types of roads. This study tested genetically designed regression and neural network models on various types of roads from rural areas in Alberta, Canada. The aim is to find a set of suitable models for the roads belonging to different trip-pattern groups and functional classes.
Universal models and refined models were developed for six study roads. Universal modeling approach involved a single TDNN and a single regression model for the prediction. Refined modeling approach involved a TDNN and a regression model for each hour of each day of the week. For roads with stable patterns, universal models usually resulted in average errors less than 10%. For roads with unstable patterns, average errors for universal models are usually more than 12%. Universal neural network models outperformed universal regression models for all study roads except for the recreational road SR. Improvements are usually within 5%. For recreational road SR, universal regression model outperformed universal neural network model. The differences are usually more than 5%. Refined models proposed in present study show high accuracy. Average errors for refined regression models are less than 2% for roads with stable patterns. Even for roads with unstable patterns, average errors are below 4% and the 95th percentile errors are less than 7%. For refined neural network models, average errors are around 5% for roads with stable patterns. For roads with unstable patterns, average errors are about 10%.
Besides appropriate modeling techniques, the performance of a short-term prediction model not only has a relationship with the trip-pattern group ship of a road (e.g., commuter or recreational), but also with its functional class (e.g., arterial or collector). Roads belonging to different functional classes have different short-term traffic patterns. The same models usually achieved more accurate results based on the data from the roads belonging to higher functional classes (e.g., arterial) than from those belonging to lower functional classes (e.g., minor collector).
In this study, genetically designed models are designed to predict future hourly volumes. Such predictions may be good for most ATIS applications in rural areas. However, for real-time traffic control in urban systems, data based on smaller time interval (e.g., 5 min) should be used. It should be noted that the models proposed in this study are developed and tested on specific periods (e.g., Wednesdays). They may not be appropriate for unexpected events, weekends, or holidays. Nevertheless, similar models can be developed for these events and periods based on the same techniques adopted in this study. These models can be fused into an ATIS to accommodate the demands for predictions in these periods. 
