Abstract. Data replication and deployment of local SPARQL endpoints improve scalability and availability of public SPARQL endpoints, making the consumption of Linked Data a reality. This solution requires synchronization and specific query processing strategies to take advantage of replication. However, existing replication aware techniques in federations of SPARQL endpoints do not consider data dynamicity. We propose Fedra, an approach for querying federations of endpoints that benefits from replication. Participants in Fedra federations can copy fragments of data from several datasets, and describe them using provenance and views. These descriptions enable Fedra to reduce the number of selected endpoints while satisfying user divergence requirements. Experiments on real-world datasets suggest savings of up to three orders of magnitude.
Introduction
Linked Open Data makes millions of triples available for processing SPARQL queries through federation of SPARQL endpoints. However, infrastructure of SPARQL endpoints have intrinsics limitations in terms of scalability and availability. According to [2] , on 427 public endpoints of federation only one third have an availability rate above 99% .
Traditional approaches for improving data availability involves fragmentation [14] and replications [12] . According to incoming queries, data publishers compute fragments, replicate and smartly place them on their managed clusters to improve data availability. Unfortunately, for these approaches, scalability and availability only relies on resources of data publishers. We advocate for a vision where data scalability and availability costs should be supported by the whole federation of linked data relying on existing standards.
Fragmentation and replication can occur opportunistically among federation members. One participant can materialize a fragment of another one for its own purpose and make it available for the whole federation. A federated query engine that take advantage of such opportunistic fragmentation and replication can improve general scalability and availability of linked open data. Unfortunately, existing federated query engines do not exploit such opportunities. To illustrate, consider a DBpedia dataset d 1 , and a federation that only accesses a public SPARQL endpoint of DBpedia. Using FedX [13] , the execution of the three-triple pattern query in Listing1 is quite simple because the query can be exclusively executed in one endpoint. If the same query were executed in a federation with a mirror of DBpedia (d 2 ), each triple pattern should be executed against both endpoints, thus query performance deteriorates. Nevertheless, using the knowledge that d 2 is just a mirror of d 1 leads to a simple query strategy that surely will save execution time. On the other hand, using mirrors raise the issue of consistency of different fragment and dynamicity of data. Performing queries in presence of divergent data leads to stale answers [7] .
Recently, Saleem et al. [12] propose DAW, a framework able to detect data duplication between datasets and reduce the number of selected sources. DAW uses data present in the federation at a given time to build indexes for each dataset and is able to detect quickly data duplication between two datasets. In the previous example, FedX with DAW would contact only one DBpedia endpoint. However, DAW does not consider fragments nor source dynamicity, i.e., DAW summaries has to be recomputed after each change.
In this paper we describe Fedra, a source selection strategy that can be used in conjunction with existing federated query engine in order to improve efficiency of queries and data availability. Fedra considers a set of endpoints S exposing fragments. A fragment is defined as a SPARQL construct query, the original data source, a value expressing freshness of the fragment according to original source. Given a query Q, and divergence threshold, Fedra computes the minimum set of endpoints to resolve the query. Divergence threshold allow to control how much stale values can be retrieved in query results.
On experimental setup based on DBpedia, we observe that Fedra takes advantage of opportunistic replication to significantly reduce execution time of federated queries while bounding stale values even with simple divergence metrics.
The main contributions of this paper are: i) Endpoint descriptions in terms of SPARQL views, containment relationships between views, data provenance, and timestamps; ii) Fedra source selection algorithm that reduces the number of selected sources while selected sources divergence is controlled; and iii) an experimental study that reveals the benefits of both exploiting knowledge encoded in endpoint descriptions and controlling divergence to avoid obsolete results.
The paper is organized as follows: Section 2 presents Fedra and the source selection algorithm. Section 3 reports our experimental study. Section 4 summarizes related work. Finally, conclusions and future work are outlined in Section 5.
Fedra Source Selection for SPARQL Federations with Replication
The lack of reliability of SPARQL endpoints is currently forcing intensive linked data consumers, or linked data application developers to rely on dataset dumps and local re-installation to fulfill their own needs. Some data producers such as DBpedia or MusicBrainz are also providing live update feeds to keep local mirrors up-to-date and leverage the load on their own SPARQ endpoints. In Fedra, we generalize this approach by defining and replicating fragments in an opportunistic way. For example, in figure 1, one opportunistic federation may be composed by public endpoints for datasets Musicbrainz 4 , DBpedia 5 , and Drugbank 6 , and 3 intensive data consumers. Such deployment allows data producers to share the load on their own endpoints and data consumers to access to the knowledge of federated queries issued by the community concerning these fragments.
Fragments are defined by regular CONSTRUCT SPARQL queries that can be disjoint, overlapping, or contained with other fragments. Live Update Feeds as in DBpedia Live, SPARQL Push publish-subscribe [11] , or just re-executing fragments queries allow to maintain fragments up-to-date but at unpredictable rates.
Finally, clients declare original and consumers endpoints in their federated queries. Fedra compute the minimal set of endpoints where a given query has to be executed taking into account the freshness on fragments and delegate the execution of the query to an existing federated query engine such as FedX or Anapsid [1] .
Fedra will take advantage of locality properties introduced by opportunistic presence of fragments on the same endpoints to solve the source selection problem and consequently improve the query execution time, and data availability. Before presenting the problem statement for the source selection problem Fedra solves, we introduce some definitions: Definition 1 (Data fragment). A data fragment is a subset of the triples that constitute a dataset. It can be described using a query that gives the pattern satisfied by the fragment members, or using the triples contained in it at a given time.
The first description is given in terms of the schema the fragment triples are compliant to, and the second one is instance dependent. A recent study [9] has shown that the schema of datasets is generally static and have a lot less changes instances, hence using queries to describe fragments provide a more reliable description.
Definition 2 (Replica). Replicas are fragments that do not represent new data, but that was taken from an existing dataset.
Definition 3 (Replica description).
A replica may be uniquely described by the source from where the replica was made, the query that when performed in that source returns the replica fragment, the date when the replica was made, and the SPARQL endpoint that provides access to it.
Definition 4 (Containment relation among fragments).
A fragment F1 is contained in a fragment F2, if all the possible triples that may belong to F1 may also belong to F2.
Definition 5 (Divergence). Divergence is the different between a fragment and its replicas.
This difference may be measured in different ways, some examples are elapsed time and in number of performed operations.
Definition 6 (Fragment relevance).
A data fragment f is relevant for answering a query Q if the query that defines f and Q have some compatible triple patterns, and it is denoted as relevant(f, Q). Two triple patterns t1 and t2 are compatible if there exists at least one possible binding of values to variables in t1, t2 such that the resulting triples after applying the binding are equal.
Source Selection Problem (SSP). Given a set of SPARQL endpoints E, a subset P of E that correspond to the public endpoints, the set of fragments contained in each endpoint as a function f ragments : Endpoint → set of F ragment, a containment relation among endpoints for each f rag ∈ f ragments(e i ) ∧ f rag ∈ f ragments(e j ), e i ⊆ f rag e j , the age or divergence of each fragment f rag replicated in e i from e j , e i div f rag e j , a query Q and an age limit or divergence tolerance dt, find a map D, such that for each triple pattern t in Q D(t) ⊆ (E) and:
-answer(Q, D) = dt answer(Q, F ), where F is a map such that for each triple pattern t in Q has value E. -(∀t : t ∈ tripleP atterns(Q) : (∀e, f : e ∈ E-D(t), f ∈ f ragments(e), relevant(f, Q) : (∃e : e ∈ D(t) : e ⊆ f e ))) -D(t) contains as few public endpoints as possible.
-t in tripleP atterns(Q) D(t) is a minimal set that satisfies these conditions Figure (2a) illustrates an opportunistic federation with fragments from datasets E and F. D fragments (D1, D2, and D3) are defined by views V 1 and V 2, and F fragments (F 1 and F 2) are defined by views V 3 and V 4. V 1 defines a fragment that consists of the whole dataset, while V 2, V 3, and V 4 define fragments that consist of a subset of the corresponding dataset. There is an explicit containment relationship among these fragments, for example fragment D1 data in endpoint E3 comes from endpoint fragment D in endpoint E1, i.e., D V 1 D1. There is also an implicit containment relationship, for example fragment D2 data is contained in fragment D1 data. The public SPARQL endpoint E1 provides access to D, while local SPARQL endpoints E3, E4, and E5 access D1, D2, and D3, respectively. In addition, a replica endpoint may provide access to fragments from different datasets like E5 that combines data from D3 and F 1. At the moment T+2, fragments D3 and F 1 are up to date because their last included update was at time T+2, while fragments D1 and F 2 have age 1, because their last included update was at time T+1, and fragment D2 has age 2 because its last included update was at time T. All the SPARQL endpoints can contribute during federated query processing. Therefore, workload on public endpoints can be reduced, and replica SPARQL endpoints can replace the public ones whenever they are not available. Consider the query given in Listing 2 with triple patterns k1=(?s p1 ?o) and k2=(?o p4 ?r), and an age limit of 1. A solution to the SSP is { (k1, { E5 }), (k2, { E5, E6})}. For k1 endpoints E1, E3, E4, and E5 are relevant, and from these E1, E3 and E5 are equivalent, i.e., there is a containment in both senses, and E4 is strictly contained in them. Then, choosing E5 for k1 satisfies that all the other endpoints that provide relevant data for k1 are "covered" by E5. For k2 endpoints E2, E5 and E6 are relevant, and from these E2 provides as much information as both E5 and E6 combined, but E2 is a public endpoint, then E5 and E6 should be selected. Notice that the choice of E5 for k1 is necessary to reduce the total number of selected sources, since it is also relevant for k2. Selected endpoints, E5 and E6, satisfy the age limit of 1.
Source Selection Algorithm Algorithm 1 Source Selection algorithm
Require: Q: SPARQL Query Require: E: set of Endpoints Require: f ragments : Endpoint → set of f ragment fragments offered by each endpoint Require: P : set of Endpoint endpoints that should not be selected Require: ⊆ f rag : Endpoint × Endpoint containment relation given by fragments Require: div f rag : Endpoint × Endpoint → Integer Fragment age Require: dt : Integer Age limit Ensure: D: Dictionary From Triple Pattern to List of Endpoints.
triplePatterns ← get triple patterns in Q 3:
for each k ∈ tripleP atterns do 4:
split G(k) into set of endpoints that provide the same data fragment
6:
simplify G(k) using containment among views
7:
for the sets in G(k) that are not singleton of publicEndpoint, remove publicEndpoint.
8:
end for
9:
(S, C) ← get instance of minimal set covering problem using G
10:
C' ← minimalSetCovering(S, C)
11:
for each k ∈ domain(G) do 12:
13: Algorithm 1 presents the source selection pseudocode. First, this algorithm preselect for each triple pattern in the query the sources that can be used to evaluate it, and satisfies the divergence threshold provided by the user. The capability of a source to provide data for a triple pattern can be implemented using an ASK query for dynamic data, or relying on fragment definition for more stable data. In the example given above, G = { (k1, {E1, E3, E4, E5 }), (k2, { E2, E5, E6} }. Second, these pre-selected sources are grouped according to the containment relation between them, some sources can provide the same fragment of data or the data provide by one source may be contained in the data provided by another source. At the end of the first for loop (lines3-8), a list whose elements are list of equivalent endpoints is produced for each triple pattern in the query. This means that they offer the same fragment given their view definition, then during execution only one of them needs to be contacted. And different elements of this resulting list correspond to different fragments that should be considered in order to obtain an answer as complete as possible, modulo the considered endpoints and the allowed divergence threshold. In the example given above, E1, E3 and E5 are grouped together since they provide access to the same fragment, then at the end of this second step G = { (k1, { {E1, E3, E5}, { E4} }), (k2, { {E2, E5}, { E2, E6}} }. Third, these pre-selected sources are simplified according to the containment relation among them. Then the source { E4 } is removed from G(k1), because it provides a fragment already covered by {E1, E3, E5}. Fourth, the public endpoints are removed when possible. In the example, endpoint E2 is removed since its contents can be accessed using E5 and E6. Fifth, a general selection takes place, considering the pre-selected sources for each triple pattern in the query. This last part can be reduce to the well-known set covering problem, and an existing heuristic like the one given in [6] may be used to perform the procedure indicated in line 10. To illustrate this reduction, in the example G = {(k1, {{E1, E3, E5}}), (k2, {{E5}, {E6}})}, corresponds to S = {k1 1 , k2 1 , k2 2 } and C = {E1, E3, E5, E6}, E1 = E3 = {k1 1 }, E5 = {k1 1 , k2 1 }, E6 = {k2 2 }. Here ki j represent the different fragments of ki that should be covered to produce a complete answer. In the case of k1, only one fragment should be covered, and in the case of k2 two different fragments should be covered k2 1 and k2 2 . Then a minimal set covering solution C = {E5, E6} covers all set S, and has minimal size. This solution is used in line 12 to filter G(k) for each k, then G = {(k1, {{E5}}), (k2, {{E5}, {E6}}}. In this case, each element of G(k) is a singleton, but otherwise a last step may be performed to choose among endpoints that provide the same fragment and ensure a better query processing by existing federated query engines. Nevertheless, these alternative sources could be used to speed up query processing, for example by getting a part of the answer from each endpoint and combining them. 
Experiments
The aim of this section is to give evidence of Fedra benefits over existing approaches. We compare Fedra to DAW source selection algorithm as it is the closest approach for federations of SPARQL endpoints. The selected sources are used to annotate SPARQL queries with the SERVICE clause. Execution of the annotated queries is performed using FedX, additionally direct FedX execution is used as baseline. Dataset, Queries and Federations Benchmark: we used the last three DBpedia Live dataset dumps available 7 89 , and queries from the DBpedia SPARQL Benchmark [10] . Table 1 summarize the characteristics of the queries. 600 Fragments of this dataset were defined using random basic graph pattern queries that concern the benchmark queries, having 100 fragments of each size between 1 and 6. The fragments were randomly distributed in 100 endpoints, each fragment may be assigned to 0-3 endpoints.
In order to characterize Fedra behavior, we set up federations that comprise a varying number of participants: 10, 25, 50 and 100. Virtuoso 10 endpoints are used, and timeouts were set up to 1,800 secs. and 100,000 tuples. Listing (3) presents a query that defines a fragment 11 . Divergence among replicated fragments: To study the impact of data updates, and divergence over the staleness of query answers, federations members have included fragments taken from the three considered epochs of the dataset. 
Implementations:
Fedra is implemented using Java 1.7 and the Jena 2.11.0 library 12 . Fedra produces SPARQL 1.1 queries where each triple pattern is annotated with a service clause that indicates where it will be executed. We have done a likewise reference implementation of DAW [12] , as its code is not available for comparison. These queries are posed to FedX3.0 13 . FedX is an stateof-the-art federated engine that process both 1.0 and 1.1 SPARQL queries, this characteristic is crucial to show that Fedra benefits the engine with respect to its source selection strategy. Evaluation Metrics: i) Number of Selected Public Sources (NSPS): corresponds to the sum of the number of times the public endpoint has been selected per triple pattern. ii) Number of Selected Sources (NSS): corresponds to the sum of the number of sources that has been selected per triple pattern. iii) Execution Time (ET): corresponds to elapsed time since the query is posed by the user and the answers are completely produced. It is detailed in source selection time (SST), and query execution by the underlying engine (ETUE). Time is expressed in seconds (secs.). A timeout of 600 secs. has been enforced. Time was measured using System.currentTimeMillis() provided by Java and divided by 1000. iv) Completeness (C): corresponds to the size of the bag intersection between the obtained answers and the expected answers divided by the number of expected answers; where the expected answers are the ones obtained from an endpoint containing the whole dataset. v) Staleness (S): corresponds to the size of the bag difference between the obtained answers and all the occurrences of the expected answers, divided by the number of obtained answers. vi) Divergence (Div): corresponds to the distance between a replicated fragment and the same fragment in the public endpoint. A ∆-distance is used, it corresponds to the elapsed time since the last updated was included. Table 2 shows the source selection and execution results over a 100 endpoints federation for three different age limit. As the age limits increases up to two months, the number of stale values in the answer remain low, and the answer completeness remain high. Additionally, increassing the age limit allows to consider more appropiate replicas to execute the queries and in consequence there is a reduction in number of times the public endpoint is selected.
Impact of the Age Limit over the Results Completeness and Staleness
12 http://jena.apache.org/, November 2013. 
Reduction of the Number of Selected Sources
The benchmark queries were processed using DAW and Fedra source selection strategies over federations of sizes 10, 25 and 50, and an age limit of one month. For each size, five random federations were considered, and the average of the results is presented in Table 3 . Additionally, FedX execution plan was used to compute its number of selected sources. We hypothesize that Fedra is able to reduce the number of selected sources and the number of selected public endpoints using the endpoints descriptions. The results suggest that Fedra is able to reduce the number of selected sources in more than one order of magnitude, and the number of selected public endpoints remains low, and the number of selected sources remains stable independently of the federation size for Fedra, while it increases with the federation size for FedX and DAW. As depicted by the evolution of NSPS for each query, we can see that public endpoint nearly disappear for the two months age limit and consequently, the load on the public endpoint effectively decreases. In general, Fedra selects less sources than DAW, but DAW source selection present a greater reduction of the number of times the public endpoint is selected.
Preservation of the Answer
The selected sources in the previous from the previous part were used to annotate SPARQL 1.1 queries using the SERVICE clause, than the annotated queries were executed using FedX. We hypothesize that executing the queries produced by Fedra leads to a similar number of answers than executing the queries directly by FedX, possibly some stale values may appear since the used age limit is one month. Table 4 shows the achieved completeness reported by these executions. Some query executions present unexpected results, even if the public endpoint was the only one selected (e.g, q12). An analysis of the cases were the completeness is low and the staleness is high evidences that FedX execution present some problems when special characters are present in the queries or when OPTIONALs and FILTERs are used with SERVICE clases. Tables 3 and 4 present the source selection time (SST), and execution time (ETUE) for the previous experiment. For most of the queries Fedra SST time is slightly greater than DAW but in most of the queries lower than FedX. Nevertheless, Fedra reduces the total execution time in more than 75% of the queries and this reduction may be huge. In some queries the execution time actually increases, we compare FedX execution plans to understand why, and notice that the plan obtained from a query with SERVICE clauses presents less opportunities for FedX optimizations, then maybe another way of providing the source selection to fedX may be used, like filtering the endpoints file and providing FedX just with the ones that have been selected. 
Fedra Cost

Related Work
The Semantic Web community has proposed different approaches to consume Linked Data from federations of endpoints [1, 4, 8, 13] . Although source selection and query processing techniques have successfully implemented, none of these approaches is able to exploit information about data replication to enhance performance and answer completeness. Recently Saleem et al. propose DAW [12] , a source selection technique that relies on data summarization to describe RDF replicas and thus, reduces the number of selected endpoints. For each triple pattern in a SPARQL query, DAW exploits information encoded in source summaries to rank relevant sources in terms of how much they can contribute to the answer. Source summaries are expressed as min-wise independent permutation vectors (MIPs) that index all the predicates in a source. Although properties of MIPs are exploited to efficiently estimate the overlap of two sources, since Linked Data can frequently change, DAW source summaries may need to be regularly recomputed to avoid obsolete answers. To overcome this limitation, Fedra provides a more abstract description of the sources which is less sensible to data changes; data provenance and timestamps are stored to control divergence. Divergence and data replication, in general, have been widely studied in distributed systems and databases. There is a fundamental trade-off between data consistency, availability and tolerance to failures. In one extreme, distributed systems implement the ACID transactional model and ensure strong consistency [5] . Although ACID transactional models have been extensively implemented, it has been shown that in large-scale systems where data is partitioned, ensuring ACID transactions and mutual consistency is not feasible [5] . Based on these results, Fedra does not rely on strong consistency that would constrain Linked Data participants. Contrary, Fedra exploits source descriptions to reduce the number of contacted endpoints while satisfies divergence thresholds. Thus, depending on the divergence tolerated by a user, a query can be performed against replicas if accessing the original source is not possible.
Conclusions and Future Work
We presented Fedra a source selection approach that takes advantage of replicated data, and reduces the number of selected endpoints given a threshold of divergence. A lower value of divergence allows query engines to produce fresher answers but at the risk of failing to get answers. Contrary, a higher value risks engines to retrieve answers that are obsolete, while chances of producing answers increases as the space of possible selected sources is larger.
In the future, we plan to consider a finer-grained granularity of divergence. Instead of considering divergence of a replica, we will compute divergence for specific predicates, e.g., divergence of predicates that represent links between datasets. In addition, we plan to integrate DAW with Fedra to handle replicas with missing descriptions.
