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OPTIMAL TIME-DECAY ESTIMATES FOR THE COMPRESSIBLE
NAVIER-STOKES EQUATIONS IN THE CRITICAL Lp
FRAMEWORK
RAPHAE¨L DANCHIN AND JIANG XU
Abstract. The global existence issue for the isentropic compressible Navier-Stokes
equations in the critical regularity framework has been addressed in [7] more than
fifteen years ago. However, whether (optimal) time-decay rates could be shown in
general critical spaces and any dimension d ≥ 2 has remained an open question. Here
we give a positive answer to that issue not only in the L2 critical framework of [7] but
also in the more general Lp critical framework of [3, 6, 14]. More precisely, we show
that under a mild additional decay assumption that is satisfied if the low frequencies
of the initial data are in e.g. Lp/2(Rd), the Lp norm (the slightly stronger B˙0p,1 norm
in fact) of the critical global solutions decays like t−d(
1
p
−
1
4
) for t → +∞, exactly as
firstly observed by A. Matsumura and T. Nishida in [23] in the case p = 2 and d = 3,
for solutions with high Sobolev regularity.
Our method relies on refined time weighted inequalities in the Fourier space, and
is likely to be effective for other hyperbolic/parabolic systems that are encountered
in fluid mechanics or mathematical physics.
1. Introduction
In Eulerian coordinates, the motion of a general barotropic compressible fluid in the
whole space Rd is governed by the following Navier-Stokes system:
(1.1)
{
∂t̺+ div(̺u) = 0,
∂t(̺u) + div(̺u⊗ u)− div
(
2µD(u) + λdivu Id
)
+∇Π = 0.
Here u = u(t, x) ∈ Rd (with (t, x) ∈ R+ × Rd) stands for the velocity field and ̺ =
̺(t, x) ∈ R+ is the density. The barotropic assumption means that Π , P (̺) for some
given function P (that will be taken suitably smooth in all that follows). The notation
D(u) , 12(Dxu +
TDxu) stands for the deformation tensor, and div is the divergence
operator with respect to the space variable. The density-dependent functions λ and µ
(the bulk and shear viscosities) are supposed to be smooth enough and to satisfy
(1.2) µ > 0 and ν , λ+ 2µ > 0.
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System (1.1) is supplemented with initial data
(1.3) (̺, u)|t=0 = (̺0, u0),
and we focus on solutions going to some constant state (̺∞, 0) with ̺∞ > 0, at infinity.
As in many works dedicated to nonlinear evolutionary PDEs, scaling invariance
will play a fundamental role in our paper. The reason why is that whenever such an
invariance exists, suitable critical quantities (that is, having the same scaling invariance
as the system under consideration) control the possible finite time blow-up, and the
global existence of strong solutions. In our situation, we observe that (1.1) is invariant
by the transformation
(1.4) ̺(t, x) ̺(ℓ2t, ℓx), u(t, x) ℓu(ℓ2t, ℓx), ℓ > 0,
up to a change of the pressure term Π into ℓ2Π. Therefore we expect critical norms or
spaces for investigating (1.1), to have the scaling invariance (1.4).
As observed by the first author in [7], one may solve (1.1) in critical homogeneous
Besov spaces of type B˙s2,1 (see Def. 2.1). In that context, in accordance with (1.4),
with the scaling properties of Besov spaces (see (A.1) below) and with the conditions
at ∞, criticality means that a0 , ̺0 − ̺∞ and u0 have to be taken in B˙d/22,1 and
B˙
d/2−1
2,1 , respectively. Besides smallness however, in order to achieve global existence,
an additional condition has to be prescribed on the low frequencies of the density.
This comes from the fact that the scaling invariance in (1.4) modifies the (low order)
pressure term. Schematically, in the low-frequency regime, the first order terms of (1.1)
predominate and hyperbolic energy methods are thus expected to be appropriate. In
particular it is suitable to work at the same level of regularity for a , ̺ − ̺∞ and u,
that is B˙
d
2
−1
2,1 (the influence of the viscous term Au is decisive, though, as it supplies
parabolic decay estimates for both a and u in low frequencies). To handle the high-
frequency part of the solution, the main difficulty comes from the convection term in
the density equation, as it may cause a loss of one derivative. This is overcome in [7] by
performing an energy method on the mixed type system (1.1) after spectral localization.
The result of [7] has been extended to Besov spaces that are not related to L2. The
original proof of [3] and [6] relies on a paralinearized version of System (1.1) combined
with a Lagrangian change of variables after spectral localization. In a recent paper
[14], B. Haspot achieved essentially the same result by means of a more elementary
approach which is based on the use of Hoff’s viscous effective flux [15] (see also [11]
for global results in more general spaces, in the density dependent viscosity coefficients
case). This eventually leads to the following statement1:
Theorem 1.1. Let d ≥ 2 and p satisfying
(1.5) 2 ≤ p ≤ min(4, 2d/(d − 2)) and, additionally, p 6= 4 if d = 2.
Assume that P ′(̺∞) > 0 and that (1.2) is fulfilled. There exists a constant c =
c(p, d, λ, µ, P, ̺∞) such that if a0 , ̺0 − ̺∞ is in B˙
d
p
p,1, if u0 is in B˙
d
p
−1
p,1 and if in
1Throughout the paper zℓ and zh designate the low and high frequency parts of any tempered
distribution z, that is F(zℓ) , ψFz and zh , z−zℓ where ψ is a suitable smooth compactly supported
function, equal to 1 in a neighborhood of 0.
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addition (aℓ0, u
ℓ
0) ∈ B˙
d
2
−1
2,1 with
(1.6) Xp,0 , ‖(a0, u0)‖ℓ
B˙
d
2−1
2,1
+ ‖a0‖h
B˙
d
p
p,1
+ ‖u0‖h
B˙
d
p−1
p,1
≤ c
then (1.1) has a unique global-in-time solution (̺, u) with ̺ = ̺∞ + a and (a, u) in the
space Xp defined by
2:
(a, u)ℓ ∈ C˜b(R+; B˙
d
2
−1
2,1 ) ∩ L1(R+; B˙
d
2
+1
2,1 ), a
h ∈ C˜b(R+; B˙
d
p
p,1) ∩ L1(R+; B˙
d
p
p,1),
uh ∈ C˜b(R+; B˙
d
p
−1
p,1 ) ∩ L1(R+; B˙
d
p
+1
p,1 ).
Furthermore, we have for some constant C = C(p, d, λ, µ, P, ̺∞),
(1.7) Xp ≤ CXp,0,
with
(1.8) Xp , ‖(a, u)‖ℓ
L˜∞(B˙
d
2−1
2,1 )
+ ‖(a, u)‖ℓ
L1(B˙
d
2+1
2,1 )
+ ‖a‖h
L˜∞(B˙
d
p
p,1)∩L1(B˙
d
p
p,1)
+ ‖u‖h
L˜∞(B˙
d
p−1
p,1 )∩L1(B˙
d
p+1
p,1 )
.
One may wonder how the global strong solutions constructed above look like for large
time. Although providing an accurate long-time asymptotic description is still out of
reach, a number of results concerning the time decay rates of smooth global solutions
– sometimes referred to as Lq − Lr decay estimates – are available. In this direction,
the first achievement is due to Matsumura and Nishida [23, 24] in the 80ies. There,
in the 3D case, the authors proved the global existence of classical solutions to (1.1)
supplemented with data (̺0, u0) which are small perturbations in L
1(R3)×H3(R3) of
(̺∞, 0), and established the following fundamental decay estimate:
(1.9) ‖(̺− ̺∞, u)(t)‖L2 ≤ C〈t〉−
3
4 with 〈t〉 ,
√
1 + t2.
The decay rate in (1.9) (which is the same as for the heat equation with data in
L1(R3)) turns out to be the optimal one for the linearized system (1.1) about (̺∞, 0).
For that reason, it is often referred to as the optimal time-decay rate.
Shortly after Matsumura and Nishida, still for data with high Sobolev regularity,
Ponce obtained in [27] the following optimal Lp decay rates for (1.1):
(1.10) ‖∇k(̺− ̺∞, u)(t)‖Lp ≤ C〈t〉−
d
2
(1− 1
p
)− k
2 , 2 ≤ p ≤ ∞, 0 ≤ k ≤ 2, d = 2, 3.
Similar results have been established in some situations where the fluid domain is
not Rd: the half-space or exterior domain cases have been investigated by Kagei and
Kobayashi in [18, 19], Kobayashi in [20], and Shibata and Kobayashi in [21].
To find out what kind of asymptotic behavior is likely to be true for the global strong
solutions of the compressible Navier-Stokes equations constructed above, it is natural
to first investigate the decay properties of the linearized system (1.1) about (̺∞, 0). As
observed by different authors, this is strongly connected to the information given by
wave propagation. In that respect, one may mention the work by Zeng in [31] dedicated
2The subspace C˜b(R+; B˙
s
q,1) of Cb(R+; B˙
s
q,1) is defined in (A.10), and the norms ‖ · ‖L˜∞(B˙s
p,1
) are
introduced just below Definition 2.1.
4 RAPHAE¨L DANCHIN AND JIANG XU
the one-dimensional case, and the detailed analysis of the Green function for the multi-
dimensional case carried out by Hoff and Zumbrun in [16, 17], that leads to Lp decay
rates towards diffusion waves that are the same as in (1.10). In [22], Liu and Wang
exhibited pointwise estimates of diffusion waves with the optimal time-decay rate in
odd dimension (as having Huygens’s principle plays an important role therein). Let
us finally mention the recent work by Guo and Wang in [12] that uses homogeneous
Sobolev norms of negative order and allows to get optimal rates without resorting to
time-decay properties of the linear system.
2. Main results
Let us emphasize that all the aforementioned works concern solutions with high
Sobolev regularity. The optimal time-decay estimates issue for (1.1) in the critical
regularity framework has been addressed only very recently, by Okita in [26]. There,
thanks to a smart modification of the method of [7], Inequality (1.10) with k = 0 is
proved in the L2 critical framework in dimension d ≥ 3 provided the data are addi-
tionally in some superspace of L1. In the survey paper [10], the first author proposed
another description of the time decay which allows to handle dimension d ≥ 2 in the
L2 critical framework.
Our aim here is to develop the method of [10] so as to establish optimal decay results
in the general Lp critical framework of Theorem 1.1 and in any dimension d ≥ 2. As
a by-product, we shall actually obtain a very accurate description of the decay rates,
not only for Lebesgue spaces, but also for a full family of Besov norms with negative
or positive regularity indices.
Before writing out the main statement of our paper, we need to introduce some
notation and definition. To start with, we need a Littlewood-Paley decomposition. To
this end, we fix some smooth radial non increasing function χ supported in B(0, 43) and
with value 1 on B(0, 34), then set ϕ(ξ) = χ(ξ/2) − χ(ξ) so that∑
k∈Z
ϕ(2−k·) = 1 in Rd \ {0} and Suppϕ ⊂ {ξ ∈ Rd : 3/4 ≤ |ξ| ≤ 8/3}·
The homogeneous dyadic blocks ∆˙k are defined by
∆˙ku , ϕ(2
−kD)u = F−1(ϕ(2−k ·)Fu) = 2kdh(2k·) ⋆ u with h , F−1ϕ.
The Littlewood-Paley decomposition of a general tempered distribution f reads
(2.11) f =
∑
k∈Z
∆˙kf.
As it holds only modulo polynomials, it is convenient to consider only tempered distri-
butions f such that
(2.12) lim
k→−∞
‖S˙kf‖L∞ = 0,
where S˙kf stands for the low frequency cut-off defined by S˙kf , χ(2−kD)f . Indeed,
for those distributions, (2.11) holds true in S ′(Rd).
Let us now turn to the definition of the main functional spaces and norms that will
come into play in our paper.
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Definition 2.1. For s ∈ R and 1 ≤ p, r ≤ ∞, the homogeneous Besov space B˙sp,r is the
set of tempered distributions f satisfying (2.12) and
‖f‖B˙sp,r ,
∥∥∥(2ks‖∆˙kf‖Lp)∥∥∥
ℓr(Z)
<∞.
In the case where f depends also on the time variable, we shall often consider the
subspace L˜∞T (B˙
s
p,1) of those functions of L
∞(0, T ; B˙sp,1) such that
‖f‖L˜∞T (B˙sp,1) ,
∑
k∈Z
2ks sup
t∈[0,T ]
‖∆˙kf(t, ·)‖Lp <∞.
Restricting the above norms to the low or high frequencies parts of distributions will
be fundamental in our approach. To this end, we fix some suitable integer k0 (the value
of which will follow from the proof of the main theorem) and put3
‖f‖ℓ
B˙sp,1
,
∑
k≤k0
2ks‖∆˙kf‖Lp and ‖f‖hB˙sp,1 ,
∑
k≥k0−1
2ks‖∆˙kf‖Lp ,
‖f‖ℓ
L˜∞T (B˙
s
p,1)
,
∑
k≤k0
2ks‖∆˙kf‖L∞T (Lp) and ‖f‖
h
L˜∞T (B˙
s
p,1)
,
∑
k≥k0−1
2ks‖∆˙kf‖L∞T (Lp),
where, for any Banach space X, we denote by L∞T (X) , L
∞([0, T ];X) the set of
essentially bounded mesurable functions from [0, T ] to X.
Finally, we agree that throughout the paper C stands for a positive harmless “con-
stant”, the meaning of which is clear from the context. Similarly, f . g means that
f ≤ Cg and f ≈ g means that f . g and g . f . It will be also understood that
‖(f, g)‖X , ‖f‖X + ‖g‖X for all f, g ∈ X.
To simplify the presentation, it is wise to perform a suitable rescaling so as to reduce
our study to the case where, at infinity, the density ̺∞, the sound speed c∞ ,
√
P ′(̺∞)
and the total viscosity ν∞ , λ∞+2µ∞ (with λ∞ , λ(̺∞) and µ∞ , µ(̺∞)) are equal
to 1. This may be done by making the change of unknowns:
(2.13) a˜(t, x) ,
̺
̺∞
(
ν∞
̺∞c2∞
t,
ν∞
̺∞c∞
x
)
−1 and u˜(t, x) , u
c∞
(
ν∞
̺∞c2∞
t,
ν∞
̺∞c∞
x
)
·
Assuming that4 ̺∞ = 1, P ′(̺∞) = 1 and ν∞ = 1, our main result is the following one.
Theorem 2.1. Let d ≥ 2 and p satisfying Condition (1.5). Let (̺0, u0) fulfill the
assumptions of Theorem 1.1, and denote by (̺, u) the corresponding global solution of
System (1.1). There exists a positive constant c = c(p, d, λ, µ, P ) such that if in addition
(2.14) Dp,0 , ‖(a0, u0)‖ℓB˙−s02,∞ ≤ c with s0 , d
(
2
p
− 1
2
)
,
then we have for all t ≥ 0,
(2.15) Dp(t) .
(Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)
,
3Note that for technical reasons, we need a small overlap between low and high frequencies.
4For the statement of decay estimates in the general case, the reader is referred to Section 4.
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where the norm Dp(t) is defined by
(2.16) Dp(t) , sup
s∈(−s0,2]
‖〈τ〉 s0+s2 (a, u)‖ℓ
L∞t (B˙
s
2,1)
+ ‖〈τ〉α(∇a, u)‖h
L˜∞t (B˙
d
p−1
p,1 )
+ ‖τ∇u‖h
L˜∞t (B˙
d
p
p,1)
and α , s02 +min(2,
d
4 +
1
2 − ε) for some arbitrarily small ε > 0.
Some comments are in order.
(1) There is some freedom in the choice of s0. In the standard case p = 2 and for
regular solutions, it is usual to assume that the data are in L1 which, by critical
embedding corresponds to s0 = −d/2. This value of s0 is relevant in other
contexts like the Boltzmann equation (see the work by Sohinger and Strain [28]),
or hyperbolic systems with dissipation (see the paper by the second author and
Kawashima [29]).
The reason why the space L1 is natural when working in L2-type framework
is just because products of two terms in L2, are in L1. In our Lp framework, the
similar heuristics would bring us to replace L1 by Lp/2. Choosing s0 as above
corresponds exactly to the critical embedding Lp/2 →֒ B˙−s02,∞.
(2) The decay rate for the low frequencies of the solution (first term of Dp) is
optimal inasmuch as it corresponds to the one of the linearized system (1.1)
about (̺∞, 0) for general data in B˙−s02,∞. The last term of Dp is consistent with
the critical functional framework given by the bulk regularity of the velocity.
Finally, the (maximal) value of α in the second term of Dp may be guessed
from the fact that in order to close the estimates, we need ‖uℓ · ∇uh‖
B˙
d
p−1
p,1
to
decay like τ−α, while the decay of ∇uh in B˙
d
p
p,1 is only τ
−1. Then applying the
following product law in Besov spaces:
‖ταuℓ · ∇uh‖
L˜∞t (B˙
d
p−1
p,1 )
. ‖τα−1uℓ‖
L˜∞t (B˙
d
2−1
2,1 )
‖τ∇u‖
L˜∞t (B˙
d
p
p,1)
,
and using the low frequency decay rate for u gives us the constraint α − 1 <
1
2(s0 +
d
2 − 1) (at least if d2 − 1 ≤ 2).
(3) If replacing (2.14) by the stronger assumption ‖(a0, u0)‖ℓ
B˙
−s0
2,1
≤ c, then one can
take ε = 0 and change the first term of Dp(t) for the slightly stronger norm
sups∈(−s0,2] ‖〈τ〉
s+s0
2 (a, u)‖ℓ
L˜∞t (B˙
s
2,1)
.
(4) In physical dimensions d = 2, 3, Condition (1.5) allows us to consider the case
p > d, so that the regularity exponent d/p−1 for the velocity becomes negative.
Our result thus applies to large highly oscillating initial velocities (see [3, 6] for
more explanation).
(5) Our functional Dp has been worked out to encode enough decay information to
handle all the nonlinear terms. Having a more accurate description than in [26]
and, in particular, exhibiting gain of regularity and decay altogether (last term
of Dp) is the key to getting optimal decay estimates in dimension d = 2 and for
p > 2. Let us also emphasize that one may deduce Lq-Lr decay estimates in the
spirit of (1.10) from the expression of Dp (see Corollaries 4.1 and 4.2 below).
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(6) Last but not least, our approach is very robust : suitable modifications of the
definition of Dp should allow to prove optimal decay estimates in critical spaces
for other hyperbolic-parabolic systems arising in fluid mechanics models.
We end this section with an overview of our strategy. The starting point is to
rewrite System (1.1) as the linearized compressible Navier-Stokes equations about (1, 0),
looking at the nonlinearities as source terms. More concretely, we consider
(2.17)
{
∂ta+ divu = f,
∂tu−Au+∇a = g,
with f , −div(au), A , µ∞∆+(λ∞+µ∞)∇div such that µ∞ > 0 and λ∞+2µ∞ = 1,
g , −u · ∇u− I(a)Au− k(a)∇a+ 1
1 + a
div
(
2µ˜(a)D(u) + λ˜(a)divu Id
)
,
where5
I(a) ,
a
1 + a
, k(a) ,
P ′(1 + a)
1 + a
−1, µ˜(a) , µ(1+a)−µ(1) and λ˜(a) , λ(1+a)−λ(1).
In the case of high Sobolev regularity, the basic method to prove (1.9) is to take
advantage of the corresponding L1 −L2 estimates for the semi-group generated by the
left-hand side of (2.17), treating the terms f and g by means of Duhamel formula, and
accepting loss of derivatives as the case may be. In the critical regularity framework
however, one cannot afford any loss of regularity for the high frequency part of the
solution (and some terms like u · ∇a induce a loss of one derivative as one cannot
expect any smoothing for a, solution of a transport equation). As regards the well-
posedness issue in the L2 critical framework (that is Theorem 1.1 with p = 2), that
difficulty has been overcome in [7] thanks to an appropriate energy method after spectral
localization of the mixed hyperbolic-parabolic system (2.17) including the convection
terms. As pointed out by Okita in [26], if assuming in addition that the initial data
are in L1 (or rather in the larger Besov space B˙01,∞) then the same arguments lead to
optimal time-decay estimates in the L2 critical framework if d ≥ 3.
To prove Theorem 2.1 in its full generality, one has to proceed differently: on one
hand, using Okita’s time decay functional does not allow to cover the two-dimensional
case, and on the other hand it is not adapted to the general Lp setting. To get round
the difficulty arising from the regularity-loss for the high-frequency part of the solution
in the Lp critical framework, we shall follow the approach that has been used recently
by Haspot [14] to prove Theorem 1.1. It is based on the observation that, at leading
order, both the divergence-free part of u and the so-called effective velocity w (which
is another name for the viscous effective flux of D. Hoff in [15]) fulfill some constant
coefficient heat equation, while a satisfies a damped transport equation. Now, to cover
all dimensions d ≥ 2 and values of p satisfying (1.5), we also need to include an
additional decay information for the high frequencies of the velocity in the definition
of the decay functional Dp (last term of (2.16)).
Another difficulty if p > 2, compared to the L2 case, is that one cannot expect inter-
action between high frequencies to provide any L1 information on the low frequencies.
5In our analysis, the exact value of functions k, λ˜, µ˜ and even I will not matter : we only need those
functions to be smooth enough and to vanish at 0.
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Indeed, let us look at the term u · ∇a as an example. Decomposing a and u into their
low and high frequency parts, we get
(2.18) (u · ∇a)ℓ = (uℓ · ∇aℓ)ℓ + (uh · ∇aℓ)ℓ + (uℓ · ∇ah)ℓ + (uh · ∇ah)ℓ.
As pointed out in Theorem 1.1, the high-frequency part (ah, uh) lies in an Lp-type
space. Hence one cannot bound the last term of (2.18) in a functional space with
integrability index below p/2. A similar difficulty arises for the second and third terms
which, at most, are in Lr with 1/r = 1/p + 1/2. The strategy will thus be to bound
the low frequencies of u · ∇a in Lp/2, and to resort to Lp/2 − L2 type decay estimates
instead of L1−L2 estimates. This heuristics turns out to work if p ≤ d. Unfortunately,
if p > d (a case that may occur in physical dimension d = 2, 3), the low frequency part
of some nonlinear terms need not be in Lp/2. The remedy is to perform estimates in the
negative Besov space B˙
−d( 2
p
− 1
2
)
2,∞ , which corresponds to the following critical embedding:
L
p
2 (Rd) →֒ B˙0p
2
,∞(R
d) →֒ B˙−d(
2
p
− 1
2
)
2,∞ (R
d),
and matches the low frequency assumption (2.14). This requires our using some non
so-classical product estimates in Besov spaces where the low frequency cut-off is crucial,
see Proposition A.2.
The rest of the paper unfolds as follows. Section 3 is devoted to the proof of Theorem
2.1. In Section 4, we point out some consequences of our main theorem : optimal decay
estimates in Lebesgue spaces in the spirit of (1.9), and explicit dependency with respect
to the Mach and Reynolds number of (1.1) (recall that, so far, we set all parameters of
the system to 1 for simplicity). Some material concerning Besov spaces, paradifferential
calculus, product and commutator estimates is recalled in Appendix.
3. The proof of time-decay estimates
We here prove Theorem 2.1, taking for granted the global existence result of Theorem
1.1. We proceed in three steps, according to the three terms of the time-weighted
functional Dp defined in (2.16).
Step 1 combines the low frequency decay properties of the semi-group defined by
the left-hand side of (2.17), and Duhamel principle to handle the nonlinear terms. In
that step, having Condition (2.14) is fundamental, as it rules the decay rate of the low-
frequency part of Dp (and thus indirectly of high frequency terms, owing to nonlinear
interaction). The proof for p > d turns out to be more involved as for p ≤ d because
the space B˙
d
p
−1
p,1 is no longer (locally) embedded in L
p so that one cannot resort directly
to the obvious product law Lp × Lp → L p2 to treat nonlinearities.
In the second step, in order to exhibit the decay of the high frequencies part of
the solution, we introduce (after B. Haspot in [13, 14]) the effective velocity w ,
∇(−∆)−1(a − divu). This is motivated by the observation that if (2.17) is written in
terms of a, w and of the divergence free part Pu of u, then, up to low order terms,
a satisfies a damped transport equation, and both w and Pu satisfy a heat equation.
Applying a suitable energy method after spectral localization enables us to avoid the
loss of one derivative coming from the convection terms, and to take advantage of the
nice decay properties provided by the heat and damped transport equations.
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In the last step, we establish gain of regularity and decay altogether for the high
frequencies of the velocity. That step strongly relies on the maximal regularity estimates
for the Lame´ semi-group which are the same as that for heat semi-group (see the remark
that follows Prop. A.6), and is fundamental to get our main result in any dimension
d ≥ 2 and for all indices p satisfying (1.5).
In what follows, we shall use repeatedly that for 0 < σ1 ≤ σ2 with σ2 > 1, we have
(3.1)
∫ t
0
〈t− τ〉−σ1〈τ〉−σ2 dτ . 〈t〉−σ1 .
Step 1: Bounds for the low frequencies. Let (E(t))t≥0 be the semi-group associated to
the left-hand side of (2.17). We get after spectral localization6 that for all k ∈ Z,
(3.2)
(
ak(t)
uk(t)
)
= E(t)
(
a0,k
u0,k
)
+
∫ t
0
E(t− τ)
(
fk(τ)
gk(τ)
)
dτ
where f and g have been defined in (2.17).
From an explicit computation of the action of E(t) in Fourier variables (see e.g. [3]),
we know that for any k0 ∈ Z, there exist two positive constants c0 and C depending
only on k0 and such that
|F(E(t)U)(ξ)| ≤ Ce−c0t|ξ|2 |FU(ξ)| for all |ξ| ≤ 2k0 .(3.3)
Therefore, using Parseval equality and the definition of ∆˙k, we get for all k ≤ k0,
‖E(t)∆˙kU‖L2 ≤ Ce−
c0
4
22kt‖∆˙kU‖L2 .(3.4)
Hence, multiplying by t
s0+s
2 2ks and summing up on k ≤ k0,
(3.5) t
s0+s
2
∑
k≤k0
2ks‖E(t)∆˙kU‖L2 . ‖U‖ℓB˙−s02,∞
∑
k≤k0
(
√
t 2k)s0+s e−
c0
4
(
√
t 2k)2 .
Due to the following fact: for any σ > 0 there exists a constant Cσ so that
(3.6) sup
t≥0
∑
k∈Z
t
σ
2 2kσe−
c0
4
22kt ≤ Cσ,
we get from (3.5) that for s+ s0 > 0,
(3.7) sup
t≥0
t
s0+s
2 ‖E(t)U‖ℓ
B˙s2,1
. ‖U‖ℓ
B˙
−s0
2,∞
.
In addition, it is clear that for s+ s0 > 0,
(3.8) ‖E(t)U‖ℓ
B˙s2,1
. ‖U‖ℓ
B˙
−s0
2,∞
( ∑
k≤k0
2k(s0+s)
)
. ‖U‖ℓ
B˙
−s0
2,∞
.
Therefore, setting 〈t〉 , √1 + t2, we arrive at
(3.9) sup
t≥0
〈t〉 s0+s2 ‖E(t)U‖ℓ
B˙s2,1
. ‖U‖ℓ
B˙
−s0
2,∞
,
and thus, taking advantage of Duhamel’s formula,
(3.10)
∥∥∥∥∫ t
0
E(t− τ)(f(τ), g(τ)) dτ
∥∥∥∥ℓ
B˙s2,1
.
∫ t
0
〈t− τ〉− s0+s2 ‖(f(τ), g(τ))‖ℓ
B˙
−s0
2,∞
dτ.
6Throughout, we set zk , ∆˙kz for any tempered distribution z and k ∈ Z.
10 RAPHAE¨L DANCHIN AND JIANG XU
We claim that if p fulfills (1.5), then we have for all t ≥ 0,
(3.11)
∫ t
0
〈t− τ〉− s0+s2 ‖(f, g)(τ)‖ℓ
B˙
−s0
2,∞
dτ . 〈t〉− s0+s2 (D2p(t) + X 2p (t)),
where Xp and Dp have been defined in (1.8) and (2.16), respectively.
Proving our claim requires different arguments depending on whether p ≤ d or p > d.
Let us start with the easier case 2 ≤ p ≤ d. Then, owing to the embedding Lp/2 →֒ B˙−s02,∞,
it suffices to establish that
(3.12)
∫ t
0
〈t− τ〉− s0+s2 ‖(f, g)(τ)‖Lp/2 dτ . 〈t〉−
s0+s
2
(D2p(t) + X 2p (t)).
Now, to bound the term with f, we use the decomposition
(3.13) f = u · ∇a+ adivuℓ + adivuh, with uℓ ,
∑
k<k0
∆˙ku and u
h , u− uℓ.
It follows from Ho¨lder inequality that
(3.14)
∫ t
0
〈t− τ〉− s0+s2 ‖(u · ∇a)(τ)‖Lp/2 dτ
≤
(
sup
0≤τ≤t
〈τ〉
s0
2
− d
2p
+ d
4 ‖u(τ)‖Lp
)(
sup
0≤τ≤t
〈τ〉
s0
2
− d
2p
+ d
4
+ 1
2‖∇a(τ)‖Lp
)
×
∫ t
0
〈t− τ〉− s0+s2 〈τ〉−s0+ dp− d+12 dτ.
By Minkowski’s inequality, we have
‖u‖Lp ≤ ‖uℓ‖Lp + ‖uh‖Lp ,(3.15)
and embedding (see the Appendix) together with the definition of uℓ and uh imply that
(3.16) ‖uℓ‖Lp . ‖u‖ℓ
B˙
d
2−
d
p
2,1
and ‖uh‖Lp . ‖u‖h
B˙
d
p−1
p,1
if 2 ≤ p ≤ d.
Combining (3.15)–(3.16) and using the definition of α and of Dp(t) thus yields
sup
0≤τ≤t
〈τ〉
s0
2
− d
2p
+ d
4 ‖u(τ)‖Lp . Dp(t).(3.17)
Similarly, we can get
sup
0≤τ≤t
〈τ〉
s0
2
− d
2p
+ d
4 ‖a(τ)‖Lp + sup
0≤τ≤t
〈τ〉
s0
2
− d
2p
+ d
4
+ 1
2 ‖∇a(τ)‖Lp . Dp(t).(3.18)
Because 2 ≤ p ≤ d and s0 = 2dp − d2 , we arrive for all −s0 < s ≤ 2 at
s0
2
+
s
2
≤ d
p
− d
4
+ 1 ≤ s0 − d
p
+
d+ 1
2
=
d
p
+
1
2
·(3.19)
Since d/p + 1/2 > 1, we get from (3.1),∫ t
0
〈t− τ〉− s0+s2 〈τ〉−s0+ dp− d+12 dτ . 〈t〉− s0+s2 .(3.20)
Hence, it follows from (3.14), (3.17), (3.18) that∫ t
0
〈t− τ〉− s0+s2 ‖(u · ∇a)(τ)‖Lp/2 dτ . 〈t〉−
s0+s
2 D2p(t).(3.21)
DECAY ESTIMATES FOR THE COMPRESSIBLE NAVIER-STOKES EQUATIONS 11
Bounding the term with adivuℓ is similar: we get∫ t
0
〈t− τ〉− s0+s2 ‖(adivuℓ)(τ)‖Lp/2 dτ . 〈t〉−
s0+s
2 D2p(t).(3.22)
Regarding the term with adivuh, we use that if t ≥ 2,∫ t
0
〈t− τ〉− s0+s2 ‖(adivuh)(τ)‖Lp/2 dτ
≤
∫ t
0
〈t− τ〉− s0+s2 ‖a(τ)‖Lp‖divuh(τ)‖Lp dτ =
(∫ 1
0
+
∫ t
1
)
(· · ·)dτ , I1 + I2.
Remembering the definitions of Xp(t) and Dp(t), we can obtain
I1 . 〈t〉−
s0+s
2
(
sup
0≤τ≤1
‖a(τ)‖Lp
) ∫ 1
0
‖divuh(τ)‖Lp dτ
. 〈t〉− s0+s2 Dp(1)Xp(1)(3.23)
and, using the fact that 〈τ〉 ≈ τ when τ ≥ 1,
I2 =
∫ t
1
〈t− τ〉− s0+s2 〈τ〉−1− s02 (〈τ〉 s02 ‖a(τ)‖Lp)(τ‖divuh(τ)‖Lp) dτ
≤ sup
1≤τ≤t
(
〈τ〉 s02 ‖a(τ)‖Lp
)
sup
1≤τ≤t
(
τ‖divuh(τ)‖Lp
)∫ t
1
〈t− τ〉− s0+s2 〈τ〉−1− s02 dτ
. 〈t〉− s0+s2 D2p(t).
Therefore, for t ≥ 2, we arrive at
(3.24)
∫ t
0
〈t− τ〉− s0+s2 ‖(adivuh)(τ)‖Lp/2 dτ . 〈t〉−
s0+s
2
(
Dp(t)Xp(t) +D2p(t)
)
·
The case t ≤ 2 is obvious as 〈t〉 ≈ 1 and 〈t− τ〉 ≈ 1 for 0 ≤ τ ≤ t ≤ 2, and∫ t
0
‖adivuh‖Lp/2 dτ ≤ ‖a‖L∞t (Lp)‖divuh‖L1t (Lp) . Dp(t)Xp(t).(3.25)
Next, in order to bound the term of (3.12) corresponding to g, we use the decomposition
g = g1 + g2 + g3 + g4 with g1 , −u · ∇u, g2 , −k(a)∇a,
g3 , 2
µ˜(a)
1 + a
divD(u) +
λ˜(a)
1 + a
∇divu− I(a)Au
and g4 , 2
µ˜′(a)
1 + a
D(u) · ∇a+ λ˜
′(a)
1 + a
divu∇a.
The terms with g1 and g2 may be handled as f above: k(a)∇a and u · ∇uℓ may be
treated as u · ∇a, and u · ∇uh, as adivuh. To handle the viscous term g3, we see that
it suffices to bound
K(a)∇2uℓ and K(a)∇2uh,(3.26)
where K stands for some smooth function vanishing at 0.
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To bound K(a)∇2uℓ, we write that∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uℓ‖Lp/2 dτ .
∫ t
0
〈t− τ〉− s0+s2 〈τ〉−1−s0 dτ
×
(
sup
τ∈[0,t]
〈τ〉 s02 ‖a(τ)‖Lp
)(
sup
τ∈[0,t]
〈τ〉 s02 +1‖∇2uℓ(τ)‖Lp
)
. 〈t〉− s0+s2 D2p(t),(3.27)
where we used (3.18), the fact that d4 − d2p ≥ 0, and
‖∇2uℓ(τ)‖Lp . ‖u‖ℓ
B˙
d
2−
d
p+2
2,1
. ‖u‖ℓ
B˙22,1
.
To bound the term involving K(a)∇2uh, we consider the cases t ≥ 2 and t ≤ 2
separately. If t ≥ 2 then we write∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uh‖Lp/2 dτ .
∫ t
0
〈t− τ〉− s0+s2 ‖a(τ)‖Lp‖∇2uh(τ)‖Lp dτ
=
(∫ 1
0
+
∫ t
1
)
(· · ·)dτ , J1 + J2.
Now, because d/p − 1 ≥ 0, we have by embedding,
J1 . 〈t〉−
s0+s
2
(
sup
0≤τ≤1
‖a(τ)‖Lp
)∫ 1
0
‖∇2uh‖Lp dτ . 〈t〉−
s0+s
2 Dp(1)Xp(1)
and
J2 . sup
0≤τ≤t
(
〈τ〉 s02 ‖a(τ)‖Lp
)
sup
0≤τ≤t
(
τ‖∇2uh(τ)‖Lp
) ∫ t
1
〈t− τ〉− s0+s2 〈τ〉−1− s02 dτ
. 〈t〉− s0+s2 D2p(t).
Therefore, we end up with∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uh‖Lp/2 dτ . 〈t〉−
s0+s
2
(
Dp(t)Xp(t) +D2p(t)
)
for all t ≥ 2.
In the case t ≤ 2, we have 〈t〉 ≈ 1 and 〈t− τ〉 ≈ 1 for 0 ≤ τ ≤ t ≤ 2, and
(3.28)
∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uh‖Lp/2 dτ .
∫ t
0
‖a‖Lp‖∇2uh‖Lp dτ . Dp(t)Xp(t).
To bound g4, it suffices to consider ∇F (a) ⊗ ∇u where F is some smooth function
vanishing at 0. Once again, it is convenient to split that term into
∇F (a)⊗∇u = ∇F (a)⊗∇uℓ +∇F (a)⊗∇uh.
For bounding the first term, one may proceed as for proving (3.27) (using (3.18)):∫ t
0
〈t− τ〉− s0+s2 ‖∇F (a)⊗∇uℓ‖Lp/2 dτ .
∫ t
0
〈t− τ〉− s0+s2 〈τ〉−1−s0 dτ
×
(
sup
τ∈[0,t]
〈τ〉 s02 + 12 ‖∇a(τ)‖Lp
)(
sup
τ∈[0,t]
〈τ〉s0+ 12‖∇uℓ(τ)‖Lp
)
. 〈t〉− s0+s2 D2p(t).
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To handle the term ∇F (a)⊗∇uh, we consider the cases t ≥ 2 and t ≤ 2 separately.
If t ≥ 2 then we write∫ t
0
〈t− τ〉− s0+s2 ‖∇F (a)⊗∇uh‖Lp/2 dτ .
∫ t
0
〈t− τ〉− s0+s2 ‖∇a(τ)‖Lp‖∇uh(τ)‖Lp dτ
=
(∫ 1
0
+
∫ t
1
)
(· · ·)dτ , K1 +K2.
It is clear that
K1 . 〈t〉−
s0+s
2
(
sup
0≤τ≤1
‖∇a(τ)‖Lp
)∫ 1
0
‖∇uh‖Lp dτ . 〈t〉−
s0+s
2 Dp(1)Xp(1)
and that
K2 . sup
1≤τ≤t
(
〈τ〉 s02 + 12 ‖∇a(τ)‖Lp
)
sup
1≤τ≤t
(
τ
1
2‖∇uh(τ)‖Lp
)∫ t
1
〈t− τ〉− s0+s2 〈τ〉−1− s02 dτ.
Note that for τ ≥ 1, we have
τ
1
2‖∇uh(τ)‖Lp . τ‖∇u(τ)‖h
B˙
d
p
p,1
.
Hence one can conclude thanks to (3.18) that
K2 . 〈t〉−
s0+s
2 D2p(t) for all t ≥ 2.
The (easy) case t ≤ 2 is left to the reader, which completes the proof of (3.12), and
thus of (3.11), for p ≤ d.
Let us now prove (3.11) in the case p > d (that can occur only if d = 2, 3). The
idea is to replace the Ho¨lder inequality ‖FG‖Lp/2 ≤ ‖F‖Lp‖G‖Lp with the following
two inequalities:
‖FG‖
B˙
−s0
2,∞
. ‖F‖
B˙
1− dp
p,1
‖G‖
B˙
d
2−1
2,1
,(3.29)
‖FG‖ℓ
B˙
−
d
p
2,∞
. ‖F‖
B˙
d
p−1
p,1
‖G‖
B˙
1− dp
2,1
,(3.30)
which stem from Proposition A.1 (second item) and Besov embedding.
Using Inequality (3.29) turns out to be appropriate for handling the terms:
u · ∇aℓ, adivuℓ, u · ∇uℓ, k(a)∇aℓ and K(a)∇2uℓ,
while (3.30) will be used for ∇(F (a)) ⊗∇uℓ.
We claim that
(3.31) ‖(a, u)(τ)‖
B˙
1− dp
p,1
. 〈τ〉− 12Dp(τ).
and that
(3.32) ‖a(τ)‖
B˙
d
p
p,1
. 〈τ〉− dpDp(τ).
Indeed, we have by embedding and definition of s0,
(3.33) ‖(a, u)ℓ(τ)‖
B˙
1− dp
p,1
. ‖(a, u)ℓ(τ)‖
B˙
1−s0
2,1
. 〈τ〉− 12Dp(τ),
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and, by interpolation, because p > d,
(3.34) ‖uh‖
B˙
1− dp
p,1
. ‖uh‖
d
p
B˙
d
p−1
p,1
‖uh‖1−
d
p
B˙
d
p+1
p,1
.
Hence, using the definition of the second and third terms of Dp,
(3.35) ‖uh(τ)‖
B˙
1− dp
p,1
. 〈τ〉−(1+ dp (α−1))Dp(τ).
As obviously α ≥ 1, putting (3.33) and (3.35) together yields (3.31) for u. Finally,
because p ≤ 2d,
‖ah(τ)‖
B˙
1− dp
p,1
. ‖ah(τ)‖
B˙
d
p
p,1
. 〈τ〉−αDp(τ),
and Inequality (3.31) is thus also fulfilled by ah.
For proving (3.32), we notice that by embedding and because d2 ≤ 2 in the case we
are interested in,
‖aℓ(τ)‖
B˙
d
p
p,1
. ‖aℓ(τ)‖
B˙
d
2
2,1
. 〈τ〉− dpDp(τ),
and, because α ≥ 1 ≥ dp ,
‖ah(τ)‖
B˙
d
p
p,1
. 〈τ〉− dpDp(τ).
Now, thanks to (3.29) and (3.31), one can thus write∫ t
0
〈t− τ〉− s0+s2 ‖(u · ∇aℓ)(τ)‖ℓ
B˙
−s0
2,∞
dτ .
∫ t
0
〈t− τ〉− s0+s2 ‖u‖
B˙
1− dp
p,1
‖∇aℓ‖
B˙
d
2−1
2,1
dτ
. D2p(t)
∫ t
0
〈t− τ〉− s0+s2 〈τ〉−(dp+ 12 ) dτ.
For all −s0 < s ≤ 2, we have
(3.36) 0 <
s0 + s
2
≤ d
p
− d
4
+ 1 ≤ d
p
+
1
2
·
As d/p + 1/2 > 1 (because p < 2d), Inequality (3.1) thus implies that
(3.37)
∫ t
0
〈t− τ〉− s0+s2 ‖(u · ∇aℓ)(τ)‖ℓ
B˙
−s0
2,∞
dτ . 〈t〉− s0+s2 D2p(t).
The terms adivuℓ, u ·∇uℓ and k(a)∇aℓ are similar. Regarding the term K(a)∇2uℓ, we
just have to write that, thanks to (3.29) and Bernstein inequality,∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uℓ(τ)‖ℓ
B˙
−s0
2,∞
dτ
.
(
sup
τ∈[0,t]
〈τ〉 12‖a(τ)‖
B˙
1− dp
p,1
)(
sup
τ∈[0,t]
〈τ〉 dp ‖∇2uℓ(τ)‖
B˙
d
2−1
2,1
)∫ t
0
〈t− τ〉− s0+s2 〈τ〉−(dp+ 12 )dτ
. 〈t〉− s0+s2
(
sup
τ∈[0,t]
〈τ〉 12‖a(τ)‖
B˙
1− dp
p,1
)(
sup
τ∈[0,t]
〈τ〉 dp ‖uℓ(τ)‖
B˙
d
2
2,1
)
. 〈t〉− s0+s2 D2p(t).
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Bounding ∇uℓ ⊗∇F (a) requires inequality (3.30) and Proposition A.3: we have∫ t
0
〈t− τ〉− s0+s2 ‖∇uℓ · ∇F (a)‖ℓ
B˙
−
d
p
2,∞
dτ .
∫ t
0
〈t− τ〉− s0+s2 ‖∇uℓ‖
B˙
1− dp
2,1
‖∇F (a)‖
B˙
d
p−1
p,1
dτ
.
∫ t
0
〈t− τ〉− s0+s2 ‖uℓ‖
B˙
2− dp
2,1
‖a‖
B˙
d
p
p,1
dτ.
Of course, as s0 ≤ d/p, we have
‖∇uℓ · ∇F (a)‖ℓ
B˙
−s0
2,∞
. ‖∇uℓ · ∇F (a)‖ℓ
B˙
−
d
p
2,∞
.
Now, because the definition of Dp ensures that
‖uℓ‖
B˙
2− dp
2,1
≤ 〈τ〉−(1+ d2p− d4 )Dp(τ),
we get, using (3.32) and the fact that 1 + 3d2p − d4 ≥ 1 + s02 ,∫ t
0
〈t− τ〉− s0+s2 ‖∇uℓ · ∇F (a)‖ℓ
B˙
−s0
2,∞
dτ . 〈t〉− s0+s2 D2p(t).
Bounding the terms corresponding to
u · ∇ah, adivuh, u · ∇uh, k(a)∇ah and K(a)∇2uh
requires our using Inequality (A.3) with σ = 1− d/p, namely
‖FGh‖ℓ
B˙
−s0
2,∞
.
(‖F‖
B˙
1− dp
p,1
+ ‖S˙k0+N0F‖Lp∗
)‖Gh‖
B˙
d
p−1
p,1
with
1
p∗
,
1
2
− 1
p
,
for some universal integer N0, which implies, owing to the embedding B˙
d
p
2,1 →֒ Lp
∗
and
to Bernstein inequality (note that p∗ ≥ p),
(3.38) ‖FGh‖ℓ
B˙
−s0
2,∞
.
(‖F ℓ‖
B˙
d
p
2,1
+ ‖F‖
B˙
1− dp
p,1
)‖Gh‖
B˙
d
p−1
p,1
.
As an example, let us show how (3.38) allows to bound the term corresponding to
adivuh. We start with the inequality∫ t
0
〈t− τ〉− s0+s2 ‖adivuh‖ℓ
B˙
−s0
2,∞
dτ .
∫ t
0
〈t− τ〉− s0+s2 (‖aℓ‖
B˙
d
p
2,1
+‖a‖
B˙
1− dp
p,1
)‖divuh‖
B˙
d
p−1
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · ·)dτ , I˜1 + I˜2.
Because d/p − 1 < 1− d/p ≤ d/p and d/p ≥ d/2− 1, we have
‖a‖
B˙
1− dp
p,1
. ‖a‖
B˙
d
p
p,1∩B˙
d
p−1
p,1
. ‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
and ‖aℓ‖
B˙
d
p
2,1
. ‖a‖ℓ
B˙
d
2−1
2,1
,
and thus
I˜1 . 〈t〉−
s0+s
2 Dp(1)Xp(1).
Furthermore, we notice that
(3.39) ‖(a, u)ℓ‖
B˙
d
p
2,1
≤ 〈τ〉− 12 (s0+ dp )Dp(t).
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Hence, using also (3.31), the fact that
sup
τ∈[1,t]
τ‖divuh(τ)‖
B˙
d
p−1
p,1
. Dp(t),
and that for all s ≤ 2, we have s0+s2 ≤ min(32 , 12(s0 + dp + 2)), we conclude that
I˜2 . D2p(t)
∫ t
0
〈t− τ〉− s0+s2 (〈τ〉− 12 (s0+ dp+2) + 〈τ〉− 32 ) dτ
. 〈t〉− s0+s2 D2p(t),
The term u · ∇uh being completely similar (thanks to (3.31) and (3.39)), we get
(3.40)
∫ t
0
〈t− τ〉− s0+s2 ‖(adivuh, u · ∇uh)‖ℓ
B˙
−s0
2,∞
dτ . 〈t〉− s0+s2
(
Dp(t)Xp(t) +D2p(t)
)
·
That (3.40) also holds for t ≤ 2 is just a consequence of the definition of Dp and Xp.
Bounding the term with u · ∇ah works the same since α ≥ 1 and
(3.41) ‖ah(t)‖
B˙
d
p
p,1
. 〈τ〉−αDp(t).
In order to handle the term with k(a)∇ah, we use (3.38), Proposition A.3 and proceed
as follows:
‖k(a)∇ah‖ℓ
B˙
−s0
2,∞
.
(‖k(a)‖
B˙
1− dp
p,1
+ ‖S˙k0+N0k(a)‖Lp∗
)‖∇ah‖
B˙
d
p−1
p,1
.
(‖a‖
B˙
1− dp
p,1
+ ‖a‖Lp∗
)‖∇ah‖
B˙
d
p−1
p,1
.
Using the embeddings B˙
d
p
2,1 →֒ Lp
∗
and B˙s0p,1 →֒ Lp
∗
, and decomposing a into low and
high frequencies, we discover that
‖a‖Lp∗ . ‖a‖ℓ
B˙
d
p
2,1
+ ‖a‖h
B˙
d
p
p,1
.
Hence
‖k(a)∇ah‖ℓ
B˙
−s0
2,∞
.
(‖a‖ℓ
B˙
d
p
2,1
+ ‖a‖h
B˙
d
p
p,1
)‖∇ah‖
B˙
d
p−1
p,1
,
and one can thus bound the term corresponding to k(a)∇ah exactly as u · ∇ah.
Likewise, according to (3.38) and proposition A.3 and arguing as above, we get
‖K(a)∇2uh‖ℓ
B˙
−s0
2,∞
.
(‖a‖ℓ
B˙
d
2−1
2,1
+ ‖a‖h
B˙
d
p
p,1
)‖∇2uh‖
B˙
d
p−1
p,1
.
As we have for all t ≥ 0,∫ t
0
‖∇2u‖h
B˙
d
p−1
p,1
dτ . Xp(t) and t‖∇2uh(t)‖
B˙
d
p−1
p,1
. Dp(t),
one can conclude exactly as for the previous term k(a)∇ah that∫ t
0
〈t− τ〉− s0+s2 ‖K(a)∇2uh‖ℓ
B˙
−s0
2,∞
dτ . 〈t〉− s0+s2
(
Dp(t)Xp(t) +D2p(t)
)
·
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Finally, to bound ∇F (a)⊗∇uh, we have to resort to (A.4) with σ = 1−d/p, namely
‖∇F (a)⊗∇uh‖ℓ
B˙
−s0
2,∞
.
(
‖∇F (a)‖
B˙
d
p−1
p,1
+
k0+N0−1∑
k=k0
‖∆˙k∇F (a)‖Lp∗
)
‖∇uh‖
B˙
1− dp
p,1
.
As p∗ ≥ p, Bernstein inequality ensures that ‖∆˙k∇F (a)‖Lp∗ . ‖∆˙kF (a)‖Lp for k0 ≤
k < k0 +N0. Hence, thanks to Proposition A.3, we have
‖∇F (a)⊗∇uh‖ℓ
B˙
−s0
2,∞
. ‖a‖
B˙
d
p
p,1
‖∇uh‖
B˙
1− dp
p,1
.
Therefore, if t ≥ 2 then∫ t
0
〈t− τ〉− s0+s2 ‖∇F (a)⊗∇uh‖ℓ
B˙
−s0
2,∞
dτ .
∫ t
0
〈t− τ〉− s0+s2 ‖a‖
B˙
d
p
p,1
‖∇uh‖
B˙
1− dp
p,1
dτ
=
(∫ 1
0
+
∫ t
1
)
(· · ·)dτ , K˜1 + K˜2.
As 1− d/p ≤ d/p, it is clear that
K˜1 . 〈t〉−
s0+s
2 Dp(1)Xp(1)
and that, owing to (3.32),
K˜2 .
(
sup
τ∈[1,t]
〈τ〉 dp ‖a(τ)‖
B˙
d
p
p,1
)(
sup
τ∈[1,t]
τ‖∇uh(τ)‖
B˙
d
p
p,1
) ∫ t
0
〈t− τ〉− s0+s2 〈τ〉−1− dpdτ
. 〈t〉− s0+s2 D2p(t).
Finally, if t ≤ 2 then we have∫ t
0
〈t− τ〉− s0+s2 ‖∇F (a)⊗∇uh(τ)‖ℓ
B˙
−s0
2,∞
dτ . ‖a‖
L∞t (B˙
d
p
p,1)
‖∇uh‖
L1t (B˙
d
p
p,1)
. Dp(t)Xp(t),
which completes the proof of (3.12) in the case p > d.
Combining with (3.9) for bounding the term of (3.14) pertaining to the data, we
conclude that
〈t〉 s0+s2 ‖(a, u)(t)‖ℓ
B˙s2,1
. Dp,0 +D2p(t) + X 2p (t) for all t ≥ 0,(3.42)
provided that −s0 < s ≤ 2.
Step 2: Decay estimates for the high frequencies of (∇a, u). This step is devoted to
bounding the second term of Dp(t). In contrast with the first step, here one can
provide a common proof for all values of p fulfilling (1.5).
Let P , Id +∇(−∆)−1div be the Leray projector onto divergence-free vector fields.
It follows from (2.17) that Pu satisfies the following ordinary heat equation:
∂tPu− µ∞∆Pu = Pg.
Applying ∆˙k to the above equation yields for all k ∈ Z,
∂tPuk − µ∞∆Puk = Pgk with uk , ∆˙ku and gk , ∆˙kg.
Then, multiplying each component of the above equation by |(Puk)i|p−2(Puk)i and
integrating over Rd gives for i = 1, · · · , d,
1
p
d
dt
‖Puik‖pLp − µ∞
∫
∆(Puk)i|(Puk)i|p−2(Puk)i dx =
∫
|(Puk)i|p−2(Puk)igik dx.
18 RAPHAE¨L DANCHIN AND JIANG XU
The key observation is that the second term of the l.h.s., although not spectrally local-
ized, may be bounded from below as if it were (see Prop. A.4). After summation on
i = 1, · · · , d, we end up for some constant cp with
(3.43)
1
p
d
dt
‖Puk‖pLp + cpµ∞22k‖Puk‖pLp ≤ ‖Pgk‖Lp‖Puk‖p−1Lp .
At this point, following Haspot’s method in [13, 14], we introduce the effective velocity
w = ∇(−∆)−1(a− div u).
It is clear that w fulfills
∂tw −∆w = ∇(−∆)−1(f − divg) + w − (−∆)−1∇a.(3.44)
Hence, arguing exactly as for proving (3.43), we get for wk , ∆˙kw:
(3.45)
1
p
d
dt
‖wk‖pLp + cp22k‖wk‖pLp
≤ (‖∇(−∆)−1(fk − divgk)‖Lp + ‖wk − (−∆)−1∇ak‖Lp)‖wk‖p−1Lp .
In terms of w, the function a satisfies the following damped transport equation:
(3.46) ∂ta+ div(au) + a = −divw.
Then, applying the operator ∂i∆˙k to (3.46) and denoting R
i
k , [u · ∇, ∂i∆˙k]a gives
(3.47) ∂t∂iak + u · ∇∂iak + ∂iak = −∂i∆˙k(adivu)− ∂idivwk +Rik, i = 1, · · · , d.
Multiplying by |∂iak|p−2∂iak, integrating on Rd, and performing an integration by parts
in the second term of (3.47), we get
1
p
d
dt
‖∂iak‖pLp + ‖∂iak‖pLp =
1
p
∫
divu |∂iak|p dx
+
∫ (
Rik − ∂i∆˙k(adivu)− ∂idivwk)|∂iak|p−2∂iak dx.
Summing up on i = 1, · · · , d, and applying Ho¨lder and Bernstein inequalities leads to
(3.48)
1
p
d
dt
‖∇ak‖pLp + ‖∇ak‖pLp ≤
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp
+ C22k‖wk‖Lp + ‖Rk‖Lp
)
‖∇ak‖p−1Lp .
Adding up that inequality (multiplied by εcp) to (3.43) and (3.45) yields
1
p
d
dt
(‖Puk‖pLp + ‖wk‖pLp + εcp‖∇ak‖pLp)+ cp22k(µ∞‖Puk‖pLp + ‖wk‖pLp) + εcp‖∇ak‖pLp
≤ (‖Pgk‖Lp + ‖∇(−∆)−1(fk − divgk)‖Lp)‖(Puk, wk)‖p−1Lp
+εcp
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + ‖Rk‖Lp
)
‖∇ak‖p−1Lp
+Cεcp2
2k‖wk‖Lp‖∇ak‖p−1Lp + ‖wk‖pLp + ‖(−∆)−1∇ak‖Lp‖wk‖p−1Lp .
Taking advantage of Young inequality, we see that the last line may be absorbed by
the l.h.s. if ε is taken small enough. It is also the case of the last two terms according
to (A.6) (as (−∆)−1 is a homogeneous Fourier multiplier of degree −2), if k is large
enough. Therefore, remembering that fk = ∆˙kdiv(au) and using that ∇(−∆)−1div is
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a homogeneous multiplier of degree 0, we conclude that there exist some k0 ∈ Z and
c0, ε > 0 so that for all k ≥ k0, we have
1
p
d
dt
(‖Puk‖pLp + ‖wk‖pLp + εcp‖∇ak‖pLp)+ c0(‖Puk‖pLp + ‖wk‖pLp + εcp‖∇ak‖pLp)
≤ C(‖gk‖Lp + ‖∆˙k(au)‖Lp)‖(Puk, wk)‖p−1Lp
+εcp
(1
p
‖divu‖L∞‖∇ak‖Lp + ‖∇∆˙k(adivu)‖Lp + ‖Rk‖Lp
)
‖∇ak‖p−1Lp .
Integrating in time, we arrive (taking smaller c0 as the case may be) at
ec0t‖(Puk, wk,∇ak)(t)‖Lp . ‖(Puk, wk,∇ak)(0)‖Lp +
∫ t
0
ec0τSk(τ) dτ
with Sk , S1k + · · · + S5k and
S1k , ‖∆˙k(au)‖Lp , S2k , ‖gk‖Lp ,
S3k , ‖∇∆˙k(adiv u)‖Lp , S4k , ‖Rk‖Lp , S5k , ‖divu‖L∞‖∇ak‖Lp .
It is clear that (uk,∇ak) satisfies a similar inequality, for we have
u = w −∇(−∆)−1a+ Pu(3.49)
which leads for k ≥ k0 to
‖uk − (wk + Puk)‖Lp . 2−2k0‖∇ak‖Lp .(3.50)
Therefore, there exists a constant c0 > 0 such that for all k ≥ k0 and t ≥ 0, we have
‖(∇ak, uk)(t)‖Lp . e−c0t‖(∇ak(0), uk(0))‖Lp +
∫ t
0
e−c0(t−τ)Sk(τ) dτ.(3.51)
Now, multiplying both sides by 〈t〉α2k(dp−1), taking the supremum on [0, T ], and sum-
ming up over k ≥ k0 yields
(3.52) ‖〈t〉α(∇a, u)‖h
L˜∞T (B˙
d
p−1
p,1 )
. ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+
∑
k≥k0
sup
0≤t≤T
(
〈t〉α
∫ t
0
ec0(τ−t)2k(
d
p
−1)Sk dτ
)
·
In order to bound the sum, we first notice that
(3.53)
∑
k≥k0
sup
0≤t≤2
(
〈t〉α
∫ t
0
ec0(τ−t)2k(
d
p
−1)
Sk(τ) dτ
)
.
∫ 2
0
∑
k≥k0
2
k(d
p
−1)
Sk(τ) dτ.
It follows from Propositions A.1 and A.5 that
(3.54)
∫ 2
0
∑
k≥k0
2
k(d
p
−1)
Sk(τ) dτ .
∫ 2
0
(
‖au‖h
B˙
d
p−1
p,1
+ ‖g‖h
B˙
d
p−1
p,1
+ ‖∇u‖
B˙
d
p
p,1
‖a‖
B˙
d
p
p,1
)
dτ.
It is clear that the last term of the r.h.s. may be bounded by CX 2p (2) and that, owing
to Prop. A.1, we have
(3.55) ‖au‖h
L1t (B˙
d
p−1
p,1 )
. ‖au‖
L1t (B˙
d
p
p,1)
. ‖a‖
L2t (B˙
d
p
p,1)
‖u‖
L2t (B˙
d
p
p,1)
.
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Furthermore, combining Propositions A.1 and A.3 yields (remembering that p < 2d)
‖g‖
L1t (B˙
d
p−1
p,1 )
.
(‖u‖
L∞t (B˙
d
p−1
p,1 )
‖∇u‖
L1t (B˙
d
p
p,1)
+ ‖a‖
L∞t (B˙
d
p
p,1)
‖∇u‖
L1t (B˙
d
p
p,1)
+‖a‖
L2t (B˙
d
p
p,1)
‖∇a‖
L2t (B˙
d
p−1
p,1 )
)
.
Now, we observe that
‖a‖
L2t (B˙
d
p
p,1)
≤ ‖a‖ℓ
L2t (B˙
d
p
p,1)
+ ‖a‖h
L2t (B˙
d
p
p,1)
.(3.56)
Combining interpolation, Ho¨lder inequality and embedding (here we use that p ≥ 2),
we may write
‖a‖ℓ
L2t (B˙
d
p
p,1)
.
(
‖a‖ℓ
L1t (B˙
d
p+1
p,1 )
) 1
2
(
‖a‖ℓ
L∞t (B˙
d
p−1
p,1 )
) 1
2
. ‖a‖ℓ
L1t (B˙
d
2+1
2,1 )
+ ‖a‖ℓ
L∞t (B˙
d
2−1
2,1 )
. Xp(t).(3.57)
Likewise, we have
‖a‖h
L2t (B˙
d
p
p,1)
.
(
‖a‖h
L1t (B˙
d
p
p,1)
) 1
2
(
‖a‖h
L∞t (B˙
d
p
p,1)
) 1
2
. Xp(t).
Arguing similarly for bounding u, we get
(3.58) ‖a‖
L2t (B˙
d
p
p,1)
+ ‖u‖
L2t (B˙
d
p
p,1)
. Xp(t),
and one can conclude that the first two terms in the r.h.s. of (3.54) may be bounded
by X 2p (2). We thus have
(3.59)
∑
k≥k0
sup
0≤t≤2
〈t〉α
∫ t
0
ec0(τ−t)2k(
d
p
−1)Sk(τ) dτ . X 2p (2).
Let us now bound the supremum for 2 ≤ t ≤ T in the last term of (3.52), assuming
(with no loss of generality) that T ≥ 2. To this end, it is convenient to split the integral
on [0, t] into integrals on [0, 1] and [1, t]. The integral on [0, 1] is easy to handle: because
ec0(τ−t) ≤ e−c0t/2 for 2 ≤ t ≤ T and 0 ≤ τ ≤ 1, one can write that∑
k≥k0
sup
2≤t≤T
〈t〉α
∫ 1
0
ec0(τ−t)2k(
d
p
−1)Sk(τ) dτ ≤
∑
k≥k0
sup
2≤t≤T
〈t〉αe− c02 t
∫ 1
0
2k(
d
p
−1)Sk dτ
.
∫ 1
0
∑
k≥k0
2
k(d
p
−1)
Sk dτ.
Hence, following the procedure leading to (3.59), we end up with
(3.60)
∑
k≥k0
sup
2≤t≤T
(
〈t〉α
∫ 1
0
ec0(τ−t)2k(
d
p
−1)Sk(τ) dτ
)
. X 2p (1).
In order to bound the [1, t] part of the integral for 2 ≤ t ≤ T, we notice that (3.1)
guarantees that
(3.61)
∑
k≥k0
sup
2≤t≤T
(
〈t〉α
∫ t
1
ec0(τ−t)2k(
d
p
−1)
Sk(τ) dτ
)
.
∑
k≥k0
2
k(d
p
−1)
sup
1≤t≤T
tαSk(t).
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In what follows, we shall use repeatedly the following inequality
(3.62) ‖τ∇u‖
L˜∞t (B˙
d
p
p,1)
. Dp(t),
which just stems from the definition of Dp(t), as regards the high-frequencies of u, and
from Bernstein inequalities for the low frequencies. Indeed: if d ≥ 3 then d/2 + 1 > 2
and one can write that
‖τ∇u‖ℓ
L˜∞t (B˙
d
p
p,1)
. ‖τu‖ℓ
L˜∞t (B˙
d
2+1
2,1 )
. ‖τu‖ℓ
L∞t (B˙
2
2,1)
. ‖〈τ〉 s02 +1u‖ℓ
L∞t (B˙
2
2,1)
≤ Dp(t).
In the 2D-case, observing that p < 4 implies s0 > 0, we have for all small enough ε > 0:
‖τ∇u‖ℓ
L˜∞t (B˙
2
p
p,1)
. ‖τu‖ℓ
L˜∞t (B˙
2
2,1)
. ‖τu‖ℓ
L∞t (B˙
2−2ε
2,1 )
. ‖〈τ〉 s02 +1−εu‖ℓ
L∞t (B˙
2−2ε
2,1 )
≤ Dp(t).
To bound the contribution of S1k and S
2
k in (3.52), we use the fact that
(3.63)
∑
k≥k0
2
k(d
p
−1)
sup
1≤t≤T
tα(S1k(t) + S
2
k(t)) . ‖tα(au, g)‖h
L˜∞T (B˙
d
p−1
p,1 )
.
Now, product laws adapted to tilde spaces (see Proposition A.1) ensure that
‖tαauh‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖a‖
L˜∞T (B˙
d
p
p,1)
‖tαuh‖
L˜∞T (B˙
d
p−1
p,1 )
. Xp(T )Dp(T ),(3.64)
‖tαahuℓ‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖tαah‖
L˜∞T (B˙
d
p
p,1)
‖uℓ‖
L˜∞T (B˙
d
p−1
p,1 )
. Dp(T )Xp(T ).(3.65)
Note that Bernstein inequality (A.5) and embedding imply that
‖tαaℓuℓ‖h
L˜∞T (B˙
d
p−1
p,1 )
. ‖tαaℓuℓ‖
L˜∞T (B˙
d
2
2,1)
.
Hence, using Proposition A.1, we discover that
(3.66) ‖tαaℓuℓ‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα/2aℓ‖
L˜∞T (B˙
d
2
2,1)
‖tα/2uℓ‖
L˜∞T (B˙
d
2
2,1)
.
Because α ≤ s0 +min(2, d2 − ε), we deduce that
‖tα/2(aℓ, uℓ)‖
L˜∞T (B˙
d
2
2,1)
. ‖tα/2(aℓ, uℓ)‖
L∞T (B˙
d
2−ε
2,1 )
≤ Dp(T ) if d ≤ 4,(3.67)
‖tα/2(aℓ, uℓ)‖
L˜∞T (B˙
d
2
2,1)
. ‖tα/2(aℓ, uℓ)‖L∞T (B˙22,1) ≤ Dp(T ) if d ≥ 5.(3.68)
Therefore we conclude that
(3.69) ‖tα(au)‖h
L˜∞T (B˙
d
p−1
p,1 )
. Dp(T )(Dp(T ) + Xp(T )).
To bound the convection term of g, we just write that
‖tα(u · ∇u)‖h
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα−1u‖
L˜∞T (B˙
d
p−1
p,1 )
‖t∇u‖
L˜∞T (B˙
d
p
p,1)
.
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On one hand, it is obvious that ‖tα−1u‖h
L˜∞T (B˙
d
p−1
p,1 )
≤ Dp(t). On the other hand, we have
the following estimates for z = a, u and small enough ε:
‖tα−1z‖ℓ
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα−1z‖ℓ
L∞T (B˙
d
2−1−2ε
2,1 )
≤ Dp(T ) if d ≤ 6,(3.70)
‖tα−1z‖ℓ
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα−1z‖ℓ
L∞T (B˙
2
2,1)
≤ Dp(T ) if d ≥ 7,(3.71)
provided α− 1 ≤ s02 + d4 − 12 − ε if d ≤ 6 and α− 1 ≤ s02 + 1 if d ≥ 7. Hence
(3.72) ‖tα(u · ∇u)‖h
L˜∞T (B˙
d
p−1
p,1 )
. D2p(T ).
To bound the term with k(a)∇a, we use that according to Propositions A.1 and A.3,
and to (3.67), (3.68), we have
‖tα(k(a)∇ah)‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖a‖
L˜∞T (B˙
d
p
p,1)
‖tαa‖h
L˜∞T (B˙
d
p
p,1)
≤ Xp(T )Dp(T ),(3.73)
‖tα(k(a)∇aℓ)‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα/2a‖
L˜∞T (B˙
d
p
p,1)
‖tα/2a‖ℓ
L˜∞T (B˙
d
2
2,1)
. D2p(T ).(3.74)
To bound the term containing I(a)Au, we write that
(3.75) ‖tαI(a)Au‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖t∇2u‖
L˜∞T (B˙
d
p−1
p,1 )
(‖tα−1a‖ℓ
L˜∞T (B˙
d
2
2,1)
+ ‖tα−1a‖h
L˜∞T (B˙
d
p
p,1)
)
.
The first term on the right-side may be bounded by virtue of (3.62), and it is clear that
the last term is bounded by Dp(T ). As for the second one, we use (3.70) and (3.71).
The last term of g is of the type ∇F (a)⊗∇u with F (0) = 0, and we have
‖tα∇F (a)⊗∇u‖
L˜∞T (B˙
d
p−1
p,1 )
. ‖tα−1a‖
L˜∞T (B˙
d
p
p,1)
‖t∇u‖
L˜∞T (B˙
d
p
p,1)
.
So using (3.62), the definition of Dp(T ) and (3.70), (3.71), we see that
‖tα∇F (a)⊗∇u‖
L˜∞T (B˙
d
p−1
p,1 )
. D2p(T ).
Reverting to (3.63), we end up with
(3.76)
∑
k≥k0
sup
1≤t≤T
tα2k(
d
p
−1)(S1k + S
2
k)(t) . Dp(T )Xp(T ) +D2p(T ).
The term S3k is similar to the last two terms of g. As for bounding S
4
k , we notice
that a small modification of Proposition A.5 (just include tα in the definition of the
commutator, follow the proof treating the time variable as a parameter, and take the
supremum on [0, T ] at the end) yields:
(3.77)
∑
k∈Z
2k(
d
p
−1) sup
0≤t≤T
tα‖Rk(t)‖Lp . ‖t∇u‖
L˜∞T (B˙
d
p
p,1)
‖tα−1∇a‖
L˜∞T (B˙
d
p−1
p,1 )
.
Hence using (3.62), (3.70) and (3.71) gives∑
k∈Z
2
k(d
p
−1)
sup
0≤t≤T
tα‖Rk(t)‖Lp . D2p(T ).
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The term with S5k is clearly bounded by the r.h.s. of (3.77). Putting all the above
inequalities together, we conclude that∑
k≥k0
2
k(d
p
−1)
sup
1≤t≤T
tαSk(t) . Dp(T )Xp(T ) +D2p(T ).(3.78)
Plugging (3.78) in (3.61), and remembering (3.52), (3.59) and (3.60), we end up with
(3.79) ‖〈t〉α(∇a, u)‖h
L˜∞T (B˙
d
p−1
p,1 )
. ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ X 2p (T ) +D2p(T ).
Step 3: Decay estimates with gain of regularity for the high frequencies of u. In order
to bound the last term in Dp(t), it suffices to notice that the velocity u satisfies
∂tu−Au = F , −(1+k(a))∇a−u ·∇u−I(a)Au+ 1
1 + a
div
(
2µ˜(a)D(u)+ λ˜(a)divu Id
)
.
Hence
(3.80) ∂t(tAu)−A(tAu) = Au+ tAF.
We thus deduce from Proposition A.6 and the remark that follows, that
(3.81) ‖τ∇2u‖h
L˜∞t (B˙
d
p−1
p,1 )
. ‖Au‖h
L1t (B˙
d
p−1
p,1 )
+ ‖τAF‖h
L˜∞t (B˙
d
p−3
p,1 )
,
whence, using the bounds given by Theorem 1.1,
(3.82) ‖τ∇u‖h
L˜∞t (B˙
d
p
p,1)
. ‖u‖h
L1t (B˙
d
p+1
p,1 )
+ ‖τF‖h
L˜∞t (B˙
d
p−1
p,1 )
. Xp(0) + ‖τF‖h
L˜∞t (B˙
d
p−1
p,1 )
.
In order to bound the first term of F, we notice that, because α ≥ 1, we have
‖τ∇a‖h
L˜∞t (B˙
d
p−1
p,1 )
. ‖〈τ〉αa‖h
L˜∞t (B˙
d
p
p,1)
.(3.83)
Next, product and composition estimates (see Propositions A.1 and A.3) adapted to
tilde spaces give
‖τ k(a)∇a‖h
L˜∞t (B˙
d
p−1
p,1 )
. ‖τ 12 a‖2
L˜∞t (B˙
d
p
p,1)
. D2p(t),(3.84)
as well as
(3.85) ‖τ u · ∇u‖h
L˜∞t (B˙
d
p−1
p,1 )
. ‖u‖
L˜∞t (B˙
d
p−1
p,1 )
‖τ∇u‖
L˜∞t (B˙
d
p
p,1)
. Xp(t)Dp(t)
and
(3.86) ‖τI(a)Au‖h
L˜∞t (B˙
d
p−1
p,1 )
. ‖a‖
L˜∞t (B˙
d
p
p,1)
‖τ∇2u‖
L˜∞t (B˙
d
p−1
p,1 )
. Xp(t)Dp(t).
Obviously, the terms µ˜(a)1+a divD(u) and
λ˜(a)
1+a∇divu also satisfy (3.86). Finally, we notice
that for any smooth function K, we have
‖τK(a)∇a⊗∇u‖h
L˜∞t (B˙
d
p−1
p,1 )
. (1 + ‖a‖
L˜∞T (B˙
d
p
p,1)
)‖∇a‖
L˜∞T (B˙
d
p−1
p,1 )
‖τ∇u‖
L˜∞T (B˙
d
p
p,1)
.
Hence, reverting to (3.82) and remembering (3.62), we get
‖τ∇u‖h
L˜∞t (B˙
d
p
p,1)
. Xp,0 +Dp(t)Xp(t) +D2p(t) + ‖〈τ〉αa‖h
L˜∞t (B˙
d
p
p,1)
.(3.87)
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Finally, bounding the last term on the right-side of (3.87) according to (3.79), and
adding up the obtained inequality to (3.42) and (3.79) yields for all T ≥ 0,
Dp(T ) . Dp,0 + ‖(a0, u0)‖ℓ
B˙
d
2−1
2,1
+ ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
+ X 2p (T ) +D2p(T ).(3.88)
As Theorem 1.1 ensures that Xp . Xp,0 ≪ 1 and as ‖(a0, u0)‖ℓ
B˙
d
2−1
2,1
. ‖(a0, u0)‖ℓ
B˙
−s0
2,∞
,
one can conclude that (2.15) is fulfilled for all time if Dp,0 and ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
are
small enough. This completes the proof of Theorem 2.1.
4. More decay estimates
This short section is devoted to pointing out some corollaries of Theorem 2.1.
To start with, let us extend its statement to general values of ̺∞, c∞ and ν∞. It is
based on the change of unknowns (2.13) and on the scaling invariance (A.1) of Besov
norms. For example, introducing the Mach number Ma , 1/c∞ and the Reynolds
number Re , ̺∞/c∞, and denoting
‖z‖ℓ,ζ
B˙s2,1
:=
∑
2k≤ζ2k0
2ks‖∆˙kz‖L2 for ζ > 0,
we easily find that∥∥〈τ˜ 〉 s0+s2 (a˜, u˜)∥∥ℓ,1
L∞
t˜
(B˙s2,1)
=
∥∥∥〈 Re
Ma2
τ
〉 s0+s
2
(̺− ̺∞
̺∞
,Mau
)∥∥∥ℓ, ReMa
L∞Re
Ma
t˜
(B˙s2,1)
,
and similar relations for the other terms of Dp(t).
This leads to the following statement:
Theorem 4.1. Let d, p, α and s0 be as in Theorem 2.1. There exists a constant c
depending only on p and d such that if∥∥∥̺0 − ̺∞
̺∞
∥∥∥ℓ, ReMa
B˙
−s0
2,∞
+Ma‖u0‖ℓ,
Re
Ma
B˙
−s0
2,∞
≤ c
(
Ma
Re
) 2d
p
and
1
̺∞
‖∇̺0‖h,
Re
Ma
B˙
d
p−1
p,1
+Re ‖u0‖h,
Re
Ma
B˙
d
p−1
p,1
≤ c0,
then System (1.1) has a unique solution (̺, u) satisfying the regularity properties of
Theorem 1.1. Furthermore, we have for all t ≥ 0,
sup
s∈(−s0,2]
∥∥∥〈 Re
Ma2
τ〉 s0+s2
(̺− ̺∞
̺∞
,Mau
)∥∥∥ℓ, ReMa
L∞t (B˙
s
2,1)
+
∥∥∥〈 Re
Ma2
τ
〉α(∇̺
̺∞
, Re u
)
‖h,
Re
Ma
L˜∞t (B˙
d
p−1
p,1 )
+‖τ∇u‖h,
Re
Ma
L˜∞t (B˙
d
p
p,1)
.
(
Re
Ma
) 2d
p
∥∥∥(̺0 − ̺∞
̺∞
,Mau0
)∥∥∥ℓ, ReMa
B˙
−s0
2,∞
+
∥∥∥(∇̺0
̺∞
, Re u0
)∥∥∥h, ReMa
B˙
d
p−1
p,1
.
Just to compare our results with those of the prior literature on decay estimates, let
us now state the Lq−Lr type decay rates that we can get from our main theorem. For
notational simplicity, we assume that ̺∞ = 1 and that Re =Ma = 1.
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Corollary 4.1. The solution (̺, u) constructed in Theorem 2.1 satisfies
‖Λs(̺− 1)‖Lp ≤ C
(Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)〈t〉− s0+s2 if − s0 < s ≤ min(2, d
p
)
,
‖Λsu‖Lp ≤ C
(Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
)〈t〉− s0+s2 if − s0 < s ≤ min(2, d
p
− 1
)
,
where the fractional derivative operator Λℓ is defined by Λℓf , F−1(| · |ℓFf).
Proof. Recall that for functions with compactly supported Fourier transform, one has
the embedding B˙s2,1 →֒ B˙s−d(1/2−1/p)p,1 →֒ B˙sp,1 for p ≥ 2. Hence, we may write
sup
t∈[0,T ]
〈t〉 s0+s2 ‖Λsa‖B˙0p,1 . ‖〈t〉
s0+s
2 a‖ℓ
L∞T (B˙
s
2,1)
+ ‖〈t〉 s0+s2 a‖h
L∞T (B˙
s
p,1)
.
If follows from Inequality (2.15) and the definition of Dp and α that
‖〈t〉 s0+s2 a‖ℓ
L∞T (B˙
s
2,1)
. Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
if − s0 < s ≤ 2
and that, because we have α ≥ s0+s2 for all s ≤ min(2, d/p),
‖〈t〉 s0+s2 a‖h
L∞T (B˙
s
p,1)
. Dp,0 + ‖(∇a0, u0)‖h
B˙
d
p−1
p,1
if s ≤ d/p.
This yields the desired result for a. Bounding the velocity u works almost the same,
except that we need the stronger condition s ≤ d/p − 1 for the high frequencies. This
completes the proof of Corollary 4.1. 
Remark 4.1. Taking p = 2 (hence s0 = d/2) and s = 0 in Corollary 4.1 leads back
to the standard optimal L1-L2 decay rate of (a, u). Note however that our estimates
also hold in the general Lp critical framework. Additionally, the regularity index s can
take both negative and nonnegative values, rather than only nonnegative integers, which
improves the classical decay results in high Sobolev regularity, such as [24] or [27].
One can get more Lq-Lr decay estimates, as a consequence of the following Gagliardo-
Nirenberg type inequalities which parallel the work of Sohinger and Strain [28] (see also
[1], Chap. 2, and [29]):
Proposition 4.1. The following interpolation inequality holds true:
‖Λℓf‖Lr . ‖Λmf‖1−θLq ‖Λkf‖θLq ,
whenever 0 ≤ θ ≤ 1, 1 ≤ q ≤ r ≤ ∞ and
ℓ+ d
(1
q
− 1
r
)
= m(1− θ) + kθ.
Corollary 4.2. Let the assumptions of Theorem 2.1 be fulfilled with p = 2. Then the
corresponding solution (̺, u) satisfies
‖Λℓ(̺− 1, u)‖Lr ≤ C
(D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)〈
t〉− d2 (1− 1r )− ℓ2 ,(4.89)
for all 2 ≤ r ≤ ∞ and ℓ ∈ R satisfying −d2 < ℓ+ d
(
1
2 − 1r
)
< min
(
2, d2 − 1
)·
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Proof. It follows from Corollary 4.1 with p = 2, and Proposition 4.1 with q = 2,
m = min(2, d2 − 1) and k = −d2 + ε with ε small enough. Indeed, if we define θ by the
relation
kθ +m(1− θ) = ℓ+ d
(1
2
− 1
r
)
,
then one can take ε so small as θ to be in (0, 1). Therefore we have
‖Λℓ(a, u)‖Lr . ‖Λm(a, u)‖1−θL2 ‖Λk(a, u)‖θL2
.
(D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
){〈t〉− d4−m2 }1−θ{〈t〉− d4− k2}θ
=
(D2,0 + ‖(∇a0, u0)‖h
B˙
d
2−1
2,1
)〈t〉− d4−m2 (1−θ)− k2 θ,(4.90)
which completes the proof of the corollary. 
Appendix A. Littlewood-Paley decomposition and Besov spaces
We here recall basic properties of Besov spaces and paradifferential calculus that have
been used repeatedly in the paper (more details may be found in e.g. Chap. 2 and 3
of [1]). We also prove some slightly less classical product laws, and the commutator
estimate (3.77).
As mentioned in the introduction, homogeneous Besov spaces possess scaling invari-
ance properties. In the Rd case, they read for any σ ∈ R and (p, r) ∈ [1,+∞]2:
(A.1) C−1λσ−
d
p ‖f‖B˙σp,r ≤ ‖f(λ·)‖B˙σp,r ≤ Cλ
σ− d
p ‖f‖B˙σp,r , λ > 0,
where the constant C depends only on σ, p and on the dimension d.
The following embedding properties have been used several times:
• For any p ∈ [1,∞] we have the continuous embedding
B˙0p,1 →֒ Lp →֒ B˙0p,∞.
• If σ ∈ R, 1 ≤ p1 ≤ p2 ≤ ∞ and 1 ≤ r1 ≤ r2 ≤ ∞, then B˙σp1,r1 →֒ B˙
σ−d( 1
p1
− 1
p2
)
p2,r2 .
• The space B˙
d
p
p,1 is continuously embedded in the set of bounded continuous
functions (going to 0 at infinity if p <∞).
Let us also mention the following interpolation inequality that is satisfied whenever
1 ≤ p, r1, r2, r ≤ ∞, σ1 6= σ2 and θ ∈ (0, 1):
‖f‖
B˙
θσ2+(1−θ)σ1
p,r
. ‖f‖1−θ
B˙
σ1
p,r1
‖f‖θ
B˙
σ2
p,r2
.
The following product estimates in Besov spaces play a fundamental role in our analysis
of the bilinear terms of (2.17).
Proposition A.1. Let σ > 0 and 1 ≤ p, r ≤ ∞. Then B˙σp,r ∩ L∞ is an algebra and
‖fg‖B˙σp,r . ‖f‖L∞‖g‖B˙σp,r + ‖g‖L∞‖f‖B˙σp,r .
Let the real numbers σ1, σ2, p1 and p2 be such that
σ1 + σ2 > 0, σ1 ≤ d
p1
, σ2 ≤ d
p2
, σ1 ≥ σ2, 1
p1
+
1
p2
≤ 1.
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Then we have
‖fg‖B˙σ2q,1 . ‖f‖B˙σ1p1,1‖g‖B˙σ2p2 ,1 with
1
q
=
1
p1
+
1
p2
− σ1
d
·
Finally, for exponents σ > 0 and 1 ≤ p1, p2, q ≤ ∞ satisfying
d
p1
+
d
p2
− d ≤ σ ≤ min
(
d
p1
,
d
p2
)
and
1
q
=
1
p1
+
1
p2
− σ
d
,
we have
‖fg‖B˙−σq,∞ . ‖f‖B˙σp1,1‖g‖B˙−σp2,∞ .
Proof. The first inequality is classical (see e.g. [1], Chap. 2). For proving the sec-
ond item, we need the following so-called Bony decomposition for the product of two
tempered distributions f and g:
(A.2) fg = Tfg +R(f, g) + Tgf,
where the paraproduct between f and g is defined by
Tfg :=
∑
j
S˙j−1f∆˙jg with S˙j−1 , χ(2−(j−1)D),
and the remainder R(f, g) is given by the series:
R(f, g) :=
∑
j
∆˙jf (∆˙j−1g + ∆˙jg + ∆˙j+1g
)
.
In the case σ2 ≥ 0 then we use the embeddings B˙σ1p1,1 →֒ Lq1 with 1q1 = 1p1 −
σ1
d and
B˙σ2p2,1 →֒ Lq2 with 1q2 = 1p2 −
σ2
d and the fact that:
• T maps Lq1 × B˙σ2p2,1 to B˙σ2q,1 with 1q = 1q1 + 1p2 = 1p1 + 1p2 −
σ1
d ;
• T maps Lq2 × B˙σ1p1,1 to B˙σ1q3,1 with 1q3 = 1q2 + 1p1 = 1p1 + 1p2 −
σ2
d ·
As σ2 ≤ σ1, we have q3 ≤ q, and thus B˙σ1q3,1 →֒ B˙σ2q,1. Therefore the two paraproduct
terms of (A.2) fulfill the desired inequality.
To bound the remainder term R(f, g), we use the continuity result B˙σ1p1,1 × B˙σ2p2,1 →
B˙σ1+σ2p,1 with
1
p =
1
p1
+ 1p2 , and the embedding B˙
σ1+σ2
p,1 →֒ B˙σ2q,1.
In the case σ2 < 0 we use the fact that T maps B˙
σ2
p2,1
× B˙σ1p1,1 to B˙σ1+σ2p,1 and, again,
the embedding B˙σ1+σ2p,1 →֒ B˙σ2q,1.
Let us finally prove the last item. To this end, we use the fact that both R and T
map B˙−σp2,∞ × B˙σp1,1 to B˙0p,∞, with 1p = 1p1 + 1p2 · As B˙0p,∞ continuously embeds in B˙−σq,∞,
the last two terms of (A.2) satisfy the desired inequality. Regarding the first term in
(A.2), it suffices to notice that, as 0 < σ ≤ d/p1, we have B˙σp1,1 →֒ Lq1 with dq1 = dp1 −σ,
and that T maps Lq1 × B˙−σp2,∞ to B˙−σq,∞. 
To handle the case p > d in the proof of Theorem 2.1, just resorting to the above
proposition does not allow to get suitable bounds for the low frequency part of some
nonlinear terms. We had to take advantage of the following result.
Proposition A.2. Let k0 ∈ Z, and denote zℓ , S˙k0z, zh , z − zℓ and, for any s ∈ R,
‖z‖ℓ
B˙s2,∞
, sup
k≤k0
2ks‖∆˙kz‖L2 .
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There exists a universal integer N0 such that for any 2 ≤ p ≤ 4 and σ > 0, we have
‖fgh‖ℓ
B˙
−s0
2,∞
≤ C(‖f‖B˙σp,1 + ‖S˙k0+N0f‖Lp∗)‖gh‖B˙−σp,∞(A.3)
‖fhg‖ℓ
B˙
−s0
2,∞
≤ C(‖fh‖B˙σp,1 + ‖(S˙k0+N0 − S˙k0)f‖Lp∗ )‖g‖B˙−σp,∞(A.4)
with s0 ,
2d
p − d2 and 1p∗ , 12 − 1p , and C depending only on k0, d and σ.
Proof. To prove the first inequality, we start with Bony’s decomposition:
fgh = Tghf +R(g
h, f) + Tfg
h.
As −σ < 0, the first two terms are in B˙0p/2,∞ and thus in B˙−s02,∞ by embedding. Moreover,
‖Tghf +R(gh, f)‖B˙−s02,∞ . ‖f‖B˙σp,1‖g
h‖B˙−σp,∞ .
To handle the last term, we notice that the definition of the spectral truncation opera-
tors ∆˙k and S˙k implies that ∆˙kg
h ≡ 0 if k < k0−1. As in addition ∆˙k′(S˙k−1f ∆˙kgh) ≡ 0
if |k − k′| > 4, we deduce that
‖Tfgh‖ℓB˙−s02,∞ = supk≤k0
2−ks0
∥∥∥∥∆˙k( ∑
k′≥k0−1
S˙k′−1f ∆˙k′gh
)∥∥∥∥
L2
≤ C2−k0s0 sup
k0−1≤k′≤k0+4
‖S˙k′−1f‖Lp∗‖∆˙k′gh‖Lp .
This gives (A.3).
Proving the second inequality is similar. On one hand, as above, we have
‖Tgfh +R(g, fh)‖B˙−s02,∞ . ‖f
h‖B˙σp,1‖g‖B˙−σp,∞ .
On the other hand, owing to the definition of fh and of S˙k′−1,
Tfhg =
∑
k′≥k0+1
S˙k′−1fh ∆˙k′g
and thus ∆˙kTfhg ≡ 0 for k < k0 − 4.
Therefore we have
‖Tfhg‖ℓB˙−s02,∞ . ‖(S˙k0+4 − S˙k0)f‖Lp∗
∑
|k−k0|≤4
‖∆˙kg‖Lp ,
whence (A.4). 
System (2.17) also involves compositions of functions (through I(a), λ˜(a), µ˜(a) and
G′(a)) that are bounded thanks to the following classical result:
Proposition A.3. Let F : R→ R be smooth with F (0) = 0. For all 1 ≤ p, r ≤ ∞ and
σ > 0 we have F (f) ∈ B˙σp,r ∩ L∞ for f ∈ B˙σp,r ∩ L∞, and
‖F (f)‖B˙σp,r ≤ C‖f‖B˙σp,r
with C depending only on ‖f‖L∞ , F ′ (and higher derivatives), σ, p and d.
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Let us now recall the following classical Bernstein inequality :
(A.5) ‖Dkf‖Lb ≤ C1+kλk+d(
1
a
− 1
b
)‖f‖La
that holds for all function f such that SuppFf ⊂ {ξ ∈ Rd : |ξ| ≤ Rλ} for some R > 0
and λ > 0, if k ∈ N and 1 ≤ a ≤ b ≤ ∞.
More generally, if assume f to satisfy SuppFf ⊂ {ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ} for
some 0 < R1 < R2 and λ > 0, then for any smooth homogeneous of degree m function
A on Rd \ {0} and 1 ≤ a ≤ ∞, we have (see e.g. Lemma 2.2 in [1]):
(A.6) ‖A(D)f‖La . λm‖f‖La .
An obvious consequence of (A.5) and (A.6) is that ‖Dkf‖B˙sp,r ≈ ‖f‖B˙s+kp,r for all k ∈ N.
We also need the following nonlinear generalization of (A.6) (see Lemma 8 in [8]):
Proposition A.4. If SuppFf ⊂ {ξ ∈ Rd : R1λ ≤ |ξ| ≤ R2λ} then there exists c
depending only on d, R1 and R2 so that for all 1 < p <∞,
cλ2
(
p− 1
p
)∫
Rd
|f |p dx ≤ (p− 1)
∫
Rd
|∇f |2|f |p−2 dx = −
∫
Rd
∆f |f |p−2f dx.
A time-dependent version of the following commutator estimate has been used in the
second step of the proof of Theorem 2.1.
Proposition A.5. Let 1 ≤ p, p1 ≤ ∞ and
(A.7) −min
(
d
p1
,
d
p′
)
< σ ≤ 1 + min
(
d
p
,
d
p1
)
·
There exists a constant C > 0 depending only on σ such that for all j ∈ Z and ℓ ∈
{1, · · · , d}, we have
(A.8) ‖[v · ∇, ∂ℓ∆˙j]a‖Lp ≤ Ccj2−j(σ−1)‖∇v‖
B˙
d
p1
p1,1
‖∇a‖B˙σ−1p,1 ,
where the commutator [·, ·] is defined by [f, g] = fg−gf and (cj)j∈Z denotes a sequence
such that ‖(cj)‖ℓ1 ≤ 1.
Proof. We just sketch the proof as it is very similar to that of Lemma 2.100 in [1].
Decomposing the two terms of [v · ∇, ∂ℓ∆˙j]a according to (A.2), we see that, with the
summation convention over repeated indices:
(A.9) [v · ∇, ∂ℓ∆˙j ]a = [Tvk , ∂ℓ∆˙j]∂ka+ T∂k∂ℓ∆˙jav
k
− ∂ℓ∆˙jT∂kavk +R(vk, ∂k∂ℓ∆˙ja)− ∂ℓ∆˙jR(vk, ∂ka).
To bound the first term, we notice that owing to the properties of spectral localization
of the Littlewood-Paley decomposition, we have
[Tvk , ∂ℓ∆˙j]∂ka = 2
j
∑
|j−j′|≤4
[S˙j′−1vk, ∆˜ℓj ]∂k∆˙j′a with ∆˜
ℓ
j , i(ξ
ℓϕ)(2−jD).
Now, setting hℓ := F−1(iξℓϕ), we get
[S˙j′−1vk, ∆˜ℓj ]∂k∆˙j′a(x) = 2
jd
∫
Rd
hℓ(2j(x− y))(S˙j′−1vk(x)− S˙j′−1vk(y))∂k∆˙j′a(y) dy.
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Hence using the mean value formula and Bernstein inequalities yields
‖[Tvk , ∂ℓ∆˙j ]∂ka‖Lp . ‖∇v‖L∞
∑
|j′−j|≤4
‖∆˙j′∇a‖Lp .
As B˙
d
p1
p1,1
→֒ L∞, we get (A.8) for that term.
Bounding the third and last term in (A.9) follows from standard results of continuity
for the remainder and paraproduct operators. Here we need Condition (A.7). To
estimate the second term of (A.9), let us write that
T∂k∂ℓ∆˙jav
k =
∑
j′≥j−3
S˙j′−1∂k∂ℓ∆˙ja ∆˙j′vk.
Using Bernstein inequality, this yields
‖T∂k∂ℓ∆˙jav
k‖Lp .
∑
j′≥j−3
2j−j
′‖∇∆˙ja‖Lp ‖∇∆˙j′v‖L∞ ,
and convolution inequality for series and embedding thus ensures (A.8).
Finally, we have (because ∆˙j′∆˙j = 0 if |j′ − j| > 1),
R(vk, ∂k∂ℓ∆˙ja) =
∑
|j′−j|≤1
(∆˙j′−1+∆˙j′+∆˙j′+1)vk ∆˙j′∆˙j∂ℓ∂ka.
Hence, by virtue of Bernstein inequality,
‖R(vk, ∂k∂ℓ∆˙ja)‖Lp .
∑
|j′−j|≤1
‖∆˙j∂ka‖Lp‖∇vk‖L∞ ,
which completes the proof of (A.8). 
When localizing PDE’s by means of Littlewood-Paley decomposition, one naturally
ends up with bounds for each dyadic block in spaces of type LρT (L
p) , Lρ(0, T ;Lp(Rd)).
To get an information on Besov norms, we then have to perform a summation on ℓr(Z).
However, this does not quite yield a bound for the norm in LρT (B˙
σ
p,r), as the time
integration has been performed before the ℓr summation. This leads to the definition
of the following norms first introduced by J.-Y. Chemin in [4] (see also [5] for the
particular case of Sobolev spaces) for 0 ≤ T ≤ +∞, σ ∈ R and 1 ≤ r, p, ρ ≤ ∞:
‖f‖
L˜ρT (B˙
σ
p,r)
,
∥∥∥(2jσ‖∆˙jf‖LρT (Lp))∥∥∥ℓr(Z).
For notational simplicity, index T is omitted if T = +∞.
We also used the following functional space:
(A.10) C˜b(R+; B˙σp,r) ,
{
f ∈ C(R+; B˙σp,r) s.t. ‖f‖L˜∞(B˙σp,r) <∞
}·
The above norms may be compared with those of the more standard Lebesgue-Besov
spaces LρT (B˙
σ
p,r) via Minkowski’s inequality:
(A.11) ‖f‖
L˜ρT (B˙
σ
p,r)
≤ ‖f‖LρT (B˙σp,r) if r ≥ ρ, ‖f‖L˜ρT (B˙σp,r) ≥ ‖f‖LρT (B˙σp,r) if r ≤ ρ.
The general principle is that all the properties of continuity for the product, commuta-
tors and composition which are true for Besov norms extend to the above norms: the
time exponent ρ just behaves according to Ho¨lder inequality.
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Using the norms defined in (A.10) leads to optimal regularity estimates for the heat
equation, as is recalled in the proposition below.
Proposition A.6. Let σ ∈ R, (p, r) ∈ [1,∞]2 and 1 ≤ ρ2 ≤ ρ1 ≤ ∞. Let u satisfy{
∂tu− µ∆u = f,
u|t=0 = u0.
Then for all T > 0 the following a priori estimate is fulfilled:
(A.12) µ
1
ρ1 ‖u‖
L˜
ρ1
T (B˙
σ+ 2ρ1
p,r )
. ‖u0‖B˙σp,r + µ
1
ρ2
−1‖f‖
L˜
ρ2
T (B˙
σ−2+ 2ρ2
p,r )
.
Remark A.1. The solutions to the following Lame´ system
(A.13)
{
∂tu− µ∆u− (λ+ µ)∇divu = f,
u|t=0 = u0,
where λ and µ are constant coefficients such that µ > 0 and λ + 2µ > 0, also fulfill
(A.12) (up to the dependence w.r.t. the viscosity). Indeed: both Pu and Qu satisfy a
heat equation, as may be easily seen by applying P and Q to (A.13).
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