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SCHWARTZ FUNCTION VALUED SOLUTIONS OF THE EULER
AND THE NAVIER–STOKES EQUATIONS
PHILIPP J. DI DIO
Abstract. The Euler and Navier–Stokes equations describe the motion of
(incompressible) fluids. The initial data are Schwartz functions S(R3)3 or
smooth periodic functions C∞(T3)3 with T := R/Z. Because of the initial
data and since it has recently been shown that the Euler equations can break
down for Ho¨lder continuous functions C1,α [Elg19, EGM19], we are interested
in the existence of S(R3)3 resp. C∞(T3)3 solutions. We want to known why
vorticity solutions stay in S(R3)3 resp. C∞(T3)3 or how they leave these
spaces. By proving the existence of solutions for a second order system of
PDEs and calculating all semi-norms in S(R3)3 resp. C∞(T3)3 we find the
sufficient and necessary condition such that a S(R3)3 resp. C∞(T3)3 vorticity
solution of the Euler resp. Navier–Stokes equations exists or stops to exist.
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1. Introduction
The motion of (incompressible) fluids in Rn or Tn := Rn/Zn (n = 2, 3) are
described by the Euler (ν = 0) and Navier–Stokes (ν > 0) equations
∂tu(x, t) = ν∆u(x, t) − u · ∇u(x, t)−∇p(x, t) + F (x, t) (1a)
div u(x, t) = 0 (1b)
with initial conditions
u(x, t0) = u0(x). (1c)
Here x ∈ Rn or Tn are the positions and t ≥ t0 is the time, t0 ∈ R is the initial
starting time, w.l.o.g. t0 = 0. u(x, t) = (u1(x, t), . . . , un(x, t))
t is the velocity field of
Technische Universita¨t Berlin, Institut fu¨r Mathematik, Straße des 17. Juni 136,
D-10623 Berlin, Germany
E-mail address: didio@tu-berlin.de.
1
2 SCHWARTZ SOLUTIONS OF THE EULER AND NAVIER–STOKES EQUATIONS
the fluid, p(x, t) is the pressure, and F (x, t) = (F1(x, t), . . . , Fn(x, t))
t are externally
applied forces [Fef06]. Reasonable initial conditions are
u0 = (u0,1, . . . , u0,n) ∈ S(R
n)n resp. C∞(Tn)n,
i.e., all u0,i shall be Schwartz functions
S(Rn) := {f ∈ C∞(Rn) | ‖xα · ∂βf(x)‖∞ <∞ for all α, β ∈ N
n
0},
resp. smooth periodic functions. A physically reasonable solution u = (u1, . . . , un)
and p of (1) must fulfill the smoothness condition
u1, . . . , un, p ∈ C
∞(Rn × [0,∞)) resp. C∞(Tn × [0,∞))
and the bounded energy condition∫
Rn
|u(x, t)|2 dx < C resp.
∫
Tn
|u(x, t)|2 dx < C
for all t ≥ t0. Proving or disproving the existence of such solutions for one of the
two versions (i.e., on Rn or Tn) is a millenium prize problem [Fef06].
It is well-known [Lad63, MB02, BF13, LR16] that taking the curl of (1) gives
∂tω(x, t) = ν∆ω(x, t)− u(x, t) · ∇ω(x, t) + ω(x, t) · ∇u(x, t) (2a)
ω(x, t0) = ω0(x) := rotu0(x) (2b)
with the vorticity ω(x, t) := rotu(x, t) (= curlu(x, t) = ∇× u(x, t)).
In what follows ‖f( · )‖∞ := supx∈Rn |f(x)| resp. supx∈Rn;i=1,...,n |fi(x)| is the
supremum-norm on Rn resp. Tn ⊂ Rn and xα := xα11 · · ·x
αn
n , ∂
α := ∂α11 · · · ∂
αn
n ,
and |α| := α1 + · · ·+ αn are multi-index notations with α = (α1, . . . , αn) ∈ N
n
0 .
In this paper we investigate Schwartz function and C∞(T3)-valued solutions for
the (vorticity formulation of the) Euler and Navier–Stokes equations. Since the
initial values fulfill u0 ∈ S(R
3)3 resp. C∞(T3)3 it is interesting if solutions u of (1)
resp. the vorticity ω stay in S(R3)3 resp. C∞(T3)3 or how they leave these spaces.
But this problem is also important since it has recently been shown that there are
cases in which the Euler equations with Ho¨lder continuous initial values u0 ∈ C
1,α
break down in finite time [Elg19, EGM19].
We study (1) and (2) via the initial value problem
∂tf(x, t) = (ν ·∆)f(x, t) + (g(x, t) · ∇)f(x, t) + h(x, t) · f(x, t) + k(x, t) (3a)
f(x, 0) = f0(x) (3b)
where n,m ∈ N, g(x, t) = (g1(x, t), . . . , gn(x, t))
t, h(x, t) = (hi,j(x, t))
m
i,j=1 , and
k(x, t) = (k1(x, t), . . . , km(x, t))
t are known vector resp. matrix functions, see The-
orem 2.3 for X = Rn and Theorem 2.5 for X = Tn. Starting with f0 ∈ S(R
n)m
we not only show that (3) and its periodic version have a solution f with f( · , t) ∈
S(Rn)m for all times t ∈ [0,∞) but we give explicit bounds for all semi-norms
‖xα · ∂βf(x, t)‖∞.
These bounds provide deeper insight into the behavior of solutions of (1) and (2).
To show the existence of solutions of (3) we split the partial differential equation
into four simpler and solvable parts (like in splitting algorithms) and then glue
them together. The four parts are the following well-known explicit solutions. For
simplicity we only present the one-dimensional versions.
Example 1.1 (heat equation, see e.g. [Yos68, pp. 243–244]). Let ν > 0 be real and
for all t > 0 define
Θν,t(x) :=
√
ν
4pit
· exp
(
−
νx2
4t
)
.
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Then for f0 ∈ S(R) the convolution
f(x, t) := (Θν,t ∗ f0)(x) =
∫
y∈R
f0(x − y) ·Θν,t(y) dy (4)
fulfills the initial value problem
∂tf(x, t) = ν · ∂
2
xf(x, t) on R× [0,∞)
f(x, 0) = f0(x) on R.
Of course, the convolution (4) fulfills the time addition relation
(Θν,t1 ∗ · · · ∗Θν,tk ∗ f0)(x) = (Θν,t1+···+tk ∗ f0)(x)
for all t1, . . . , tk > 0 and all k ∈ N. ◦
In higher dimensions n ≥ 2 let ν1, . . . , νn ≥ 0 and define by Θ
(i)
νi,t the convolution
acting on the i-th coordinate xi. For νi = 0 the convolution is the identity. With
ν = (ν1, . . . , νn) we define Θν,t by
(Θν,t ∗ f0)(x) = (Θ
(1)
ν1,t ∗ · · · ∗Θ
(n)
νn,t ∗ f0)(x) = f(x, t)
and f(x, t) solves
∂tf(x, t) = (ν1 · ∂
2
1 + · · ·+ νn · ∂
2
n)f(x, t) on R× [0,∞)
f(x, 0) = f0(x) on R.
For the rest of the paper we define ν ·∆ := ν1 · ∂
2
1 + · · ·+ νn · ∂
2
n to be the weighted
Laplace operator.
Example 1.2. Let f0 ∈ S(R) and g ∈ C([0,∞),R). Then
f(x, t) := f0
(
x+
∫ t
0
g(s) ds
)
is a solution of the initial value problem
∂tf(x, t) = g(t) · ∂xf(x, t) on R× [0,∞)
f(x, 0) = f0(x) on R. ◦
Example 1.3. Let f0 ∈ S(R) and h ∈ C([0,∞),R). Then
f(x, t) := exp
(∫ t
0
h(s) ds
)
· f0(x)
is a solution of the initial value problem
∂tf(x, t) = h(t) · f(x, t) on R× [0,∞)
f(x, 0) = f0(x) on R. ◦
Example 1.4. Let k(x, t) ∈ C([0,∞),S(R)) and f0 ∈ S(R). Then
f(x, t) = f0(x) +
∫ t
0
k(x, s) ds
solves the initial value problem
∂tf(x, t) = k(x, t) on R× [0,∞)
f(x, 0) = f0(x) on R. ◦
Note, that in all four examples we have f( · , t) ∈ S(R) for all t ∈ [0,∞). Our aim
is to show that also (3) possesses such a solution. The multi-dimensional versions
of the four examples will be glued together in the Trotter fashion [Tro59] using a
S(Rn)- resp. C∞(Tn)-version of Arzela`–Ascoli Theorem.
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2. Schwartz Function valued Solutions of a second Order PDE
Observe, that in S(Rn) a setM is bounded if for all α, β ∈ Nn0 there are Cα,β > 0
such that
sup
f∈M
‖xα · ∂βf(x)‖∞ ≤ Cα,β <∞
and similarly in C∞(Tn) with α = 0. But since S(Rn) and C∞(Rn) are complete
Montel spaces, every bounded set is relatively compact.
In the proof of the Arzela`–Ascoli Theorem it is crucial that the continuous func-
tions are (real- or) complex-valued to apply the Bolzano–Weierstraß Theorem. R
resp. C have the Heine–Borel property: Every bounded sequence has a convergent
subsequence resp. bounded and closed sets are compact. But every Montel space
also has the Heine–Borel property, i.e., the classical proof of the Arzela`–Ascoli
Theorem, see e.g. [Yos68, pp. 85–86], can be literally used for S(Rn) and C∞(Tn).
While this was known before, for the sake of completeness of the paper and to make
it self-contained we briefly state and prove the result.
Lemma 2.1 (S(Rn)- and C∞(Tn)-Valued Version of Arzela`–Ascoli). Let n,m ∈ N,
T > 0, and {fN}N∈N be a subset of C([0, T ],S(R
n)m) resp. C([0, T ], C∞(K)m) with
K ⊂ Rn compact. Assume that
i) supN∈N,t∈[0,T ] ‖x
α · ∂βxfN (x, t)‖∞ < ∞ for all α, β ∈ N
n
0 in the Schwartz
function-case or supN∈N,t∈[0,T ] ‖∂
β
xfN (x, t)‖∞ < ∞ for all β ∈ N
n
0 in the
C∞(K)-case, and
ii) {fN}N∈N is equi-continuous, i.e., for all ε > 0 exists δ = δ(ε) > 0 such that
for all N ∈ N we have
|t− s| < δ ⇒ ‖fN(x, t)− fN (x, s)‖∞ ≤ ε.
Then {fN}N∈N is relatively compact in C([0, T ],S(R
n)m) resp. C([0, T ], C∞(K)m).
Proof. It is sufficient to proof the result for m = 1. Then it holds in one component
of fN and by choosing subsequences it holds in all components.
Let {tk}k∈N ⊂ [0, T ] be a dense countable subset such that for every ε > 0 there
is a k(ε) ∈ N with
sup
t∈[0,T ]
inf
1≤k≤k(ε)
|t− tk| ≤ ε.
Let t ∈ [0, T ]. Since {fN( · , t)}N∈N is a bounded set in the complete Montel
space S(Rn) resp. C∞(K), it has a convergent subsequence. Let (N1,i)i∈N ⊆ N
be such that (fN1,i( · , t1))i∈N converges. Take a subsequence (N2,i)i∈N of (N1,i)i∈N
such that (fN2,i( · , t2))i∈N converges. Hence, by the diagonal process of choice we
get a subsequence (fNi)i∈N with Ni := Ni,i which converges for all tk.
Let ε > 0. By the equi-continuity of {fN}N∈N there is a δ = δ(ε) > 0 such that
|t − s| < δ implies ‖fN(x, t) − fN (x, s)‖∞ ≤ ε. Hence, for every t ∈ [0, T ] there
exists a k with k ≤ k(ε) such that
‖fNi(x, t) − fNj(x, t)‖∞ ≤ ‖fNi(x, t)− fNi(x, tk)‖∞ + ‖fNi(x, tk)− fNj (x, tk)‖∞
+ ‖fNj(x, tk)− fNj(x, t)‖∞
≤ 2ε+ ‖fNi(x, tk)− fNj(x, tk)‖∞.
Thus lim
i,j→∞
sup
t∈[0,T ]
‖fNi(x, t) − fNj(x, t)‖∞ ≤ 2ε and since ε > 0 was arbitrary we
have lim
i,j→∞
sup
t∈[0,T ]
‖fNi(x, t) − fNj(x, t)‖∞ = 0. So for every x ∈ R
n resp. K the
sequence fNi(x, · ) converges uniformly on [0, T ] to a continuous function f(x, · ).
Hence by construction f( · , tk) ∈ S(R
n) resp. C∞(K) for all tk dense in [0, T ]. But
‖xα · ∂βf(x, t)‖∞ ≤ sup
s∈[0,T ],N∈N
‖xα · ∂βfN(x, s)‖∞ <∞
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for all α, β ∈ Nn0 implies f( · , t) ∈ S(R
n) resp. C∞(K) for all t ∈ [0, T ]. 
In our main theorems (Theorems 2.3 and 2.5) we use the previous Arzela`–Ascoli
Theorem. In their proofs we perform the following steps:
(I) Find a sufficient set {fN}N∈N, i.e., functions fN ∈ S(R
n)n resp. C∞(Tn)n;
(II) bound all semi-norms of fN in S(R
n)m resp. C∞(Tn)m;
(III) show that {fN}N∈N is equi-continuous; and
(IV) show that the accumulation points of {fN}N∈N fulfill (3).
In the heart of the proofs of our main theorems lies the problem (II), i.e., bounding
all semi-norms of S(R)m resp. C∞(Tn)m for all times t ∈ [0,∞). This has to be
checked by long but “simple” calculations, see Appendix A. To construct the fN ’s
we need the following.
Definition 2.2. Let N ∈ N and T > 0. A decomposition ZN of [0, T ] is a set
ZN = {t0 = 0, t1, . . . , tN} with
t0 = 0 < t1 < . . . < tN = T
and we set ∆ZN := maxi=1,...,N |ti − ti−1|.
For the fN ’s we get from the Examples 1.1 to 1.4 the following intuition: Set
f˜(x, t) := exp
(∫ t
0
h(x, s) ds
)
· (Θν,t ∗ f0)
(
x+
∫ t
0
g(x, s) ds
)
+
∫ t
0
k(x, s) ds.
Then
∂tf˜(x, t) = h(x, t) · f˜(x, t) + ν exp
(∫ t
0
h(x, s) ds
)
(Θν,t ∗ f
′′
0 )
(
x+
∫ t
0
g(x, s) ds
)
+ g(x, t) · exp
(∫ t
0
h(x, s) ds
)
(Θν,t ∗ f
′
0)
(
x+
∫ t
0
g(x, s) ds
)
+ k(x, t)
t→0
−−−→ νf ′′0 (x) + g(x, 0) · f
′
0(x) + h(x, 0) · f0(x) + k(x, 0).
Hence, f˜ fulfills (3) at t = 0. Taking a decomposition ZN of an interval [0, T ] and
defining fN on each [ti−1, ti] in this way provides us with the fN ’s, see (7) in the
following proof.
Recall that the bounded smooth functions are
C∞b :=
{
f ∈ C∞(Rn)
∣∣∣∣ sup
x∈Rn
|∂βf(x)| <∞ for all β ∈ Nn0
}
.
Theorem 2.3. Let n,m ∈ N be natural numbers, ν := (ν1, . . . , νn) be a tuple
of reals with νi ≥ 0, ν · ∆ := ν1∂
2
1 + · · · + νn∂
2
n, k ∈ C([0,∞),S(R
n)m), and
gl, hi,j : R
n × [0,∞) → R such that gl( · , t), hi,j( · , t) ∈ C
∞
b for l = 1, . . . , n,
i, j = 1, . . . ,m, and t ∈ [0,∞) are bounded smooth functions continuous in t.
Set g(x, t) := (g1(x, t), . . . , gn(x, t))
t and h(x, t) := (hi,j(x, t))
m
i,j=1. Then for any
f0 ∈ S(R
n)m the initial value problem
∂tf(x, t) = (ν ·∆)f(x, t) + (g(x, t) · ∇)f(x, t) + h(x, t) · f(x, t) + k(x, t) (5a)
f(x, 0) = f0(x) (5b)
has a solution f such that f( · , t) ∈ S(Rn)m for all t ∈ [0,∞) with the bounds
‖xα · f(x, t)‖∞ (6a)
≤ sup
r∈[−I(t),I(t)]n
‖(x+ r)α · (Θν,t ∗ |f0|)(x)‖∞ · exp

m ∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


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+
∫ t
0
sup
r∈[−I(s),I(s)]n
∥∥(x+ r)αΘν,t−s ∗ |k(x, s)|∥∥∞ exp

m∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′)ds′

ds,
and for the first derivatives, i.e., β ∈ Nn0 with |β| = 1, the bounds
‖xα · ∂βf(x, t)‖∞ (6b)
≤ max
b=1,...,n
sup
r∈[−I(t),I(t)]n
‖(x+ r)α · (Θν,t ∗ |∂bf0|)(x)‖∞
× exp

n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× sup
r∈[−I(s),I(s)]n,
b=1,...,n
∥∥(x + r)α ·Θν,t−s ∗ |∂bk(x, s)|∥∥∞ ds
+ {bound (6a)} ·m ·
∫ t
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds,
and for the second derivatives, i.e., β ∈ Nn0 with |β| = 2, the bounds
‖xα · ∂βf(x, t)‖∞ (6c)
≤ max
γ∈Nn
0
:|γ|=2
sup
r∈[−I(t),I(t)]n
‖(x+ r)α · (Θν,t ∗ |∂
γf0|)(x)‖∞
× exp

2n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

2n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× sup
γ∈Nn
0
:|γ|=2;
r∈[−I(s),I(s)]
‖(x + r)α ·Θν,t−s ∗ |∂
γk(x, s)|‖∞ ds
+

∫ t
0
max
γ∈Nn
0
:|γ|=2;
l=1,...,n
‖∂γgl(x, s)‖∞ ds+ 2m
∫ t
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds


× {bound (6b)}
+m
∫ t
0
max
γ∈Nn
0
:|γ|=2;
i,j=1,...,m
‖∂γhi,j(x, s)‖∞ ds · {bound (6a)},
and all derivatives, i.e., β ∈ Nn0 , the general bounds
‖xα · ∂βf(x, t)‖∞ (6d)
≤ max
γ∈Nn
0
:|γ|=|β|
sup
r∈[−I(t),I(t)]n
‖(x+ r)α · (Θν,t ∗ |∂
γf0|)(x)‖∞
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× exp

|β| · n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

|β| · n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× sup
γ∈Nn
0
:|γ|=|β|;
r∈[−I(s),I(s)]n
∥∥(x+ r)α ·Θν,t−s ∗ |∂γk(x, s)|∥∥∞ ds
+
|β|−1∑
l=0
Cl · {bound x
α · ∂γf , |γ| = l}
× {integrals over ‖∂γg‖∞ and ‖∂
γh‖∞, |γ| ≤ |β|},
where I(t) :=
∫ t
0 maxi=1,...,n ‖gi(x, s)‖∞ ds, α ∈ N
n
0 , and Cl ∈ N.
Proof. Let N ∈ N, T > 0, and ∆ZN = {t0 = 0, t1, . . . , tN = T } be a decomposition
of [0, T ]. Define fN : R
n × [0, T ]→ R piece-wise, i.e., on Rn × [0, t1] by
fN,1(x, t) := exp
(∫ t
0
h(x, s) ds
)
· (Θν,t ∗ fN,0)
(
x+
∫ t
0
g(x, s) ds, 0
)
+
∫ t
0
k(x, s) ds (7a)
with fN,0( · , 0) = f0( · ) and on R
n × (ti−1, ti] by
fN,i(x, t) := exp
(∫ t
ti−1
h(x, s)ds
)
· (Θν,t−ti−1 ∗ fN,i−1)
(
x+
∫ t
ti−1
g(x, s)ds, ti−1
)
+
∫ t
ti−1
k(x, s) ds (7b)
for all i = 2, . . . , N .
By long but straight forward calculations, see Appendix A, we find that for all
α, β ∈ Nn0 there are constants Cα,β > 0 such that
‖xα · ∂βfN (x, t)‖∞ ≤ Cα,β < ∞
for all t ∈ [0, T ] and N ∈ N and the bounds (6a) to (6d) hold for N → ∞ with
∆ZN → 0. Hence, the set {fN}N∈N of functions on R
n× [0, T ] fulfills condition (i)
of Lemma 2.1.
It remains to show that condition (ii) of Lemma 2.1 is fulfilled. Since all fN
are piece-wise differentiable it is sufficient to show that ∂tfN is bounded. Let
t ∈ (ti−1, ti), then
∂tfN (x, t) = ∂tfN,i(x, t)
= ∂t
[
exp
(∫ t
ti−1
h(x, s) ds
)
· (Θν,t−ti−1 ∗ fN,i−1)
(
x+
∫ t
ti−1
g(x, s) ds, ti−1
)]
= ∂t exp
(∫ t
ti−1
h(x, s) ds
)
· (Θν,t−ti−1 ∗ fN,i−1)
(
x+
∫ t
ti−1
g(x, s) ds, ti−1
)
+ exp
(∫ t
ti−1
h(x, s) ds
)
(Θν,t−ti−1 ∗ (ν ·∆fN,i−1))
(
x+
∫ t
ti−1
g(x, s) ds, ti−1
)
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+ exp
(∫ t
ti−1
h(x, s)ds
)
n∑
j=1
gj(x, t)(Θν,t−ti−1 ∗ (∂jfN,i−1))
(
x+
∫ t
ti−1
g(x, s)ds, ti−1
)
and since by (6) and the assumptions on g and h of the theorem all terms are
uniformly bounded, there is a constant L > 0 such that
sup
t∈[0,T ]
‖∂tfN (x, t)‖∞ ≤ L < ∞
for all N ∈ N0, i.e., the fN are all Lipschitz in t ∈ [0, T ] with a Lipschitz constant
independent on N or x. Condition (ii) of Lemma 2.1 is fulfilled since Lipschitz
continuity implies equi-continuity.
Therefore, conditions (i) and (ii) of Lemma 2.1 are fulfilled and {fN}N∈N is
relatively compact, i.e., there is a subsequence (Ni)i∈N ofN such that fNi converges
on Rn× [0, T ] to a functions f continuous in t with f( · , t) ∈ S(Rn) for all t ∈ [0, T ].
For fixed x ∈ Rn we have fN(x, 0) = f0(x) for all N ∈ N and ∂tfN (x, · ) converges
uniformly to the right hand side of (5a). Hence, by [Rud76, Thm. 7.17] we have
that all accumulation points f of {fN}N∈N fulfill (5).
Since T > 0 was arbitrary, {fN}N∈N has an accumulation point f for all T > 0
and all accumulation points fulfill (5). 
Example 2.4. The initial value problem
∂t
(
f1(x, y, t)
f2(x, y, t)
)
= (2∂2x + 3∂
2
y)
(
f1(x, y, t)
f2(x, y, t)
)
+
(
t · x
1 + x2
∂x + exp(t)∂y
)(
f1(x, y, t)
f2(x, y, t)
)
+
(
t3 · cos(x− 2y) t1+y2+t
t · exp(−x2) 5
)
·
(
f1(x, y, t)
f2(x, y, t)
)
+
(
x2 · exp(−x2)
exp(−x4 + t3)
)
(
f1(x, y, 0)
f2(x, y, 0)
)
=
(
sin(x) · exp(−x2 − 2y4)
1
2+cos(y−x) exp(−3x
4 − y2)
)
has by Theorem 2.3 a solution f = (f1, f2) ∈ C
∞([0,∞),S(R2)2).
For the periodic case C∞(Tn) we have the same result.
Theorem 2.5. Let n,m ∈ N be natural numbers, ν := (ν1, . . . , νn) be a tuple of
reals with νi ≥ 0, ν · ∆ := ν1∂
2
1 + · + νn∂
2
n, and gk, hi,j : T
n × [0,∞) → R be
periodic functions such that ‖∂αgk(x, t)‖∞ < ∞ and ‖∂
αhi,j(x, t)‖∞ < ∞ for all
k = 1, . . . , n, i, j = 1, . . . ,m, α ∈ Nn0 and t ∈ [0,∞). Let k ∈ C([0,∞), C
∞(Tn)m).
Set g(x, t) := (g1(x, t), . . . , gn(x, t))
t and h(x, t) := (hi,j(x, t))
m
i,j=1. Then for any
f0 ∈ C
∞(Tn)m the initial value problem
∂tf(x, t) = (ν ·∆)f(x, t) + (g(x, t) · ∇)f(x, t) + h(x, t) · f(x, t) + k(x, t) (8a)
f(x, 0) = f0(x) (8b)
has a solution f such that f( · , t) ∈ C∞(Tn)m for all t ∈ [0,∞) with the bounds
‖f(x, t)‖∞ (9a)
≤ ‖Θν,t ∗ |f0|‖∞ · exp

m ∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
∥∥Θν,t−s ∗ |k(x, s)|∥∥∞ · exp

m ∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′)ds′

 ds,
and for the first derivatives, i.e., β ∈ Nn0 with |β| = 1, the bounds
‖∂βf(x, t)‖∞ (9b)
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≤ max
b=1,...,n
‖Θν,t ∗ |∂bf0|‖∞
× exp

n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× max
b=1,...,n
∥∥Θν,t−s ∗ |∂bk(x, s)|∥∥∞ ds
+ {bound (9a)} ·m ·
∫ t
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds,
and for the second derivatives, i.e., β ∈ Nn0 with |β| = 2, the bounds
‖∂βf(x, t)‖∞ (9c)
≤ max
γ∈Nn
0
:|γ|=2
‖Θν,t ∗ |∂
γf0|‖∞
× exp

2n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

2n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× max
γ∈Nn
0
:|γ|=2
∥∥Θν,t−s ∗ |∂γk(x, s)|∥∥∞ ds
+

∫ t
0
max
γ∈Nn
0
:|γ|=2;
l=1,...,n
‖∂γgl(x, s)‖∞ ds+ 2m
∫ t
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds


× {bound (9b)}
+m
∫ t
0
max
γ∈Nn
0
:|γ|=2;
i,j=1,...,m
‖∂γhi,j(x, s)‖∞ ds · {bound (9a)},
and all derivatives, i.e., β ∈ Nn0 , the general bounds
‖∂βf(x, t)‖∞ (9d)
≤ max
γ∈Nn
0
:|γ|=|β|
‖Θν,t ∗ |∂
γf0|‖∞
× exp

|β| · n ∫ t
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ t
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ t
0
exp

|β| · n ∫ t
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ t
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× max
γ∈Nn
0
:|γ|=|β|
∥∥Θν,t−s ∗ |∂γk(x, s)|∥∥∞ ds
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+
|β|−1∑
l=0
Cl · {bound x
α · ∂γf , |γ| = l}
× {integrals over ‖∂γg‖∞ and ‖∂
γh‖∞, |γ| ≤ |β|}.
Proof. Proceed as in the proof of Theorem 2.3 and we get the same bounds as in
(6) with α = 0. 
Both theorems have a special case for g = 0 and h = 0. The appearance of
the Θν,t−s ∗ |k(x, s)|-terms in the semi-norms gave the intuition for the following
explicit solution.
Theorem 2.6. Let n,m ∈ N be natural numbers, ν := (ν1, . . . , νn) be a tuple
of reals with νi ≥ 0, ν · ∆ := ν1∂
2
1 + · · · + νn∂
2
n, k ∈ C([0,∞),S(R
n)m) or
C([0,∞), C∞(Tn)m), respectively. Then for any f0 ∈ S(R
n)m resp. C∞(Tn)m
the initial value problem
∂tf(x, t) = (ν ·∆)f(x, t) + k(x, t) (10a)
f(x, 0) = f0(x) (10b)
has the solution
f(x, t) := (Θν,t ∗ f0)(x) +
∫ t
0
[
Θν,t−s ∗ k( · , s)
]
(x) ds, (11)
i.e., f ∈ C1([0,∞),S(Rn)m) resp. C1([0,∞), C∞(Tn)m) with the bounds
‖xα ·∂βf(x, t)‖∞ =
∥∥∥∥xα · (Θν,t ∗ ∂βf0)(x) + xα ·
∫ t
0
(Θν,t−s ∗ ∂
βk)(x, s)ds
∥∥∥∥
∞
(12)
for all α, β ∈ Nn0 resp. α = 0 and β ∈ N
n
0 .
Proof. Clearly f( · , 0) = f0( · ) holds and by direct computation it follows that
∂tf(x, t) = ∂t(Θν,t ∗ f0)(x) + ∂t
∫ t
0
(Θν,t−s ∗ k)(x, s) ds
= ν ·∆(Θν,t ∗ f0)(x) + (Θν,t−s ∗ k)(x, s)
∣∣
s=t
+ ν ·∆
∫ t
0
(Θν,t−s ∗ k)(x, s) ds
= ν ·∆f(x, t) + k(x, t). 
Of course, the previous result holds more generally. As long as (11) is well-
defined it solves (10). E.g. the C∞b version is used in Corollary 3.1. Also note, that
if k( · , s) is not smooth or is discontinuous for s ∈ [0, T ] but e.g. smooth for s > T ,
then f becomes smooth for s > T (νi > 0 for all i). The past k( · , s) of f( · , t), i.e.,
s < t, is smoothed by ν ·∆ as can be seen from the integral in (11). So singularities
which appear in the Euler equations (ν = 0) do not accumulate as strong in the
Navier–Stokes equations (ν 6= 0). It is open if this only stretches the blow-up time
or even prevents the blow-up time to be finite.
Remark 2.7. In the bounds (6) and (9) we see from the proof that we can replace
the terms
exp

m ∫ t
0
sup
r∈Rnand
i,j=1,...,m
hi,j(x, s) ds

 and exp

l · n ∫ t
0
sup
x∈Rnand
i,j=1,...,n
∂igj(x, s) ds


by the coarser bounds
exp
(∫ t
0
‖hi,j(x, s)‖∞ ds
)
and exp
(
l
∫ t
0
‖∂igj(x, s)‖∞ ds
)
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where ‖M‖∞ denotes e.g. the spectral norm of the matrix M , i.e., the largest
absolute eigenvalue. ◦
The importance of Theorem 2.3 resp. 2.5 is threefold: Firstly, they provide the
existence of a solution f with, secondly, f( · , t) ∈ S(Rn) resp. C∞(Tn) (smoothness)
for all t ∈ [0,∞), and most importantly (thirdly) they provide explicit bounds on the
semi-norms in S(Rn) resp. C∞(Tn). These bounds have the interesting structure,
that because of the exponential dependence the only “bad” factors in the terms are
exp

m ∫ t
0
sup
r∈Rnand
i,j=1,...,m
hi,j(x, s) ds

 and exp

l · n ∫ t
0
sup
x∈Rnand
i,j=1,...,n
∂igj(x, s) ds

 .
Fortunately, these two “bad” terms appear only with suphi,j resp. sup∂igj but not
with higher derivatives of g or h. This prevents them to be “too bad”. The “good”
factors in these bounds are∫ t
0
max
γ∈Nn
0
:|γ|≤l;
i,j=1,...,m
‖∂γhi,j(x, s)‖∞ ds and
∫ t
0
max
γ∈Nn
0
:|γ|≤l;
i=1,...,m
‖∂γgi(x, s)‖∞ ds.
In the next section it will be clear what “good”, “bad”, and not “too bad” term
means when we apply these results to the original problem, the vorticity formulation
of the Euler resp. Navier–Stokes equations in (2), see Remark 3.5. However, the
“very good” influence of ν ·∆ in (3) resp. (5) and therefore in (2) and finally in (1)
is eminent from the factors
sup
r∈[−I(t),I(t)]n
‖(x+ r)α · (Θν,t ∗ |∂
γf0|)(x)‖∞
at least in the S(Rn)-case since Θν,t ∗ |∂
γf0| → 0 as t or ν goes to infinity.
3. Application to the Euler and the Navier–Stokes Equations
In this section we want to apply Theorem 2.3, 2.5, and 2.6 to the Euler and
Navier–Stokes equations (1) and its vorticity formulation (2).
Recall the Hodge decomposition of a vector field, see e.g. [MB02, Prop. 1.16]
and [BF13, Lem. IV.4.1]. We use the following version. Every f ∈ S(R3)3 has
a decomposition f = ∇ϕ + rotψ with unique ϕ, ψ ∈ C∞b . We set Rf := ψ and
Pf = rotψ, i.e., Pf is the div -free part of the vector field f and P the Leray
projection. Similarly for C∞(T3)3 [MB02, Prop. 1.18].
That the Leray projection Pf of a Schwartz function f does not need to be a
Schwartz function shows that solutions u of (1) even with initial values u0 ∈ S(R
3)3,
i.e., u is Schwartz at t = 0, no longer needs to be a Schwartz functions for t > 0:
∂tu = ν∆u− u · ∇u−∇p = ν∆u −P(u∇u).
But for the vorticity ω we have that if ω( · , t) ∈ S(R3)3, then u( · , t) = Rω( · , t) ∈
(C∞b )
3 and therefore by the vorticity formulation of the Euler and Navier–Stokes
equations (2) we have ∂tω( · , t) ∈ S(R
3)3. As long as ∂tω( · , t) ∈ S(R
3)3 we have
ω( · , t) ∈ S(R3)3.
For the Euler and Navier–Stokes equations (1) Theorem 2.6 provides us with the
following time-delayed version. See [CR01, Var08] for similar time-delayed studies.
Corollary 3.1. Let ε > 0, ν ≥ 0, and u0 ∈ (C
∞
b )
3 resp. C∞(T3)3. Then the initial
value problem
∂tu
(ε)(x, t) = ν∆u(ε)(x, t) +P
[
u(ε)(x, t− ε) · ∇u(ε)(x, t− ε)
]
(13a)
u(ε)( · , t) = u0( · ) for all t ∈ [−ε, 0] (13b)
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has the solution
u(ε)(x, t) = (Θν,t∗u0)(x)+
∫ t
0
Θν,t−s∗P
[
u(ε)( · , s− ε) · ∇u(ε)( · , s− ε)
]
(x) ds (14)
with u(ε) ∈ C∞([0,∞), (C∞b )
3) resp. C∞([0,∞), C∞(T3)3). If u0 ∈ (C
∞
b ∩L
2(R3))3,
then also u(ε) ∈ (C∞b ∩ L
2(R3))3.
Proof. Set k(x, t) := P
[
u(ε)(x, t− ε) · ∇u(ε)(x, t− ε)
]
, then k ∈ C([−ε, iε], (C∞b )
3)
resp. C([−ε, iε], C∞(T3)3) for some i ∈ N0. By Theorem 2.6 we have that (13) has
(14) as a solution for all t ∈ [0, (i + 1)ε] and therefore by induction (14) holds for
all t ∈ [0,∞). 
While for the Euler and Navier–Stokes equations even the time-delayed solutions
u(ε) need not to be Schwartz functions, in the following time-delayed vorticity
formulation (2) the solutions ω(ε) remain Schwartz functions if the initial values u0
and therefore ω0 = rotu0 are Schwartz functions.
Corollary 3.2. Let ε > 0, ν ≥ 0, and u0 ∈ S(R
3)3 resp. C∞(T3)3. Then the
initial value problem
∂tω
(ε)( · , t) = ν ·∆ω(ε)( · , t)− (Rω(ε)( · , t− ε)) · ∇ω(ε)( · , t)
− ω(ε)( · , t) · ∇Rω(ε)( · , t− ε) (15a)
ω(ε)( · , t) = ω0( · ) = rotu0( · ) for all t ∈ [−ε, 0] (15b)
has a solution ω(ǫ) = rotu(ε) ∈ C∞([0,∞),S(R3)3) resp. C∞([0,∞), C∞(T3)3.
Proof. If ω(ε)( · , t) is known for all t ∈ [−ε, i · ε] for some i ∈ N0, then u
(ε)( · , t) :=
Rω(ε)( · , t − ε) ∈ (C∞b )
3 resp. C∞(T3)3 is known for all t ∈ [0, (i + 1) · ε] and by
Theorem 2.3 resp. Theorem 2.5 ω(ε) can be continued for t ∈ [i · ε, (i + 1) · ε] and
therefore by induction there is a solution ω(ε) = rotu(ε) for all t ∈ [0,∞). 
In Corollary 3.1 we have that for ε → 0 the initial value problem (13) becomes
the Euler resp. Navier–Stokes equations (1). And in Corollary 3.2 we have that
for ε → 0 the initial value problem (15) becomes the vorticity formulation of the
Euler resp. Navier–Stokes equations (2). So in both cases we get families {u(ε)}ε>0
and {ω(ε)}ε>0 of time-delayed solutions. In the periodic case both families are
C∞(T3)3-valued but on R3 only for the vorticity family {ω(ε)}ε>0 it can be ensured
to be S(R3)3-valued. So in these three cases we can apply Lemma 2.1 to find
accumulation points for ε→ 0.
Corollary 3.3. Let I = [0, T ] for some T > 0 and u0 ∈ S(R
3)3 resp. C∞(T3)3.
Let u(ε) be the periodic solutions from Corollary 3.1 and ω(ε) the periodic or non-
periodic vorticity solutions from Corollary 3.2.
If {u(1/N)( · , t)}N∈N in C
∞(T3)3 or {ω(1/N)( · , t)}N∈N in S(R
3)3 resp. C∞(T3)3
are bounded uniformly in t ∈ I, i.e., for all α, β ∈ N30 there are Cα,β > 0 such that
for all t ∈ I
‖xα · ∂βω(1/N)(x, t)‖∞ ≤ Cα,β <∞ (16)
holds (resp. α = 0 for C∞(T3)3)) or similar for u(1/N) in C∞(T3)3, then the
Euler (ν = 0) resp. Navier–Stokes (ν > 0) equations (1) have a solution u ∈
C1(I, C∞(T3)3) or a solution u with ω ∈ C1(I,S(R3)3) resp. C1(I, C∞(T3)3).
Proof. By assumptions on the u(1/N) and ω(1/N) condition (i) of Lemma 2.1 is
fulfilled and since u(1/N) fulfill (13) resp. ω(1/N) (15) we have that
sup
t∈I,N∈N
‖∂tu
(1/N)( · , t)‖∞ <∞ and sup
t∈I,N∈N
‖∂tω
(1/N)( · , t)‖∞ <∞,
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i.e., {u(1/N)}N∈N and {ω
(1/N)}N∈N has by Lemma 2.1 an accumulation point u
resp. ω. But u solves (13, ε = 0) = (1) resp. ω = rotu solves (15, ε = 0) = (2)
which gives the assertion. 
We want to weaken the conditions (16) for the vorticity formulation (2) of the
Euler and Navier–Stokes equations (1) using the explicit bounds from Theorem 2.3
and 2.5. For simplicity we only discuss the Schwartz function case S(R3)3 from
Theorem 2.3. The same arguments then hold for the periodic case C∞(T3)3.
Let u ∈ C1(I, (C∞b )
3) be a solution of the Euler or Navier–Stokes equations (1)
for some time interval I = [0, T ], [0, T ), or [0,∞) with T > 0 such that ω = rotu ∈
C1(I,S(R3)3). Then of course∥∥xα · ∂βω(x, t)∥∥
∞
∈ C(I,R). (17)
In particular
a) C0(t) := ‖u(x, t)‖∞ ∈ C(I,R),
b) C1(t) := maxi=1,2,3 ‖∂iu(x, t)‖∞ ∈ C(I,R)
and since ω( · , t) = rotu( · , t) ∈ S(R3)3 and div u( · , t) = 0 for all t ∈ I if there is
a t ∈ I and some multi-indices α, β ∈ N30 such that ‖x
α · ∂βrotu(x, t)‖∞ = 0, then
already rotu( · , t) = 0 and u( · , t) = 0. Therefore,
c) for all k ∈ N with k ≥ 2 there are Ck ∈ C(I,R) such that
max
α∈N3
0
:|α|=k
‖∂αu( · , t)‖∞ ≤ Ck(t) · max
β∈N3
0
:|β|=k−1
‖∂βrotu( · , t)‖∞.
(c) is a compatibility condition between derivatives of u and derivatives of ω =
rotu =
(
∂2u3−∂3u2
∂3u1−∂1u3
∂1u2−∂2u1
)
. While ‖∂αω( · , t)‖∞ ≤ 2maxi,j=1,2,3;i6=j ‖∂
α∂iuj( · , t)‖∞ is
clear and implies Ck(t) ≥ 1/2, condition (c) ensures that when ‖∂
β∂iuj( · , t)‖∞ →
∞ as tր T ∗ for some T ∗ > 0, i 6= j, then also ‖∂βω( · , t)‖∞ →∞ as tր T
∗, i.e.,
the singularity appearing for tր T ∗ in ∂β∂iuj is not canceled out by ∂
β∂jui such
that ∂βω remains finite or the growth rate is significantly smaller. More precisely,
lim
tրT∗
maxα∈N3
0
:|α|=k ‖∂
αu( · , t)‖∞
maxβ∈N3
0
:|β|=k−1 ‖∂
βω( · , t)‖∞
≤ Ck(T
∗) <∞
and if both maxima are infinite for t ≥ T ∗, then (c) clearly holds with Ck(t) =
Ck(T
∗). Hence, (c) does not force the maxima to be finite but only controls the
way they might become infinite.
Since there are only finitely many β ∈ N30 with |β| = k − 1 we can take the
maximum over all such β. So all ∂β∂iuj with i 6= j are covered and the derivatives
∂ki ui follow then since div u = 0 and therefore
0 = ∂k−1i div u = ∂
k−1
i ∂1u1 + ∂
k−1
i ∂2u2 + ∂
k−1
i ∂3u3 =
3∑
j=1
∂k−1i ∂juj
we have ‖∂ki ui( · , t)‖∞ ≤ 2 ·maxj=1,2,3;j 6=i ‖∂
k−2
i ∂j∂iuj‖∞. While the directions
u ∈ C1(I, (C∞b )
3) : ω = rotu ∈ C1(I,S(R3)3) ⇔ (17) ⇒ (a)-(c)
are clear, assuming (a)-(c) on a time interval I = [0, T ], [0, T ), or [0,∞) as a priori
bounds on u gives the reverse direction by Theorem 2.3.
Theorem 3.4. Let I = [0,∞), [0, T ], or [0, T ) for some T > 0 be an interval and
for possible solutions u of the Euler (ν = 0) or the Navier–Stokes (ν > 0) equations
(1) with initial values u0 ∈ S(R
3)3 we have the a priori bounds
i) ‖u(x, t)‖∞ ≤ C0(t) ∈ C(I,R),
ii) maxi=1,2,3 ‖∂iu(x, t)‖∞ ≤ C1(t) ∈ C(I,R), and
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iii) for all k ∈ N with k ≥ 2 there are Ck ∈ C(I,R) such that
max
α∈N3
0
:|α|=k
‖∂αu( · , t)‖∞ ≤ Ck(t) · max
β∈N3
0
:|β|=k−1
‖∂βrotu( · , t)‖∞.
Then (1) has a solution u ∈ C1(I, (C∞b )
3) with ω ∈ C1(I,S(R3)3).
Proof. Since for [0, T ) and [0,∞) we find T1 < T2 < T3 < · · · < T resp.∞ such that⋃∞
i=1[0, Ti] = [0, T ) resp. [0,∞) it is sufficient to prove the statement for I = [0, T ].
Let {ω(ε)}ε>0 ⊂ C
∞(I,S(R3)3) from Corollary 3.2 be solutions of the time de-
layed Euler resp. Navier–Stokes equations (15). We show that for a sequence (εi)i∈N
with εi
i→∞
−−−→ 0 the set {ω(εi)}i∈N has an accumulation point ω ∈ C
1(I,S(R3)3)
which solves the Euler resp. the Navier–Stokes equations (2) and therefore there is
an u ∈ C1(I, (C∞b )
3) which solves (1).
Let (εi)i∈N be a sequence with εi
i→∞
−−−→ 0 and set g(εi)( · , t) := −Rω(εi)( · , t−εi),
h(εi)( · , t) := ∇Rω(εi)( · , t − εi), as well as k = 0. Then the bounds (6) from
Theorem 2.3 for ω(εi) depend on g(εi) and h(εi), i.e., the past of ω(εi). By Remark 2.7
the bounds are monotonic increasing and hence letting εi → 0 increases the bounds
and therefore all bounds for εi > 0 are bounded a priori by the bounds for ε = 0
with g(0) = −u and h(0) = ∇u. It is therefore sufficient to show that all a priori
bounds for ε = 0 are finite for all t ∈ [0, T ].
By assumption (i) and (ii) we already have that ‖u( · , t)‖∞ ≤ C0(t) ∈ C(I,R)
and ‖∂iu( · , t)‖∞ ≤ C1(t) ∈ C(I,R) for all i = 1, 2, 3. Let α ∈ N
3
0. By (6a) we have
‖xα · ω(x, t)‖∞
≤ sup
r∈[−I(t),I(t)]3
‖(x+ r)α · (Θν,t ∗ |ω0|)(x)‖∞ · exp
(∫ t
0
‖∇u(x, s)‖∞ ds
)
≤ sup
r∈[−J(t),J(t)]3
‖(x+ r)α · (Θν,t ∗ |ω0|)(x)‖∞ · exp
(
3
∫ t
0
C1(s) ds
)
=: Bα,0(t)
with J(t) :=
∫ t
0 C0(s) ds ∈ C(I,R). From (6b) we get the second derivatives of u
max
α∈N3
0
:|α|=2
‖∂αu(x, t)‖∞
(iii)
≤ C2(t) · max
i=1,2,3
‖∂iω(x, t)‖∞
(6b)
≤ C2(t) · max
i=1,2,3
∥∥Θν,t ∗ |∂iω0|∥∥∞ · exp
(
6
∫ t
0
C1(s) ds
)
+ 3 · C2(t) · B0,0(t)
∫ t
0
max
α∈N3
0
:|α|=2
‖∂αu(x, s)‖∞ ds,
i.e., with m2(t) := maxα∈N3
0
:|α|=2 ‖∂
αu(x, t)‖∞ we get
m2(t) ≤ D2(t) + D˜2(t) ·
∫ t
0
m2(s) ds
for some D2, D˜2 ∈ C(I,R) and therefore (Remark 3.5) there is a C˜2 ∈ C(I,R) with
max
α∈N3
0
:|α|=2
‖∂αu(x, t)‖∞ ≤ C˜2(t)
for all t ∈ I. From this and (6b) with α ∈ N30 we get the following bounds
‖xα · ∂iω(x, t)‖∞
≤ sup
r∈[−I(t),I(t)]3;
b=1,2,3
∥∥(x + r)α · (Θν,t ∗ |∂bω0|)(x)∥∥∞ · exp
(
2
∫ ∞
0
‖∇u(x, s)‖∞ ds
)
+Bα,0(t) ·
∫ t
0
max
b=1,2,3
‖∂b∇u(x, s)‖∞ ds
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≤ sup
r∈[−J(t),J(t)]3;
b=1,2,3
∥∥(x+ r)α · (Θν,t ∗ |∂bω0|)(x)∥∥∞ · exp
(
6
∫ ∞
0
C1(s) ds
)
+Bα,0(t) ·
∫ t
0
C˜2(s) ds =: Bα,1(t).
From (6c) with α = 0 and (iii) we get the bounds of the third derivatives of u
max
β∈N3
0
:|β|=3
‖∂βu(x, t)‖∞
(iii)
≤ C3(t) · max
γ∈N3
0
:|γ|=2
‖∂γω(x, t)‖∞
(6c)
≤ C3(t) · sup
r∈[−I(t),I(t)];
γ∈N3
0
:|γ|=2
‖(x+ r)α · (Θν,t ∗ |∂
γω0|)(x)‖∞
× exp
(
3
∫ t
0
‖∇u(x, s)‖∞ ds
)
+ C3(t) · B0,1(t) ·
∫ t
0
max
γ∈N3
0
:|γ|=2
‖∂γu(x, s)‖∞ ds
+ 2 · C3(t) ·B0,1(t) ·
∫ t
0
max
b=1,2,3
‖∂b∇u(x, s)‖∞ ds
+ C3(t) · B0,0(t) ·
∫ t
0
max
γ∈N3
0
:|γ|=2
‖∂γ∇u(x, s)‖∞ ds
≤ C3(t) · sup
r∈[−J(t),J(t)];
γ∈N3
0
:|γ|=2
‖(x+ r)α · (Θν,t ∗ |∂
γω0|)(x)‖∞
× exp
(
9
∫ t
0
C1(s) ds
)
+ 3 · C3(t) ·B0,1(t) ·
∫ t
0
C˜2(s) ds
+ 6 · C3(t) ·B0,1(t) ·
∫ t
0
C˜2(s) ds
+ 3 · C3(t) ·B0,0(t) ·
∫ t
0
max
α∈N3
0
:|α|=3
‖∂αu(x, t)‖∞ ds,
i.e., with m3(t) := maxα∈N3
0
:|α|=3 ‖∂
αu(x, t)‖∞ we get
m3(t) ≤ D3(t) + D˜3(t) ·
∫ t
0
m3(s) ds
for some D3, D˜3 ∈ C(I,R) and therefore there is a C˜3 ∈ C(I,R) such that
max
α∈N3
0
:|α|=3
‖∂αu(x, t)‖∞ ≤ C˜3(t)
for all t ∈ I. From this and (6c) with α, β ∈ N30 and |β| = 2 we get the following
‖xα · ∂βω(x, t)‖∞
≤ sup
r∈[−I(t),I(t)]3;
γ∈N3
0
:|γ|=2
‖(x+ r)α · (Θν,t ∗ |∂
γω0|)(x)‖∞ · exp
(
3
∫ t
0
‖∇u(x, s)‖∞ ds
)
+B0,1(t) ·
[∫ t
0
max
γ∈N3
0
:|γ|=2
‖∂γu(x, s)‖∞ ds+ 2
∫ t
0
max
b=1,2,3
‖∂b∇u(x, s)‖∞ ds
]
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+B0,0(t) ·
∫ t
0
max
γ∈N3
0
:|γ|=2
‖∂γ∇u(x, s)‖∞ ds
≤ sup
r∈[−J(t),J(t)]3;
γ∈N3
0
:|γ|=2
‖(x+ r)α · (Θν,t ∗ |∂
γω0|)(x)‖∞ · exp
(
9
∫ t
0
C1(s) ds
)
+ 9 · B0,1(t) ·
∫ t
0
C˜2(s) ds+ 3 · B0,0(t) ·
∫ t
0
C˜3(s) ds =: Bα,3(t).
Proceeding by induction using (6d) we find that for all α ∈ N30 and i ∈ N0 there
are Bα,i ∈ C(I,R) such that
‖xα · ∂βω(x, t)‖∞ ≤ Bα,|β|(t)
for all t ∈ I. Hence, all a priori bounds are finite and {ω(εi)}i∈N fulfills condition
(i) of Lemma 2.1. But since the ω(εi) fulfill (15) and all (time delayed) derivatives
are bounded, {ω(εi)}i∈N also fulfills condition (ii) of Lemma 2.1. Then {ω
(εi)}i∈N
has a subsequence (εij )j∈N such that ω
(εij ) converges uniformly on R3× [0, T ] to an
accumulation point ω ∈ C(I,S(R3)3). For fixed x ∈ R3 we have ω(ε)(x, 0) = ω0(x)
for all ε > 0 and ∂tω
(εij ) converges to the right hand side of (2). Hence, by [Rud76,
Thm. 7.17] we have that all accumulation points ω of {ω(εi)}i∈N fulfill (2). 
Remark 3.5. From the previous proof we see what was meant by “good” terms in
the discussion after Remark 2.7. With the assumption (iii) the second and higher
derivatives of u (b ∈ N, b ≥ 2) see themselves through
mb(t) := max
β∈Nn
0
:|β|=b
‖∂βu(x, t)‖∞ ≤ Db(t) + D˜b(t) ·
∫ t
0
mb(s) ds (18)
for some Db, D˜b ∈ C([0, T ],R) for all t ∈ [0, T ]. With db := maxt∈[0,T ]Db(t) and
d˜b := maxt∈[0,T ] D˜b(t) we have
mb(t) ≤ db + d˜b ·
∫ t
0
mb(s) ds (19)
for all t ∈ [0, T ]. Differentiating (19) with respect to t gives
m′b(t) ≤ d˜b ·mb(t), mb(0) ≤ db ⇒ mb(t) ≤ db · exp(d˜b · t).
This is the main difference between first and higher derivatives of u. The first
derivatives see each other exponentially as in the famous Beale–Kato–Majda a
priori bounds [BKM84] but higher derivatives see each other through (18). ◦
The previous theorem implies that there are three ways the vorticity ω of a
solution u with initial values in S(R3)3 leaves S(R3)3, i.e., ω( · , t) ∈ S(R3)3 for
t ∈ [0, T ∗) but not for t ≥ T ∗:
A) limtրT∗ ‖u( · , t)‖∞ =∞,
B) limtրT∗ ‖∂iu( · , t)‖∞ =∞ for some i = 1, 2, 3, or
C) there is a k ∈ N with k ≥ 2 and lim
tրT∗
maxα∈N3
0
:|α|=k ‖∂
αu( · , t)‖∞
maxβ∈N3
0
:|β|=k−1 ‖∂
βω( · , t)‖∞
=∞.
For (A) the solution loses its physical meaning since especially the speed of light
is exceeded. This might be excluded by relativistic treatments of the Euler resp.
Navier–Stokes equations. For (B) we have the Beale–Kato–Majda criteria [BKM84]
and the solution even leaves the Sobolev spacesHs. (C) is the only way the vorticity
ω of a solution u fulfilling (a) and (b) (resp. (i) and (ii)) ceases to be in S(R3)3. A
kth derivative of u grows much faster to infinity as any derivative of order k− 1 of
ω = rotu.
The same holds for the periodic case.
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Theorem 3.6. Let I = [0,∞), [0, T ], or [0, T ) for some T > 0 be an interval and
for possible solutions u of the Euler (ν = 0) or the Navier–Stokes (ν > 0) equations
(1) with initial values u0 ∈ C
∞(T3)3 we have the a priori bounds
i) ‖u(x, t)‖∞ ≤ C0(t) ∈ C(I,R),
ii) maxi=1,2,3 ‖∂iu(x, t)‖∞ ≤ C1(t) ∈ C(I,R), and
iii) for all k ∈ N with k ≥ 2 there are Ck ∈ C(I,R) such that
max
α∈N3
0
:|α|=k
‖∂αu( · , t)‖∞ ≤ Ck(t) · max
β∈N3
0
:|β|=k−1
‖∂βrotu( · , t)‖∞.
Then for (1) there exists a solution u ∈ C1(I, C∞(T3)3).
Proof. Proceed as in the proof of Theorem 3.4 with α = 0. 
While in the Schwartz function case there are L2 ∩ C∞ functions which are not
Schwartz functions, i.e., Theorem 3.4 might not cover all possible smooth solutions,
compactness of T3 implies that all periodic C∞ solutions of (1) are of the form in
Theorem 3.6, i.e., the periodic Euler resp. Navier–Stokes equations (1) have a C∞-
solution if and only iff (i), (ii), and (iii) of Theorem 3.6 hold. A periodic solution
can only stop being C∞ if at least one of these conditions is violated at some T ∗.
As in the Schwartz function case, only (i) and (ii) bound u resp. the first derivatives
of u while (iii) allows second and higher derivatives to become infinite.
We want to end this paper with the small remark, that all existence and smooth-
ness results have been obtained without use of any Sobolev or weak solution theory.
4. Acknowledgment
We thank Tarek Elgindi for valuable remarks and fruitful discussions on the
paper.
Appendix A. Proof of the Bounds (6) in Theorem 2.3
We retain the notation of Theorem 2.3 and its proof. Set
IN (i) :=
N∑
j=i
sup
t∈[tj−1,tj ]
‖g(x, t)‖∞ · (tj−1 − tj)
for i = 1, . . . , N . As ∆ZN → 0 (N →∞) we have by Riemann integration that
IN (1) =
N∑
j=1
sup
t∈[tj−1,tj ]
‖g(x, t)‖∞ · (tj−1 − tj)→
∫ T
0
‖g(x, s)‖∞ ds = I(T ).
To apply Lemma 2.1 we have to bound all semi-norms ‖xα · ∂βfN(x, t)‖∞ for all
α, β ∈ Nn0 and t ∈ [0, T ]. Since we will let ∆ZN → 0 as N → ∞ it is sufficient to
look at t = tN = T .
For any matrix function M( · ) : Rn → Rm×m denote by ‖M‖∞ the supremum
over x ∈ Rn of the largest absolute value of the eigenvalues of M(x), i.e., supre-
mum over the spectral norms of all M(x). Then for exp(
∫
h(x, s) ds) we have the
estimates∥∥∥∥∥exp
(∫ tl
tl−1
h(x, s) ds
)∥∥∥∥∥
∞
≤ exp

m ∫ tl
tl−1
sup
x∈Rn and
i,j=1,...,m
hi,j(x, s) ds

 ,
∥∥∥∥∥∂k exp
(∫ tl
tl−1
h(x, s) ds
)∥∥∥∥∥
∞
≤
∥∥∥∥∥
∫ tl
ti−l
∂kh(x, s) ds
∥∥∥∥∥
∞
· exp
(∥∥∥∥∥
∫ tl
tl−1
h(x, s) ds
∥∥∥∥∥
∞
)
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≤ m
∫ tl
tl−1
sup
x∈Rn and
i,j=1,...,m
∂khi,j(x, s) ds
× exp

m ∫ tl
tl−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


for 0 ≤ tl−tl−1 ≪ 1, l = 1, . . . , N , since ∆ZN → 0. Similarly for higher derivatives.
We will use these inequalities in the following calculations.
Let β = 0 and α ∈ Nn0 . Then we have
‖xα · fN(x, tN )‖∞
=
∥∥∥∥∥xα exp
(∫ tN
tN−1
h(x, s) ds
)
· (Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s) ds, tN−1
)
+xα ·
∫ tN
tN−1
k(x, s) ds
∥∥∥∥∥
∞
≤ sup
r∈[−IN(N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ fN,N−1(x, tN−1)∥∥∞
× exp

m ∫ tN
tN−1
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds

+ ∫ tN
tN−1
‖xα · k(x, s)‖∞ ds
≤ sup
r∈[−IN(N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |fN,N−1(x, tN−1)|∥∥∞
× exp

m ∫ tN
tN−1
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds

+ ∫ tN
tN−1
‖xα · k(x, s)‖∞ ds
≤ sup
r∈[−IN(N),IN (N)]n
∥∥∥∥∥(x+ r)α ·Θν,tN−tN−1 ∗
∣∣∣∣∣exp
(∫ tN−1
tN−2
h(x, s) ds
)
×(Θν,tN−2−tN−1 ∗ fN,N−2)
(
x+
∫ tN−1
tN−2
g(x, s) ds, tN−2
)∣∣∣∣∣
∥∥∥∥∥
∞
× exp

m ∫ tN
tN−1
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds

+ ∫ tN
tN−1
‖xα · k(x, s)‖∞ ds
+
∫ tN−1
tN−2
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |k(x, s)|∥∥∞ ds
× exp

m ∫ tN
tN−1
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds


≤ sup
r∈[−IN(N−1),IN (N−1)]n
∥∥(x+ r)α ·Θν,tN−tN−2 ∗ |fN,N−2(x, tN−2)|∥∥∞
× exp

m ∫ tN
tN−2
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds


+
1∑
l=0
∫ tN−l
tN−1−l
sup
r∈[−IN (N+1−l),IN (N+1−l)]n
∥∥(x+ r)α ·Θν,tN−tN−l ∗ |k(x, s)|∥∥∞ ds
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× exp

m ∫ tN
tN−l
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds


...
≤ sup
r∈[−IN(1),IN (1)]n
‖(x+ r)α ·Θν,tN−t0 ∗ |fN,0(x, t0)|‖∞
× exp

m ∫ tN
t0
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds


+
N−1∑
l=0
∫ tN−l
tN−1−l
sup
r∈[−IN (N+1−l),IN (N+1−l)]n
∥∥(x + r)α ·Θν,tN−tN−l ∗ |k(x, s)|∥∥∞ ds
× exp

m ∫ tN
tN−l
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s) ds


∆ZN→0−−−−−→ sup
r∈[−I(T ),I(T )]n
∥∥(x+ r)α ·Θν,T ∗ |f0(x)|∥∥∞ · exp

m ∫ T
0
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s)ds


+
∫ T
0
sup
r∈[−I(s),I(s)]n
∥∥(x+ r)α ·Θν,T−s ∗ |k(x, s)|∥∥∞ · exp

m ∫ T
s
sup
r∈Rn and
i,j=1,...,m
hi,j(x, s
′)ds′

ds
This proves the bounds in (6a). Since the bounds converge for N →∞ (∆ZN → 0)
there are for all α ∈ Nn0 constants Cα,0 > 0 such that
‖xα · fN (x, t)‖∞ ≤ Cα,0 < ∞
for all t ∈ [0, T ] and N ∈ N.
For α, β ∈ Nn0 with |β| = 1 we simplify ∂
β = ∂b for some b = 1, . . . , n. We have
max
b=1,...,n
‖xα · ∂bfN,N(x, tN )‖∞
= max
b
∥∥∥∥∥xα∂b
[
exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
+
∫ tN
tN−1
k(x, s) ds
]∥∥∥∥∥
∞
≤ max
b
∥∥∥∥∥xα
[
∂b exp
(∫ tN
tN−1
h(x, s)ds
)
· (Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
+
n∑
l=1
exp
(∫ tN
tN−1
h(x, s) ds
)
(Θν,tN−tN−1 ∗ (∂lfN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
(
∂bxl +
∫ tN
tN−1
∂bgl(x, s) ds
)]∥∥∥∥∥
∞
+max
b
∫ tN
tN−1
‖xα · ∂bk(x, s)‖∞ ds
≤ max
b
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α · (Θν,tN−tN−1 ∗ |∂bfN,N−1|)(x, tN−1)∥∥∞
× exp

n ∫ tN
tN−1
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


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+max
b
∫ tN
tN−1
‖xα · ∂bk(x, s)‖∞ ds
+
∥∥∥∥∥xα · (Θν,tN−tN−1 ∗ |fN,N−1|)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)∥∥∥∥∥
∞
× exp

m ∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s)ds

 ·m · ∫ tN
tN−1
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds
≤ max
b
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α · (Θν,tN−tN−1 ∗ |∂bfN,N−1|)(x, tN−1)∥∥∞
× exp

n ∫ tN
tN−1
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+max
b
∫ tN
tN−1
‖xα · ∂bk(x, s)‖∞ ds
+ {bound (6a)} ·m ·
∫ tN
tN−1
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds
≤ max
b
sup
r∈[−IN (N−1),IN (N−1)]n
∥∥(x+ r)α · (Θν,tN−tN−2 ∗ |∂bfN,N−2|)(x, tN−2)∥∥∞
× exp

n ∫ tN
tN−2
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−2
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
1∑
a=0
exp

n ∫ tN
tN−a
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−a
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


×
∫ tN−a
tN−1−a
sup
r∈[−IN (N+1−a),IN (N+1−a)]n
∥∥(x + r)α ·Θν,tN−tN−a ∗ |∂bk(x, s)|∥∥∞ ds
+ {bound (6a)} ·m ·
∫ tN
tN−2
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds
...
≤ max
b=1,...,n
sup
r∈[−IN (1),IN (1)]n
‖(x+ r)α · (Θν,T ∗ |∂bf0|)(x)‖∞
× exp

n ∫ T
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ T
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
N−1∑
a=0
exp

n ∫ tN
tN−a
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−a
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


×
∫ tN−l
tN−1−l
sup
r∈[−IN (N+1−l),IN (N+1−l)]
n,
b=1,...,n
∥∥(x+ r)α ·Θν,tN−tN−l ∗ |∂bk(x, s)|∥∥∞ ds
+ {bound (6a)} ·m ·
∫ T
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds
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∆ZN→0−−−−−→ max
b=1,...,n
sup
r∈[−I(T ),I(T )]n
‖(x+ r)α · (Θν,T ∗ |∂bf0|)(x)‖∞
× exp

n ∫ T
0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ T
0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ T
0
exp

n ∫ T
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ T
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× sup
r∈[−I(s),I(s)]n,
b=1,...,n
∥∥(x+ r)α ·Θν,T−s ∗ |∂bk(x, s)|∥∥∞ds
+ {bound (6a)} ·m ·
∫ T
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds.
This proves (6b). Again, since the bounds converge for N →∞ (∆ZN → 0) there
are for all α, β ∈ Nn0 with |β| = 1 constants Cα,β > 0 such that
‖xα · ∂βfN (x, t)‖∞ ≤ Cα,β < ∞
for all t ∈ [0, T ] and N ∈ N.
For α, β ∈ Nn0 with |β| = 2 we simplify ∂
β = ∂b1∂b2 for some b1, b2 = 1, . . . , n
and hence we have
max
b1,b2=1,...,n
‖xα · ∂b1∂b2fN,N(x, tN )‖∞
= max
b1,b2
∥∥∥∥∥xα∂b1∂b2
[
exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
+
∫ tN
tN−1
k(x, s) ds
]∥∥∥∥∥
∞
≤ max
b1,b2
∥∥∥∥∥xα · ∂b1
[
∂b2 exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
+
n∑
l2=1
exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ (∂l2fN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
(
∂b2xl2 +
∫ tN
tN−1
∂b2gl2(x, s)ds
)]∥∥∥∥∥
∞
+
∫ tN
tN−1
max
b1,b2=1,...,n
‖xα · ∂b1∂b2k(x, s)‖∞ ds
≤ max
b1,b2
∥∥∥∥∥xα ·
[
∂b1∂b2 exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ fN,N−1)
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
+
n∑
l1=1
∂b2 exp
(∫ tN
tN−1
h(x, s)ds
)
· (Θν,tN−tN−1 ∗ (∂l1fN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
(
∂b1xl1 +
∫ tN
tN−1
∂b1gl1(x, s)ds
)
+
n∑
l2=1
∂b1 exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ (∂l2fN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
(
∂b2xl2 +
∫ tN
tN−1
∂b2gl2(x, s)ds
)]∥∥∥∥∥
∞
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+
n∑
l1,l2=1
exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ (∂l1∂l2fN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
(
∂b2xl2 +
∫ tN
tN−1
∂b2gl2(x, s)ds
)
·
(
∂b1xl1 +
∫ tN
tN−1
∂b1gl1(x, s)ds
)
+
n∑
l2=1
exp
(∫ tN
tN−1
h(x, s)ds
)
(Θν,tN−tN−1 ∗ (∂l2fN,N−1))
(
x+
∫ tN
tN−1
g(x, s)ds, tN−1
)
×
∫ tN
tN−1
∂b1∂b2gl2(x, s)ds
]∥∥∥∥∥
∞
+
∫ tN
tN−1
max
b1,b2=1,...,n
‖xα · ∂b1∂b2k(x, s)‖∞ ds
≤ max
b1,b2
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |∂b1∂b2fN,N−1(x, tN−1)|∥∥∞
× exp

2n ∫ tN
tN−1
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ tN
tN−1
max
b1,b2=1,...,n
‖xα · ∂b1∂b2k(x, s)‖∞ ds
+ max
b=1,...,n
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |∂bfN,N−1(x, tN−1)|∥∥∞
× exp

m ∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds

 ·
[∫ tN
tN−1
max
b1,b2,l
‖∂b1∂b2gl(x, s)‖∞
+2m
∫ tN
tN−1
max
i,j=1,...,m;b
‖∂bhi,j(x, s)‖∞ds ·
(
1 + n∆ZN sup
s∈[0,T ];b,l
‖∂bgl(x, s)‖∞
)]
+ sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |fN,N−1(x, tN−1)|∥∥∞
× exp

m ∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds

 ·
[
n ·∆Z2N · sup
s∈[0,T ];b,i,j
‖∂bhi,j(x, s)‖∞
+m
∫ tN
tN−1
max
i,j,b1,b2
‖∂b1∂b2hi,j(x, s)‖∞ ds
]
≤ max
b1,b2
sup
r∈[−IN (N),IN (N)]n
∥∥(x+ r)α ·Θν,tN−tN−1 ∗ |∂b1∂b2fN,N−1(x, tN−1)|∥∥∞
× exp

2n ∫ tN
tN−1
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ tN
tN−1
max
b1,b2=1,...,n
‖xα · ∂b1∂b2k(x, s)‖∞ ds
+ {bound (6b)} ·
[∫ tN
tN−1
max
b1,b2,l
‖∂b1∂b2gl(x, s)‖∞ + 2m
∫ tN
tN−1
max
i,j=1,...,m;b
‖∂bhi,j(x, s)‖∞ds
×
(
1 + n∆ZN sup
s∈[0,T ];b,l
‖∂bgl(x, s)‖∞
)]
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+ {bound (6a)} ·
[
n ·∆Z2N · sup
s∈[0,T ];b,i,j
‖∂bhi,j(x, s)‖∞ +m
∫ tN
tN−1
max
i,j,b1,b2
‖∂b1∂b2hi,j(x, s)‖∞ ds
]
...
≤ max
b1,b2
sup
r∈[−IN (N−1),IN (N−1)]n
∥∥(x+ r)α ·Θν,tN−tN−2 ∗ |∂b1∂b2fN,N−2(x, tN−2)|∥∥∞
× exp

2n ∫ tN
tN−2
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−2
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
∫ tN
tN−1
max
b1,b2=1,...,n
‖xα · ∂b1∂b2k(x, s)‖∞ ds
+
∫ tN−1
tN−2
sup
b1,b2=1,...,n;
r∈[−IN (N−1),IN (N−1)]
n
∥∥(x+ r)α ·Θν,tN−tN−l ∗ |∂b1∂b2k(x, s)|∥∥∞ ds
× exp

2n ∫ tN
tN−1
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−1
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+ {bound (6b)} ·
[∫ tN
tN−2
max
b1,b2,l
‖∂b1∂b2gl(x, s)‖∞ + 2m
∫ tN
tN−2
max
i,j=1,...,m;b
‖∂bhi,j(x, s)‖∞ds
×
(
1 + n∆ZN sup
s∈[0,T ];b,l
‖∂bgl(x, s)‖∞
)]
+ {bound (6a)} ·
[
2n ·∆Z2N · sup
s∈[0,T ];b,i,j
‖∂bhi,j(x, s)‖∞
+m
∫ tN
tN−2
max
i,j,b1,b2
‖∂b1∂b2hi,j(x, s)‖∞ ds
]
...
≤ max
b1,b2
sup
r∈[−IN (1),IN (1)]n
‖(x+ r)α ·Θν,tN−t0 ∗ |∂b1∂b2fN,0(x, t0)|‖∞
× exp

2n ∫ tN
t0
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
t0
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+
N−1∑
l=0
∫ tN−l
tN−1−l
sup
b1,b2=1,...,n;
r∈[−IN(N+1−l),IN (N+1−l)]
n
∥∥(x+ r)α ·Θν,tN−tN−l ∗ |∂b1∂b2k(x, s)|∥∥∞ ds
× exp

2n ∫ tN
tN−l
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s) ds+m
∫ tN
tN−l
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s) ds


+ {bound (6b)} ·
[∫ tN
t0
max
b1,b2,l
‖∂b1∂b2gl(x, s)‖∞ + 2m
∫ tN
t0
max
i,j=1,...,m;b
‖∂bhi,j(x, s)‖∞ds
×
(
1 + n∆ZN sup
s∈[0,T ];b,l
‖∂bgl(x, s)‖∞
)]
24 SCHWARTZ SOLUTIONS OF THE EULER AND NAVIER–STOKES EQUATIONS
+ {bound (6a)} ·
[
N · n ·∆Z2N · sup
s∈[0,T ];b,i,j
‖∂bhi,j(x, s)‖∞
+m
∫ tN
t0
max
i,j,b1,b2
‖∂b1∂b2hi,j(x, s)‖∞ ds
]
∆ZN→0−−−−−→ max
β∈Nn
0
:|β|=2
sup
r∈[−I(T ),I(T )]n
∥∥(x + r)α · (Θν,T ∗ |∂βf0|)(x)∥∥∞
× exp

2n ∫ T
0
sup
x∈Rn and
b,l=1,...,n
∂bgl(x, s) ds+m
∫ T
0
sup
x∈Rn and
i,j=1,...,m
hi,j(x, s) ds


+
∫ T
0
exp

2n ∫ T
s
sup
x∈Rnand
b,l=1,...,n
∂bgl(x, s
′) ds′ +m
∫ T
s
sup
x∈Rnand
i,j=1,...,m
hi,j(x, s
′) ds′


× sup
b1,b2=1,...,n;
r∈[−I(s),I(s)]n
‖(x + r)α ·Θν,T−s ∗ |∂b1∂b2k(x, s)|‖∞ ds
+

∫ T
0
max
β∈Nn
0
:|β|=2;
l=1,...,n
‖∂βgl(x, s)‖∞ ds+ 2m
∫ T
0
max
b=1,...,n;
i,j=1,...,m
‖∂bhi,j(x, s)‖∞ ds


× {upper bound in (6b)}
+m
∫ T
0
max
β∈Nn
0
:|β|=2;
i,j=1,...,m
‖∂βhi,j(x, s)‖∞ ds · {upper bound in (6a)}.
Hence, (6c) holds for β ∈ Nn0 with |β| = 2. Since the bounds converge for N →∞
(∆ZN → 0) there are for all α, β ∈ N
n
0 with |β| = 2 constants Cα,β > 0 such that
‖xα · ∂βfN (x, t)‖∞ ≤ Cα,β < ∞
for all t ∈ [0, T ] and N ∈ N.
By continuing these straight forward calculations we find that (6d) holds for all
β ∈ Nn0 with |β| ≥ 0 and therefore for all α, β ∈ N
n
0 there are Cα,β > 0 such that
‖xα · ∂βfN (x, t)‖∞ ≤ Cα,β < ∞
for all t ∈ [0, T ] and N ∈ N.
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