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ABSTRACT 
GEOMETRIC FIELD STABILITY AND NORMAL FIELD 
CURVATURE OF SOLUTION SETS OF ORDINARY 
DIFFERENTIAL EQUATIONS IN TWO VARIABLES 
LESLIE L. KERNS 
Master of Arts 
Department of Mathematics 
' The classical linearization approach to stability theory determines 
whether or not a system is stable in the vicinity of its equilibrium 
points. This classical approach partly depends on the validity of the 
linear approximation. The definition of stability developed in this 
article takes a different approach and uses a curvature function to 
assess the relative locations of solutions within a field of solutions (the 
underlying solution set of the ODE). The present approach involves 
calculations that directly yield stability information, without having 
to enter into the often lengthy eigenvalue-eigenvector method. The 
present results both complement and are compatible with the classical 
results based on linearization near an equilibrium point. 
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Chapter 1
Introduction
Classical stability results mainly focus on what is happening to solution trajecto-
ries near equilibrium points of a system. The approach is to linearize the equation
in a neighborhood of the equilibrium point. We then look to the eigenvalues to de-
termine whether or not a particular system is unstable, stable, or asymptotically
stable near the equilibrium point.
In order for this approach to be successful, the linear approximation needs to
be valid. For this, there are various theorems that provide sufficient conditions
for when the solutions of the linear approximation adequately correspond with
the solutions of the original equation, see for example Braun Chapter 4, Theorem
2 [2]. There are examples, however, where linearization fails. In examples of this
nature, applying the classical approach is not enough to determine the complete
behavior of solutions in the vicinity of an equilibrium point.
There is also the fact that the classical approach does not address other regions
of the solution set. By definition, the linear approximation is only valid within
a relatively small neighborhood of the equilibrium point. In many applications,
however, the behaviors of solutions away from equilibrium points can be critical to
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the process. For instance, electromagnetism, airfoil and fluid dynamics problems
depend not only on possible equilibrium points, but also on the flow patterns of
solutions away from equilibrium points.
The notion of asymptotically stability that comes from the linear approxi-
mation method is only one type of stability. There are examples, such as in
the steady motions of springs and other well-known non-stationary dynamical
processes, which are not considered stable using the linearization approach. How-
ever, these examples, of course, exhibit a stable behavior.
Another classical approach to dynamical systems deals with this broader no-
tion of stability revealed in non-equilibrium systems, by investigating invariant,
or at least non-increasing, functions such as energy. Lyapunov did work from this
approach. See, for example, Kelley and Peterson or many other standard refer-
ences [10]. This approach is sometimes referred to as geometric stability theory,
especially when the Hamiltonian theory is involved.
In the present article, we also use the name geometric stability, but here the
name geometric refers not to invariant functions such as energy, but to the fact
that geometric quantities such as curvature and orthogonal distances play key
roles. We also make use of the name field, referring to the fact that stability
in the sense introduced in this article regards the field of trajectories that are
solutions of an underlying ODE.
The present approach has various features: (1) It makes use of the classical
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curvature function for a curve, but uses it in a new way that does not regard an
individual curve, but rather regards the structure of the solution set near a curve.
Specifically, we use a curvature function to assess the relative locations of solutions
within a field of solutions that is the underlying solution set. (2) The results com-
plement the classical linearization approach. Indeed, we give preliminary results
showing that the two approaches are compatible at critical points. (See Example
30, Chapter 6.) A full treatment of the correspondence between the two theories
would, however, go beyond the scope of the article. (3) The present approach
applies equally to linear or non-linear equations. In so far as quantities such as
tangent vector, etc., from classical differential geometry are used, the present ap-
proach does involve linearization. Unlike the classical approach in terms of equilib-
rium points, however (which is always in terms of a given coordinate system), the
linear quantities in the present approach follow the pattern of classical differential
geometry, and so fit in a canonical way with the solution set of a given ODE. This
extends the range of situations where results can be calculated. (4) The present
approach involves calculations that directly yield stability information, without
having to enter into the often lengthy eigenvalue-eigenvector method. (5) There
are also applications to limit cycles. A main theorem regarding the existence of
limit cycles is the Poincaré-Bendixson Theorem (See Kelley/Peterson, Theorem
3.36, Ch. 3 [10]). The “Poincaré-Bendixson theorem is quite compelling - at least
from a theoretical point of view. But it is in general rather difficult to apply.” [13]
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Examples typically involve ad hoc techniques to verify that the criteria of the the-
orem are satisfied. When these conditions are satisfied, the Poincaré-Bendixson
theorem concludes with the existence of a limit cycle. That theorem, however, is
essentially a topological result, and does not, for instance, reveal local geometric
data of the solution trajectories. The present thesis, on the other hand, is based in
such local geometric data, and frequently gives explicit formulas for limit cycles -
as zero sets of well-defined geometric functions. (6) Future applications promise to
be useful in fluid dynamics, aerodynamics, electromagnetism, and other systems
where stability analysis of a field of solutions is needed.
The layout of the thesis is as follows: In Chapter 2 we review certain classical
quantities from differential geometry that will be needed. In Chapter 3, we define
our normal field curvature of a solution set. In Chapter 4, we investigate initial
significance of this field curvature quantity. In Chapter 5, we define field stability
in a way that generalizes the definition of orbital stability used in classical analysis
of limit cycles. [4] We also establish a basic theorem for straight line solutions
and limit field solutions. In Chapter 6 we use the new approach to investigate the
stability of various classical equations. Chapter 7 consists of some brief summary
remarks.
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Chapter 2
Geometric Preliminaries
Throughout this paper, we will need to use various properties and definitions that
are results from classical geometry. Given a smooth curve γ such that γ : R →
R
2, then the derivative of γ with respect to t gives the tangent vector, denoted
dγ
dt
= γ ′(t). As will be discussed, for a given t, the tangent vector γ ′(t) determines
direction and speed. This is why γ(t) is often called the velocity vector.
We can re-scale the tangent vector to unit length. In order to do this, we set
γ ′(t)
‖γ ′(t)‖
equal to T(t), where γ ′(t) = 0. The resulting tangent vector of unit length
T has the same direction as γ ′(t), but ignores the speed of the trajectory. In other
words, T(t) is the unit vector parallel to γ ′(t) and oriented in the same direction
as γ ′(t).
Figure 2.1. Unit Tangent Vector
The speed of an object traveling along a given curve is given by the magnitude
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of the tangent vector, ‖γ ′(t)‖ . To see this, note that, if γ(t) = (x(t), y(t)), then
lim
t→0
(
γ
t
)
=
(
dx
dt
, dy
dt
)
= dγ
dt
and so ‖γ ′(t)‖ =
√(
dx
dt
)2
+
(
dy
dt
)2
. But using the
Pythagorean Theorem, we can see that (s)2 ≈ (x)2 + (y)2. Dividing both
sides of the equation by (t)2, we get that
(
s
t
)2
≈
(
x
t
)2
+
(
y
t
)2
. This leads
to s
t
≈
√(
x
t
)2
+
(
y
t
)2
. But if we take the limit of both sides of the equation
as the change in t approaches zero, we get ds
dt
=
√(
dx
dt
)2
+
(
dy
dt
)2
, which as we can
see above is ‖γ ′(t)‖.
Thus far, we have only looked at motion along a trajectory with respect to
time. Next, we will look at motion with respect to arc-length denoted s (distance
along the trajectory).
Imagine a close-up of a portion of the curve γ.
Now, we can integrate both sides of ds
dt
= ‖γ ′(t)‖ and obtain s =
∫ t
to
ds
dt
dt =∫ t
to
‖γ ′(t)‖ dt.
 
 
  
 (x1(t), y1(t)) 
(x2(t), y2(t)) 
  x∆  
  y∆  s∆≈  
Figure 2.2. Arc Length
Arc-length gives us the distance traveled by a particle along a given curve.
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The next question is how to determine the tangent vector in terms of are-length.
We have that ds
dt
= ‖γ ′(t)‖, but note that dγ
ds
=
(
dγ
dt
) (
dt
ds
)
, which follows from the
chain rule. So, we can represent dγ
ds
as
(
dγ
dt
)
/
(
ds
dt
)
. But ds
dt
= ‖γ ′(t)‖, from which
it follows that dγ
ds
= γ ′(t)/ ‖γ ′(t)‖, which is of unit length. So, dγ
ds
is also a tangent
vector at the given location γ(t). Since dγ
ds
=
(
dγ
dt
)
/
(
ds
dt
)
, we can express dγ
dt
as(
dγ
ds
) (
ds
dt
)
.
Next, we consider the curvature vector, denoted K, which by definition is the
rate of change of the unit tangent vector T with respect to arc-length.
 Large Curvature  Small  Curvature  
K 
 K 
Figure 2.3. Large and Small Curvature Vectors
So, K = dT
ds
=
(
dT
dt
) (
dt
ds
)
=
(
dT
dt
)
/
(
ds
dt
)
=
(
dT
dt
)
/ ‖γ ′(t)‖. Note that K is
independent of ±s. If s∗ = ±s + c, where c is a constant, then s = ±s∗ + k,
where k = ∓c. It follows that ds
ds∗
= ±1. Also, T∗ = dγ
ds∗
=
(
dγ
ds
) (
ds
ds∗
)
=(
dγ
ds
)
(±1) = ±T. Consider K∗ = dT
∗
ds∗
=
(
dT∗
ds
) (
ds
ds∗
)
but recall that ds
ds∗
= ±1, so
K
∗ =
(
dT∗
ds
)
(±1). Also, recall that T∗ = ±T, so K∗ = d
ds
(±T) (±1). Factoring
leads to obtaining that K∗ = (±1) d
ds
(T) (±1) = (±1)2 dT
ds
= dT
ds
= K.
For any point along the trajectory the curvature vector points in the direction
that the curve is bending. You can imagine superimposing a circle at a given
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point tangent to the curve that best fits the bend of the curve, then the curvature
vector will point towards the interior of the circle.
 
  K 
K 
K 
T  T 
T 
Figure 2.4. Curvature Vectors Along a Trajectory
To prove this, recall that T is the unit tangent vector, so ‖T‖ = 1. Note,
that ‖T‖2 = 1 and ‖T‖2 = T ·T, so it follows that T ·T = 1. If we differentiate
both sides of this equation with respect to arc-length, we get d
ds
(T · T) = d
ds
(1),
which implies that dT
ds
· T + T · dT
ds
= 0 from applying the chain rule. From this
equation, we get that 2
(
T · dT
ds
)
= 0, which implies that T · dT
ds
= 0. But recall
that K = dT
ds
, so we have that T · K = 0. Geometrically, this means that the
vector K is everywhere perpendicular to the vector T along the trajectory γ.
Let V be a vector field. If there exist a curve γ such that V is equal to γ ′,
then γ is known as an integral curve.
Figure 2.5. Integral Curves
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If V is continuous, then for each (xo, yo) there exists a unique integral curve
γ(t) for V such that γ(t) = (x(t), y(t)), and γ(0) = (x(0), y(0)). This follows
directly from the existence and uniqueness theorem for ODEs. The Existence-
Uniqueness Theorem states:
Assume f : Rn → Rn is continuous. Then for each to ∈ R and
xo ∈ R
n, the initial value problem (IVP)
x′ = f(x), x(to) = xo,
has a solution x. Furthermore, x has a maximal interval of exis-
tence (α, ω), where −∞ ≤ α < to < ω ≤ ∞. If α > −∞, then
limt→α+ ‖x(t)‖ =∞, and if ω <∞, then limt→ω− ‖x(t)‖ =∞. If, in
addition, f has continuous first-order partial derivatives with respect
to x1, x2, ..., xn on R
n, then the above IVP has a unique solution. (See
Kelly/Peterson page 82) [ 10].
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Chapter 3
Normal Field Curvature of a
Solution Set
AnODE in two variables x and y is an equation of the form
 dxdt
dy
dt
 =
 A (x, y)
B (x, y)
 =
 A
B
 = V (x, y). We may also construct the associated orthogonal ODE deter-
mined by W ≡ V⊥ (x, y) =
 −B
A
. That is, the orthogonal equation is given
by the ODE
 dxdt∗
dy
dt∗
 =
 −B (x, y)
A (x, y)
 =W (x, y).
Note that, by construction, W and V are perpendicular, with W · V = 0
and ‖V‖ = ‖W‖ . By the existence and uniqueness theorem for ODE’s, there
exist integral curves σ and γ for V and W respectively. In other words, we get
trajectories σ for the original ODE as well as orthogonal trajectories γ for the
orthogonal ODE that uniquely solve the standard initial value problems at each
(x0, y0).
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Figure 3.1. Integral Curves σ and γ for V andW
Our definition of field curvature for a solution set of an ODE makes use of
the classical curvature (applied to the orthogonal trajectories). We emphasize,
however, that in the present setting the classical curvatures for orthogonal tra-
jectories also provide key geometric data on the field of solutions of the original
ODE. In particular, various stability results can be directly calculated. Details
will be given in the chapters that follow.
To set up for the definition of field curvature, let t∗ be the parameter given
by the existence and uniqueness theorem for the orthogonal trajectory γ; let N
the unit vector parallel to the original solution field defined by N = V
‖V‖
; let s be
arc-length along the orthogonal trajectory γ and let K be the curvature vector
for γ defined by K =dT
ds
.
Definition 1 For the ODE given by
 dxdt
dy
dt
 =
 A (x, y)
B (x, y)
, the normal field
curvature κ at (x, y), is defined to be the dot product κ = K ·N.
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Note that κ = dT
ds
·N
= K ·N
= ‖K‖ ‖N‖ cos θ (where θ is the interior angle formed by
vectors K and N)
= ‖K‖ cos θ (since N is a unit vector)
But, as shown in Chapter 2, K and N are both orthogonal to the vector T.
Therefore,
κ =

‖K‖ , θ = 0
−‖K‖ , θ = pi
.
Positive normal field curvature corresponds to a flow V that is in the same
direction as K; and a negative field curvature corresponds to a flow V that is in
the opposite direction as K.
Figure 3.2. Positive and Negative Normal Field Curvature
Next, we obtain a formula for κ in terms of the coordinate functions A, B of
the vector field V.
In the following, 〈 , 〉 denotes dot product in R2; and as usual, for a real valued
function f (x, y) , f denotes the gradient vector
[
∂f
∂x
∂f
∂y
]
.
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Proposition 2 κ = 1∥∥∥∥∥∥∥∥∥∥∥∥

A
B

∥∥∥∥∥∥∥∥∥∥∥∥
3
〈 −B
A

 −B
A
 ,
 A
B

〉
Proof: κ ≡ K ·N
= dT
ds
·N
= d
ds
(
W
‖W‖
)
·N
= d
ds
(
W
‖W‖
)
· V
‖V‖
= 1
‖V‖
[
d
ds
(
1
‖W‖
)
W + 1
‖W‖
d
ds
(W)
]
·V
Recall that W ≡ V⊥ (x, y), W and V are perpendicular and W ·V = 0 for
all (x, y). Therefore, we get that κ reduces to the following:
κ= 1
‖V‖
(
1
‖W‖
) [
dW
ds
·V
]
= 1
‖V‖2
[
dW
ds
·V
]
By the chain rule in one variable we get
= 1
‖V‖2
[(
dW
dt∗
) (
dt∗
ds
)]
·V
= 1
‖V‖2
[(
dW
dt∗
) (
1
ds
dt∗
)]
·V
Since ds
dt∗
= ‖W‖ = ‖V‖, this becomes
= 1
‖V‖3
(
dW
dt∗
·V
)
= 1
‖V‖3
 d(−B)dt∗
dA
dt∗
 ·V
By the chain rule for two variables, we get
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= 1
‖V‖3

−B ·
 dxdt∗
dy
dt∗

A ·
 dxdt∗
dy
dt∗


·V
= 1
‖V‖3

−B ·
 −B
A

A ·
 −B
A


·V
= 1∥∥∥∥∥∥∥∥∥∥∥∥

A
B

∥∥∥∥∥∥∥∥∥∥∥∥
3
〈 −B
A

 −B
A
 ,
 A
B

〉
We conclude that κ = 1∥∥∥∥∥∥∥∥∥∥∥∥

A
B

∥∥∥∥∥∥∥∥∥∥∥∥
3
〈 −B
A

 −B
A
 ,
 A
B

〉
, as claimed.
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Chapter 4
Initial Significance of Normal
Field Curvature
For a given ODE, let σ0 be an initial solution trajectory. The present approach
to stability is to investigate whether or not in some sense, as the parameter t
increases, points σ (t) on nearby solutions σ approach or at least stay close to the
graph of σ0. Note that this notion of stability does not depend on the individual
norms of solutions as such. Neither does it involve velocity. It is rather primarily
a geometric question.
For example, suppose that σ0 (t) = (t, 0) and that σ (t) = (5t, 1). Then, using
the usual Euclidean distance, ‖σ0 (t)− σ (t)‖ becomes unbounded. On the other
hand, the straight line distance between the two graphs remains constant for all
t. So, this would be an example of geometric (in this case parallel) stability.
For another example, consider solution trajectories that determine a family of
concentric circles. Then, in a sense that will be made precise below, this solution
field also is geometrically stable.
The present approach to stability therefore does not look to the geometry of
15
individual solutions, but looks to the relative geometric location of solution graphs
within a solution field.
Figure 4.1. Stability of Solutions
Recall that all points are in a Euclidean plane with Euclidean distance function
d ((x1, y1) , (x2, y2)) =
√
(x2 − x1)
2 + (y2 − y1)
2. For distance from a point P to a
set Q we use the standard Hausdorff definition.
Definition 3 The distance d from a point P to a set C is defined by d (P,C) =
inf{d (P,Q) | Q ∈ C}. In particular, if σ and σo are solution curves, then for a
given t, the distance d(σ(t),σo) is well-defined.
For solution fields, we identify three ideal cases by the following definitions.
Definition 4 A solution field is (geometrically) contractive at σo (t) if there exists
δ (t) such that for all s with −δ (t) ≤ s ≤ δ (t), and for each solution σ (t) starting
at the initial point γ (s), there exists ε (γ (s)) > 0 such that up to the first-order
approximation the distance function d(σ(t),σo) is strictly decreasing for 0 ≤ t ≤
ε (γ (s)).
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Definition 5 A solution field is (geometrically) parallel at σo (t) if there exists
δ (t) such that for all s with −δ (t) ≤ s ≤ δ (t), and for each solution σ (t) starting
at the initial point γ (s), there exists ε (γ (s)) > 0 such that up to the first-order
approximation the distance function d(σ(t),σo) is constant for 0 ≤ t ≤ ε (γ (s)).
Definition 6 A solution field is (geometrically) expansive at σo (t) if there exists
δ (t) such that for all s with −δ (t) ≤ s ≤ δ (t), and for each solution σ (t) starting
at the initial point γ (s), there exists ε (γ (s)) > 0 such that up to the first-order
approximation the distance function d(σ(t),σo) is strictly increasing for 0 ≤ t ≤
ε (γ (s)).
Definition 7 A solution field is contractive/parallel/expansive along σo if it is
contractive/parallel/expansive (respectively) at each σo (t).
In addition to these ideal cases, in general there will of course be intermediate
and/or mixed cases.
Next, we relate these three geometrically defined properties to the normal field
curvature function κ.
Definition 8 For an ODE, a set Ω is flow-invariant if whenever σ is a solution
and σ (0) ∈ Ω, then σ (t) ∈ Ω for all t ≥ 0 for which the solution is defined.
Definition 9 For an ODE, a set Ω is orthogonally path-connected if for each or-
thogonal trajectory γ with γ (0) and γ (s) in Ω, then γ (s′) ∈ Ω for all s′ satisfying
0 ≤ s′ ≤ s.
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For the next theorem, the ambient set containing σo (t) for all t  0 is
assumed to be open, flow-invariant, and orthogonally path-connected.
Theorem 10 Let σo (t) be a solution with
dσo
dt
= 0 for all t.
(i) Suppose that on the set Ω the normal field curvature κ > 0 is strictly
positive. Then the solution field is geometrically contractive at each σo (t).
(ii) Suppose that on the set Ω the normal field curvature κ = 0 is identically
zero. Then the solution field is geometrically parallel at each σo (t).
(iii) Suppose that on the set Ω the normal field curvature κ < 0 is strictly
negative. Then the solution field is geometrically expansive at each σo (t).
Figure 4.2. Geometrically Contractive/Expansive/Parallel
Proof: We look to one side of the curve σo. The argument for the other side
is similar.
Let u be arc-length along the straight line determined by V(σo(0)) and for
each point in the plane, let v be the straight-line distance from this point to the
u-axis; let γ (s) be the orthogonal trajectory to the curve at σo (t) parameterized
by arc-length s. As in Chapter 3, let N(s) be the normal unit vector determined
18
by the field of solutions. Let θ (s) be the (positive) rotation angle of N(s) along
γ (s) relative to the u-axis.
Figure 4.3. One Side of σo on u-v Axes
At an initial point along γ (s), the v slope of the trajectory σ (t) relative to
arc-length u along the straight line determined by V(σo(0)) is given by
dv
du
=
− tan (θ (s)). But, from the classical formula relating curvature to angle θ (s), we
have dθ
ds
= κ(γ (s)). Combining these two results, we get that for all sufficiently
small s > 0,
(
dv
du
)
|γ(s)= − tan
(∫ s
0
κ(γ
(
∼
s
)
ds˜
)
< 0.
This gives that locally along the orthogonal trajectory γ (s), the slopes of the
solution trajectories above σo are negative relative to the linear approximation
determined by the tangent vector V(σo(0)).
The proof of (iii) (expansive) follows by symmetry of argument.
For (ii), note that since κ = 0 on an open set in the plane it follows that
restricted to Ω, the orthogonal trajectories are straight lines. Using the notation
from the proof of (i), there is an open subset of Ω containing σo(0) such that for
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s sufficiently small along the orthogonal trajectory γ, we have dθ
ds
= κ(γ (s)) = 0.
From this it follows that θ (s) = constant. But θ (0) = 0, and so we get that dv
du
=
− tan (θ (s)) = 0. It follows that the field is geometrically parallel at σo(0).
For several examples below, we calculate κ˜ = ‖V‖3 κ. This simplifies the
calculations somewhat but still illustrates the sign of the field curvature.
Example 11 (Contractive) For the system
x′ = −3x
y′ = −3y
we can represent the vector field graphically as follows:
x
10.50-0.5-1
y
2
1
0
-1
-2
Figure 4.4. Example 11 Vector Field
Next, we will find κ˜. In order to do so, we let A = −3x and B = −3y. So we
get A = [−3 0] and B = [0 − 3], which we will use to evaluate κ˜.
κ˜ =
〈 0 3
−3 0

 3y
−3x
 ,
 −3x
−3y

〉
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= −9x
−9y
 ·
 −3x
−3y

= 27x2 + 27y2
= 27 (x2 + y2)
Since x2 and y2 are non-negative regardless of the signs of x and y, x2 + y2
will also be non-negative. It follows that κ˜ = 27 (x2 + y2) will always be positive
or zero. We can see κ˜ graphically as follows:
x4 2
0 -2
-4
y 420
-2-4
700
600
500
400
300
200
100
0
Figure 4.5. Example 11 κ˜
Example 12 (Locally Parallel - a family of straight line solutions) Tangent vec-
tors are parallel, of the form V =λ(x, y) (a, b), where a, b are constants and λ(x, y)
is any smooth function of (x, y). The ODE system is
x′ = aλ (x, y)
y′ = bλ (x, y) .
The vector field of such a system would be similar to the following:
21
x
210-1-2
y
2
1
0
-1
-2
Figure 4.6. Example 12 Vector Field
Note, the vectors will always be parallel, but can be of different lengths.
Next, we will find κ˜. In order to do so, we let A = aλ (x, y) and B = bλ (x, y).
Let λx =
∂λ
∂x
and λy =
∂λ
∂y
, so we get A = [aλx aλy] and B = [bλx bλy], which
we will use to evaluate κ˜.
κ˜ =
〈 −bλx −bλy
aλx aλy

 −bλ
aλ
 ,
 aλ
bλ

〉
=
 b2λxλ− bλyaλ
−aλxbλ+ a
2λyλ
 ·
 aλ
bλ

= (b2λxλ− bλyaλ) aλ+ (−aλxbλ+ a
2λyλ) bλ
= aλ2b2λx − a
2λ2bλy − aλ
2b2λx + bλ
2a2λy
= 0
So, we get that κ˜ = 0 for all x and y.
Example 13 (Locally Parallel - Circular Motion) For the vector fieldV =(−y, x),
the ODE for integral curves is
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x′ = −y
y′ = x.
This vector field is graphically as follows:
x
210-1-2
y
2
1
0
-1
-2
Figure 4.7. Example 13 Vector Field
Next, we will find κ˜. In order to do so, we let A = −y and B = x. So we get
A = [0 − 1] and B = [1 0], which we will use to evaluate κ˜. For then,
κ˜ =
〈 −1 0
0 −1

 −x
−y
 ,
 −y
x

〉
=
 x
y
 ·
 −y
x

= −xy + xy
= 0
So, we get that κ˜ = 0 for all x and y.
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Remark 1 The last example leads naturally to investigating other families of con-
centric conic sections. And more generally, we can enquire into the field curvature
for a (not necessarily separable) equation of the form dy
dx
= f(x, y). These issues
are considered in more detail below in Example 34 of Chapter 6.
Example 14 (Expansive) For the system
x′ = 3x
y′ = 3y
we can represent the vector field graphically as follows:
x
10.50-0.5-1
y
2
1
0
-1
-2
Figure 4.8. Example 14 Vector Field
Next, we will find κ˜. In order to do so, we let A = 3x and B = 3y. So we get
A = [3 0] and B = [0 3], which we will use to evaluate κ˜.
κ˜ =
〈 0 −3
3 0

 −3y
3x
 ,
 3x
3y

〉
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= −9x
−9y
 ·
 3x
3y

= −27x2 − 27y2
= −27 (x2 + y2)
Since x2 and y2 will be non-negative regardless of the signs of x and y, x2+y2
will always be non-negative. It follows that κ˜ = −27 (x2 + y2) will always be
negative or zero. We can see κ˜ graphically as follows:
x
4 2
0 -2
-4y
420
-2-4
0
-200
-400
-600
-800
Figure 4.9. Example 14 κ˜
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Chapter 5
Geometric Field Stability and
Field Limits
For the following definitions of geometric field stability, we geometrize the usual
velocity-dependent definitions, and use instead distances from a trajectory. Our
approach also extends classical definitions of orbital stability to solutions that
need not be periodic. For the classical definitions and discussion of classical orbital
stability, see page 12 of Cesari [4].
To relate geometric asymptotic stability to field curvature, we make use of
orthogonal trajectories γ (s). The distance function plays a key role. For each t,
let L (σo (t)) be the straight line through σo (t) and perpendicular to the curve
σo at that point. Note that both γ and L (σo (t)) are perpendicular to σo at
σo (t). In general, however, they are different curves. Indeed, in the present work,
the key issue for the application of field curvature to asymptotic stability is the
deviation of γ (s) from L (σo (t)). This is detailed in Theorem 21.
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Figure 5.1. Geometrically Stable
Definition 15 Let P0 be a point on an orbit σo (t) and let L (P0) be the straight
line perpendicular to σo (t) at P0 . The field is said to be (geometrically) stable at
P0 on σo if for each ε > 0 there exists δ > 0 such that if σ(t) is another solution
with σ(0) on L (P0) and d(σo (0) ,σ(0)) < δ then d(σ(t),σo) < ε for all t ≥ 0.
The field is (geometrically) stable along σo if it is (geometrically) stable at every
point σo (t).
Definition 16 The solution field is (geometrically) asymptotically stable at P0 on
σo if there exists δ0 such that d(σo (0) ,σ(0)) < δ0 implies that lim
t→∞
d(σ(t),σo) =
0. A solution field is (geometrically) asymptotically stable along σo if it is geo-
metrically asymptotically stable at each point σo (t).
Recall from the classical theory that the ω-limit set for a trajectory σ(t) is
defined to be the set of limit points of the form lim
tk→∞
σ(tk). (See, for example,
Kelley/Peterson, page 105.) [10]. In a similar spirit, but in the present geometric
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context, we define a field limit solution for a solution field.
Definition 17 A trajectory σo is a field limit solution if (a) it is a solution of the
ODE; and (b) the solution field is (geometrically) asymptotically stable at some
P0 on σo.
Figure 5.2. Geometrically Asymptotically Stable
Definition 18 A trajectory σo is a field limit cycle if (a) it is a field limit solution;
and (b) it is periodic.
Remark 2 Note that since solutions are one dimensional trajectories in a plane,
we can also define geometric stability that is from one side of the solution σo (t).
This becomes relevant when, for example, solutions on one side of σo (t) approach
σo while solutions on the other side do not.
Figure 5.3. Geometrically Stable on One Side
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Definition 19 The δ-tube Tδ (t  0) containing a solution {σo (t) | t  0} is the
set of all points in the plane whose distance to σo is less than δ, for each t 
0. (This is also called a tubular neighborhood with constant radius δ. See, for
example, do Carmo, page 10.) [3]
Figure 5.4. δ-tube
Definition 20 A straight line solution σ(t) of an ODE dx
dt
= V(x) is defined
by the equation V(σ(t)) = λ(σ(t)) (a, b), where λ(σ(t)) is a smooth real valued
function of t and a and b are constants. In other words, the solution trajectory of
σ(t) follows the straight line determined locally by the constant vector (a, b).
Remark 3 Note that for a linear ODE, there is the usual notion of “eigenvec-
tor solution”. We choose the more generic name “straight line solution” because
eigenvector is more commonly associated with linear equations, while in the present
setting, there is no requirement that the equation be linear.
Theorem 21 Suppose that there is a δ-tube Tδ (t  0) containing a straight line
solution σo (t  0) of the ODE
dx
dt
= V(x) and that on the δ-tube ‖V‖  ε0 > 0.
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If the field curvature satisfies κ  κ0 > 0, then for each t0  0 the solution field
is (geometrically) asymptotically stable at P0 = σo (t0).
Remark 4 The existence of a uniform δ-tube is stronger than needed, but is suf-
ficient for present purposes. A more refined analysis would, however, be beyond
the scope of the present thesis.
Proof: See the figure in the proof of Theorem 10 of Chapter 4. In the present
case, the solution curve is a straight line. So, the linear approximation argument
from Theorem 10 applies directly. In other words, let u be arc-length along σo
and let v be perpendicular distance from σo. Recall also that in the present
setting, dθ
ds
= κ. Then, for all sufficiently small s > 0, the slope of the solution
through σ (t) is given by
(
dv
du
)
|γ(s)= − tan
(∫ s
0
κ
(
γ
(
∼
s
))
ds˜
)
≤ − tan (κ0s) <
− tan (κ0v) < 0. In other words,
(
dv
du
)
< − tan (κ0v) < 0.
This is a separable differential inequality, yielding the differential inequality
cot (vκ0)
dv
du
≤ −1.
For sufficiently large c, separation of variables (the Chain Rule) yields the
integral inequality 1
κ0
ln (sin (vκ0)) ≤ −u + c. Applying the exponential function
followed by the arcsine function, we get 0 ≤ v (u) ≤ 1
κ0
arcsin (Ke−κ0u), where
K = eκ0c.
Furthermore, since ‖V‖  ε0 > 0 , there are no fixed points in δ-tube and so
this last inequality for v remains valid for u arbitrarily large. Since arcsin (α)→ 0
as α→ 0, it follows that v (u)→ 0 as u→∞.
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By the existence and uniqueness theorem, every other solution with initial
point along the arc segment γ (s) for 0 ≤ s ≤ so must, relative to σo, be bounded
above by the solution that starts at γ (s). Again, since ‖V‖  ε0 > 0, there
are no fixed points in the δ-tube and, so relative to σo, the upper bound in fact
remains valid for u arbitrarily large. It follows that σo is asymptotically stable,
as claimed.
Example 22 (Logistic Growth) See Kelley/Peterson, page 8, Exa. 1.13 [9]. The
logistic law for population growth is given by the equation dN
dt
= rN
(
1− N
K
)
,
from which we can form the ODE system
 dtdt
dN
dt
=
 1
rN
(
1− N
K
)
. Here, N
represents the number of individuals in the population, rN
(
1− N
K
)
represents the
per capita birth rate, and K > 0 is the carrying capacity of the environment. For
population growth, we assume that r > 0. Note that for decay problems r is taken
to be r < 0.
Recall that a straight line solution is an integral curve that follows a straight
line. In other words, there is a constant vector (a, b) which is everywhere parallel
to the tangent vector of the solution/integral curve.
For the given ODE, this amounts to the existence of a real-valued function
λ (t) = λ (t,N (t)) defined along the solution such that dtdt
dN
dt
=
 1
rN
(
1− N
K
)
 = λ (t) · (a, b).
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This gives the system of two equations
λ (t) a = 1
λ (t) b = rN (t)
(
1− N(t)
K
)
Since a is constant, the first equation implies a = 0 and that λ (t) is also
constant, with λ (t) = 1
a
. Substituting this into the second equation, we get that
b
a
= rN (t)
(
1− N(t)
K
)
.
We have that rN (t)− r
K
N2 (t) = b
a
, a quadratic equation in N with constant
coefficients, so N (t) must be constant which means that dN
dt
= 0. The equation
implies that the possibilities for this constant value are N = 0 or N = K.
If N = 0, then b = 0 and (a, b) = (a, 0). In this case, the trajectory of the
straight line solution therefore consists of the set of points (t, 0).
If N = K, then again b = 0 and (a, b) = (a, 0). In this case, the trajectory of
the straight line solution therefore consists of the set of points (t,K).
In order to analyze the field stability, we next calculate the field curvature
function. Using the above ODE we get κ =
2 r
K
N−r√(
K2+r2N2K2−2r2N3K+r2N4
K2
) . For the
N = 0 trajectory, κ =
2 r
K
(0)−r√(
K2+r2(0)2K2−2r2(0)3K+r2(0)4
K2
) = −r < 0; and for the N = K
trajectory, κ =
2 r
K
(K)−r√(
K2+r2(K)2K2−2r2(K)3K+r2(K)4
K2
) = r > 0.
Note that the field curvature is independent of t. Therefore, by continuity
in N , there exists a δ-tube along the N = K trajectory, along which the field
curvature is bounded below by say κo =
r
2
. By Theorem 21, the N = K trajectory
is a field limit solution.
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Now, we compare this to the classical phase-line approach. For the phase line,
we first solve N ′ = 0, i.e. rN
(
1− N
K
)
= 0. Keeping in mind that r > 0 and
K > 0, in order for rN
(
1− N
K
)
= 0, N = 0 or N = K. The points on the phase
line N = 0 and N = K are known as the equilibrium points of the differential
equation N ′ = rN
(
1− N
K
)
. To create the phase line diagram, we then have to
evaluate rN
(
1− N
K
)
at values less than zero, between zero and K, and greater
than K. The phase line would be as follows:
Figure 5.5. Phase Line Diagram
The phase line diagram provides a general idea of how the solutions of the logis-
tic equation are behaving. By calculating the second derivative of N , we are able
to get more information about the solutions. We get N ′′ = r2N
(
1− N
K
) (
1− 2N
K
)
.
Since r > 0 and K > 0, it follows that N ′′ > 0 when 0 < N < K
2
or N > K and
N ′′ < 0 when N < 0 or when K
2
< N < K.
Figure 5.6. Second Derivative Results
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Applying the classical definitions to determine stability leads us to the con-
clusion that the equilibrium point N = 0 is unstable and the equilibrium point
N = K is asymptotically stable, which is consistent with the conclusion we reached
by applying the geometric field stability approach.
Theorem 23 (Field Limit Solutions and Field Curvature.) Suppose that there is
a smooth change of coordinates F defined on a δ-tube of a geometrically asymptoti-
cally stable straight line solution σo. Suppose that whenever d (σ(t),σo) converges
to zero in t it follows that d (F (σ(t)) ,F (σo)) also converges to zero in t; and that
under the change of coordinates F, the image of the vector field defining the ODE
is bounded away from zero. Then the image of the straight line solution is a field
limit solution. Moreover, if the image F (σo) is periodic, then it is a field limit
cycle.
Proof: Since F preserves convergence, this follows directly from the definition
of field limit solution.
Example 24 Example from Braun page 432 [2]. We treat one of the standard
examples from the literature of a system with a limit cycle. The system is
x′ = −y + x (1− x2 − y2)
y′ = x+ y (1− x2 − y2)
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This example is frequently used to illustrate the Poincaré-Bendixson Theorem.
We instead use field curvature. We first use the change to polar coordinates given
by G (x, y) =
(
2
√
x2 + y2, arctan
(
y
x
))
= (r, θ). In these coordinates, the ODE
becomes
dr
dt
= r (1− r2)
dθ
dt
= 1
We can represent the vector field in the r-θ plane graphically as follows:
r 1.61.41.210.80.60.40.20
y
1.2
1
0.8
0.6
0.4
0.2
0
Figure 5.7. Example 24 r-θVector Field
Using the same method as in Example 22, we identify straight line solutions.
This amounts to the existence of a real-valued function λ (t) = λ (r, θ) defined
along the solution such that drdt
dθ
dt
=
 r (1− r2)
1
 = λ (t) · (a, b)
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This gives the system of two equations
λ (t) a = r (1− r2)
λ (t) b = 1
Since b is constant, the second equation implies b = 0 and that λ (t) is also
constant, with λ (t) = 1
b
. Substituting this into the first equation, we get that
a
b
= r (1− r2).
We have that r − r3 = a
b
, a cubic in r. If r is non-constant, then 1 = 0, but
1 = 0. This contradiction forces r to be constant. The equation implies that the
possibilities for this constant value are r = 0 or r = ±1, but for polar coordinates
r ≥ 0, so r = 0 or r = 1.
If r = 0, then a = 0 and (a, b) = (0, b). In this case, the trajectory of the
straight line solution therefore consists of the set of points (0, θ).
If r = 1, then again a = 0 and (a, b) = (0, b). In this case, the trajectory of
the straight line solution therefore consists of the set of points (1, θ).
In order to analyze the field stability, we next calculate the field curvature
function. Using the above ODEwe get κ = −1+3r
2√
((r−r3)2+1)
3 . For the r = 0 trajectory,
κ = −1+3(0)
2√
((0−03)2+1)
3 = −1 < 0; and for the r = 1 trajectory, κ =
−1+3(1)2√
((1−13)2+1)
3 =
2 > 0.
Note that the field curvature is independent of θ. Therefore, by continuity in
r, there exists a δ-tube along the r = 1 trajectory, along which the field curvature
is bounded below by say κo = 1. By Theorem 21, the r = 1 trajectory is a field
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limit solution.
r 54
32
10
y
543210
2
1.5
1
0.5
0
-0.5
-1
Figure 5.8. Example 24 κ˜ (Function of r-θ)
Note that for each θo, the horizontal distance from (r, θo) to the vertical line
r = 1 is the natural coordinate v = r − 1. Now use F = G−1, in other words,
F (r, θ) = (r cos θ, r sin θ). Notice that the distances between the points along the
horizontals determined by θ = θo get mapped to ‖(r cos θ, r sin θ)− (cos θ, sin θ)‖ =
|r − 1|. Moreover, not only is the image of r = 1 the unit circle given by x2+y2 = 1,
but the image of the defining vector field is bounded away from zero. It follows
from Theorem 23 that the unit circle is a field limit cycle.
The vector field for the original ODE of this example is as follows:
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x 10.50-0.5-1
y
1
0.5
0
-0.5
-1
Figure 5.9. Example 24 x-y Vector Field
Evidently, κ = −1 < 0 at (0, θ) corresponds with the origin (x = 0, y = 0)
being an source.
Remark 5 As the last example suggests, it is sometimes possible to find a field
limit solution directly as follows: As always, we assume that ‖V‖ is bounded
away from zero. Use the equation ∇κ |σo ·V = 0 to if possible determine a one-
dimensional smooth manifold σo. Note that givenV, this is a well-defined equation
in x and y. If such a manifold exists, it follows both that the field curvature κ is
constant κ = κ0 along σo and that, as a set, σo is a solution trajectory. In the
last example, the equation ∇κ |σo ·V = 0 directly yields the manifold x
2+ y2 = 1,
along which κ = κ0 = 2 > 0. In other words, we directly obtain an equation (in
this case an algebraic equation) for the manifold that turns out to be the field limit
cycle. So, in the present example, we also obtain a geometric reason for appealing
to the change of coordinates G (x, y) =
(√
x2 + y2, tan
(
y
x
))
= (r, θ).
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Chapter 6
Further Examples
Example 25 For the system
x′ = −2x+ 3y
y′ = y
we can represent the vector field graphically as follows:
x
210-1-2
y
1.5
1
0.5
0
-0.5
-1
-1.5
Figure 6.1. Example 25 Vector Field
Next, we will find κ˜. In order to do so, we let A = −2x + 3y and B = y. So
we get A = [−2 3] and B = [0 1], which we will use to evaluate κ˜.
κ˜ =
〈 0 −1
−2 3

 −y
−2x+ 3y
 ,
 −2x+ 3y
y

〉
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= 2x− 3y
11y − 6x
 ·
 −2x+ 3y
y

= (2x− 3y) (−2x+ 3y) + (11y − 6x) y
= −4x2 + 6xy + 2y2
We can see κ˜ = −4x2 + 6xy + 2y2 graphically as follows:
x4 2
0 -2
-4
y 42
0-2
-4
100
50
0
-50
-100
Figure 6.2. Example 25 κ˜
Example 26 For the system
x′ = 2x+ y
y′ = y
we can represent the vector field graphically as follows:
x
210-1-2
y
1.5
1
0.5
0
-0.5
-1
-1.5
Figure 6.3. Example 26 Vector Field
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Next, we will find κ˜. In order to do so, we let A = 2x+ y and B = y. So we
get A = [2 1] and B = [0 1], which we will use to evaluate κ˜.
κ˜ =
〈 0 −1
2 1

 −y
2x+ y
 ,
 2x+ y
y

〉
=
 −2x− y
−y + 2x
 ·

 2x+ y
y


= (−2x− y) (2x+ y) + (−y + 2x) y
= −4x2 − 2xy − 2y2
We can see κ˜ = −4x2 − 2xy − 2y2 graphically as follows:
x
4 2
0 -2
-4y
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Figure 6.4. Example 26 κ˜
Example 27 For the system
x′ = 4x− 4y
y′ = y
we can represent the vector field graphically as follows:
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x
210-1-2
y
2
1
0
-1
-2
Figure 6.5. Example 27 Vector Field
Next, we will find κ˜. In order to do so, we let A = 4x− 4y and B = y. So we
get A = [4 − 4] and B = [0 1], which we will use to evaluate κ˜.
κ˜ =
〈 0 −1
4 −4

 −y
4x− 4y
 ,
 4x− 4y
y

〉
=
 −4x+ 4y
12y − 16x
 ·
 4x− 4y
y

= (−4x+ 4y) (4x− 4y) + (12y − 16x) y
= −16x2 + 16xy − 4y2
We can see κ˜ = −16x2 + 16xy − 4y2 graphically as follows:
x
4 2
0 -2
-4y
420
-2-4
0
-200
-400
-600
-800
Figure 6.6. Example 27 κ˜
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Example 28 For the system
x′ = 3
2
x+ 1
2
y
y′ = 1
2
x+ 3
2
y
we can represent the vector field graphically as follows:
x
10.50-0.5-1
y
2
1
0
-1
-2
Figure 6.7. Example 28 Vector Field
Next, we will find κ˜. In order to do so, we let A = 3
2
x+ 1
2
y and B = 1
2
x+ 3
2
y.
So we get A =
[
3
2
1
2
]
and B =
[
1
2
3
2
]
, which we will use to evaluate κ˜.
κ˜ =
〈 −12 −32
3
2
1
2

 −12x− 32y
3
2
x+ 1
2
y
 ,
 32x+ 12y
1
2
x+ 3
2
y

〉
=
 −2x
−2y
 ·
 32x+ 12y
1
2
x+ 3
2
y

= −2x
(
3
2
x+ 1
2
y
)
− 2y
(
1
2
x+ 3
2
y
)
= −3x2 − 2xy − 3y2
We can see κ˜ graphically as follows:
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Figure 6.8. Example 28 κ˜
Example 29 For the system
x′ = −3
2
x− 1
2
y
y′ = −1
2
x− 3
2
y
we can represent the vector field graphically as follows:
x
10.50-0.5-1
y
2
1
0
-1
-2
Figure 6.9. Example 29 Vector Field
Next, we will find κ˜. In order to do so, we let A = −3
2
x− 1
2
y andB = −1
2
x− 3
2
y.
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So we get A =
[
−3
2
− 1
2
]
and B =
[
−1
2
− 3
2
]
, which we will use to evaluate
κ˜.
κ˜ =
〈 12 32
−3
2
−1
2

 12x+ 32y
−3
2
x− 1
2
y
 ,
 −32x− 12y
−1
2
x− 3
2
y

〉
=
 −2x
−2y
 ·
 −32x− 12y
−1
2
x− 3
2
y

= −2x
(
−3
2
x− 1
2
y
)
− 2y
(
−1
2
x− 3
2
y
)
= 3x2 + 2xy + 3y2
We can see κ˜ graphically as follows:
x4 2 0
-2 -4
y 42
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Figure 6.10. Example 29 κ˜
Example 30 (The general case for a linear equation) Consider the system
x′ = ax+ by
y′ = cx+ dy.
We will continue in the same manner to find κ˜. In order to do so, we let
A = ax+ by and B = cx + dy. So we get A = [a b] and B = [c d], which we
will use to evaluate κ˜.
45
κ˜ =
〈 −c −d
a b

 −cx− dy
ax+ by
 ,
 ax+ by
cx+ dy

〉
=
 c2x+ cdy − dax− dby
−acx− ady + bax+ b2y
 ·
 ax+ by
cx+ dy

= (c2x+ cdy − dax− dby) (ax+ by) + (−acx− ady + bax+ b2y) (cx+ dy)
= c2xby − cdyax+ cdy2b− da2x2 − daxby − ad2y2 + bax2c+ b2ycx
= (bac− da2) x2 + (c2b− cda− dab+ b2c) xy + (cdb− ad2) y2
We have found that κ˜ is (bac− da2)x2+(c2b− cda− dab+ b2c)xy+(cdb− ad2) y2.
Notice that κ˜ is of the form Dx2 + Exy + Fy2. In order to determine the sign
of κ˜, we first solve for κ˜ = 0. As well known from classical coordinate geom-
etry, there are only three possibilities for the graph of an equation of the form
Dx2 + Exy + Fy2 = 0, assuming that the coefficients are such that the graph is
a non-degenerate conic. [7] The graph will either be an ellipse, a parabola, or a
hyperbola which will be determined by the value of E2 − 4DF . An ellipse will
occur when is E2−4DF < 0, a parabola will occur when E2−4DF = 0, and a hy-
perbola will occur when E2− 4DF > 0. Under the hypothesis that the quadratic
equation is non-degenerate, we therefore obtain the result that the plane parti-
tions into well defined regions where the system is locally contractive and locally
expansive respectively. Along the common boundary of these two regions (the
zero set of the quadratic equation), the solution field becomes parallel.
For the linear case, it is natural to enquire into the correspondence between
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the present results and the classical eigenvalue-eigenvector method. To fully es-
tablish the correspondence would go beyond the scope of the present thesis, and
would involve, for example, matrix structural details relating, in particular, to the
generalized eigenspace in the case of equal roots with multiplicities.
We do, however, give a preliminary indication of the compatibility of the two
approaches by giving calculations for four special cases.
Case 1: The matrix M =
 a 0
0 d
 is diagonal; Case 2: The matrix M =
 a b
0 a
 has a repeated eigenvalue; Case 3: The matrix M =MT is symmetric;
and Case 4: The matrix M = −MT is anti-symmetric. Note that Case 1 is
contained in Case 3. We identify Case 1, however, for its illustrative value.
For Case 1, the above formula gives that κ˜ = −ad (ax2 + dy2). In the direction
of the eigenvector
 1
0
 we get that κ˜ = −a2d; while along the eigen-direction
given by
 0
1
, we get that κ˜ = −ad2. If a < 0 and d < 0 then classical theory
gives local asymptotic stability, while the present theory gives the compatible
result that the system is locally contractive.
For Case 2, κ˜ = −a3x2− a3y2− a2bxy. Along the direction of the eigenvector 1
0
 we get κ˜ = −a3; while along the direction of the generalized eigenvector
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 0
1
 we again get that κ˜ = −a3. In both cases, the classical stability and the
local geometric properties of contractive/expansive are compatible and both are
determined by the sign of the eigenvalue a.
For Case 3, let M =
 a b
c d
 be a symmetric matrix, hence b = c, with dis-
tinct eigenvalues λ and µ. Let
 xo
yo
 be an eigenvector with eigenvalue λ. Since
the matrix is symmetric, the orthogonal vector
 −yo
xo
 is also an eigenvector,
with eigenvalue µ.
To see this, suppose that u and v are eigenvectors of M , with distinct eigen-
values λ and µ, respectively. Then 〈Mu,v〉 = 〈λu,v〉 = λ 〈u,v〉. But, 〈Mu,v〉 =〈
u,MTv
〉
= 〈u,Mv〉 = 〈u, µv〉 = µ 〈u,v〉. Hence, λ 〈u,v〉 = µ 〈u,v〉. Since the
eigenvalues are distinct, this implies that 〈u,v〉 = 0. Therefore u is perpendicular
to v.
Given M =
 a b
c d
, we can form the equation M
 x
y
 =
 ax+ by
cx+ dy
 =
 A
B
. To calculate κ˜ along the direction of the eigenvector u, we factor the
matrices and obtain
κ˜ =
〈 0 −1
1 0

 a b
c d

 0 −1
1 0

 a b
c d

 xo
yo
 ,
 a b
c d

 xo
yo

〉
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=〈 a b
c d

 0 −1
1 0

 a b
c d

 xo
yo
 ,
 0 1
−1 0

 a b
c d

 xo
yo

〉
=
〈 a b
c d

 0 −1
1 0

 λxo
λyo
 ,
 0 1
−1 0

 λxo
λyo

〉
=
〈 a b
c d

 −λyo
λxo
 ,
 λyo
−λxo

〉
= λ2
〈 a b
c d

 −yo
xo
 ,
 yo
−xo

〉
= λ2
〈
µ
 −yo
xo
 ,
 yo
−xo

〉
= λ2µ
〈 −yo
xo
 ,
 yo
−xo

〉
= −λ2µ (x2o + y
2
o)
It follows that along the direction given by the eigenvector
 xo
yo
 with eigen-
value λ, the sign of the field curvature is determined by the sign of the other
eigenvalue µ.
If both λ < 0 and µ < 0, classical theory gives local asymptotic stability,
while the present approach gives the compatible result that the field is locally
contractive along both eigen-directions.
For Case 4, M = −MT is anti-symmetric, and represents what is sometimes
called “pure rotation”. In this case the matrix M is necessarily of the form
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M =
 0 −β
β 0
. Here, a = 0, b = −β, c = β, and d = 0. Using the formula
κ˜ = (bac− da2) x2 + (c2b− cda− dab+ b2c) xy + (cdb− ad2) y2, we get that κ˜ =
(0)x2 +
(
−ββ2 + (−β)2 β
)
xy + (0) y2 = 0 for all points
 x
y
.
Example 31 (Example from Kelley/Peterson page 85 [10]) We can express the
scalar equation x′′ = x− x3 as an equivalent system of equations
x′ = y
y′ = x− x3
whose vector field can be represented graphically as follows:
x
1.510.50-0.5-1-1.5
y
1.5
1
0.5
0
-0.5
-1
-1.5
Figure 6.11. Example 31 Vector Field
Next, we will find κ˜. In order to do so, we let A = y and B = x− x3. So we
get A = [0 1] and B = [1− 3x2 0], which we will use to evaluate κ˜.
κ˜ =
〈 −1 + 3x2 0
0 1

 −x+ x3
y
 ,
 y
x− x3

〉
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= x− 4x3 + 3x5
y
 ·
 y
x− x3

= (x− 4x3 + 3x5) y + y (x− x3)
= 2xy − 5yx3 + 3yx5
In order to determine the sign of κ˜, we first determine when 2xy−5yx3+3yx5
is equal to zero and then use test points as section representatives. To solve
2xy − 5yx3 + 3yx5 = 0, consider the following:
2xy − 5yx3 + 3yx5 = 0
xy (2− 5w + 3w2) = 0, where w = x2.
Using the quadratic formula, we get x = 0, y = 0, w = 1, and w = 2
3
. Finally,
the solution is x = 0, y = 0, x = 1, x = −1, and x = ±
√
2
3
. After evaluating κ˜
at test points, we get alternating sections of positive and negative curvature, as
seen in the following figure, separated by the lines for which κ˜ is equal to zero.
Figure 6.12. Example 31 Sign Regions for κ
Graphically, κ˜ is represented as follows.
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x3 2 1
0 -1 -2
-3
y
32
1
0-1
-2
-3
40
20
0
-20
-40
Figure 6.13. Example 31 κ˜
Example 32 The next example is what is referred to as the mathematical pendu-
lum equation. See Kelley/Peterson page 87 [10]. The pendulum equation is
x′′ + sin x = 0.
We can re-express the pendulum equation as the equivalent system
x′ = y
y′ = − sin x.
We can represent the vector field graphically as follows:
x
6420-2-4-6
y
2
1
0
-1
-2
Figure 6.14. Example 32 Vector Field
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Next, we will find κ˜. In order to do so, we let A = y and B = − sin x. So we
get A = [0 1] and B = [− cosx 0], which we will use to evaluate κ˜.
κ˜ =
〈 cosx 0
0 1

 sin x
y
 ,
 y
− sinx

〉
=
 cosx sin x
y
 ·
 y
− sin x

= (cos x sin x) y − y sin x
We can see κ˜ = (cosx sin x) y − y sin x graphically as follows:
x4 2
0 -2
-4
y
4
2
0
-2
-4
6
4
2
0
-2
-4
-6
Figure 6.15. Example 32 κ˜
In order to determine the sign of κ˜, we first solve when (cosx sin x) y− y sin x
is equal to zero and then use test points as region representatives. Solving
(cosx sin x) y−y sin x = 0, we get that y = 0 or sin x (cosx− 1) = 0. We therefore
obtain lines y = 0 and x = kpi, where k is an integer. After evaluating κ˜ at test
points, we get alternating sections of positive and negative curvature, as seen in
the following figure, separated by the lines for which κ˜ is equal to zero.
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Figure 6.16. Example 32 Sign Regions for κ
Example 33 Next, we consider a second order linear equation of the form my′′+
cy′ + ky = 0. In classical physics, this is the equation for damped spring motion,
where m is the mass on a spring, c is the drag coefficient, and k is the spring
constant. Equivalently, we have y′′ + c
m
y′ + k
m
y = 0. If we let x = y′, then it
follows that x′ = − c
m
x− k
m
y. We then have the following system of equations:
x′ = − c
m
x− k
m
y
y′ = x.
We let A = − c
m
x − k
m
y and B = x in order to find κ˜. So we get A =[
− c
m
− k
m
]
and B = [1 0], which we will use to evaluate κ˜.
κ˜ =
〈 −1 0
− c
m
− k
m

 −x
− c
m
x− k
m
y
 ,
 − cmx− kmy
x

〉
=
 x
cxm+kcx+k2y
m2
 ·
 − cmx− kmy
x

= x
(
− c
m
x− k
m
y
)
+ cxm+kcx+k
2y
m2
x
= kc
m2
x2 − km−k
2
m2
xy
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In general, the geometric field curvature κ of spring motion described by
the second order linear equation my′′ + cy′ + ky = 0 is then given by κ =
1∥∥∥∥∥∥∥∥∥∥∥∥

− c
m
x− k
m
y
x

∥∥∥∥∥∥∥∥∥∥∥∥
3
(
kc
m2
x2 − km−k
2
m2
xy
)
for any massm, drag constant c, and spring
constant k.
If we assume that there is no drag affecting the spring motion, that the mass
m = 1 and that the spring constant k = 1, then we obtain the second order linear
equation y′′ + y = 0. If we let x = y′, then it follows that x′ = −y. We then have
the following system of equations:
x′ = −y
y′ = x.
This system is the same system used earlier as an example describing (parallel)
circular motion, Example 13 in Chapter 4.
Example 34 Following up on Remark 1 of Chapter 4, we now investigate the
field curvature for certain equations of the form dy
dx
= f(x, y). We begin with conic
sections. We exclude the trivial case of parallel straight lines.
As can be easily verified, every non-trivial family of non-rotated conic sections
centered at the origin in x and y can be represented by a differential equation of
the form y′ = −c
(
x
y
)
. The nature of the conic depends on the choice for c.
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To see that this equation produces all possibilities, note that the equation
is separable, and we obtain the solutions cx2 + y2 = k. Now, the general form
of a non-rotated non-linear conic section centered at the origin can be given by
Ax2 + By2 = C. Since we suppose that the solutions are non-linear, A and B
are both non-zero. Dividing by B, we obtain
(
A
B
)
x2 + y2 = C
B
, which is of the
required form cx2 + y2 = k as claimed.
Next, we calculate the field curvature for the field of solutions of the equation
y′ = −c
(
x
y
)
. To do that, we first convert to the ODE
 dxdt
dy
dt
 =
 1
−cx/y
 = V.
The field curvature is then κ = 1
‖V‖3
x
y2
(c2 − c).
If c = 0, the equation reduces to the trivial case of parallel straight lines. So,
the only non-trivial case where there is zero field curvature is when c = 1. In
other words, for the context of conic sections, we obtain the converse of Example
13 of Chapter 4.
Is is interesting to consider other values of c. Since (c2 − c) = c (c− 1), there
are three main cases. Note that the sign of the field curvature then depends on
the product xc (c− 1).
Case 1: c > 1: When c > 1, solutions are ellipses with major axis along the
y-axis. The vector field will have the general form as follows:
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x 420-2-4
y
4
2
0
-2
-4
Figure 6.17. Example 34 Case 1 Vector Field
Case 2: 0 < c < 1: When 0 < c < 1, solutions are ellipses with major axis
along the x-axis. The vector field will have the general form as follows:
x
3210-1-2-3
y
2
1
0
-1
-2
Figure 6.18. Example 34 Case 2 Vector Field
Case 3: c < 0 : When c < 0, solutions are hyperbolas with transverse axis
along either the x-axis or y-axis depending on the sign of k. The following vector
field is of the general form when k < 0:
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x
420-2-4
y
4
2
0
-2
-4
Figure 6.19. Example 34 Case 3 Vector Field
One way to generalize these results is to consider a (not necessarily separable)
differential equation of the form dy
dx
= f(x, y). We convert this to the ODE dxdt
dy
dt
 =
 1
f(x, y)
 = V.
A straight-forward calculation then gives that the field curvature is κ =
1
(1+f2)3/2
(ffx − fy) where the subscripts indicate partial differentiation. It fol-
lows that the field curvature for such a system is zero if and only f = fy
fx
. This is
satisfied for f = −x/y, as in the above conic section example with c = 1.
Example 35 (When Linearization Fails) See Blanchard/Devaney, page 415 [1].
Consider the system
dx
dt
= y − (x2 + y2)x
dy
dt
= −x− (x2 + y2) y
The point (0, 0) is the equilibrium point for this system. The linearized system
is
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 dudt
dv
dt
 =
 0 1
−1 0

 u
v

From this we get that the eigenvalues for the linear system are ±i, which
implies that the all non-zero solutions of the linearized system are periodic. See,
for example, Braun page 341 [2]. We can see from the vector field of the nonlinear
system, however, that there are no periodic solutions to this system. In fact,
all solutions of the nonlinear system seem to spiral toward the equilibrium point
(0, 0). To see that this is so, as in Blanchard/Devaney page 416 [1], observe
that the vector field V is a sum of two vector fields, one of which is linear and
corresponds to circular motion centered at the origin; while the other vector field
summands points toward the origin.
x
0.60.40.20-0.2-0.4-0.6
y
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
Figure 6.20. Example 35 Vector Field
Now, consider κ.
κ = 1
‖v‖3
〈 1 + 2xy x2 + 3y2
− (y2 + 3x2) 1− 2xy

 x+ yx2 + y3
y − x3 − xy2
 ,
 y − x3 − xy2
−x− yx2 − y3

〉
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Setting y = 0, we get that along the x-axis κ reduces to κ (x, 0) = 3x
4+x8
(1+x2)
3
2
. No-
tice that κ (x, 0) > 0 for all x > 0 and x < 0. But, as we will show below, the origi-
nal equation is invariant under rotation, so κ (x, y)
∣∣∣∣x2+y2=r2 = 3r4+r8(1+r2) 32 > 0 for all r.
Notice that as r → 0, κ → 0, which means that solution curves approach being
parallel near the equilibrium point. This is the same result that is discussed, but
not proven, in Blanchard/Devaney [1].
To prove that the equation is invariant under rotation, let
 u
v
 =
 cos θ − sin θ
sin θ cos θ

 x
y
 =
Rθ
 x
y
. Then
 x
y
 = R−θ
 u
v
 =
 u cos θ + v sin θ
−u sin θ + v cos θ
 and for a fixed θ
we get the following system :
u′ = x′ cos θ − y′ sin θ
v′ = x′ sin θ + y′ cos θ
We use the first equation of the system to solve for u′ using substitutions from
above. Consider
u′ = x′ cos θ − y′ sin θ
= [y − (x2 + y2)x] cos θ − [−x− (x2 + y2) y] sin θ
= [(−u sin θ + v cos θ)− (u2 + v2) (u cos θ + v sin θ)] cos θ
− [− (u cos θ + v sin θ)− (u2 + v2) (−u sin θ + v cos θ)] sin θ
= (−u sin θ cos θ + v cos2 θ − u3 cos2 θ − u2v sin θ cos θ − v2u cos2 θ − v3 sin θ cos θ)
−
(
−u sin θ cos θ − v sin2 θ + u3 sin2 θ − u2v sin θ cos θ + v2u sin2 θ − v3 sin θ cos θ
)
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= (v cos2 θ − u3 cos2 θ − v2u cos2 θ)−
(
−v sin2 θ + u3 sin2 θ + v2u sin2 θ
)
= v cos2 θ + v sin2 θ − u3 cos2 θ − u3 sin2 θ − v2u cos2 θ − v2u sin2 θ
= v
(
cos2 θ + sin2 θ
)
− u3
(
cos2 θ + sin2 θ
)
− v2u
(
cos2 θ + sin2 θ
)
= v − u3 − v2u
= v − (u2 + v2) u
Similarly, v′ = −u− (u2 + v2) v.
Note, the form of the system remains invariant under rotation of axes by θ.
Therefore, the system is geometrically invariant under rotation by θ. Hence, κ
along the x-axis determines κ on the entire plane. For then given any (x, y), κ at
(x, y) is equal toκ rotated to (r, 0)where r =
√
x2 + y2 and θ =

− arctan
(
y
x
)
, x = 0
−pi
2
, y > 0, x = 0
−3pi
2
, y < 0, x = 0
on the interior of quadrant I, and θ is extended continuously to the rest of the
plane excluding the non-negative x-axis.
Figure 6.21. Rotation by θ
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Chapter 7
Conclusion
The present approach to stability analysis allows us to analyze an ODE system by
assessing the relative locations of solutions within the entire field of solutions of
the ODE. There are many practical applications where it would be useful to know
how the system is behaving away from its equilibrium points. Topics such as fluid
dynamics, aerodynamics, and electromagnetism could all use the present approach
to aid in the analysis of a field of solutions which arise in various applications. In
fact, any system where stability analysis of a field of solutions is needed could use
the present approach to assist in the analysis of the solutions.
Although we have shown in many examples that the classical linearization
approach for equilibrium points and the present approach are compatible, it is be-
yond the scope of this paper to do a full treatment of the correspondence between
the two methods.
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