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Abstract 
This paper proposes a novel method for object-based classification in very high spatial resolution aerial image. It combines the 
saliency maps very closely to extract the conspicuous local regions for better description of object and classification. Unlike the 
previous work on detection of the local regions, a biologically motivated selective attention model is presented in this paper, 
since not all the local regions are important for describing the objects. In order to model the attention region, we propose a new 
attention-based local descriptor using the saliency map and relative local features to reflect the region of interest (ROI). The 
experimental results on the VHR aerial image dataset show that the proposed approach can obtain the state-of-the-art classifica-
tion performance.    
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1. Introduction 
Now Object-Based remote sensing Image Analysis (OBIA) is a popular method and considerably suitable for 
high resolution remote sensing analysis [1]. This technique is built on many different kinds of extracted object 
features, such as spectral features, shape and texture. In this paper, we introduce the Bag-of-Visual-Words (BOV) 
[2] into the remote sensing image for object description and classification. This BOV method, originated from text 
categorization, namely Bag-of-Words (BOW) [3], has recently attracted much attention in the generic visual 
categorization field to construct the mid-level representations instead of low-level features. In the BOW 
representation, a text document is encoded as a histogram of the number of occurrences of each selected word. A 
text is represented as an unordered collection of words, disregarding grammar and even word order. Similarly, we 
can characterize an image by a histogram of visual words count. The visual vocabulary provides a “mid-level” 
representation which helps to bridge the huge semantic gap between the low-level features extracted from an image 
and the high-level concepts to be categorized. Sivic and Zisserman [4] introduced visual words into object and scene 
retrieval. Some other categorization works can be shown in [2, 5].  
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 Fig. 1. The bag-of-visual-words image classification approach  
In Fig. 1, the flow chart of the BOV-based classification is exhibited, including the construction of BOV 
representation and classifier learning. And the BOV method can be listed as three main steps: (1) local region 
detection (patch detection) and patch description, (2) visual words encoding, and (3) histogram computation. The 
basic idea of the BOV is to extract various distinct sub-regions (patches) used for computing local descriptors. 
Traditionally, these patches can be detected by interest point detectors chosen for their repeatability and invariant 
properties to some affine transformation or evenly regular grids from the whole image [5]. Whatever strategy is 
used, the goal is to reduce the large amount of information carried by the images and to focus on the important parts.  
However, these previous algorithms disregard the information about user attention; they have limitations to 
simulate the visual interpretation process. In addition, not all parts of the whole image are important in describing 
the objects. Especially, they are unable to capture the salient region or interesting region. Currently, many researches 
have focused on investigating the biologically inspired selective attention methods for determining the salient region 
or ROI of an image. The visual attention model makes it possible to extract the conspicuous location by simulating 
the human visual system. In this paper, we propose the attention-based local descriptors for modeling the salient 
regions. Then, BOV approach can be computed by model these attention-based local descriptors. We measure the 
efficiency of the proposed method by evaluating the new features and classification performance. It has been tested 
in our VHR aerial image dataset, and experimental results show the-state-of-the-art performance using small amount 
of salient regions.  
The rest of this paper is organized as follows. Section 2 reviews the previous approaches of biologically 
motivated selective mechanism in rapid scene analysis. We present our improved saliency models based on the 
biologically motivated one in Section 3. Section 4 discusses BOV representation using the attention-based local 
descriptors. Section 5 discusses the classification results of our proposed approach. Finally, Section 6 concludes our 
method. 
2. Related work 
Recent researches reveal that only several interesting parts of the whole image will be focused on by human in 
visual field at one time. Usually, visual attention computation model makes the assumption that an image region is 
salient if it possesses few features in common with other regions in the image, since it is noted that saliency implies 
the rarity. Most of computation models have been developed to detect the region of interest [6-8]. The most known 
saliency model is the one inspired by the behavior and the neuronal architecture of the early primate visual system. 
Itti and Koch [6] used visual feature including intensity, color and orientation to calculate a “saliency map” by 
feature competition, which pops out the conspicuous location. Stentiford [7] finds the salient region by measuring 
the similarity between pixels and finding the rarity. Kadir et al. [8] propose a measure relying on the entropy of 
distribution of local intensities. In this paper, Itti’s visual attention model is considered, since others are derived 
from man-made criteria and are not biologically plausible. Thus, we describe a model for generating and attending 
to conspicuous locations, and modeling the attention region by local descriptors.  
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3. Extraction of salient regions 
Our attention region algorithm is based on the Itti implementation of the visual attention model, which detects the 
salient regions in the whole image. In this paper, we extend the Itti computation model. Here, we first review the Itti 
model briefly.  
The Itti’s model extracts feature maps for intensity, color and orientation, and builds up a saliency map with the 
integration of intermediary conspicuous feature maps by feature competition. A winner-take-all (WTA) network of 
integrate-and-fire neurons selects winning locations, and an inhibition-of-return mechanism allows the model to 
attend to many locations successively. The model sub-samples the whole image into the Gaussian pyramid by 
convolution with a linearly separable Gaussian kernels and decimation by a factor of two. By repeating the sub-
sampling and decimation process, the nine levels [ ]0,8σ ∈  of the pyramid are obtained. The resolution of level σ  is 
1 2σ  times the original image resolution. Center-surround receptive field are implemented by across-scale 
subtraction between two scales at the center (c) and the surround (s) levels in these pyramids, yielding “feature 
maps”. 
3.1.  Extraction of early conspicuous maps 
With r, g, and b being the red, green, and blue channels of the input image, an intensity map is computed as 
( ) /I r b g 3= + +                                                                                 (1) 
And the intensity pyramid ( )I σ  is created, where [ ]0,8σ ∈ . Next, the r, g, and b channels are normalized by I in 
order to decouple hue from intensity. Four broadly-tuned color channels are created as shown in formulation(2). 
( ) /R r g b 2= − +  
( ) /G g r b 2= − +     
( ) /B b r g 2= − +  
( ) / /Y r g 2 r g 2 b= + − − −                             (2) 
Negative values are set to zero. Similarly, four Gaussian pyramids ( )R σ , ( )G σ , ( )B σ , and ( )Y σ  are created from 
these color channels. At the same time, local orientation information is obtained from I using oriented Gabor 
pyramids ( ),O δ θ , where [ ]0,8σ ∈  represents the scale and { }0 , 45 ,90 ,135θ ∈ o o o o  is preferred orientation. 
Consequently, feature maps in three visual channels are obtained by the following equations: 
( ) ( ) ( ),I c s I c I s= −                                   (3) 
     ( ) ( ) ( )( ) ( ) ( )( ),RG c s R c G c G s R s= − − −                                                                     (4) 
( ) ( ) ( )( ) ( ) ( )( ),BY c s B c Y c Y s B s= − − −                                                        
(5) 
( ) ( ) ( ), , , ,O c s O c O sθ θ θ= −                                                                            (6) 
where “-” represents interpolation to finer scale and point-by-point subtraction.  
3.2. Formation of the saliency map  
Feature maps are combined into three “conspicuous maps”, as shown in formulation(7), where I , C  and O  stand 
for intensity, color and orientation, respectively. These feature maps are computed through across-scale addition 
“ ⊕ ”. In formulation(7), ( )N ⋅  is an iterative, nonlinear normalization operator, simulating local competition between 
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 neighboring salient regions at the same scale. 
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Finally, all conspicuous maps are combined into one saliency map: 
( ) ( ) ( )( )1S N I N C N O3= + +                                              (8) 
A WTA neural network of integrate-and-fire neurons is applied to locate the regions of the highest saliency value. 
In this paper, we extend Itti’s model to extract the salient regions of a whole image. The simple way is to set a 
threshold of the saliency value. Then, all attention regions which have large saliency value will be extracted.  
Unlike previous work [9], it only extracts a small homogeneous region from the saliency map, but disregard the 
contrast surrounding the salient region. In this paper, a large sub-window of salient region is considered, and evenly 
regular grids are extracted where each grid is spaced at 11×11 pixels for the sub-window. 
Therefore, the steps of salient region extraction algorithm are as follows: 
1) Construct the multi-scale Gaussian pyramids of the input image; 
2) Calculate the feature competition in three channels in Gaussian pyramids, get the feature maps; 
3) By normalizing and setting thresholds, compose each feature maps and conspicuous maps into saliency map; 
4) Extract the evenly regular grids in the saliency map. 
4. Attention-based object representation and classification 
4.1.  Attention-based BOV representation 
As aforementioned discussion, BOV representation consists of four steps. Following the salient region detection, 
a combination of spectral and texture features are used to describe the salient regions. In details, we generate a 54-
dim feature for each evenly regular grid in 2 categories: (a) 3 means and standard deviations calculated from the 
channel i values of 11×11 pixels that form a patch (i = 1, 2, and 3), respectively, (b) 4 GLCM textures of 3 color 
channels. GLCM is a tabulation of how often different combinations of each channel of two pixels at a fixed relative 
position occur in an image. Here, 4 different directions are computed to generate the matrix, such as 45°, 90°, 135°, 
and 180°. Thus, 48 features are extracted from GLCM. In total, 54 features are calculated in each patch (Table 1). 
Table 1. Object-based feature 
CATEGORIES DESCRIPTION 
Spectral features Mean, Standard deviation of RGB channels 
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Total number  54 
   
Given the collection of detected patches from the training objects of all categories and their local descriptors, we 
learn the visual vocabulary by performing k-means algorithm [10]. These visual words are then defined as the 
centers of the learnt clusters. Thus, new representation of each object is calculated by histogram counts. In this 
histogram construction, we use Euclidean distance to measure the similarity between patch descriptors and visual 
words. Each patch is then assigned to the most similar visual word, and therefore, a “new” feature is generated for 
each object by counting the occurrence number of each visual word, named BOV representation. Figure 2 illustrates 
the reduction in complexity of patch detection due to visual attention model. In details, image (a) extracts a large 
amount of keypoints by DoG’s detector, while saliency model only selects three interesting regions containing most 
meaningful information in image (b). 
                                       
            (a)                                    (b) 
Fig. 2. (a) DoG keypoints; (b) salient regions in saliency model 
4.2.  Classification with RBF SVMs 
Once the low-level descriptors have been assigned to visual vocabulary to form the “new” feature vectors, the 
problem of remote sensing object categorization is reduced to that of multi-class supervised learning. In this paper, 
SVMs [11] method is used, since it performs well in high dimensional problems. 
The classification function can be expressed as: 
( )( ) sign ,i i i if x y K x x bα = + 
 
∑                              (9) 
where ix  is the training features from data space X and iy  is the label of ix . Here, RBF kernel is used. In this paper, 
the input features ix , obtained from the object iO , are the binned histograms formed by counting the occurrence 
number of each visual word from the vocabulary. 
In order to apply the SVMs to multi-class problems, the one-against-all approach is employed. Given m-classes, 
we train m SVMs, and each distinguishes objects of certain category i from selected objects of other m-1 classes. 
Thus, we can assign each object to the class with the largest SVMs output. 
5. Experiments and results 
We test the experiments and evaluate the performance of our proposed method on the VHR aerial image. The 
aerial images consist of three multispectral bands (RGB) with 0.25-m resolution. All images were geometrically 
corrected and mosaic before segmentation. In this experiment, we distinguished four land cover types that dominate 
the study area: “Crops (417)”, “Trees (518)”, “Pond (448)”, and “Residential area (RA) (499)”. Manual 
interpretation was used as a reference for the classification algorithm. Objects within each class are randomly 
divided into a training set and a test set. We repeat each experiment for 5 random split, and report the average of the 
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In this paper, we select randomly 50, 100, 150, 200 and 250 for each category, respectively. Then, we extract the 
attention-based patches from the training dataset, and use the local descriptors to represent these patches. We 
construct a vocabulary with 450 visual words, and then compute a histogram by counting the occurrences number of 
visual words. Finally, SVMs is learnt to obtain the classification performance.  
In this experiment, the baseline 1 indicates the case that evenly regular grids are extracted as the patches, and a 
combination of spectral and texture features are used to describe these patches; the baseline 2 means the standard 
BOV method. Experiments show that, when the number of training objects increases, the overall classification 
accuracy of SVMs based on three different algorithm increases as expected. The best OA of the baseline 2 is 
88.35%, while the attention-based local descriptors algorithm is 92.88%. The comparison shows that our approach 
outperforms the standard BOV method.  
 
Fig. 3. Comparison between our approach and baseline  
Compared with the baseline 1, the performance of our algorithm can obtain almost similar results. However, note 
that our approach extracts the saliency region as the patches instead of the evenly regular grids in the whole image, 
which can reduce the computational cost obviously. This is due to the fact that the saliency attention model can 
focus on the important region efficiently. Therefore, our approach can obtain the better results with less time 
complexity. 
6. Conclusion 
In this paper, we have introduced an attention-based local descriptor to represent the object. We have given a 
biologically inspired attention computation model, and have extracted evenly regular grids from the salient regions. 
Based on the detected patches, a combination of spectral and texture features are used. The experimental results 
suggest the better performance of such high resolution aerial images using attention-based BOV representation. 
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