Abstract. I review some recent work where ideas and methods from Quantum Field Theory have proved useful in probability and vice versa. The topics discussed include the use of Renormalization Group theory in Stochastic Partial Differential Equations driven by space-time white noise and the use of the theory of Gaussian Multiplicative Chaos in the study of two dimensional Liouville Conformal Field theory.
Quantum Fields and Random Fields
Quantum Field Theory (QFT) was originally developed as a quantum theory of physical systems with infinite number of degrees of freedom. Perhaps the simplest example is obtained from the wave equation
where ϕ(t, x), x ∈ R d−1 . In its first order formφ = π,π = ∆ϕ it is an infinite dimensional Hamiltonian system on the phase space of suitable functions ϕ(x), π(x). In quantum theory the field ϕ(t, x) becomes an operator valued distribution i.e. the smeared fields ϕ(f ) with f ∈ S(R × R d−1 ) act as (unbounded) operators in a Hilbert space H. The physical content of this QFT is summarized by the the Wightman functions
(Ω, ϕ(f 1 ) . . . ϕ(f n )Ω) = W n (z 1 , . . . , z n ) f (z i )dz i where we denoted (t, x) by z and Ω ∈ H is a special vector ("vacuum"). The Wightman functions are distributions, W n ∈ S ′ (R nd ) and more generally, an axiomatic characterization of QFT can be given in terms of such distributions [22] .
In this formulation there is nothing random about QFT. However, it was later realized that the Wightman functions W n are boundary values of analytic functions in complex z i and they have in particular an analytic continuation to the Euclidean region of imaginary time, leading to Schwinger functions S n ((t 1 , x 1 ), . . . , (t n , x n )) := W n ((−it 1 , x 1 ), . . . , (−it n , x n )). * Supported by Academy of Finland
The Schwinger functions have a probabilistic interpretation as correlation functions of a random field φ(x), x ∈ R d (modulo a regularity assumption guaranteeing solution of a moment problem):
S n (f 1 , . . . , f n ) = E(φ(f 1 ) . . . φ(f n )).
In our simple example of quantization of the wave equation the resulting random field is the Gaussian Free Field (GFF), a Gaussian random distribution with covariance operator given by the Green function of the Laplace operator in R d . Conversely Osterwalder and Schrader [17] showed that one can also do the opposite: starting from the Schwinger functions one can reconstruct the Wightman functions provided the former satisfy a positivity condition called Reflection Positivity. In this sense the subject of QFT can be viewed as a special case of that of random fields.
In fact, this reconstruction of the QFT plays very little role in the major physical application of reflection positive random fields namely the theory of critical phenomena. Here the physics takes place in the Euclidean region and the coordinate corresponding to the (imaginary) time above is a spatial variable. Examples are condensed matter systems which exhibit scale invariance at second order phase transition points. This scale invariance is universal i.e. independent on most microscopic details and it described by Euclidean QFT's.
Of course in QFT one is not interested in the free field but one with interactions. In our wave equation example interactions enter as nonlinear terms in the equation. The resulting random fields are non-gaussian and the goal of Constructive Field Theory is to give examples of such fields satisfying the OS axioms. In the context of critical phenomena the statistics of the fields at the phase transition point are strongly nongaussian in the interesting cases and the scaling properties of the correlation functions differ radically from that of a Gaussian theory.
The construction of such non-gaussian random fields is by no means easy. For example if we add a simple nonlinear term ϕ 3 to the wave equation then for all d one needs to perform a renormalization: the equation has to be regularized by smoothening it on scale ǫ and renormalized by adding terms blowing up as ǫ → 0. The way to understand this and to find the renormalizations was conceived first by physicists in the 40's studying the QFT in a formal perturbation expansion in the nonlinearity and conceptualized by K. Wilson in the 60's [24] in the theory of Renormalization Group.
Another vast field where ideas from QFT have proved to be very useful deals with noisy dynamics. Stationary states of Markov processes with infinite dimensional state space give rise to QFT-like random fields. Examples are nonlinear Stochastic PDE's driven by space-time white noise and scaling limits of interacting particle systems. These stationary states are usually not OS-positive but nevertheless share many features of QFT's, in particular the problem of renormalization.
In this presentation I will discuss two examples of interaction between QFT and Probability. The first deals with Nonlinear Parabolic PDE's driven by a very rough noise. These equations require renormalization in order to be well posed and QFT ideas are very useful in understanding of this.
The second example is from Constructive QFT: I will discuss how ideas from the probabilistic theory of multiplicative chaos can be used to construct an interesting Conformal Field Theory, the Liouville Theory which is conjectured to be a basic building block of two dimensional quantum gravity or in other words the scaling limit of discrete two dimensional random surfaces.
Rough SPDE's
Nonlinear parabolic PDE's driven by a space time decorrelated noise are ubiquitous in physics. These equations are of the form
where
is a function of φ and possibly its derivatives which can also be non-local and ξ is white noise on R × Λ, formally
Examples are the KPZ equation with d = 1 and
describing random deposition in surface growth and the Ginzburg-Landau model
describing stochastic dynamics of spin systems.
Usually in these problems one is interested in the behavior of solutions in large time and/or long distances in space. In particular one is interested in stationary states and their scaling properties. These can be studied with regularized versions of the equations where the noise is replaced by a mollified version that is smooth in small scales. Often one expects that the large scale behavior is insensitive to such regularization.
From the mathematical point of view and sometimes also from the physical one it is of interest to inquire about the short distance properties i.e. about the well-posedness of the equations without regularizations. Then one is encountering the problem that the solutions are expected to have very weak regularity, they are distributions, and it is not clear how to set up the solution theory for the nonlinear equations in distribution spaces.
Recently this problem was addressed by Martin Hairer [10, 11] who set up a solution theory for a class of such equations, including the KPZ equation and the GL equation in three dimensions. The latter case was also addressed by Catellier and Chouk [2] based on the theory of paracontrolled distributions developed in [8] . I will discuss an alternative approach [14, 15] to this problem based on Wilson's RG ideas developed originally in QFT.
Divergences.
To see what the problem with equations (1) is consider first the linear case F = 0. We take the spatial domain to be the unit torus Λ =
The solution with initial data φ 0 is then given by
and we denote the heat semigroup by e t∆ . η(t, x) is a random field with covariance
where C t (x, y) is the integral kernel of the operator
so η becomes the GFF as t → ∞. In particular C t (x, y) is singular in short scales :
Let now V = 0 and write (1) as an integral equation (take φ 0 = 0 )
where η(t, x) is the solution to the linear equation. Fix a realization of the random field η(t, x) and try to solve this fixed point problem by Picard iteration
This fails: for the KPZ equation V (η(s)) = (∂ x η(s, x)) 2 is not defined as η has the regularity of Brownian motion in x. For the GL equation V (η(s)) = η(s, x) 3 and by (3) this is not defined as a random filed as Eη(s,
2.2. Superrenormalizable QFT. Such divergencies are familiar from QFT. Indeed, in the V = 0 case the equation has a stationary measure µ GF F (obtained as t → ∞ from (3)) which is the Gaussian Free Field corresponding to the quantization of the linear wave equation discussed in Section 1. Formally the GL equation then has a stationary measure
This is precisely the Euclidean QFT measure corresponding to the quantization of the nonlinear wave equation. Since φ(x) 4 is not a well defined random variable in d > 1 to define this measure one needs renormalization. First we regularize
where ρ is a smooth mollifier and then renormalize by adding a counter term
exists provided we take
with suitable m, m 1 , m 2 . Construction of this limit was a major accomplishment of Constructive Field Theory in the 1970's (for references see [20, 9] ).
Counterterms for PDE.
Let us take the same approach to the equation (1) by considering a regularized version:
with mollified noise 1 ξ ǫ (t) = ρ ǫ * ξ(t) and renormalized V ǫ which has ǫ-dependent terms added to V . The noise ξ ǫ is a.s. smooth so (5) is well posed with a.s. smooth solution φ ǫ . Our task is to determine V ǫ so that φ ǫ converges as ǫ → 0 to some distribution φ. We consider the GL and the KPZ equations and the following generalization of the KPZ equation which shows up in fluctuating hydrodynamics [21] and turns out to be instructive:
where the field φ = (φ 1 , φ 2 , φ 3 ) takes values in R 3 and the coefficients M βγ α ∈ R may be quite general. For this equation we take a constant counter term
and for the GL equation we take the counter term r ǫ φ with r ǫ given by (4). Then Theorem 2.1. There exist constants a α , b α , m, m 1 , m 2 s.t. the following holds almost surely in ξ: There exists T > 0 s.t. the regularized equation has a unique solution φ ǫ (t, x) for t ≤ T and
where φ is independent of the cutoff function ρ.
We remark that in general b α = 0 but for the KPZ case it vanishes.
Perturbative vs. Wilsonian approach.
The fixed point problem related to (5) is
For ǫ > 0 this problem has smooth solution φ ǫ at least for some time since the noise is a.s. smooth. However, since the limit φ will be a distribution its not clear how to set this up as a Banach fixed point problem
The approach in [8, 2, 11] is to develop a nonlinear theory of distributions allowing to formulate and solve the fixed point problem. This can be compared to perturbative renormalization theory in QFT.
Our approach uses another approach to renormalization pioneered by K. Wilson in the 60's [24] . In Wilson's approach adapted to the SPDE one would not try to solve equation (1), call it E, directly but rather go scale by scale starting from the scale ǫ and deriving effective equations E n for larger scales L n ǫ := ǫ n , n = 1, 2, . . . where L > 1 is arbitrary. Going from scale ǫ n to ǫ n+1 is a problem with O(1) cutoff when transformed to dimensionless variables. This problem can be studied by a standard Banach fixed point method.
The possible singularities of the original problem are present in the large n behavior of the corresponding effective equation. One views n → E n as a dynamical system and attempts to find an initial condition at n = 0 i.e. modify E so that if we fix the scale ǫ n = ǫ ′ and then let ǫ → 0 (and as a consequence n → ∞) the effective equation at scale ǫ ′ has a limit. It turns out that controlling this limit for the effective equations allows one then to control the solution to the original equation (1) .
In this approach no new theory of distributions needed and it provides a general method to derive counterterms for subcritical nonlinearities as well as a general method to study universality.
Dimensionless variables.
For simplicity of exposition we will use a regularization in time instead of space in the fixed point problem (6):
where χ is smooth, vanishing in a neighborhood of 0 and χ(s) = 1 for s > 1. This cutoff has the same effect as the mollification i.e. regularizing the problem in spatial scales < ǫ. It will be useful to introduce dimensionless variables in terms of which the cutoff ǫ = 1. Define a space time scaling operation s µ by
This scaling preserves the linear equationφ = ∆φ + ξ. We will now set ϕ := s ǫ φ.
Then the KPZ and GL nonlinear terms
and the fixed point problem (7) becomes
In this dimensionless formulation the equation has cutoff on unit scale (instead of scale ǫ) and the nonlinearity is small if d < 2 (KPZ), d < 4 (GL). These are the subcritical cases. However, ϕ is now defined on [0,
we need to control arbitrary large times and volumes as ǫ → 0 (we denote the noise in (8) again by ξ: it equals in law the space time white noise on [0,
2.6. Renormalization Group. Fix now a scale L > 1 and solve the equation
. Concretely, we insert
It turns out that (10) is easy to solve: it has time O(L 2 ), noise is smooth and nonlinearity is small. The solution ϕ 0 is a function of ϕ 1 : ϕ 0 = ϕ 0 (ϕ). Inserting this to large scale equation (11) get
This equation has scales ≥ L. The final step consists of rescaling back to scales ≥ 1. Define the scaling transformation by
and set
By
This is of the same form as the original equation except that ϕ ′ (t,
is the Renormalization Group map. Iterating this procedure we obtain a sequence of nonlinearities R n v (ǫ) and equations
whose solution ϕ describes solution of original PDE on scales ≥ L n ǫ. Indeed, the iteration of the equation (9) leads to the construction of the solution to the original equation (7) in terms of the one of (14) .
We can now address the ǫ → 0 limit. Let us define the effective equation for scales ≥ µ by v
We try to fix the counter terms so that for all µ the following limit exists:
2.7. Linerization. The RG map R (13) is a composition of a two maps
where S is the scaling
and T is a translation
where ψ is a random function of v solved from the short time problem
Let L be the linearization of R: Rv = Lv + O(v 2 ). Since to first order in v we have from (16) 
The scaling operator S has local eigenfunctions
The random field η L −n is a sum of contributions from n scales and in fact it is given by the GFF (17) with small scale cutoff L −n :
In particular
and
For KPZ in linear approximation effective equation becomes
Due to (18) and (19) these have no limit as ǫ → 0. Why did this happen? For KPZ the nonlinearity (∇ϕ) 2 is relevant with exponent : (∇η ǫ/µ (t, x)) 2 : = : (∇η(t, x)) 2 :
are distribution valued random fields, the Wick powers of the GFF. Hence in the linear approximation to the RG the limit (15) exists a.s. as a distribution. Suppose, inductively in the scale µ that we have shown
Then w
provided we take L > O(1) and µ < C(L). Thus we can inductively prove (21) for scales µ ≤ µ 0 . This becomes a proof once we work in a suitable Banach space of v's. Thus normal ordering suffices to make the PDE well posed.
and this time L ≤ CL 5/2 so that where lim ǫ→0Ũ ǫ µ exists as a random field . Hence we learn that we need to add an additional mass counter term to the equation
In the original PDE this means
Why did this happen? The linear term is relevant in 1st order and neutral (marginal) in 2nd order. Marginal terms can pile up logarithmic divergences upon iteration. The counter term prevents this. We get
Note that this is small as long as µ is. Nothing is diverging! In KPZ coupling constant is ǫ Consider first its dependence of (x, t). In the GL case the random fields in the perturbative part v 
We then prove that v
is an analytic function in a ball of radius µ −α , α > 0.
2.9. Subcritical equations. KPZ d=1 and GL d<4 are subcritical: the dimensionless strength of nonlinearity is small in short scales. Another example is the Sine-Gordon equation
After normal ordering dimensionless coupling is
This is subcritical for β < 16π. Here one needs to expand solution to order k − 1 where
It is a challenge to carry this out for all β < 16π. Hairer and Shen have controlled the case β < 32π 3 [12] .
Liouville QFT
The QFT's discussed in the previous Section are quite simple from the renormalization group point of view: they are superrenormalizable which means that the counter terms can be found without a multi scale analysis by looking at a few orders of perturbation series (Picard iteration above). We will now discuss another QFT, the Liouville model, that can be considered superrenormalizable but which has several interesting features and applications. Its motivation comes from random surface theory and two dimensional quantum gravity. I will discuss work done with F. David, R. Rhodes and V. Vargas to give a rigorous construction of the Liouville model [3, 4, 16] .
3.1. Random Surfaces. Let T N be the set of triangulations of the 2-sphere S 2 with N faces, three of which are marked. T ∈ T N is a graph with topology of S 2 and each face has three boundary edges. We will consider a two-parameter family of probability measures P µ0,γ on T = ∪ N T N defined by
if T ∈ T N . Z γ (T ) is the partition function of a critical lattice model on the graph T . Such models are defined for γ ∈ [ √ 2, 2] and some examples are percolation for γ = 8/3, Ising model γ = √ 3, discrete GFF for γ = 2, uniform spanning tree γ = √ 2. It is known that
so that P µ0,γ is defined for µ 0 >μ. Z µ0,γ diverges as µ 0 → µ so that the measure concentrates on large triangulations in that limit. Each T has a natural conformal structure where each face f is equilateral with unit area. Then there is a unique conformal map ψ : T → S 2 s.t. centers of marked faces map to z 1 , z 2 , z 3 . Let ν T be the image of the area measure on T . Under P µ0,γ , ν T becomes a random measure ν µ0,γ on S 2 . Consider now a scaling limit as follows. Recalling that as µ 0 ↓μ typical size of triangulation diverges we define for µ > 0 µ,γ (S 2 ) is given by using (23)
Hence this law converges to Γ(2 − 4 γ 2 , µ). We will construct a measure with this law for its mass.
KPZ Conjecture. Let g(z)|dz|
2 be a smooth conformal metric on the Riemann sphereĈ = C ∪ {∞}. Kniznik, Polyakov and Zamolochicov [13] argued that the random measure ρ µ,γ is given by
where φ g is the Liouville field
and X is a random field whose law is formally given by
where S L is action functional of the Liouville model:
Here R g = −4g −1 ∂ z ∂z log g is the scalar curvature and Q is related to γ by
Furthermore the heuristic integration over X in (26) is supposed to include "gauge fixing" due to the marked points z 1 , z 2 , z 3 .
GFF.
Let us first keep only the quadratic term in the action functional (27) and try to define the linear functional
We may define this in terms of the Gaussian Free Field. GFF on the full plane is defined up to constant and we fix this by considering the field X g with zero average in the metric g:
Then we set X = X g + c, c ∈ R and define
Note that ν GF F (dX) = P(dX g )dc is not a probability measure. This measure is independent of the chosen metric since
where m g ′ (X g ) is a random constant that can be absorbed to a shift in c.
We can now give a tentative definition of the measure in (26) by defining
However, now we encounter the problem of renormalization as e γX is not defined since X g is not defined point wise. Indeed
Multiplicative Chaos.
To define e γX we proceed as in Section 2 by taking a mollified version of GFF X g,ǫ . Then
and we renormalize by defining thr random measure on C
weakly in probability as ǫ → 0. The limit is nonzero if and only if γ < 2. It is an example of Gaussian multiplicative chaos (see [6] for a review), a random multifractal measure on C for which a.s. M g,γ (C) < ∞. We may now define (29) as
3.5. Weyl and Möbius invariance. We saw that X is metric independent under ν GF F . Recaling the Liouville field (25) we have
where c L = 1 + 6Q 2 .
Proof. (see [3] for details) By metric independence of X we replace c + X g ′ by c + X g so that
Then a shift in the Gaussian integral (Girsanov theorem) completes the proof.
The multiplicative factor is called the Weyl anomaly in physics literature and c L is the central charge of Liouville theory. As a consequence of the Proposition we get Möbius transformation rule (see see [3] ) Corollary 3.2. Let ψ be a Möbius map ofĈ. Then Rĝĝdz = 2c by Gauss-Bonnet and Xĝĝdz = 0. We get 1dνĝ = Eĝ e −2Qc e −µe γc Mĝ ,γ (C) dc = ∞ as the integral diverges at c → −∞ and Mĝ ,γ (C) < ∞ a.s.. Recall that we are looking for a measure with three points onĈ fixed. We define (regularized) vertex operators
and consider their correlation function
Now the c-integral converges if and only if α i > 2Q:
with s = γ −1 ( i α i − 2Q). The remaining expectation over the GFF can be dealt with a shift of Xĝ to dispose of i e αiXĝ ,ǫ (zi) . The result is after some calculation ( [3] , [16] 
The modulus of continuity of the Chaos measure is Mĝ(B r ) ≤ C(ω)r γQ−δ for any δ > 0. This leads to integrability of F if α i < Q for all i and
These bounds for α i are called Seiberg bounds. Note that they imply that we need at at least three vertex operators to have a finite correlation function.
3.7. KPZ conjectures. Given z 1 , z 2 , z 3 we define the probability measure
We may now state the KPZ conjecture precisely: the random measure ρ µ,γ coming from scaling limit is in law equal to the measure M := e γc Mĝ ,γ underP µ,γ . Let A = M(C) be the "volume of the universe". By a simple change of variables in the c-integration e γc M g,γ = A we obtain
where s = (3γ − 2Q)/γ = 2 − 4/γ 2 i.e. under P µ,γ the law of A is Γ(2 − 4/γ 2 , µ). which agrees with the result in random surfaces.
The emphasis of KPZ was actually on correlation functions of Conformal Field Theories on random surfaces. As an example, consider the Ising model (γ = √ 3). We can transport the Ising spins σ v = ±1 sitting at vertices v of T toĈ. Define the distribution
where ψ T : T →Ĉ is the uniformizing map. Then under P µ0+ǫµ,γ this becomes a random field onĈ and the KPZ conjecture says that its correlation functions converge (in the sense of distributions) to a product form
where Eσ(u 1 ) . . . σ(u n ) are the correlation functions of the Ising model in the scaling limit onĈ and α is determined from the requirement The operators satisfy L * n = L −n on V. The conjugate fieldT gives rise to another copy of the Virasoro algebra. A major challenge is to study the reduction of this representation to irreducibles. It is conjectured [19] that H decomposes to a direct integral ⊕ R+ H P dP where H P is a highest weight module for the two algebras with L 0 ψ P = ∆ Q+iP ψ P and similarly forL 0 . ψ P is formally the state corresponding to the vertex operator V Q+iP which saturates the Seiberg bound. In [4] these were constructed for P = 0. It would be nice to understand the complex case.
3.10. DOZZ-conjecture. In conformal field theory it is believed [1] that all correlation functions are determined by the knowledge of primary fields (i.e. spectrum of representations) and their three point functions. For the latter there is a remarkable conjecture due to Dorn, Otto, Zamolodchikov and Zamolodchikov [5, 25] in Liouville theory. By Möbius invariance
where ∆ 12 = ∆ α3 − ∆ α1 − ∆ α2 etc. and 
