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Résumé : La modélisation oéanique s'est développée es dernières années notammentgrâe à la mise en plae de modèles régionaux à haute résolution et leur ouplage ave desmodèles grande éhelle de faible résolution [BD06℄. Nous nous intéressons ii à la réalisationet à l'optimisation d'un tel ouplage au moyen d'algorithmes de Shwarz globaux en temps.Ces algorithmes (optimized Shwarz waveform relaxation algorithms) ont été développésen partiulier dans le adre de la modélisation oéanique, à savoir des équations de typeadvetion-diusion pour les traeurs (température, salinité) et du système bidimensionnelde Saint-Venant linéarisé autour d'une advetion nulle [Mar03, Mar05℄.Dans le adre du projet ANR COMMA, nous souhaitons étendre es travaux dans unvrai modèle oéanique, et nous en présentons ii diverses étapes : nous avons d'abord déniles onditions absorbantes pour les équations de Saint-Venant ave advetion, dans la suitedirete des travaux de [HS89℄ et [Mar03℄. Ensuite nous avons étudié une équation des traeursmodiée, où le laplaien est remplaé par un bilaplaien.Mots-lés : Conditions aux interfaes, Frontières ouvertes, Conditions absorbantes, Couplage,Algorithme de Shwarz, Modélisation oéanique
Eient interfae onditions for the oupling of oeanmodelsAbstrat: Model oupling is an important present problem in oean or atmosphere mod-elling, where regional modelling systems are designed by oupling high resolution loal mod-els to lower resolution large sale models.In this study, we investigate the use of global-in-time Shwarz algorithms for suh aoupling. The eieny of these iterative methods is losely related to the transmission on-ditions between the subdomains interfaes. The absorbing boundary onditions and theirapproximations proved to be an extremely powerful tool to dedue good transmission on-ditions for domain deomposition methods and oupling. The limitation of the iterationount an be ahieved by developing Shwarz optimized methods : they are based on theuse of absorbing boundary onditions, with optimized transmission onditions, and on theminimization of the onvergene rate of the algorithm over all frequenies propagated bythe numerial sheme.Several systems of equations enountered in oean models are addressed in this study : The 2-D shallow-water model, either under hyperboli and inompletely paraboli form(i.e. systems without or with visosity) The salar 2-D and 3-D advetion-diusion equations, whih desribe the evolutionof traers like temperature or salinity. Two dierent parameterizations of diusion,laplaian and bi-laplaian, are onsidered.Eient interfae onditions for those systems are derived, and implemented in numerialexperiments, in idealized or realisti testases.Key-words: Interfae onditions, Open boundaries, Absorbing onditions, Coupling, Shwarzalgorithm, Oean modelling
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Première partieIntrodution
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La irulation oéanique est partiulièrement hétérogène, à la fois en temps et en espae :les modèles doivent pouvoir gérer des phénomènes aussi variés que les tourbillons méso-éhelles, les fronts, et la irulation générale. Un modèle de irulation générale (OGCM)seul ne peut pas dérire omplètement une physique aussi variée. Un moyen d'améliorer lamodélisation est de oupler les OGCMs ave des modèles oéaniques régionaux (ROMs) àhaute résolution. L'utilisation de ROMs s'est arue es dernières années, en partiulier dufait du développement de l'oéanographie opérationnelle et de l'oéanographie tière.(1) Que le modèle soit utilisé seul sur un domaine Ω ou (2) qu'il soit ouplé ave un autremodèle ouvrant un domaine géographique diérent (et ontigu du premier), il faut pouvoirlimiter la propagation des erreurs aux bords du domaine Ω (Figure 1). Dans le premier as,es bords sont des frontières ouvertes. On peut alors onsidérer qu'on ouple virtuellementle modèle ave un modèle extérieur qui nous fournit des données aux bords. Dans le seondas, le bord est une interfae entre les deux modèles, qui sont ouplés eetivement. Notreobjetif est d'optimiser le ouplage de es modèles en posant les "bonnes" onditions auxlimites, appelées respetivement (1) onditions aux frontières ouvertes ou (2) onditions detransmission aux interfaes.
Fig. 1: Exemple de ouplage d'un modèle de irulation générale (Atlantique Nord) ave un modèleoéanique régional (Golfe de Gasogne)Bien que l'emboîtement double (two-way nesting) soit la méthode de ouplage la plusutilisée dans la ommunauté oéanographique, ette méthode ne permet pas d'aborder leproblème exat mais seulement une approximation. En outre, elle n'assure pas une régularitésusante à travers l'interfae entre les deux modèles [BD06℄. L'approhe exate qui onsisteen un ouplage omplet est beauoup plus diile et beauoup plus hère que l'emboîte-ment double, ar elle requiert de trouver et d'implémenter un algorithme qui assure queles solutions dans haque domaine satisfont les onditions de régularité à travers l'interfae.L'algorithme de Shwarz sans reouvrement global en temps onvient tout partiulièrementpour un tel ouplage, et peut mener à une amélioration des résultats physiques [CFB+07℄.Soit Ω le domaine oéanique. Soit l'intervalle de temps [0, T ] ⊆ R+. Le modèle oéaniqueest dérit dans Ω par le système d'équations
{
Lu = f dans Ω × [0, T ],
u|t=0 = u0 dans Ω. (1)
INRIA
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Fig. 2: Couplage au moyen d'un algorithme de Shwarz global en temps (a) d'un modèle de ir-ulation générale ave un modèle régional (Éri Blayo, ommuniation personnelle), (b) demodèles d'advetion-diusion harmonique [Mar05℄Déomposons le domaine en deux sous-domaines1 Ω− et Ω+ (Figures 1 and 2). Dans leas d'un reouvrement, on dénit deux interfaes, par exemple Γ0 le bord de Ω+ et ΓLelui de Ω−. Dans le as où les deux sous-domaines sont bien distints (sans reouvrement),l'interfae, notée Γ, est unique (i.e. Ω+ ∩ Ω− = Ø et ΓL = Γ0 = Γ).L'algorithme de relaxation de Shwarz onsiste à résoudre de manière itérative le systèmedans haque sous-domaine en assurant la ohérene par des onditions aux interfaes. Ononsidérera toujours dans e travail un algorithme de Shwarz additif2 :



Lun+1− = f dans Ω− × [0, T ],
un+1− |t=0 = u0 dans Ω−,
B−un+1− = B−un+ sur ΓL × [0, T ],  Lun+1+ = f dans Ω+ × [0, T ],un+1+ |t=0 = u0 dans Ω+,B+un+1+ = B+un− sur Γ0 × [0, T ], (2)où l'exposant n est le numéro de l'itération. Les opérateurs aux interfaes B± sont hoisis desorte que haque sous-problème dans haque sous-domaine est bien posé et que l'algorithmeorrespondant onverge rapidement, même sans reouvrement.Mettons en évidene que l'eaité de la méthode de ouplage dépend du hoix desonditions d'interfae entre les sous-domaines. On introduit les erreurs en± à l'itération ndans les sous-domaines Ω± :
e
n
− = u|Ω− − un− et en+ = u|Ω+ − un+ , (3)où u est la solution du problème (1). Ces erreurs satisfont l'algorithme (2) ave f = 0 et
u0 = 0. Si les opérateurs aux interfaes sont hoisis de sorte que B−u1+ = B+u1− = 0, lessous-systèmes assoiés aux erreurs deviennent homogènes, les erreurs eni dénies dans haquesous-domaine onvergent alors vers zéro en seulement deux itérations : e sont les onditionsaux limites absorbantes.Une partie du problème a déjà été traitée en hoisissant des onditions absorbantes[NRS95℄, e qui onduit à une onvergene en un nombre d'itérations égal au nombre desous-domaines. L'inonvénient de es onditions est leur omplexité d'utilisation. Une al-ternative aux onditions absorbantes a été exposée par Martin [Mar05℄ : elle onsiste à1Selon les hapitres, on pourra aussi noter les sous-domaines Ω1 et Ω2.2ar il permet naturellement une implémentation informatique parallèleRR n° 6512
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minimiser le taux de onvergene de l'algorithme, e qui onduit à des onditions aux inter-faes plus simples.Ce travail a pour but d'améliorer le ouplage oéanique en déterminant des onditions auxinterfaes eaes pour les équations oéanographiques lassiques. Ces équations, appelées"équations primitives", sont onstituées de plusieurs équations : La dynamique oéanique est modélisée par des équations de onservation de la quantitéde mouvement et de onservation de la masse :
∂u
∂t
+ U · ∇u− f v + 1
ρ0
∂p
∂x
= Fu,
∂v
∂t
+ U · ∇v + f u+ 1
ρ0
∂p
∂y
= Fv,(approx. hydrostatique) ∂p
∂z
= −ρ g,(approx. de Boussinesq) ∇ · U = 0.Sous ertaines approximations (bathymétrie loalement assez plane, linéarisation au-tour de la vitesse barotrope), on peut déomposer les variables



u(x, y, z, t) =
∞∑
n=1
un(x, y, t)Mn(z),
v(x, y, z, t) =
∞∑
n=1
vn(x, y, t)Mn(z),
p(x, y, z, t) = ρ0 g
∞∑
n=1
hn(x, y, t)Mn(z),où Mn sont les modes vertiaux (veteurs propres de Brünt-Vaïsala), et représenteralors les équations de la dynamique 3-D omme une superposition de modèles de Saint-Venant (shallow-water) 2-D.



∂un
∂t
+ u0
∂un
∂x
+ v0
∂un
∂y
− f vn + g
∂hn
∂x
= 0
∂vn
∂t
+ u0
∂vn
∂x
+ v0
∂vn
∂y
+ f un + g
∂hn
∂y
= 0
∂hn
∂t
+ u0
∂hn
∂x
+ v0
∂hn
∂y
+
cn
2
g
(
∂un
∂x
+
∂vn
∂y
)
= 0
n = 1, 2, . . . La onservation des traeurs, tels que la température et la salinité, est modélisée pardes équations d'advetion-diusion :
∂T
∂t
+ U · ∇T = FT ,
∂S
∂t
+ U · ∇S = FS ,où F est un opérateur de diusion, qui est introduit pour prendre en ompte lesphénomènes turbulents méso-éhelles. En eet, le pas d'espae du maillage n'est générale-ment pas susamment petit par rapport à l'éhelle des tourbillons. Il faut alors pouvoirdissiper l'énergie qui se propage de l'éhelle sous-maille vers l'éhelle de la maille. Laprise en ompte de la physique à l'éhelle sous-maille doit permettre d'assurer la sta-bilité du modèle sans interférer ave l'ativité méso-éhelle déjà résolue.Deux paramétrisations diérentes de la diusion peuvent être onsidérées [MDIL98℄ :la diusion harmonique (FT = ∆T ) et la diusion biharmonique (FT = ∆(∆T )). LaINRIA
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éaniques 9première, où l'opérateur est un laplaien, est la plus fréquemment renontrée dans lesmodèles. Cei dit, il est généralement préférable d'utiliser la deuxième, plus séletivequant aux longueurs d'ondes dissipées. Enn, une équation d'état
ρ = ρ(T, S, p),des onditions initiales et des onditions aux limites viennent fermer le système.
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Deuxième partieDynamique 2-D : équations deSaint-Venant
RR n° 6512
12 Elise Nourtier-MazauriLa dynamique oéanique peut être dérite en 2-D par les équations de Saint-Venantlinéarisées : ∂tW + A1∂xW +A2∂yW − νP∆W + BW , et W |t=0 = W0, où W = (u, v, φ)t,ave (u, v) la vitesse horizontale, φ la hauteur de surfae libre et ν la visosité. A1 et A2sont des matries, P est une matrie diagonale de projetion sur le plan horizontal, et B estune matrie antisymétrique qui exprime la rotation due à la fore de Coriolis dans le planhorizontal.Après une transformation de Fourier-Laplae, la solution du système est supposée pouvoirs'érire sous la forme Ŵ = Φ e−ξx, ave Φ un veteur et ξ une raine à déterminer. Dans leas général, on est alors amené à résoudre une équation d'ordre 5 en ξ. Dans le as simpliésans advetion, elle se réduit à une équation biarrée du 4ème ordre, dont les raines peuventêtre déterminées failement. La formulation variationnelle donne la forme des onditions detransmission. En ombinant es deux approhes, on obtient les onditions absorbantes idéalesnon loales. Dans le as sans advetion, 'est susant pour imposer des onditions sur lesvariables horizontales [Mar03℄ : B = (B̃, 0)t, B̃i = −ν∂x+c(φ, 0)t−Λi, ave Λi un opérateurpseudo-diérentiel. Une approximation Λi(j) des matries Λi, i = 1, 2, à l'ordre 0 ou 1 peutonduire à des onditions loales. Martin [Mar03℄ a démontré que es problèmes sont bienposés, et que les algorithmes onvergent vers la solution globale pour des matries Λi(j)diagonales. Dans le as sans advetion, l'équation du 5ème ordre ne peut pas être résolueexpliitement et il faut faire des approximations [Hal91℄.
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Chapitre 1Équations hyperboliques (sansvisosité)1.1 IntrodutionEngquist et Majda [EM77℄ ont développé une théorie des onditions aux limites ab-sorbantes parfaites et approhées dans le as des systèmes hyperboliques symétriques d'or-dre 1. Ils ont notamment illustré leur théorie en alulant expliitement les onditions ab-sorbantes pour les équations shallow water linéarisées sur une frontière Est.Le but de e mémo est d'expliiter leur théorie pour les systèmes hyperboliques symétriquesd'ordre 1, à partir de l'étude des équations shallow water linéarisées hyperboliques, et d'éten-dre leurs résultats à toutes les frontières du domaine. Nous avons obtenu quelques diérenesdans la justiation de la démarhe de [EM77℄ et dans les résultats, que nous avons mis enévidene en bleu.1.2 Problème initialOn se plae dans un repère normé dont l'axe Ox est orienté vers l'Ouest et l'axe Oy estorienté vers le Nord.Soit u et v les omposantes de la vitesse du uide, h l'élévation de la surfae de l'eau, h0la profondeur de l'eau, g la gravité réduite, f le paramètre de Coriolis. Les équations shallowwater linéarisées s'érivent



∂u
∂t
+ u0
∂u
∂x
+ v0
∂u
∂y
− f v + g ∂h
∂x
+Dx = 0 ,
∂v
∂t
+ u0
∂v
∂x
+ v0
∂v
∂y
+ f u+ g
∂h
∂y
+Dy = 0 ,
∂h
∂t
+ u0
∂h
∂x
+ v0
∂h
∂y
+ h0
(
∂u
∂x
+
∂v
∂y
)
= 0 ,où les termes dissipatifs Dx, Dy orrespondent à la partie non hyperbolique. Les termes deforçage n'ont pas été pris en ompte.Soit c la élérité c = √gh0 . Après un hangement de variable φ = c hh0 = √ gh0h , leséquations shallow water linéarisées hyperboliques prennent la forme
∂U
∂t
+A1
∂
∂x
U +A2
∂
∂y
U +BU = 0 (1.1)
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ave
U =


u
v
φ

 , A1 =  u0 0 c0 u0 0
c 0 u0

 , A2 =  v0 0 00 v0 c
0 c v0

 , B =  0 −f 0f 0 0
0 0 0

 .Ces équations présupposent que le relief du fond marin est très faible, 'est-à-dire que lahauteur d'eau entre le fond et la surfae moyenne (orrespondant à une eau parfaitementalme) est à peu près onstante.1.3 Frontière EstDans ette setion, on étudiera les onditions aux limites absorbantes à la frontière
ΓE = {(x, y) ∈ R2 / x = 0} du problème restreint au domaine ΩE = {(x, y) ∈ R2/ x ≤ 0}.1.3.1 Diagonalisation ou méthode des aratéristiquesUne première étape onsiste à diagonaliser la matrie A = A1 nx+A2 ny, où ~n = ( nxny )est le veteur sortant normal à la frontière onsidérée. Ii, ~nE = ( 10 ), don AE = A1.Notons τ le veteur tangent à la frontière onsidérée. Soit PE la matrie de passage quipermet de transformer la matrie AE en une matrie diagonale Ax = PE−1AEPE. En posant
W = PE−1U ,on peut réérire le système (1.1) sous la forme
∂W
∂t
+ PE−1AEPE ∂
∂n
W + PE−1A⊥EPE ∂∂τ W + PE−1BPEW = 0 (1.2)'est-à-dire
∂W
∂t
+ PE−1A1PE ∂
∂x
W + PE−1A2PE ∂
∂y
W + PE−1BPEW = 0 (1.3)ou enore
∂W
∂t
+Ax
∂
∂x
W +Ay
∂
∂y
W +B′W = 0 . (1.4)La diagonalisation de AE ∈ Mn est obtenue en herhant ses n valeurs propres λi puisses n veteurs propres à gauhe Li. Ii, les valeurs propres de A1 sont
u0 , u0 − c , u0 + c ,et les veteurs propres Li à gauhe de AE assoiés aux valeurs propres λi sont tels que
LTi A1 = λiL
T
i .Ce hangement de variableW = PE−1U utilisé pour diagonaliser le système (1.1) revientà utiliser la méthode des aratéristiques. En eet, les variables aratéristiques dans ladiretion ~n sont les omposantes wk du nouveau veteurW =  w1...
w3

, telles que wi = LTi UAttention : L'ordre dans lequel sont rangées les valeurs propres est hoisi de sorte queles valeurs propres de même signe soient ontiguës et que les k premières valeurs propresorrespondent aux variables aratéristiques entrantes, k ≤ n.Ii, omme c > |u0| ≤ 0, INRIA
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éaniques 15 la valeur propre (u0−c) est toujours négative, don la variable aratéristique assoiéeva vers l'Ouest ; la valeur propre (u0 + c) est toujours positive, don la variable aratéristique assoiéeva vers l'Est.Par onséquent, à la frontière Est du domaine ΩE, si u0 < 0, (u0−c) et u0 sont négatives, don les variables aratéristiques assoiées vontvers l'Ouest, 'est-à-dire vers l'intérieur du domaine ΩE, tandis que (u0+c) est positive,don la variable aratéristique assoiée va vers l'Est, 'est-à-dire vers l'extérieur dudomaine : k = 2 ; si u0 > 0, (u0 − c) est négative, don la variable aratéristique assoiée entre dans ledomaine ΩE, tandis que u0 et (u0+c) sont positives, don les variables aratéristiquesassoiées sortent du domaine : k = 1.Les valeurs propres sont don lassées omme ei :
λ1 = u0 − c , λ2 = u0 , λ3 = u0 + c ,et les veteurs propres assoiés sont
L1 = α


1
0
−1

 , L2 = β


0
1
0

 et L3 = γ 10
1

 , ∀ α, β, γ ∈ R∗ .Chaque ligne de la matrie PE−1 orrespond à la transposée du veteur propre à gauheassoié à λi, i.e. LTi . On hoisit les oeients α, β, γ de sorte que la matrie PE−1 soitunitaire. On obtient ii :
PE−1 =  1√2 0 − 1√20 1 0
1√
2
0 1√
2

 ou enore PE =  1√2 0 1√20 1 0
− 1√
2
0 1√
2

 .Les variables aratéristiques sont don



w1 =
1√
2
(u− φ) = 1√
2
(
u−
√
g
h0
h
)
w2 = v
w3 =
1√
2
(u+ φ) = 1√
2
(
u+
√
g
h0
h
)Réapitulatif : Ii, si u0 > 0, la seule variable aratéristique entrante dans le domaine ΩE est don w1 ; si u0 < 0, les variables aratéristiques entrantes sont w1 et w2.La matrie diagonale ontient alors les valeurs propres de A1 :
Ax = PE−1A1PE =  λ1 0. . .
0 λn

 =


u0 − c 0 0
0 u0 0
0 0 u0 + c

 ii.Les matries Ay et B′ sont ii
Ay = PE−1A2PE =  v0 − c√2 0− c√2 v0 c√2
0 c√
2
v0

 et B′ = PE−1BPE =  0 − f√2 0f√2 0 f√2
0 − f√
2
0

 .
RR n° 6512
16 Elise Nourtier-MazauriLa matrie Ax étant inversible, on peut multiplier à gauhe le système (1.4) par
Ax
−1 =


1
λ1
0. . .
0 1λn

 =


1
u0−c 0 0
0 1u0 0
0 0 1u0+c

 ii.On obtient alors le système
∂W
∂n
= Atime ∂
∂t
W + Aτ
∂
∂τ
W +B′′W , (1.5)équivalent ii au système
∂W
∂x
= Atime ∂
∂t
W + Aτ
∂
∂y
W +B′′W , (1.6)où Atime = −Ax−1, Aτ = −Ax−1Ay et B′′ = −Ax−1B′.Ii,
Atime =  1−u0+c 0 00 1−u0 0
0 0 1−u0−c

 , Aτ =


v0
−u0+c −
c
(−u0+c)
√
2
0
c
u0
√
2
− v0u0 −
c
u0
√
2
0 − c
(u0+c)
√
2
v0
−u0−c

et B′′ =  0 − f(−u0+c)√2 0− fu0√2 0 − fu0√2
0 f
(u0+c)
√
2
0

 .1.3.2 Triangularisation et onditions absorbantes exatesLes onditions aux limites absorbantes qu'on impose au système doivent permettre demodéliser le problème onsidéré omme si les frontières ouvertes n'existaient pas, en onsid-érant que les quantités entrant dans le domaine sont égales de part et d'autre de la frontière(de manière à ne pas introduire artiiellement une information erronée dans le domaine on-sidéré). Lorsqu'on ne dispose d'auune information à l'extérieur du domaine, les quantitésentrantes à la frontière peuvent être prises égales à 0.Pour déterminer les onditions absorbantes exates, on herhe à se ramener à un systèmede la forme
∂W
∂~n
= −Λ
(
∂
∂t
,
∂
∂~τ
)
W (1.7)sur la frontière ΓE, pour les quantités entrantes. Les veteurs ~n et ~τ orrespondent respe-tivement à la normale et à la tangente à la frontière Γ. Ii, ∂
∂~nE = ∂∂x et ∂∂~τ = ∂∂y .Dénissons la transformée de Fourier en temps et en espaeTF (w(x, y, t)) = ŵ(x, ω, ξ) = 1
2π
∫ ∞
−∞
∫ ∞
−∞
w(x, y, t)e−i(ωy+ξt)dt dyet la transformée de Fourier inverseTF−1 (ŵ(x, ω, ξ)) = w(x, y, t) = 1
2π
∫ ∫
ŵ(x, ω, ξ)ei(ωy+ξt)dω dξ .
INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 17Comme TF(∂w
∂t
)
= iξŵ et TF(∂w
∂y
)
= iωŵ , et omme les matries Atime, Aτ et B′′sont onstantes (ar les vitesses ont été gelées), la transformée de Fourier du système (1.6)donne
∂Ŵ
∂x
= (Atime i ξ +Aτ i ω +B′′)Ŵ , (1.8)Rappelons que Atime est une matrie diagonale, qu'on peut déomposer par "blos entrantsou sortants" :
Atime =  A in 0k,n−k
0n−k,k A out  ∈ Mn(R) , (1.9)ave
A in =  1λ1 0. . .
0 1λk

 ∈ Mk(R−) et A out =  1λk+1 0. . .
0 1λn

 ∈ Mn−k(R+)où n est le nombre de variables aratéristiques wi, et k le nombre de variables aratéris-tiques entrantes. Ii, n = 3 et k = 1 ou 2 selon le signe de u0.En posant
M(ξ, ω) = i (Atime ξ +Aτ ω) , (1.10)le système s'érit enore
∂Ŵ
∂x
= (M(ξ, ω) +B′′)Ŵ . (1.11)Dénissons Λ ≡M +B′′ omme un opérateur pseudo-diérentiel :
Λ
(
∂
∂t ,
∂
∂y
)
W = TF−1 (Λ(iξ, iω) Ŵ)
=
1
2
∫ ∫
ei(ωy+ξt) Λ(iξ, iω) Ŵ (ξ, ω) dξ dω
.La transformée de Fourier inverse du système (1.11) donne alors le système (1.7), qui or-respond aux onditions aux limites absorbantes exates qui s'appliquent aux k variablesaratéristiques entrantes :
[
∂W
∂x
− Λ
(
∂
∂t
,
∂
∂y
)
W
]
i
∣∣∣∣
x=0
= 0 ∀ i ∈ [1, k] .Dans le as des équations shallow water linéarisées hyperboliques, l'opérateur pseudo-diérentiel
Λ
(
∂
∂t ,
∂
∂y
) est loal en temps et en espae, et le système préédent est identique au systèmeinitial (1.6).Cei dit, e système ne permet pas de déorréler les k aratéristiques entrantes des (n−k)aratéristiques sortantes, du fait que les matries Aτ et B′′ sont pleines, ontrairement àla matrie Atime diagonale. Pour obtenir une séparation des variables entrantes/sortantes, ilfaudrait que les matriesAτ et B′′ soient triangulaires inférieures par blos entrants/sortants.On va herher à transformer le système de sorte que les variations à travers la fron-tière (∂/∂x) des nouvelles variables assoiées aux variables aratéristiques entrantes (les kpremières) ne dépendent pas de elles assoiées aux variables aratéristiques sortantes (les
(n− k) dernières), quelles que soient les fréquenes en t et en y.RR n° 6512
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ela, on eetue un hangement de variables
W = V
(
∂
∂t
,
∂
∂y
)
W (1.12)à l'aide d'une matrie V qui représente un opérateur pseudo-diérentiel, i.e.
W = TF−1 (V (iξ, iω) Ŵ) ,ou enore
Ŵ = V (iξ, iω) Ŵ .Supposons que la matrie V soit inversible et indépendante de la variable x. Cettehypothèse est admissible dans la mesure où les vitesses ont été gelées au voisinage de lafrontière, de sorte que les variations de V à travers la frontière sont onstantes. Le sys-tème (1.11) se réérit alors
∂Ŵ
∂x
= V (M +B′′)V −1Ŵ . (1.13)D'après Taylor [Tay75℄, il est possible de onstruire une telle matrie V , qui soit inversiblelorsque |ω|/|ξ|+ |ω| < c0 pour un c0 partiulier et telle que le système (1.13) soit triangulairepar blos.La ondition |ω|/|ξ|+ |ω| < c0 revient à supposer que les ondes onsidérées entrent aveun angle prohe de l'inidene normale. En eet, si ω est borné, les fréquenes en y sont bornées, les variations tangentielles à la frontièresont limitées ; si ω/ξ est borné, ∆t
∆y
est borné, don ∃ α ∈ R /∆t < α∆yPar onséquent, l'opérateur V est tel que le système (1.6) puisse se réexprimer sous laforme
∂W
∂x
=

 Λ11
(
∂
∂t ,
∂
∂y
)
0k,n−k
Λ21
(
∂
∂t ,
∂
∂y
)
Λ22
(
∂
∂t ,
∂
∂y
)

W , (1.14)où la taille des blos est déterminée par le nombre de aratéristiques entrantes (k) etsortantes (n−k) : Λ11 ∈ Mk, Λ21 ∈ Mn−k,k et Λ22 ∈ Mn−k sont des matries d'opérateurspseudo-diérentiels d'ordre 1. Λ11(1, 0) orrespond à la matrie A in des k valeurs propresentrantes, au B′′ près :
Λ11(1, 0) = A
in+V B′′V −1 =  1λ1 0. . .
0 1λk

+V B′′V −1 . (1.15)D'après Oliger et Sundström [OS78℄, il semblerait que les onditions aux limites entrantesà appliquer pour e type d'équations ne dépendent que des éléments propres de la matrie
A = A1 nx + A2 ny (= −A1 ii), e qui amène à s'aranhir de la matrie B′′. Par on-séquent, Λ11(1, 0) (sans le terme V B′′V −1) identie les aratéristiques entrantes àla frontière.Les onditions aux limites absorbantes parfaites sont alors données par
W i = (W ext)i ∀ i ∈ [1, k] en x = 0 , (1.16)INRIA
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(VW )i =
(
VW ext)
i
∀ i ∈ [1, k] en x = 0 . (1.17)En supposant que la solution exate est nulle à l'extérieur, les onditions aux limitesabsorbantes parfaites deviennent
W i|x=0 = (V W )i|x=0 = 0 ∀ i ∈ [1, k] . (1.18)Reste don à déterminer la matrie V .1.3.3 Constrution de la matrie de passage V (ξ, ω)La matrie de passage V , qui représente un opérateur pseudo-diérentiel, est onstruitede la façon suivante [Nir73, Tay75℄ :
V (ξ, ω) ≃ V0(ξ, ω) + ξ−1V−1(ξ, ω) + ξ−2V−2(ξ, ω) + . . . , (1.19)où les matries (V−j)j≤0 représentent des opérateurs pseudo-diérentiels (de degré 0). D'après[EM77℄, es matries vérient la relation
V−j(ξ, ω) = V−j(1,
ω
ξ
) .Cei étant, nous ne savons pas si ette relation est vériée par hypothèse ou si elle déouled'une propriété qui nous a éhappé.La propriété d'hyperboliité strite du système implique que M(1, 0) est une matriediagonale ave n valeurs distintes. En eet, M(1, 0) = Atime . Ii,
M(1, 0) =


1
−u0+c 0 0
0 1−u0 0
0 0 − 1u0+c

 .Par onséquent, lorsque |ω|/|ξ| + |ω| est majoré par une ertaine valeur, M(ξ, ω) possèdeégalement n valeurs propres distintes. Attention : Cela n'est vrai que dans le voisinage del'inidene normale (ω = 0).On hoisit alors V0(ξ, ω) de sorte que V0MV −10 soit triangulaire inférieure par blo
V0MV
−1
0 =
(
M̃11 0
M̃21 M̃22
)
, (1.20)Considérons en première approximation V ≃ V0. Eetuons le hangement de variable
W0 = V0W , omme dans l'équation (1.12). W0 satisfait le système (1.14), au B′′ près.La raison pour laquelle Engquist et Majda [EM77℄ "évauent" le terme B′′ ne nous semblepas laire. Cette matrie est pourtant prise en ompte  judiieusement  dans le alulsuivant de W1.On herhe ensuite à déterminer un nouveau veteurW1 qui satisfait le système (1.14) aumoins jusqu'à l'ordre (-1) en ξ. D'après (1.19), e veteur peut s'érireW1 = (V0+ξ−1V−1)W .Le problème revient don à herher le terme V−1 de l'équation (1.19).En posant ξ−1V−1 = KV0, le nouveau veteur s'érit W1 = (I +K)W0 . Le but est donde déterminer la matrie K telle que W1 satisfait le système (1.14) jusqu'à l'ordre O(ξ−1),don telle que la partie en haut à droite de la matrie ( [ (I +K)V0 ] (M +B′′) [ (I +K)V0 ]−1 )ij
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soit identiquement nulle à l'ordre O(ξ−1). Après aluls, on montre queK doit avoir la forme
K =
(
0 K̃
0 0
)
, (1.21)où K̃ ∈ Mk,n−k existe à ondition que
M̃11 = A
in et M̃22 = A out , (1.22)et doit alors vérier
K̃A out −A inK̃ + B̃12 = 0 (1.23)ave B̃ = B − ∂xV0. Comme on a supposé que V ne dépend pas de x, B̃ = B.Une fois que la matrie K est déterminée, on peut aluler
V−1 = ξKV0 , (1.24)'est-à-dire W1.1.3.4 Approximation des onditions absorbantesPour que la transformée de Fourier inverse (impliite dans les opérateurs pseudo-diérentiels)soit loale, et non globale, en temps et en espae, il faut approher la matrie V par uneforme polynmiale en ξ et ω.Les approximations loales sont onstruites en approhant la matrie V (ξ, ω) à l'inidenenormale (ω = 0). On approxime don haque V−j(ξ, ω), ∀ j ≤ 0 , de l'équation (1.19) parun développement de Taylor :
V−j(ξ, ω) = V−j(1,
ω
ξ
) = V−j(1, 0) +
m∑
k=1
1
k!
(
ω
ξ
)k
∂k
∂ωk
V−j(1, 0) +O
(∣∣∣∣
ω
ξ
∣∣∣∣
m+1
)a) Première approximationLes onditions absorbantes (1.18) deviennent, à l'ordre O(|ω/ξ| + |1/ξ|),
(V0(1, 0)W )i|x=0 = 0 ∀ i ∈ [1, k] . (1.25)Dans notre appliation au système shallow-water 2D linéarisé hyperbolique, on prend
V0(1, 0) = I .Les onditions approhées s'érivent alors
Wi|x=0 = 0 ∀ i ∈ [1, k] .Cas d'un ux entrant : u0 < 0Les variables aratéristiques entrantes sont w1 et w2. Les onditions approhées sontdon
w1|x=0 = 0 et w2|x=0 = 0 .
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aratéristique entrante est w1. On obtient alors omme onditionapprohée
w1|x=0 = 0 .b) Deuxième approximationA l'ordre O(|ω/ξ|2 + |1/ξ|2), les onditions absorbantes approhées s'érivent
((
∂
∂t
V0(1, 0) +
∂
∂ω
V0(1, 0)
∂
∂y
+ V−1(1, 0)
)
W
)
i
∣∣∣∣
x=0
= 0 ∀ i ∈ [1, k] , (1.26)ar
((
V0(1, 0) +
ω
ξ
∂
∂ω
V0(1, 0) +
1
ξ
V−1(1, 0)
)
W
)
i
∣∣∣∣
x=0
= 0 ∀ i ∈ [1, k] . (1.27)La seonde approximation onduit toujours à un problème bien posé.Pour expliiter la seonde approximation, il reste enore à déterminer ∂V0(1, 0)
∂ω
. Pourela, on suppose qu'il existe une matrie R ∈ Mn telle que V0 peut s'érire sous la forme
V0(ξ, ω) = I +
ω
ξ
R (1.28)à l'ordre O(|ω/ξ|2), de sorte que
∂V0(1, 0)
∂ω
= R .La seonde approximation des onditions absorbantes s'érit alors
((
∂
∂t
V0(1, 0) +R
∂
∂y
+ V−1(1, 0)
)
W
)
i
∣∣∣∣
x=0
= 0 ∀ i ∈ [1, k] , (1.29)La matrie R ∈ Mn est déterminée par la propriété (1.20) en identiant la partie enhaut à droite de la matrie V0M(1, ωξ )V −10 à la matrie nulle à l'ordre O(|ω/ξ|2). Aprèsaluls, on montre que, en hoisissant R de la forme
R =
(
0 X
0 0
)
, (1.30)
X ∈ Mk,n−k doit vérier
XA out −A inX +Aτ 12 = 0 (en O(|ω/ξ|)) . (1.31)Dans le as où les variables aratéristiques entrantes sont plus nombreuses que les variables sortantes,i.e. k ≤ n− k, la matrie X est de rang n− k,on peut onstruire une approximation pour V0 de la forme (1.28) en O(|ω/ξ|3), de sorte queles onditions approhées sont vériées à l'ordre O(|ω/ξ|3 + |1/ξ|2).
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e R telle que V0M(1, ωξ )V −10 soit triangulaire inférieure en O(|ω/ξ|3) doit alorsêtre de la forme
R =
(
Y X
0 0
)
, (1.32)où X ∈ Mk,n−k doit vérier l'équation (1.31) et Y ∈ Mk doit vérier
−Aτ 11X + Y (−A inX +Aτ 12) +A inY X +XAτ 22 = 0 (en O(|ω/ξ|2)) .En posant
Z = Y X ∈ Mk,n−k , (1.33)ela revient à résoudre le système
{
XA out −A inX + Aτ 12 = 0 (en O(|ω/ξ|)) ,
−ZA out +A inZ −Aτ 11X +XAτ 22 = 0 (en O(|ω/ξ|2)) . (1.34)On détermine alors Y en résolvant le système (1.33), mais omme la matrie X est reuse,on ne peut pas toujours déterminer toutes les olonnes de Y . On hoisit alors de onstruirela matrie Y en identiant les termes des olonnes indéterminées à 0.Le alul de Y permet alors de trouver R d'après (1.32).Après avoir déterminé V−1 d'après l'équation (1.24), on peut exprimer les onditionsabsorbantes à l'ordre O(|ω/ξ|3 + |1/ξ|2) d'après (1.29).Passons à notre appliation au système shallow-water 2D linéarisé hyperbolique.Cas d'un ux entrant : u0 < 0Les variables aratéristiques entrantes sont w1 et w2. Les matries A in et A out sontalors dénies par
A in = ( 1−u0+c 0
0 1−u0
)
< 0 et A out = − 1
u0 + c
> 0 .On herhe alors la matrie R telle que V0 soit sous la forme (1.28) en résolvant l'équa-tion (1.31). On obtient
X =


0
u0 + c√
2

 .Ii, le nombre de variables entrantes (2) est supérieur au nombre de variables sortantes(1) et X est de rang 1, don on peut herher à obtenir une approximation à l'ordre(
|ω/ξ|3 + |1/ξ|2
) en déterminant R suivant (1.32). Il faut don aluler Z en résolvantle système (1.34). On obtient
Z =


− (u0 + c)
2
4
v0(u0 + c)√
2

 ,e qui donne, d'après (1.33),
Y =

 0 −
√
2
4
(u0 + c)
0 v0

 INRIA
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 l'expression (1.32) s'érit ii
R =


0 −
√
2
4
(u0 + c) 0
0 v0
u0 + c√
2
0 0 0

 .Par onstrution, V0(1, 0) = I. Il ne reste don plus qu'à déterminer V−1(1, 0). D'après (1.24),
V−1(1, 0) = KV0(1, 0) = K, oùK, déni par (1.21), est obtenu en résolvant le système (1.23).On obtient
K̃ =


0
(u0 + c)f
c
√
2

 don K =  0 0 00 0 (u0 + c)fc√2
0 0 0

 .Par onséquent, la deuxième approximation des onditions absorbantes à l'ordreO(|ω/ξ|3 + |1/ξ|2)s'érit 


∂w1
∂t
−
√
2(u0 + c)
4
∂w2
∂y
∣∣∣∣∣
x=0
= 0
∂w2
∂t
+ v0
∂w2
∂y
+
(u0 + c)√
2
∂w3
∂y
+
(u0 + c)f
c
√
2
w3
∣∣∣∣
x=0
= 0
. (1.35)Cas d'un ux sortant : u0 > 0La seule variable aratéristique entrante est w1. Les matries A in et A out sont alorsdénies par
A in = 1−u0 + c < 0 et A out = ( 1−u0 00 − 1u0+c ) > 0 .Après aluls, on obtient
X =
(−u0√
2
0
)
.Le nombre de variables entrantes (1) est inférieur au nombre de variables sortantes (2), X estde rang 1, don on va herher une approximation à l'ordre (|ω/ξ|2 + |1/ξ|2) en déterminant
R suivant (1.30)
R =


0
−u0√
2
0
0 0 0
0 0 0

et K suivant (1.21) et (1.23)
K̃ =
(−u0 f
c
√
2
0
) don K =  0 −u0 fc√2 00 0 0
0 0 0

 .Comme V0(1, 0) = I et V−1(1, 0) = K, on peut alors érire les onditions absorbantesapprohées à l'ordre O(|ω/ξ|2 + |1/ξ|2) :
∂w1
∂t
− u0√
2
∂w2
∂y
− u0f
c
√
2
w2
∣∣∣∣
x=0
= 0 . (1.36)
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1.4 Frontière OuestDans ette setion, on étudiera les onditions aux limites absorbantes à la frontière
ΓW = {(x, y) ∈ R2 / x = 0} du problème restreint au domaine ΩW = {(x, y) ∈ R2/ x ≤ 0}.Une première étape onsiste à diagonaliser la matrie A = A1 nx+A2 ny, où ~n = ( nxny )est le veteur sortant normal à la frontière onsidérée. Ii, ~nW = ( −10 ), don AW = −A1.Rappelons qu'ii, les valeurs propres de A1 sont
u0 , u0 − c , u0 + c .Les valeurs propres de AW sont alors
−u0 , −u0 + c , −u0 − c ,et les veteurs propres Li à gauhe de AW assoiés aux valeurs propres λi sont les mêmesque eux de A1 : LTi AW = λiLTi .La méthode des aratéristiques onsiste à appliquer le hangement de variable W = PW−1U :
∂W
∂t
− PW−1AWPW ∂
∂x
W + PW−1A2PW ∂
∂y
W + PW−1BPWW = 0 (1.37)Ii, à la frontière Ouest du domaine ΩW, la valeur propre de AW (−u0−c) est toujours négative, don la variable aratéristiqueassoiée va vers l'Est, 'est-à-dire vers l'intérieur du domaine ; la valeur propre de AW (−u0 +c) est toujours positive, don la variable aratéristiqueassoiée va vers l'Ouest, 'est-à-dire vers l'extérieur du domaine.Par onséquent, si u0 < 0, (−u0) et (−u0+c) sont positives, don les variables aratéristiques assoiéesvont vers l'Ouest, 'est-à-dire vers l'extérieur du domaine ΩW, tandis que (−u0 − c)est négative, don la variable aratéristique assoiée va vers l'Est, 'est-à-dire versl'intérieur du domaine : k = 1 ; si u0 > 0, seule (−u0 + c) est positive, don la variable aratéristique assoiée sortdu domaine ΩW, tandis que (−u0) et (−u0 − c) sont négatives, don les variablesaratéristiques assoiées entrent dans le domaine : k = 2.Les valeurs propres de AW sont don lassées omme ei :
λ1 = −u0 − c , λ2 = −u0 , λ3 = −u0 + c ,et les veteurs propres assoiés sont
L1 = α


1
0
1

 , L2 = β


0
1
0

 et L3 = γ 10
−1

 , ∀ α, β, γ ∈ R∗ .On hoisit les oeients α, β, γ de sorte que la matrie PW−1, dont les lignes sont lesveteurs propres transposés LTi , soit unitaire : α = 1√2 , β = 1, γ = − 1√2 , 'est-à-dire
PW−1 =  1√2 0 1√20 1 0
− 1√
2
0 1√
2

 ou enore PW =  1√2 0 − 1√20 1 0
1√
2
0 1√
2

 .
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éaniques 25Les variables aratéristiques wi = LTi U sont don



w1 =
1√
2
(u + φ) = 1√
2
(
u+
√
g
h0
h
)
w2 = v
w3 =
1√
2
(−u+ φ) = 1√
2
(
−u+
√
g
h0
h
)Réapitulatif : Ii, si u0 < 0, la seule variable aratéristique entrante dans le domaine ΩW est don w1 ; si u0 > 0, les variables aratéristiques entrantes sont w1 et w2.Le système (1.37) se réérit omme le système Est (1.4), ave
Ax = −PW−1AWPW = PW−1A1PW =  u0 + c 0 00 u0 0
0 0 u0 − c

 ,
Ay = PW−1A2PW =  v0 c√2 0c√2 v0 c√2
0 c√
2
v0

 et B′ = PW−1BPW =  0 − f√2 0f√2 0 − f√2
0 f√
2
0

 .On peut alors multiplier à gauhe le système (1.37) par (−Ax−1) pour obtenir le sys-tème (1.6), ave ii
Atime =  − 1u0+c 0 00 − 1u0 0
0 0 1−u0+c

 , Aτ =


−v0
u0+c
− c
(u0+c)
√
2
0
− c
u0
√
2
− v0u0 −
c
u0
√
2
0 c
(−u0+c)
√
2
v0
−u0+c

et B′′ =  0 f(u0+c)√2 0− fu0√2 0 fu0√2
0 f
(−u0+c)
√
2
0

 .En faisant les mêmes aluls qu'à la frontière Est, on obtient les mêmes onditionsabsorbantes en première approximation. En deuxième approximation, les onditions ab-sorbantes deviennent as d'un ux entrant : u0 > 0



∂w1
∂t
+
√
2(−u0 + c)
4
∂w2
∂y
∣∣∣∣∣
x=0
= 0
∂w2
∂t
+ v0
∂w2
∂y
+
(−u0 + c)√
2
∂w3
∂y
+
(u0 − c)f
c
√
2
w3
∣∣∣∣
x=0
= 0
(1.38) as d'un ux sortant : u0 < 0
∂w1
∂t
− u0√
2
∂w2
∂y
+
u0f
c
√
2
w2
∣∣∣∣
x=0
= 0 (1.39)
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1.5 Frontière NordDans ette setion, on étudiera les onditions aux limites absorbantes à la frontière
ΓN = {(x, y) ∈ R2 / y = 0} du problème restreint au domaine ΩN = {(x, y) ∈ R2/ y ≤ 0}.Une première étape onsiste à diagonaliser la matrie AN = A1 nx+A2 ny via le hange-ment de variables
W = PN−1U ,ave PN une matrie de passage. Le veteur sortant normal à la frontière onsidérée est ii
~nN = ( nxny ) = ( 01 ), don AN = A2.Les valeurs propres de A2 sont
v0 , v0 − c , v0 + c .Ii, à la frontière Nord du domaine ΩN, la valeur propre de AN (v0 − c) est toujours négative, don la variable aratéristiqueassoiée va vers le Sud, 'est-à-dire vers l'intérieur du domaine ; la valeur propre (v0 + c) est toujours positive, don la variable aratéristique assoiéeva vers le Nord, 'est-à-dire vers l'extérieur du domaine.Par onséquent, si v0 < 0, v0 et (v0 − c) sont négatives, don les variables aratéristiques assoiéesvont vers l'intérieur du domaine ΩN, tandis que (v0 + c) est positive, don la variablearatéristique assoiée va vers l'extérieur du domaine : k = 2 ; si v0 > 0, seule (v0 − c) est négative, don la variable aratéristique assoiée en-tre dans le domaine ΩN, tandis que v0 et (v0 + c) sont positives, don les variablesaratéristiques assoiées sortent du domaine : k = 1.De manière à ordonner les variables aratéristiques entrantes puis sortantes (f. frontièreEst), les valeurs propres de A2 sont lassées omme ei :
λ1 = v0 − c , λ2 = v0 , λ3 = v0 + c .Les veteurs propres à gauhe de A2 assoiés à es valeurs propres sont
L1 = α


0
−1
1

 , L2 = β


1
0
0

 et L3 = γ 01
1

 , ∀ α, β, γ ∈ R∗ .Chaque ligne de la matrie PN−1 orrespond à la transposée du veteur propre à gauheassoié à λi, i.e. LTi . On hoisit les oeients α, β, γ de sorte que la matrie PN−1 soitunitaire. On obtient ii :
PN−1 =  0 − 1√2 1√21 0 0
0 1√
2
1√
2

 ou enore PN =  0 1 0− 1√2 0 1√2
1√
2
0 1√
2

 .Les variables aratéristiques sont don



w1 =
1√
2
(−v + φ) = 1√
2
(
−v +
√
g
h0
h
)
w2 = u
w3 =
1√
2
(v + φ) = 1√
2
(
v +
√
g
h0
h
)Réapitulatif : Ii, INRIA
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es pour le 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éaniques 27 si v0 > 0, la seule variable aratéristique entrante dans le domaine ΩN est w1 ; si v0 < 0, les variables aratéristiques entrantes sont w1 et w2.La matrie diagonale ontient alors les valeurs propres de A2 :
Ay = PN−1A2PN =  v0 − c 0 00 v0 0
0 0 v0 + c

 ii.Les matries Ax et B′ sont ii
Ax = PN−1A1PN =  u0 c√2 0c√2 u0 c√2
0 c√
2
u0

 et B′ = PN−1BPN =  0 − f√2 0f√2 0 − f√2
0 f√
2
0

 .La matrie Ay étant inversible, on peut multiplier à gauhe le système (1.4) par
Ay
−1 =


1
v0−c 0 0
0 1v0 0
0 0 1v0+c

 ii.Le système (1.5) devient alors
∂W
∂y
= Atime ∂
∂t
W +Aτ
∂
∂x
W +B′′W , (1.40)où Atime = −Ay−1, Aτ = −Ay−1Ax et B′′ = −Ay−1B′.Ii,
Atime =  1−v0+c 0 00 1−v0 0
0 0 1−v0−c

 , Aτ =


u0
−v0+c
c
(−v0+c)
√
2
0
− c
v0
√
2
−u0v0 −
c
v0
√
2
0 − c
(v0+c)
√
2
− u0v0+c

et B′′ =  0 − f(−v0+c)√2 0− fv0√2 0 fv0√2
0 − f
(v0+c)
√
2
0

 .En suivant la même démarhe qu'à la frontière Est, on obtient les mêmes onditionsabsorbantes en première approximation. En deuxième approximation, les onditions ab-sorbantes deviennent as d'un ux entrant : v0 < 0



∂w1
∂t
+
√
2(v0 + c)
4
∂w2
∂x
∣∣∣∣∣
y=0
= 0
∂w2
∂t
+ u0
∂w2
∂x
+
(v0 + c)√
2
∂w3
∂x
− (v0 + c)f
c
√
2
w3
∣∣∣∣
y=0
= 0
(1.41) as d'un ux sortant : v0 > 0
∂w1
∂t
+
v0√
2
∂w2
∂x
− v0f
c
√
2
w2
∣∣∣∣
y=0
= 0 (1.42)
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1.6 Frontière SudDans ette setion, on étudiera les onditions aux limites absorbantes à la frontière
ΓS = {(x, y) ∈ R2 / y = 0} du problème restreint au domaine ΩS = {(x, y) ∈ R2/ y ≤ 0}.Une première étape onsiste à diagonaliser la matrie A = A1 nx + A2 ny, où le veteursortant normal à la frontière onsidérée est ii ~nS = ( nxny ) = ( 0−1 ), don AS = −A2.Les valeurs propres de AS sont
−v0 , −v0 + c , −v0 − c .Ii, à la frontière Sud du domaine ΩS, la valeur propre de AS (−v0− c) est toujours négative, don la variable aratéristiqueassoiée va vers le Nord, 'est-à-dire vers l'intérieur du domaine ; la valeur propre de AS (−v0 + c) est toujours positive, don la variable aratéristiqueassoiée va vers le Sud, 'est-à-dire vers l'extérieur du domaine.Par onséquent, si v0 < 0, (−v0) et (−v0+c) sont positives, don les variables aratéristiques assoiéesvont vers l'extérieur du domaine ΩS, tandis que (−v0−c) est négative, don la variablearatéristique assoiée va vers l'intérieur du domaine : k = 1 ; si v0 > 0, seule (−v0 + c) est positive, don la variable aratéristique assoiée sort dudomaine ΩS, tandis que (−v0) et (−v0 − c) sont négatives, don les variables ara-téristiques assoiées entrent dans le domaine : k = 2.Les valeurs propres de AS sont don lassées omme ei :
λ1 = −v0 − c , λ2 = −v0 , λ3 = −v0 + c ,et les veteurs propres assoiés sont
L1 = α


0
1
1

 , L2 = β


1
0
0

 et L3 = γ 0−1
1

 , ∀ α, β, γ ∈ R∗ .Pour que la matrie PS−1 soit unitaire, on hoisit α = 1√2 , β = 1, γ = − 1√2 , 'est-à-dire
PS−1 =  0 1√2 1√21 0 0
0 1√
2
− 1√
2

 ou enore PS =  0 1 01√2 0 1√2
1√
2
0 − 1√
2

 .Les variables aratéristiques wi = LTi U sont don



w1 =
1√
2
(v + φ) = 1√
2
(
v +
√
g
h0
h
)
w2 = u
w3 =
1√
2
(v − φ) = 1√
2
(
v −
√
g
h0
h
)Réapitulatif : Ii, si v0 < 0, la seule variable aratéristique entrante dans le domaine ΩS est don w1 ; si v0 > 0, les variables aratéristiques entrantes sont w1 et w2.Soit le hangement de variablesW = PS−1U . Le système shallow-water initial se réérit
∂W
∂t
+ PS−1A1PS ∂
∂x
W − PS−1ASPS ∂
∂y
W + PS−1B′PSW = 0 , (1.43)INRIA
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ore
∂W
∂t
+Ax
∂
∂x
W +Ay
∂
∂y
W +B′W = 0 (1.44)ave
Ay = −PS−1ASPS = PS−1A2PS =  v0 + c 0 00 v0 0
0 0 v0 − c

 ,
Ax = PS−1A1PS =  u0 c√2 0c√2 u0 − c√2
0 − c√
2
v0

 et B′ = PS−1BPS =  0 f√2 0− f√2 0 − f√2
0 f√
2
0

 .La matrie Ay étant inversible, on peut multiplier à gauhe le système (1.4) par (−Ay−1)pour obtenir le système (1.40), ave ii
Atime = −Ay−1 =  − 1v0+c 0 00 1−v0 0
0 0 1−v0+c

 ,
Aτ = −Ay−1Ax =


− v0v0+c −
c
(v0+c)
√
2
0
− c
v0
√
2
−u0v0
c
v0
√
2
0 − c
(−v0+c)
√
2
u0
−v0+c

 et
B′′ = −Ay−1B′ =


0 − f
(v0+c)
√
2
0
f
v0
√
2
0 f
v0
√
2
0 f
(−v0+c)
√
2
0

 .En suivant la même démarhe qu'aux autres frontières, on obtient les mêmes ondi-tions absorbantes en première approximation. En deuxième approximation, les onditionsabsorbantes deviennent as d'un ux entrant : v0 > 0



∂w1
∂t
+
√
2(−v0 + c)
4
∂w2
∂x
∣∣∣∣∣
y=0
= 0
∂w2
∂t
+ u0
∂w2
∂x
− (−v0 + c)√
2
∂w3
∂x
+
(v0 − c)f
c
√
2
w3
∣∣∣∣
y=0
= 0
(1.45) as d'un ux sortant : v0 < 0
∂w1
∂t
− v0√
2
∂w2
∂x
− v0f
c
√
2
w2
∣∣∣∣
y=0
= 0 (1.46)
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Chapitre 2Équations inomplètementparaboliques (ave visosité)2.1 IntrodutionOn onsidère les équations de Saint-Venant dissipatives linéarisées, onstituées d'équa-tions de réation-advetion-diusion 2D pour dérire la dynamique horizontale et de l'équa-tion de ontinuité (inompressibilité) pour la dynamique vertiale, dans l'espae entier
Ω = R2 : 


∂u
∂t
+ u0
∂u
∂x
+ v0
∂u
∂y
− f v + c ∂φ
∂x
− ν∆u = F1 ,
∂v
∂t
+ u0
∂v
∂x
+ v0
∂v
∂y
+ f u+ c
∂φ
∂y
− ν∆v = F2 ,
∂φ
∂t
+ u0
∂φ
∂x
+ v0
∂φ
∂y
+ c
(
∂u
∂x
+
∂v
∂y
)
= 0 ,
(2.1)ave f la fore de Coriolis. La variable φ est dénie omme suit : φ = c h/h0 = √g/h0 h,ave h la hauteur de la surfae libre de l'eau, et h0 la profondeur de l'eau.Notre objetif est de dérire pour es équations des onditions aux frontières ouvertes àla fois optimales et utilisables numériquement.Halpern [Hal91℄ a déterminé des onditions artiielles pour des systèmes plus générauxqui peuvent dérire le système d'équations de Saint-Venant sans termes de Coriolis. Elle aonsidéré des systèmes hyperboliques ave des perturbations inomplètement paraboliques.An que les onditions aux limites soient ompatibles ave elles obtenues en onsidérantun problème purement hyperbolique (sans dissipation, i.e. ν = 0), les onditions aux limitestransparentes ont été développées en ν à l'ordre 1 et 2, et approhées en supposant que νest très petit. En suivant la démarhe d'Engquist et Majda [EM77℄, le problème a alors étésimplié en supposant que l'angle d'inidene des ondes qui traversent la frontière artiielleest quasiment nul (∂y ≃ 0).Une approhe légèrement diérente a été hoisie par Martin [Mar03℄, qui a étudié danssa thèse le problème de Saint-Venant ave termes de Coriolis mais sans advetion (U0 = 0),en développant les onditions en ν, la visosité, puis en la négligeant, ainsi que la fore deCoriolis (plutt que la visosité et l'angle d'inidene omme Halpern [Hal91℄). Cette ap-prohe peut être adaptée au problème de Saint-Venant omplet (f. annexe A).
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On va reprendre ii l'approhe de Halpern [Hal91℄ pour pouvoir traiter le système deSaint-Venant (2.1). Les diérenes ave les travaux de [Hal91℄, qui déoulent de la prise enompte d'un nouveau terme du à la fore de Coriolis, seront mises en évidene en bleu, quee soit dans l'expliation de la démarhe ou dans les résultats.Soit w = (u, v, φ)t . Ce système peut se réérire
∂w
∂t
−Qw−F w = F ,ave Q un opérateur diérentiel déni par
Q = A(1) ∂x +A
(2) ∂y + ν P ∆ ,où
A(1) =


−u0 0 −c
0 −u0 0
−c 0 −u0

, A(2) =  −v0 0 00 −v0 −c
0 −c −v0

, P =  1 0 00 1 0
0 0 0

 et F =


0 f 0
−f 0 0
0 0 0

 .Soit un domaine Ω ⊂ RN , de repère de ordonnées x = (x1 . . . xN )t. Soit w une variablede dimension n, i.e. w = (w1 . . . wn)t. Le problème de Saint-Venant s'insrit dans le adreplus général des problèmes
{
∂w
∂t
−Qw−F w = F dans Ω×]0, T [ ,
w(, , 0) = w0 dans Ω , (2.2)où Q est un opérateur diférentiel hyperbolique inomplètement parabolique, de la forme
Q =
N∑
j=1
A(j)
∂
∂xj
+ ν
N∑
j, k=1
P (jk)
∂2
∂xj ∂xk
, (2.3)
F est un opérateur non diérentiel tel que FΦ · Φ = 0 ∀Φ , et les matries F , P (jk) et
A(j) ∈ Mn sont supposées s'érire
F =
(
F̄ 0
0 0
)
, P (jk) =
(
P̄ (jk) 0
0 0
)
, A(j) =
(
B̄(j) C̄(j)
D̄(j) Ā(j)
)
,ave F̄ et P̄ (jk) des matries inversibles de rang r, P̄ (jk) = P̄ (kj), et Ā(1) une matriediagonale, inversible, de rang (n − r). De plus, l'opérateur (∂t −∑Nj=1A(j)∂j) est supposéhyperbolique, l'opérateur partiel (∂t−∑Nj, k=1 P̄ (jk)∂jk) Petrovski parabolique, et l'opérateurréduit (∂t −∑Nj=1 Ā(j)∂j) stritement hyperbolique.Suivant la démarhe de Halpern [Hal05℄, on va retraer ii les étapes néessaires pourdéterminer les onditions sur la frontière artiielle Γ = {x1 = 0} dans Ω− = {x1 < 0} =
R−∗ × RN−1.Remarque : Le système de Saint-Venant est formulé dans (2.1) en fontion des variables
(u, v, φ), de sorte que les matries A(1) et A(2) soient symétriques. Il peut être formulédiéremment en hoisissant une autre variable que φ. Le hoix de ette variable dièred'ailleurs dans haun des textes déjà ités : Dans l'artile de Halpern [Hal91, p.1278℄, le problème est posé en fontion de ϕ pluttque φ, où ϕ = g h. INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 33 Dans son mémo, Halpern [Hal05℄1 utilise h, la hauteur de la surfae libre de l'eau. Dans sa thèse, Martin [Mar03, p.156℄ fait un hangement de variable h→ ”h(VM)” telque h = h0(1 + h(VM)), de sorte que les oeients de l'équation d'inompressibilitésoient unitaires.2.2 NotationsOn onsidère le problème (2.2). Les notations utilisées dans e mémo, et leur valeur dansle as du système de Saint-Venant (2.1), sont les suivantes
m 1+p nombre de valeurs propres négatives de A(1) (don (n−m) v.p. positives)
N 2 dimension du veteur x
n 3 dimension du veteur w et des matries arrées A(j) et P (jk)
p 0 (si u0 < 0) nombre de valeurs propres négatives de Ā(1)ou 1 (si u0 > 0) (don (n− r − p) v.p. positives)
q 1+p nombre de valeurs propres de partie réelle négative de (A(1)ξ + F − s I)
r 2 rang des matries P̄ (jk) (et P (jk))2.3 Problème de CauhyLe problème (2.2) ave F ≡ 0 s'érit
∂w
∂t
= (Q+F )w . (2.4)On suppose que l'opérateur (Q+F ) possède un "symétriseur" S, e qui implique notam-ment que le symbole de la transformée de Fourier de Q+F en x est diagonalisable via unetransformation analytique. S est une matrie symétrique dénie positive.Rappelons que la transformée de Fourier en y = (x2, . . . , xN ) et de Laplae en t d'unefontion w est
ŵ(x1, η, s) =
1
2 π
∫
R
∫ +∞
0
w(x1, y, t) e
−(iη·y+st) dt dy ,où s ∈ C. Le symbole de la transformée de Fourier-Laplae de Q en (y, t) est alors
Q(
∂
∂x1
, iη) = A(1)
∂
∂x1
+ i
∑
j 6=1
A(j)ηj + νP
(11) ∂
2
∂x21
+ i 2 ν
∂
∂x1
∑
j 6=1
P (1j)ηj − ν
∑
j,k 6=1
P (jk)ηjηk .La transformée de Fourier-Laplae en (y, t) du système (2.4) donne le système diérentiel
s ŵ = (Q(∂/∂x1, iη)+F ) ŵ .1Notons d'ailleurs des oquilles dans la formulation du problème sans termes de Coriolis :
A(1) =


−u0 0 −g
0 −u0 0
−h0 0 −u0

 , A(2) =


−v0 0 0
0 −v0 −g
0 −h0 −v0

 ,et dans les résultats : Θ1 = (u0, 0,−h0)T ,as inow : ζ1 = s/λ1 , h = ∑2i, j=1(Ñ−1)ijΦi3wj , Ñ = ( g 00 1 ) et Ñ−1 = ( 1/g 00 1 ) ,as outow : ζ1 = s/λ1 , ζ2 = s/λ2 , Ñ =  g 0 u00 1 0
c 0 −h0

 et Ñ−1 =
1
c (−c− u0)


−h0 0 −u0
0 c (−c− u0) 0
−c 0 g

 , e qui donne D ∂1u1 = −u0−cc (−c u1 + gh) .
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2.3.1 Modes normaux du problème de CauhyOn résout le système préédent en herhant les raines ξ de l'équation aratéristiqueassoiée. On obtient les modes normaux [Hal91℄
ŵ = eξx1+iη·y+stΦ , ave Re (s) ≥ 0 .Les inonnues (ξ,Φ) vérient le système
(Q(ξ, iη)+F − s I)Φ = 0 . (2.5)Les raines ξ sont appelées abusivement "valeurs propres généralisées".Nota : Dans Ω−, les modes normaux ne sont dénis que pour des valeurs propres ξ departie réelle négative (pour que l'exponentielle reste nie en −∞).Le système (2.5) s'érit enore

A(1)ξ + νP (11)ξ2 + i
∑
j 6=1
A(j)ηj + i 2 ν ξ
∑
j 6=1
P (1j)iηj − ν
∑
j,k 6=1
P (jk)ηjηk+F − s I

 Φ = 0 .(2.6)Comme les termes du blo diagonal de dimension r en haut à gauhe de la matrie
Q(ξ, iη) sont en ξ2 et que eux du blo diagonal de dimension n − r en bas à droite de
Q(ξ, iη) sont en ξ, le déterminant de Q ontient des termes (ξ2)r · ξn−r , il est don d'ordre
(n+ r) en ξ.Lemme 2.3.1. Si Re (s) > 0, les (n + r) valeurs propres généralisées se déomposent en
(r + p) valeurs dont la partie réelle est négative, et (n− p) dont la partie réelle est positive.Démonstration (similaire à elle du lemme 1.2. de Halpern [Hal91℄.1. On peut prouver qu'il n'y a pas de valeur propre purement imaginaire, puisque F n'estpas positive. En eet, FΦ · Φ = 0.2. Soit N± le nombre de valeurs propres de partie réelle positive/négative respetivement.Ces nombres ne dépendent pas de (η, s) ni des matries (A(j), P (jk)), pour peu que leshypothèses de départ soient vériées (par exemple, on ne peut pas avoir Ā(1) = 0). Lajustiation pour(η, s) vient d'un raisonnement par l'absurde (raisonnement identiquepour (A(j), P (jk))) : si 'était faux, l'une au moins des raines serait de partie réellenégative pour un ertain ouple (η1, s1) et positive pour un autre ouple (η2, s2). Ensupposant que la partie réelle de la raine en question soit une fontion ontinuede (η, s), elle doit néessairement s'annuler pour un ouple (η3, s3), e qui est enontradition ave le premier résultat.3. L'équation (2.5) ne peut être vériée pour Φ 6= 0 que si
det(Q(ξ, iη)+F − s In) = 0 .On a vu que ette équation était d'ordre n+r en ξ, don N−+N+ = n+r. Du point 2,on déduit qu'on peut hoisir η = 0 et B̄(1) = C̄(1) = D̄(1) = 0 pour étudier les nombres
N±. Dans e as, omme les matries résultantes sont diagonales par blos, on a
det(Q(ξ, iη)+F − s I) = det(A(1)ξ − ν ξ2P (11)+F − s I)
= det[νP̄ (11)ξ2+F̄ − s Ir] det[Ā(1)ξ − s In−r].Cette expression est nulle si et seulement si haque déterminant est nul : det[νP̄ (11)ξ2−
s Ir+F̄ = 0 et det[Ā(1)ξ − s In−r] = 0. Comme P̄ (11) est de dimension r et que lapremière équation est en ξ2, ette équation permet de déterminer 2r raines positives,INRIA
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es pour le ouplage de modèles oéaniques 35dont r sont de partie réelle positive et r sont de partie réelle négative. Soit λ̄j les (n−r)valeurs propres de A(1) (dont p sont négatives par hypothèse). La deuxième équationdonne pour raines s/λ̄j. Comme Re (s) > 0, ette équation donne p raines de partieréelle négative et (n− r) − p de partie réelle positive. On obtient don
N− = r + p et N+ = r + [(n− r) − p] = n− p .Remarque. La démonstration de e lemme repose sur le fait que S est une matrie symétrique dénie positive, l'opérateur ∑j,k P (jk)ψjψk est non négatif, ave ψ = (ζ, η2, . . . , ηn) et ξ = i ζ.Ces propriétés n'ont pas pu être justiées.Théorème 2.3.1. Si Re (s) > 0, lorsque ν tend vers 0, r valeurs propres généraliséestendent vers l'inni en 1/ν, i.e. ξ = θ/ν + O(1), et n valeurs ont une limite nie, i.e.
ξ = α+O(ν).Démonstration. On va faire un développement en ν dans l'équation (2.5) et garder les termesd'ordre le plus faible. On suppose que veteurs Φ peuvent s'érire sous la forme Φ = Ψ+O(ν). Posons ξ = α+O(ν). L'équation (2.6) s'érit(
A(1)α+ i
∑
j 6=1 A
(j)ηj+F − s I
)
Ψ + O(ν) = 0 . Ce système admet une solution si
det
(
A(1)α+ i
∑
j 6=1 A
(j)ηj+F − s I
)
= 0 . Cette équation d'ordre n en α doit avoir
n solutions. On va noter q le nombre des valeurs propres α de partie réellenégative234. Posons ξ = θ/ν +O(1). L'équation (2.6) s'érit θ/ν (A(1) + P (11)θ)Ψ +O(1) = 0 . Cesystème admet une solution si det (A(1) + P (11)θ) = 0 . Cette équation d'ordre r en θdoit avoir r raines. Comme on a r+p valeurs propres de partie réelle négative (lemmepréédent) et qu'on en a déterminé q préédemment, r + p − q des termes θ sont departie réelle négative.Conlusion : Les (r+p) solutions (ξi , Φi) de l'équation (2.5) orrespondant aux modes quise propagent (du domaine Ω+ vers la frontière Γ), i.e. tels que Re (ξi) < 0, aveRe (s) > 0,sont de la forme



ξi(s, η, ν) = ζi(s, η) +O(ν) , 1 ≤ i ≤ q ,
ξi(s, η, ν) =
1
ν
ζi(s, η) +O(1) , q + 1 ≤ i ≤ r + p ,
(2.7)
Φi(s, η, ν) = Ψi(s, η) +O(ν) , 1 ≤ i ≤ r + p , (2.8)où les (ζi, Ψi) sont dénis omme suit :(a) 1 ≤ i ≤ q {
ζi(s, η) = αi(s, η) ,
Ψi(s, η) = Πi(s, η) ,
(2.9)2Nota : Le nombre de valeurs propres α assoiées à (A(1)α + i∑j 6=1 A(j)ηj + F − s I) de partieréelle négative est diérent du nombre de valeurs propres négatives assoiées à sa partie réelle, i.e. à(
A(1)Re (α) + F −Re (s) I
).3Nota : si F = 0, on retrouve, omme Halpern [Hal91℄, m valeurs propres de partie réelle négative (métant le nombre de valeurs propres négatives de A(1)).4Nota : Quand on fera l'approximation en η, q sera le nombre de valeurs propres de partie réelle négativeassoiées à (A(1)α̃+F − s I) .
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tels que
(A(1)αi +
∑
j 6=1
iηjA
(j)+F − sI)Πi = 0 , (2.10)(b) q + 1 ≤ i ≤ r + p {
ζi(s, η) = θi−q ,
Ψi(s, η) = Θi−q ,
(2.11)tels que
(P (11)θi−q +A
(1))Θi−q = 0 . (2.12)2.3.2 Conditions de transmissionComme S, le symétriseur de (Q+F ), est symétrique déni positif, il dénit un produitsalaire :
s(w, v) =
∫
Ω
(Sw, v)dx .La formulation variationnelle du problème (2.2) dans un domaine Ω de frontière régulière
∂Ω peut alors s'érire
s
(
∂w
∂t
, v
)
+ ν p(v, w) + a(v, w) − 1
2
∫
∂Ω
(SEw, v)∂γ =
∫
Ω
F v , ∀v ,où les formes bilinéaires a et p, dénies par
a(v, w) =
1
2
∫
Ω
N∑
j=1
[(
SA(j)
∂v
∂xj
, w
)
−
(
SA(j)
∂w
∂xj
, v
)]
dx ,
p(v, w) =
∫
Ω
N∑
j,k=1
(
SP (jk)
∂w
∂xj
,
∂v
∂xk
)
,sont respetivement antisymétrique et symétrique non-négative, et où E est la ontraintenormale à la frontière5
(SEw, v) =
N∑
k=1

ν
N∑
j=1
SP (jk)
∂w
∂xj
+ SA(k)w, v

nk −
N∑
k=1

ν
N∑
j=1
SP (jk)w,
∂v
∂xj

nk .Soit v à support ompat dans Ω. La déomposition du domaine Ω = Ω− ∪ Ω+ permetd'érire ∫
∂Ω+
(SEw, v)∂γ +
∫
∂Ω−
(SEw, v)∂γ = 0et don de déterminer les onditions de transmission à la frontière Γ = ∂Ω− ∩ ∂Ω+ :
(Ew)− = (Ew)+ sur Γ .Dans le as partiulier où Γ = {x1 = 0}, es onditions de transmission deviennent



ν
N∑
j=1
P (j1)
∂w−
∂xj
+A(1)w− = ν
N∑
j=1
P (j1)
∂w+
∂xj
+A(1)w+
ν
N∑
j=1
P (j1)w− = ν
N∑
j=1
P (j1)w+
sur Γ ,5Cette dénition n'est pas équivalente à elle de Halpern [Hal91℄ mais est ohérente ave le résultat d'EriBlayo [Bla06, p.9℄. INRIA
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éaniques 37ou enore6 


ν
N∑
j=1
P̄ (j1)
∂wI
−
∂xj
= ν
N∑
j=1
P̄ (j1)
∂wI
+
∂xj
w− = w+
sur Γ , (2.13)où on a posé
wI = (w1, . . . , wr)
t ,notation qui revient à déomposer les variables pour ne onsidérer que les (r premiers) termesqui orrespondent aux matries P̄ .2.4 Dérivation des onditions aux frontières artiiellesOn va utiliser les onditions de transmission pour dériver des onditions de frontièrestransparentes.Si F et w0 sont à support ompat dans Ω−, le problème de Cauhy, onstitué du sys-tème (2.2) et d'une ondition initiale w(0) = w0, est équivalent au problème de transmission



∂w−
∂t
− (Q+F )w− = F(x, t)
w−(0) = w0
dans Ω− ,  ∂w+∂t − (Q+F )w+ = 0w+(0) = 0 dans Ω+ ,ave les onditions de transmission (2.13).2.4.1 Conditions aux frontières transparentesIntroduisons dansΩ+ le problème omplet ave ondition initiale et onditions aux limites



∂w+
∂t
− (Q+F )w+ = 0 dans Ω+ ,
w+(t = 0) = 0(
w+1 . . . w
+
r+p
)t
= g sur Γ . (2.14)Théorème 2.4.1 (LH 2.1.). Le problème (2.14) est "fortement bien posé". La solution envariables de Fourier-Laplae (η, s) est donnée par
ŵ+(x1, η, s) =
r+p∑
i=1
µi e
ξix1Φi ,où les (ξi,Φi) sont dénis par l'équation (2.5) et les oeients µi sont déterminés grâeaux onditions aux limites.Remarque : L'hypothèse selon laquelle Q est diagonalisable assure que la matrie M ∈
Mr+p, dénie par
Mji = Φ
i
j , 1 ≤ i, j ≤ r + p ,est inversible, si bien que les onditions limites déterminent les oeients µi :
µi =
r+p∑
j=1
M−1ij ĝj .Comme les onditions de transmission sont w− = w+, ii ĝ = ŵ−.6On retrouve bien les onditions de transmission de Halpern [Hal91℄.RR n° 6512
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Théorème 2.4.2 (LH 2.2.). Les onditions aux frontières transparentes sur Γ pour ledemi-espae Ω− sont onstituées de (n− p) équations de deux types :



ν
N∑
j=1
P̄ (1j)
∂ŵI
∂xj
= ν P̄ (11)
r+p∑
j=1
r+p∑
i=1
ξiM
−1
ij Φ
iI ŵj + ν
∑
l 6=1
i ηl P̄
(l1) ŵI (dimension r) ,
ŵk =
r+p∑
i=1
r+p∑
j=1
M−1ij ŵj Φ
i
k , k = r + p+ 1, . . . , n . (2.15)Nota : Dans e théorème, les variables notées ŵ sont en fait restreintes à Ω−, i.e. ŵ = ŵ−.2.4.2 Conditions aux frontières approhées en ν (non loales)On herhe des onditions aux limites qui soient onsistantes ave le problème hyper-bolique (i.e. ν = 0). On va don approher les onditions transparentes (2.15) par rapportà ν.On étudie la limite des termes de droite dans le système (2.15) lorsque ν tend vers0. D'après (2.8), lim
ν→0
Φ = Ψ, ou enore lim
ν→0
M = N , en dénissant la matrie N ∈ Mr+pomme
Nij = Ψ
j
i , 1 ≤ i, j ≤ r + p .D'après (2.7), lim
ν→0
(ν ξi) =
∣∣∣∣
0 , 1 ≤ i ≤ q ,
ζi , q + 1 ≤ i ≤ r + p . Lorsque ν tend vers 0, les onditionstransparentes (2.15) deviennent alors



ν
N∑
j=1
P̄ (1j)
∂ŵI
∂xj
= P̄ (11)
r+p∑
i=q+1
ζi
r+p∑
j=1
N−1ij Ψ
iI ŵj (dimension r) ,
ŵk =
r+p∑
i=1
r+p∑
j=1
N−1ij ŵj Ψ
i
k , k = r + p+ 1, . . . , n .
(2.16)2.4.3 Rappel des onditions absorbantes pour le problème hyper-boliqueSoit le système hyperbolique
∂w
∂t
=
N∑
j=1
A(j)
∂w
∂xj
+F w + F . (2.17)Les solutions de e système dans l'espae entier, ave F ≡ 0, sont obtenues par une trans-formée de Fourier-Laplae en (y, t) :
ŵ =
n∑
i=1
µie
αix1Πi ,où (αi,Πi) sont les valeurs propres et les veteurs propres dénis en (2.10).Ii, dans le as sans dissipation, la diretion de propagation des modes à la frontière Γest donnée par le signe des valeurs propres λi de A(1), indépendamment de la matrie F[OS78, EM77℄. Ces modes se propagent vers l'extérieur du domaine Ω− (i.e. dans la diretion
x1 > 0) lorsque λi ≤ 0.
INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 39Les onditions pour que la frontière Γ = {x1 = 0} du demi-espae Ω− soit transparenteexpriment le fait qu'auune onde ne se propage de la frontière vers l'intérieur du domaine,et don
µi = 0 , m+ 1 ≤ i ≤ n ,ou enore
(T−1ŵ)i = 0 , m+ 1 ≤ i ≤ n , (2.18)où la matrie T est dénie omme Tij = Πji .Nota : Ces onditions ne sont pas loales en temps et en espae.De la même manière qu'Engquist et Majda [EM77℄, on peut approher es onditionspour les rendre loales en supposant que les ondes arrivent perpendiulairement à la frontière,e qui revient à supposer que l'angle d'inidene est nul : η = 0 .L'équation (2.10) est alors approhée par l'équation
(A(1) α̃i+F − s I) Π̃i = 0 . (2.19)Au premier ordre en η, les onditions aux limites absorbantes pour le système hyper-bolique (2.17) dans Ω− sont nalement
(T̃−1ŵ)i = 0 , m+ 1 ≤ i ≤ n , (2.20)où T̃ij = Π̃ji , 1 ≤ i, j ≤ n , i.e. les aratéristiques entrantes du système doivent être nullesà la frontière.2.4.4 Conditions approhées en ηLes onditions non loales (2.16) obtenues lorsque ν → 0 pour le système hyperboliqueave perturbation inomplètement parabolique peuvent être approhées de la même manièreque elles obtenues préédemment pour le système hyperbolique, en supposant que η = 0.Soit Ψ̃j les (r + p) veteurs dénis par
{
Ψ̃j = Π̃j , 1 ≤ j ≤ q
Ψ̃j = Θj−q , q + 1 ≤ j ≤ r + p (2.21)et Ñ la matrie telle que Ñij = Ψ̃ji , 1 ≤ i, j ≤ r + p . En substituant ζ et Ψ par leursexpressions (2.9) et (2.11), les onditions absorbantes approhées en ν et η s'érivent



ν
N∑
j=1
P̄ (1j)
∂wI
∂xj
= P̄ (11)
r+p∑
i=q+1
θi−q
r+p∑
j=1
Ñ−1ij Θ
i−qI wj (dimension r) ,
wk =
r+p∑
i=1
r+p∑
j=1
Ñ−1ij wj Ψ̃
i
k , k = r + p+ 1, . . . , n .
(2.22)Remarques : Ces onditions aux limites ne sont pas néessairement loales (f. appliationau problème de Saint-Venant, setion 2.4.5), ar a priori Π̃j fait intervenir le nombreomplexe s. Il paraît alors néessaire de faire une nouvelle approximation (àdéterminer) (f. approhe de Véronique Martin en annexe A). Étapes des diérentes approximations des onditions transparentes :(2.15) −−−→
ν→0
(2.16) −−→
ν=0
(2.18) −−−→
η→0
(2.20)(2.16) −−−→
η→0
(2.22)
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 La solution du système général (2.2) ave les onditions aux limites transparentes (nonloales) (2.15) ou (2.16) doit onverger vers elle du système hyperbolique (2.17) aveles onditions transparentes (non loales) (2.18). La solution du système général (2.2) ave les onditions aux limites absorbantes (2.22)doit onverger vers elle du système hyperbolique (2.17) ave les onditions loales (2.20).2.4.5 Cas partiulier : le système de Saint-Venant linéariséPour déterminer les onditions aux limites transparentes (2.22) du système de Saint-Venant (2.1), il faut déterminer les veteurs propres Π̃i tels que
(A(1)α̃i+F − sI)Π̃i = 0 ,où les valeurs propres α̃i sont déterminées en résolvant det(A(1)α̃i+F −sI) = 0, les élémentspropres (θi−q,Θi−q) sont tels que
(P (11)θi−q +A
(1))Θi−q = 0 ,et les matries A(1), F et P (11) sont dénies page 32.Nota : Ā(1) = −u0 don p dépend du signe de u0 et P̄ (11) = I2 = (δij)i,j=1,2 don r = 2.On obtient 


α̃1 =
u0s−
√
−f2u20 + s2c2 + f2c2
c2 − u20
,
α̃2 = −
s
u0
,
α̃3 =
u0s+
√
−f2u20 + s2c2 + f2c2
c2 − u20
,de veteurs propres7
Π̃i =


−u0 α̃i − s
f
c α

 ,et
θ1 =
u20 − c2
u0
, Θ1 = (u0, 0,−c2)t ,
θ2 = u0 , Θ
2 = (0, 1, 0)t .Comme c > |u0| en oéanographie (as subsonique), on a8
Re (α̃1) < 0 , θ1 et Re (α̃2) sont de signe opposé à u0
Re (α̃3) > 0 , θ2 est du signe de u0 .Distinguons alors le as d'un ux sortant et elui d'un ux entrant.i) Flux entrant : u0 < 0Ii, p = 0 : on a n− p = 3 onditions aux limites.Les r + p = 2 valeurs propres de partie réelle négative sont α̃1 et θ2.ii) Flux sortant : u0 > 0Ii, p = 1 : on a n− p = 2 onditions aux limites.Les r + p = 3 valeurs propres de partie réelle négative sont α̃1, α̃2 et θ1.7Nota : α̃1 et α̃3 vérient (−u0α− s)2 + f2 − c2α2 = 0 .8ar c2−u20 ≥ 0 et √−f2u20 + s2c2 + f2c2 = √u20s2 + (c2 − u20)(s2 + f2) , don la partie réelle de etteraine arrée est supérieure à elle de u0s. INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 412.5 Cas partiulier du système sans termes de Coriolis FSi on ne onsidère pas de termes Fw dans la formulation (2.2-2.3) du problème, on seramène au as traité par Halpern [Hal91℄.2.5.1 Conditions absorbantes pour le problème hyperboliqueDans le as d'un problème sans terme F , l'équation (2.19) est équivalente à
(A(1) − s
α̃i
I) Π̃i = 0 .Soit Λi les veteurs propres de A(1), i.e. (A(1)−λi I) Λi = 0 , 1 ≤ i ≤ n . On a don α̃i = s
λiet Π̃i = Λi . Les modes se propagent vers l'extérieur de Ω− lorsque Re (sα) ≤ 0. Lesonditions aux limites absorbantes (2.20) pour le système hyperbolique sont alors vériéespour T̃ij = Λji , 1 ≤ i, j ≤ n .2.5.2 Conditions loales pour le problème ompletLes onditions non loales (2.16) obtenues lorsque ν → 0 pour le système hyperboliqueave perturbation inomplètement parabolique peuvent être approhées de la même manièreque elles obtenues préédemment pour le système hyperbolique, en supposant que η = 0.On a vu à la setion préédente que
lim
η→0
ζi =
s
λi
et lim
η→0
Ψi = Λi , 1 ≤ i ≤ m.On retrouve alors les onditions (2.22) ave Ψ̃j les veteurs dénis par
{
Ψ̃j = Λj , 1 ≤ j ≤ m,
Ψ̃j = Θj−m , m+ 1 ≤ j ≤ r + p .2.5.3 Conditions aux limites d'ordres plus élevés (en ν)Cette étude peut être étendue en développant les valeurs propres généralisées à l'ordresupérieur :



ξi(s, η, ν) = ζi(s, η) + νχi(s, η) +O(ν
2) , 1 ≤ i ≤ m,
ξi(s, η, ν) =
1
ν
ζi(s, η) + χi(s, η) +O(ν) , m+ 1 ≤ i ≤ r + p ,tout omme les veteurs propres :
Φi(s, η, ν) = Ψi(s, η) + νΞi(s, η) +O(ν2) , 1 ≤ j ≤ r + pOn xe η = 0. En substituant dans le système (2.5), qui se simplie en
(ξA(1) + νξ2P (11) − sI)Φ = 0 ,les éléments propres (ξi,Φi) par leur expression i-dessus, et en identiant les termes d'ordrele moins élevé, ainsi que eux à l'ordre au-dessus, on obtient une expression plus préise desvaleurs propres généralisées et de leur veteur propre :



ξi(s, ν) = ζi(s) + νχis
2 +O(ν2) , 1 ≤ i ≤ m,
ξi(s, ν) =
1
ν
ζi + χis+O(ν) , m+ 1 ≤ i ≤ r + p ,
(2.23)RR n° 6512
42 Elise Nourtier-Mazauri
Φi(s, ν) = Ψi + νΞis+O(ν2) , 1 ≤ j ≤ r + p (2.24)où les inonnues (ζi, χi, Ψi, Ξi) sont dénies omme suit9 :(a) 1 ≤ i ≤ m 


ζi(s) =
s
λi
,
Ψi = Λi ,et les (χi, Ξi) sont tels que10
(
χiA
(1) +
1
λ2i
P (11)
)
Λi +
(
1
λi
A(1) − I
)
Ξi = 0 ,(b) m+ 1 ≤ i ≤ r + p {
ζi = θi−m ,
Ψi = Θi−m ,et les (χi, Ξi) sont tels que11
(
θi−mA
(1) + θ2i−mP
(11)
)
Ξi +
(
χiA
(1) − I
)
Θi−m = 0 .On obtient alors l'équivalent des onditions approhées (2.22) au premier ordre en ν,dans lesquelles apparaissent des termes ∂
∂t
.2.5.4 Cas partiulier : le système de Saint-Venant linéariséOn va déterminer les onditions transparentes loales pour le système de Saint-Venantsans termes de Coriolis linéarisé autour de l'état (u0, v0)
∂w
∂t
= A(1)
∂w
∂x
+A(2)
∂w
∂y
+ ν
(
P (11)
∂2w
∂x2
+ P (22)
∂2w
∂y2
)
,réexprimé en fontion des variables w = (u, v, ϕ)12 de sorte que
A(1) =


−u0 0 −1
0 −u0 0
−c2 0 −u0

 , A(2) =


0 0 0
0 0 −1
0 −c2 0

 , P (11) = P (22) =


1 0 0
0 1 0
0 0 0

 .D'après les setions préédentes, les onditions aux frontières transparentes sont donnéespar le système (2.22), qui fait intervenir les éléments propres (λi,Λi) de la matrie A(1) etles éléments propres (θi,Θi). Ces derniers ont été déterminés à la setion 2.4.5. On obtientpour les premiers
λ1 = −u0 − c , Λ1 = (1, 0, c)t ,
λ2 = −u0 , Λ2 = (0, 1, 0)t ,
λ3 = −u0 + c , Λ3 = (1, 0,−c)t .En oéanographie, c > |u0|.9On rappelle que (λi, Λi) sont les éléments propres de la matrie A(1) .10Cette équation n'a pas été expliitée par Halpern [Hal91℄.11f. note 1012ϕ = gh
INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 43i) Flux entrant : u0 < 0 (p = 0)Le nombre de onditions aux limites est de n−p = 3. Les deux valeurs propres négativessont λ1 = −u0 − c et θ2 = u0.Les onditions aux frontières transparentes (2.22) s'érivent



ν
∂u
∂x
= 0 ,
ν
∂v
∂x
= u0v ,
ϕ = cu .ii) Flux sortant : u0 > 0 (p = 1)Le nombre de onditions aux limites est de n−p = 2. Les trois valeurs propres négativessont λ1 = −u0 − c, λ2 = −u0 et θ1 = u20 − c2
u0
.Les onditions aux frontières transparentes (2.22) s'érivent



ν
∂u
∂x
=
u0 − c
c
(cu− ϕ) ,
ν
∂v
∂x
= 0 .
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INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 45
Troisième partieConservation des traeurs :équations d'advetion-diusion
RR n° 6512
46 Elise Nourtier-MazauriDans le adre de la dynamique oéanique, le modèle omplet fait intervenir des équationsde natures diverses. On s'intéresse ii aux équations représentatives de la dynamique destraeurs que sont la température et la salinité.L'évolution des traeurs est dérite par des équations salaires d'advetion-diusion.Deux diérentes paramétrisations de la diusion, en laplaien et bi-laplaien, sont habituelle-ment onsidérées pour représenter la turbulene méso-éhelle en fontion des paramètres degrande éhelle.
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éaniques 47
Chapitre 3Équations d'advetion-diusionharmonique3.1 IntrodutionSoit Ω = Rm le domaine onsidéré (m = 2 en 2D, 3 en 3D), Ω− = (−∞, L) × Rm−1et Ω+ = (0,+∞) × Rm−1 les sous-domaines. Les interfaes sont ΓL = {x = L} × Rm−1 et
Γ0 = {x = 0} × Rm−1.On onsidère l'équation d'advetion-diusion harmonique. L'opérateur du système (1)est alors déni ainsi :
L = ∂t + ~c · ∇ − ν∆ ,où ~c est un hamp de vitesse onstant et ν > 0 est la visosité.On résout dans haque sous-domaine Ω± le système (2) vérié par l'erreur en± (ave f = 0et w0 = 0).Le problème a été traité omplètement par Martin [Mar03, Mar05℄ dans le as 2-D. Onva présenter ses travaux, puis les étendre au as 3D.3.2 Espae R2Dans Ω = R2 (m = 2), l'opérateur d'advetion-diusion harmonique s'érit
L = ∂t + a ∂x + b ∂y − ν (∂xx + ∂yy) .3.2.1 Algorithme appliqué aux transformées de Fourier des erreursRappelons que la transformée de Fourier par rapport aux variables y et t d'une fontion
w dans L2(Ω± × R) est dénie omme
ŵ(x, k, ω) =
1
2π
∫
R
∫
R
w(x, y, t) e−i(ky+ωt) dy dt .On va étudier les transformées de Fourier des systèmes vériés par les erreurs (3). Pour ela,on étend leur domaine de dénition Ω± × R+ quand t < 0, i.e. au domaine Ω± × R :
{
e
n
± = 0 sur Ω± × R∗− ,
e
n
± = e
n
± sur Ω± × R+ .
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Après transformation de Fourier, l'algorithme de Shwarz vérié par les erreurs s'érit



L̂ ên+1− = 0 dans (−∞, L) × Rm−1 × R ,
ê
n+1
− |t=0 = 0 dans (−∞, L) × Rm−1 ,
B̂−ên+1− = B̂−ên+ sur ΓL × R ,  L̂ ên+1+ = 0 dans (0,+∞) × Rm−1 × R ,ên+1+ |t=0 = 0 dans (0,+∞) × Rm−1 ,B̂+ên+1+ = B̂+ên− sur Γ0 × R , (3.1)où L̂ = −ν ∂xx + a ∂x + [i(ω + b k) + ν k2]. A haque équation diérentielle ordinaire dehaque sous-domaine orrespond l'équation aratéristique
−ν σ2 + a σ + [i(ω + b k) + ν k2] = 0 .Notons
R = a2 + 4 ν2 k2 et I = 4 ν (ω + b k) .Le disriminant du polynme aratéristique est
δ = R + i I (3.2)et ses raines sont
σ− =
1
2 ν
(a−
√
δ) et σ+ = 1
2 ν
(a+
√
δ) , (3.3)où √
δ =
1√
2
[√
R+
√
R2 + I2 + i sgn(I)√−R+√R2 + I2] (3.4)et le signe de I est sgn(I) = I|I| .On peut remarquer que Re (σ−) < 0 et Re (σ+) > 0 , e qui permet de déterminer lestermes qui restent nis dans haque sous-domaine. Les erreurs solutions de (3.1) sont alorsdénies omme suit :
{
ê
n
−(x, k, ω) = α
n(k, ω) eσ
+x ∀ (x, k, ω) ∈ (−∞, L) × R × R ,
ê
n
+(x, k, ω) = β
n(k, ω) eσ
−x ∀ (x, k, ω) ∈ (0,+∞) × R × R , (3.5)où les fontions αn et βn sont alulées à partir des onditions aux limites sur Γ0 et ΓL.Par exemple, si les onditions aux interfaes sont des onditions de Dirihlet, i.e. B± = Id, alors ên+1− = ên+ sur ΓL × R et ên+1+ = ên− sur Γ0 × R . On en déduit que ên+1± =
e(σ
−−σ+)L
ê
n−1
± . Le taux de onvergene de l'algorithme (2), déni par
ρ =
|ên+1± |
|ên−1± |
, (3.6)dépend don de la largeur du reouvrement L pour des onditions aux interfaes de Dirih-let : ρDir = |e(σ−−σ+)L| = eRe (σ−−σ+)L. Plus le reouvrement est grand, plus l'algorithmeonverge vite. Et si L = 0, l'algorithme ne onverge pas.
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es pour le ouplage de modèles oéaniques 493.2.2 Conditions optimales aux interfaesOn herhe des onditions aux interfaes telles que l'algorithme de Shwarz onverge vitemême sans reouvrement. On onsidère désormais L = 0 et on note Γ l'unique interfae en
{x = 0}.D'après le résultat (3.5), les transformées de Fourier des erreurs vérient
∂ên−
∂x
− σ+ên− = 0 et ∂ên+∂x − σ−ên+ = 0 . (3.7)Notons S± la transformée de Fourier inverse de l'opérateur σ±. En hoisissantomme opérateurs des onditions sur l'interfae Γ
B± = ∂
∂x
− S± , (3.8)le problème (3.1) vérié par l'erreur dans haque sous-domaine se ramène, dès que n = 2, àun problème homogène ave une ondition initiale et une ondition à l'interfae nulles, dontla solution est nulle : ên± = 0 ∀n ≥ 2 , si bien que un− = w|Ω− et un+ = w|Ω+ ∀n ≥ 2 : laonvergene de l'algorithme de Shwarz vers la solution générale du système (1)est atteinte en deux itérations.3.2.3 Conditions approhéesLes opérateurs S± obtenus ne sont pas dénis loalement en temps et en espae dufait de la omplexité de l'expression (3.4) de √δ(k, ω). On va don herher des opérateursapprohés, d'ordre 0 et 1, failes à mettre en ÷uvre numériquement.En suivant l'approhe de Véronique Martin [Mar05℄, on propose omme approximationà l'ordre 0 (√δ)0 = p et à l'ordre 1 (√δ)1 = p+ i 2 ν (ω + b k) q , de sorte que1
σ±0 =
1
2 ν
(a± p) et σ±1 = 12 ν (a± p) ± i (ω + b k) q ,et les opérateurs diérentiels orrespondants, d'ordre 0 et 1, sont
S±0 =
1
2 ν
(a± p) et S±1 = 12 ν (a± p) ± q ∂∂t ± b q ∂∂y . (3.9)Martin [Mar05℄ a montré que les problèmes assoiés sont bien posés et que les algorithmesave es onditions aux interfaes onvergent vers la solution générale du problème (1), àondition que p > 0 à l'ordre 0 et que q > 0 et p − a2 q/2 > 0 à l'ordre 1.On note les opérateurs diérentiels des onditions approhées à l'ordre 0 et 1 sur l'inter-fae Γ
B±0 =
∂
∂x
− S±0 et B±1 = ∂∂x − S±1 , (3.10)où les opérateurs S±0 et S±1 sont dénis en (3.9).Remarques : Ces formulations onservent la propriété σ+ + σ− = a/ν aux symboles de Fourier desopérateurs approhés σ±0 et σ±1 . Une approximation de Taylor de √δ aux basses fréquenes, i.e. lorsque ω ≃ 0 et k ≃ 0,donne p = |a| à l'ordre 0 et (p = |a|, q = 1/|a|) à l'ordre 1.1Autre approximation à étudier à l'ordre 1 : σ±1 = 12 ν (a± p)± [i (ω + b k) + ν k2] q ,assoiée à l'opérateur diérentiel S±1 = 12 ν (a± p)± q ∂∂t ± b q ∂∂y ∓ q ν ∂2∂y2 .RR n° 6512
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3.2.4 Optimisation du taux de onvergene pour les onditions ap-prohéesLes fréquenes onsidérées en oéanographie ne sont pas forément petites. On ne peutdon pas faire d'hypothèses a priori sur la valeur de (k, ω). Il faut don que le taux deonvergene de l'algorithme de Shwarz (ave la ondition approhée (3.10) à l'ordre 0 ou 1)soit minimisé en fontion de p ou (p, q) quel que soit (k, ω). Autrement dit, pour déterminerles valeurs optimales de p et (p, q), on est amené à résoudre les problèmes d'optimisation
min
p>0
max
(k,ω)∈D
ρ0à l'ordre 0 et
min
q>0 ,
p− a2
2
q>0
max
(k,ω)∈D
ρ1à l'ordre 1, ave ρ0 et ρ1 les taux de onvergene de l'algorithme de Shwarz ave les ondi-tions approhées à l'ordre 0 et 1 respetivement.Le domaine spetral D dans lequel varient les fréquenes (k, ω) est restreint, en pratique,du fait que la résolution numérique fait intervenir une disrétisation sur des pas d'espae etde temps non nuls et non négligeables. Notons Ly la taille du domaine (dans la diretion y)et ∆y elle de la maille (i.e. le pas d'espae dans la diretion y) : |k| ∈ [ πLy , π∆y ] . Notons
T la durée totale de la simulation et ∆t le pas de temps : |ω| ∈ [ πT , π∆t] . Autrement dit, ledomaine spetral est [Fle91℄
D =
([
− π
∆y
,− π
Ly
]
∪
[
π
Ly
,
π
∆y
])
×
([
− π
∆t
,− π
T
]
∪
[ π
T
,
π
∆t
])
.On va maintenant expliiter l'expression des taux de onvergene ρj , ∀ j = {0, 1}, desalgorithmes ave les onditions approhées à l'ordre j. Comme les solutions de l'algorithmesont données par les équations (3.5), le taux de onvergene, déni par l'équation (3.6), vaut
ρj = |αn+1|/|αn−1| . En introduisant les expressions (3.5) dans les onditions B̂−j ên+1− =
B̂−j ên+ et B̂+j ên+1+ = B̂+j ên− sur l'interfae Γ = {x = 0} , on obtient αn+1(σ+ − σ−j ) =
βn(σ− − σ−j ) et βn+1(σ− − σ+j ) = αn(σ+ − σ+j ) . On en déduit que
ρj =
∣∣∣∣∣
(σ− − σ−j )(σ+ − σ+j )
(σ+ − σ−j )(σ− − σ+j )
∣∣∣∣∣ , ∀ j = {0, 1} .Comme (σ− + σ+) = (σ−j + σ+j ), ∀ j = {0, 1} , on obtient
ρj =
∣∣∣∣∣
σ+ − σ+j
σ− − σ+j
∣∣∣∣∣
2
, ∀ j = {0, 1} .Autrement dit, le taux de onvergene est
ρ0 =
∣∣∣∣∣
√
δ − p√
δ + p
∣∣∣∣∣
2 à l'ordre 0 et ρ1 = ∣∣∣∣∣√δ − p− i 2 ν q (ω + b k)√δ + p+ i 2 ν q (ω + b k) ∣∣∣∣∣2 à l'ordre 1 .
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e R3Dans Ω = R3 (m = 3), l'opérateur d'advetion-diusion harmonique s'érit
L = ∂t + a ∂x + by ∂y + bz ∂z − νh (∂xx + ∂yy) − νz∂zz . (3.11)Rappelons que la transformée de Fourier par rapport aux variables y, z et t d'une fontion
w dans L2(Ω± × R) est dénie omme
ŵ(x, k, l, ω) =
1
2π
∫
R
∫
R
w(x, y, z, t) e−i(ky+lz+ωt) dy dz dt .La transformée de Fourier de l'algorithme vérié par les erreurs donne l'algorithme (3.1)ave L̂ = −νh ∂xx + a ∂x + [i(ω + by k + bz l) + νh k2 + νz l2].Le disriminant du polynme aratéristique est toujours donné par l'équation (3.2) àondition de prendre pour notations
R = a2 + 4 ν2h k
2 + 4 νh νz l
2 et I = 4 νh (ω + by k + bz l) .et ses raines sont
σ− =
1
2 νh
(a−
√
δ) et σ+ = 1
2 νh
(a+
√
δ) , (3.12)où √δ est déni en (3.4).Comme on a enore Re (σ−) < 0 et Re (σ+) > 0 , les erreurs solutions de (3.1) quirestent nies sont
{
ê
n
−(x, k, l, ω) = α
n(k, l, ω) eσ
+x ∀ (x, k, l, ω) ∈ (−∞, 0) × R2 × R ,
ê
n
+(x, k, l, ω) = β
n(k, l, ω) eσ
−x ∀ (x, k, l, ω) ∈ (0,+∞) × R2 × R .Elles vérient toujours les propriétés (3.7), si bien que les opérateurs B± des onditionsà l'interfae Γ donnés par (3.8) permettent une onvergene optimale de l'algorithme deShwarz.An d'approher es opérateurs par des opérateurs diérentiels loaux en temps et enespae, on propose les approximations suivantes : à l'ordre 0 (√δ)0 = p et à l'ordre 1
(
√
δ)1 = p+ i 2 νh (ω + by k + bz l) q , de sorte que2
σ±0 =
1
2 νh
(a± p) et σ±1 = 12 νh (a± p) ± i (ω + by k + bz l) q ,et les opérateurs diérentiels orrespondants, d'ordre 0 et 1, sont
S±0 =
1
2 νh
(a± p) et S±1 = 12 νh (a± p) ± q ∂∂t ± by q ∂∂y ± bz q ∂∂z .On peut montrer (annexe B.1) que les problèmes assoiés sont bien posés et que lesalgorithmes ave es onditions aux interfaes onvergent vers la solution générale du prob-lème (1), à ondition que p > 0 à l'ordre 0 et que q > 0 et p − a2 q/2 > 0 à l'or-dre 1.2Autre approximation à étudier à l'ordre 1 :
σ±1 =
1
2 ν
(a± p)± [i (ω + by k + bz l) + νh k
2 + νz l
2] q , assoiée à l'opérateur diérentiel
S±1 =
1
2 ν
(a± p)± q
∂
∂t
± by q
∂
∂y
± bz q
∂
∂z
∓ q νh
∂2
∂y2
∓ q νz
∂2
∂z2
.RR n° 6512
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Les problèmes d'optimisation qu'il faut résoudre pour déterminer p et (p, q) demeurentinhangés par rapport à la dimension 2 :
min
p>0
max
(k,l,ω)∈D
ρ0à l'ordre 0 et
min
q>0 ,
p− a2
2
q>0
max
(k,l,ω)∈D
ρ1à l'ordre 1, ave ρ0 et ρ1 les taux de onvergene de l'algorithme de Shwarz ave les ondi-tions approhées à l'ordre 0 et 1 respetivement :
ρ0 =
∣∣∣∣∣
√
δ − p√
δ + p
∣∣∣∣∣
2
, ρ1 =
∣∣∣∣∣
√
δ − p− i 2 νh q (ω + by k + bz l)√
δ + p+ i 2 νh q (ω + by k + bz l)
∣∣∣∣∣
2
.Notons Lz la taille du domaine dans la diretion z et ∆z le pas d'espae dans la diretion
z : |l| ∈ [ πLz , π∆z ] . Le domaine spetral D dans lequel varient les fréquenes (k, l, ω) est
D =
([
− π
∆y
,− π
Ly
]
∪
[
π
Ly
,
π
∆y
])
×
([
− π
∆z
,− π
Lz
]
∪
[
π
Lz
,
π
∆z
])
×
([
− π
∆t
,− π
T
]
∪
[ π
T
,
π
∆t
])
.Remarque : Pourquoi faut-il traiter le as 3D (et non se limiter au as 2D) en oéanogra-phie ?La réponse à ette question est apportée en étudiant l'importane relative des termes verti-aux par rapport aux termes horizontaux dans le alul des raines σ de l'EDO qui résultede la transformée de Fourier de l'équation d'advetion-diusion harmonique. Ces rainesdépendent du disriminant (3.2) de l'EDO en question. Ce disriminant δ dépend des o-eients de Fourier (k, l, ω), des oeients de visosité (νh, νz) et de la vitesse linéarisée
(a, by, bz).1. Les oeients de Fourier (k, l, ω) varient dans le domaine spetral D.En oéanographie, les grandeurs aratéristiques du problème sont les suivantes : Ly ≃
106 , Lz ≃ 5.103104 , dy ≃ 104 et dz ≃ 10102 . On en déduit le domaine spetral
D. Par onséquent, on a k ≃ 10−2 l .2. Les grandeurs aratéristiques des oeients de visosité (νh, νz) sont les suivantes :
νh ≃ 1027.102 m2/s , νz ≃ 10−4 m2/s . Par onséquent, on a νh ≃ 106 νz .3. L'ordre de grandeur relatif des vitesses est le suivant : bz ≃ 10−2 by .On en déduit l'importane relative des termes vertiaux par rapport aux termes horizontauxdans le alul du disriminant, onstitué d'une partie réelle et d'une partie imaginaire.
⋆ Dans la partie réelle R = a2 + 4 νh (νh k2 + νz l2) , on a νz l2 ≃ 10−2 νh k2 , don leterme vertial est négligeable.
⋆ Dans la partie imaginaire I = 4 νh (ω + by k + bz l) , on a bz l ≃ by k , don le termevertial n'est pas négligeable.
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Chapitre 4Équations d'advetion-diusionbiharmonique4.1 IntrodutionL'équation d'advetion-diusion biharmonique est parfois utilisée pour aratériser l'évo-lution des traeurs (température, salinité) en oéanographie, omme par exemple dans lelogiiel OPA/NEMO [MDIL98℄.Considérons le ouplage de deux modèles qui ouvrent deux domaines ontigus (ave ousans reouvrement), notés Ω1 et Ω2, de frontières respetives ∂Ω1 et ∂Ω2. On herhe quellesonditions de transmission appliquer aux interfaes (Γi)i=1,2 entre les deux domaines pourque l'algorithme onverge rapidement. Autrement dit, on herhe à déterminer les onditions
(Bi)i=1,2 qui interviennent dans l'algorithme itératif de Shwarz suivant :



Luk+11 = f dans Ω1 × R+ ,
uk+11 |t=0 = u0 dans Ω1 ,
B1uk+11 = gk1 sur Γ1 × R+ ,
gk+12 = B2uk+11 sur Γ2 × R+ ,  Luk+12 = f dans Ω2 × R+ ,uk+12 |t=0 = u0 dans Ω2 ,B2uk+12 = gk2 sur Γ2 × R+ ,gk+11 = B1uk+12 sur Γ1 × R+ , (4.1)qu'on peut présenter de façon plus suinte sous la forme



Luk+11 = f dans Ω1 × R+ ,
uk+11 |t=0 = u0 dans Ω1 ,
B1uk+11 = B1uk2 sur Γ1 × R+ ,  Luk+12 = f dans Ω2 × R+ ,uk+12 |t=0 = u0 dans Ω2 ,B2uk+12 = B2uk1 sur Γ2 × R+ . (4.2)L'opérateur L d'advetion-diusion biharmonique est déni par
L = ∂
∂t
+ ~c · ~∇ + ν∆2 , (4.3)où ~c ∈ Rd est un hamp de vitesse onstant, ave d la dimension de l'espae auquel appar-tiennent Ω1 et Ω2 (1, 2 ou 3), et ν une onstante positive.
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4.2 Formulation variationnelle, existene et uniité de lasolutionSupposons que u soit une solution du problème
{
Lu = f dans Ω × (0, T ),
u|t=0 = u
0 dans Ω,ave des onditions aux limites (à préiser) pour tout t > 0, et les fontions f ∈ L2(Ω×(0, T ))et u0 ∈ L2(Ω) sont données.On herhe la formulation variationnelle du problème d'advetion-diusion biharmoniqueen l'absene de onditions aux limites prédéterminées. On multiplie l'équation par v ∈ H2(Ω)et on intègre sur le domaine Ω × (0, T ), puis on utilise les formules de Green. On herhealors
u ∈ L2(0, T ; V ) solution de  ddt (u(t), v) + a(u(t), v) = b(v) ∀ v ∈ V,
u(0) = u0,
(4.4)ave
V = {v ∈ H2(Ω); C.L. sur ∂Ω à dénir},
a(u, v) =
∫
Ω
[
(~c · ~∇u) v + ν∆u∆v
]
dx+ a∂Ω(u, v),
b(v) =
∫
Ω
f(t) v dx+ b∂Ω(v),
a∂Ω(u, v) − b∂Ω(v) = ν
∫
∂Ω
(∂~n∆u v − ∆u ∂~nv) ds,où ~n est le veteur normal unitaire sur ∂Ω dirigé vers l'extérieur. La dérivée diretionnelle
∂~n est dénie par ∂~nv = ~∇v · ~n.La répartition du terme de bord dans a(·, ·) ou b(·) dépend des onditions aux limites.Illustrons ela ave deux exemples, dans lesquels le terme bilinéaire de bord, a∂Ω, est nul,de sorte que
a(u, v) =
∫
Ω
[(~c · ~∇u) v + ν∆u∆v] dx. (4.5)
• Exemple 1 :
V = H20 (Ω),
b(v) =
∫
Ω
f(t) v dx.
• Exemple 2 :
V = H2(Ω),
b(v) =
∫
Ω
f(t) v dx− ν
∫
∂Ω
(h3 v − h2 ∂~nv) dset il faudra vérier en faisant l'interprétation du problème variationnelque la solution faible u(t) vérie les onditions ∂~n∆u|∂Ω = h3 ∈ L2(∂Ω)et ∆u|∂Ω = h2 ∈ L2(∂Ω). INRIA
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ité d'une solution, il faut vérier les hypothèses duthéorème de Lax-Milgram, à savoir l'espae V est un espae de Hilbert, la forme bilinéaire a(·, ·) est ontinue et oerive, la forme linéaire b(·) est ontinue.Pour déterminer les onditions de oerivité de la forme bilinéaire a(·, ·), on la déomposeen une forme symétrique
s(u, v) =
∫
Ω
ν∆u∆v dx+ s̃∂Ω(u, v) (4.6a)et une forme anti-symétriqueÿ(u, v) = 1
2
∫
Ω
[
(~c · ~∇u) v − (~c · ~∇v)u
]
dx+ ÿ̃∂Ω(u, v) , (4.6b)de sorte que
∀ v ∈ V, a(u, v) = s(u, v) + ÿ(u, v) . (4.6)En notant
ã∂Ω(u, v) = s̃∂Ω(u, v) + ÿ̃∂Ω(u, v), (4.6d)on a alors
b(v) =
∫
Ω
f(t) v dx+ b̃∂Ω(v), (4.7)
ã∂Ω(u, v) − b̃∂Ω(v) =
∫
∂Ω
[(
ν ∂~n∆u+
1
2
~c · ~n u
)
v − ν ∆u ∂~nv
]
ds. (4.8)On peut remarquer que ÿ(u, u) − ÿ̃∂Ω(u, u) = 0et que
s(u, u) − s̃∂Ω(u, u) = ν |u|2,Ω ,où | · |2,Ω est la semi-norme dans H2(Ω). Comme la onstante ν est positive, on en déduitque la forme bilinéaire a(·, ·) − ã∂Ω(·, ·) est "oerive" par rapport à la semi-norme H2(Ω).On peut alors montrer la oerivité de la forme bilinéaire a(·, ·) par rapport à la norme
H2(Ω), sous ertaines onditions sur les oeients de ã∂Ω(·, ·), de deux manières diérentes : Méthode I. Soit on admet que l'inégalité de Friedrihs exprimant l'équivalene entre lanorme et la semi-norme H1 peut être étendue à H2, de sorte que a(·, ·) −
ã∂Ω(·, ·) est oerive par rapport à la norme H2(Ω). Il ne reste plus qu'àpréiser les onditions sous lesquelles ã∂Ω(u, u) est positive, i.e. sous lesquelles
ã∂Ω(u, u) ≥ 0. (4.9) Méthode II. Soit on détermine les onditions sous lesquelles ã∂Ω(·, ·) est "oerive" parrapport à la norme H1(∂Ω), i.e. sous lesquelles
ã∂Ω(u, u) ≥ C ‖u‖H1(∂Ω). (4.10)La oerivité de a(·, ·) déoule alors de la propriété | · |2,Ω + ‖ · ‖H1(∂Ω) ≥
‖·‖H2(Ω). Celle-i peut se démontrer par l'absurde1 : Supposons qu'il existe une1démonstration similaire à elle du théorème existant dans H1(Ω)RR n° 6512
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suite (un)n∈N ∈ H2(Ω), de norme unitaire, telle que |un|2,Ω + ‖un‖H1(∂Ω) ≤
1
n
. Don un → 0 dans L2(∂Ω), ~∇un → 0 dans L2(∂Ω) et ∆un → 0 dans
L2(Ω). Supposons que un ⇀ u dans H2(Ω). Alors on a ∆u = 0, ~∇u|∂Ω = 0,
u|∂Ω = 0. On en déduit que ‖u‖H2(Ω) = 0. Or on a supposé initialement que
‖un‖|H2(Ω) = 1. Et on a ‖un‖H2(Ω) → ‖u‖H2(Ω). D'où la ontradition.Pour préiser les onditions sous lesquelles la forme bilinéaire a(·, ·) peut être oerive,on étudie les termes de bord ã∂Ω(·, ·).Examinons les as où les onditions aux limites sur u et l'espae V sont dénis de sorteque le terme bilinéaire de bord, ã∂Ω, est nul, si bien que la forme bilinéaire est dénie par
a(u, v) =
∫
Ω
{
1
2
[
(~c · ~∇u) v − (~c · ~∇v)u
]
+ ν∆u∆v
}
dx (4.11)et est oerive. Cela orrespond aux onditions aux limites suivantes :
v|∂Ω = 0 ∀ v ∈ V (4.12a)ou
(
ν ∂~n∆u+
1
2
~c · ~nu
)
|∂Ω
= h3 ∈ L2(∂Ω) (4.12b)et
∂~nv|∂Ω = 0 ∀ v ∈ V (4.13a)ou bien
∆u|∂Ω = h2 ∈ L2(∂Ω). (4.13b)Ces onditions aux limites2 donnent alternativement les quatre formulations suivantes :1. Cas (4.12a)(4.13a) (onditions de DirihletNeumann nulles) :
V = H20 (Ω), (4.14)
b(v) =
∫
Ω
f(t) v dx, (4.15)2. Cas (4.12a)(4.13b) :
V = H10 (Ω) ∩H2(Ω),
b(v) =
∫
Ω
f(t) v dx+ ν
∫
∂Ω
h2 ∂~nv dset il faudra vérier en faisant l'interprétation du problème variationnel que la solutionfaible u(t) vérie la ondition (4.13b),3. Cas (4.12b)(4.13a) :
V = {v ∈ H2(Ω); ∂~nv|∂Ω = 0},
b(v) =
∫
Ω
f(t) v dx−
∫
∂Ω
h3 v dset il faudra vérier que la solution faible vérie la ondition (4.12b),2qui pourraient aussi être "mixées" en déomposant le bord ∂Ω INRIA
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V = H2(Ω),
b(v) =
∫
Ω
f(t) v dx−
∫
∂Ω
(h3 v − ν h2 ∂~nv) dset il faudra vérier en faisant l'interprétation du problème variationnel que la solutionfaible u(t) vérie les onditions (4.12b) et (4.13b).Revenons au as général où ã∂Ω(·, ·) 6= 0 et V = H2(Ω). Considérons les termes debord (4.8) de la formulation variationnelle page 55. On onstate qu'une façon peu ontraig-nante de borner3 le terme de bord de la forme bilinéaire selon l'inégalité (4.9) ou (4.10) estd'exprimer les termes en ∂~n∆u et en ∆u omme des ombinaisons linéaires de u et ∂~nu sur
∂Ω : {
∂~n∆u = α1 ∂~nu+ α2 u+ g3
∆u = β1 ∂~nu+ β2 u+ g2
sur ∂Ω . (4.16)Ces onditions aux limites impliquent que
ã∂Ω(u, v) − b̃∂Ω(v) =
∫
∂Ω
[(
ν α2 +
1
2
~c · ~n
)
u v + ν (α1 ∂~nu v − β2 u ∂~nv) − ν β1 ∂~nu ∂~nv
+ ν (g3 v − g2 ∂~nv )
]
ds ,de sorte que
ã∂Ω(u, v) =
∫
∂Ω
[(
ν α2 +
1
2
~c · ~n
)
u v + ν (α1 ∂~nu v − β2 u ∂~nv) − ν β1 ∂~nu ∂~nv
]
dset
b̃∂Ω(v) =
∫
∂Ω
ν (g2 ∂~nv − g3 v) ds .On réexprime le terme de bord de la forme bilinéaire sous la forme
ã∂Ω(u, u) =
∫
∂Ω
ã1 u
2 + ã2 u ∂~nu+ ã3 (∂~nu)
2
ds ,en notant
ã1 = ν α2 +
1
2
~c · ~n ,
ã2 = ν (α1 − β2) ,
ã3 = −ν β1 .Ces oeients doivent appartenir à un domaine partiulier pour que la forme bilinéairepuisse être oerive. Ce domaine dépend de la méthode envisagée page 55 pour démontrerla oerivité. Méthode I. Il faut déterminer pour quels oeients ã1, ã2, ã3 l'équation (4.9) est vériée.Il apparaît que ã∂Ω(·, ·) est positive à ondition que
ã1 ≥ 0 ou ã3 ≥ 03sous ertaines onditions supplémentaires qui seront préisées plus loin (inégalités (4.17) ou (4.18))RR n° 6512
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et que
ã22 − 4 ã1 ã3 ≤ 0 .Les oeients α1, α2, β1 et β2 doivent alors vérier l'ensemble des onditionssuivantes :
β1 ≤ 0 , (4.17a)
α2 ≥ −
1
2 ν
~c · ~n , (4.17b)
|α1 − β2| ≤
√
−4 β1
(
α2 +
1
2 ν
~c · ~n
)
. (4.17) Méthode II. Il faut déterminer pour quels oeients ã1, ã2, ã3 l'équation (4.10) est véri-ée.On a ∣∣∣∣∫
∂Ω
u
∂u
∂~n
∣∣∣∣ ≤
(∫
∂Ω
|u|2 ds
)1/2(∫
∂Ω
∣∣∣∣
∂u
∂~n
∣∣∣∣
2
ds
)1/2 .En outre, on a AB ≤ 1
2ǫ
A2 +
ǫ
2
B2 , ∀ ǫ > 0, A,B ≥ 0.Don − 1
2ǫ
∫
∂Ω
|u|2 ds − ǫ
2
∫
∂Ω
∣∣∣∣
∂u
∂~n
∣∣∣∣
2
ds ≤
∫
∂Ω
u
∂u
∂~n
≤ 1
2ǫ
∫
∂Ω
|u|2 ds +
ǫ
2
∫
∂Ω
∣∣∣∣
∂u
∂~n
∣∣∣∣
2
ds .Par onséquent,
a∂Ω(u, u) ≥
∫
∂Ω
(
ã1 −
ã2
2ǫ
)
|u|2 ds+
∫
∂Ω
(
ã3 −
ã2 ǫ
2
) ∣∣∣∣
∂u
∂~n
∣∣∣∣
2
ds.Il faut don vérier qu'il existe un ǫ > 0 tel qu'on puisse avoir
ã1 −
ã2
2ǫ
≥ 0et
ã3 −
ã2 ǫ
2
≥ 0 .Cette ondition s'érit enore en fontion des oeients α1, α2, β1 et β2 :
∃ ǫ ∈ R+ : ν(α1 − β2)
2
(
ν α2 +
1
2 ~c · ~n
) ≤ ǫ ≤ −2 β1
α1 − β2
. (4.18)On remarque que la oerivité de la forme bilinéaire a(·, ·) dépend du signe de ~c · ~n. Paronséquent il faudra déomposer le bord du domaine en une partie ∂Ωin où ~c ·~n < 0, et unepartie ∂Ωout où ~c · ~n > 0. On xera alors des onditions diérentes sur les bords ∂Ωin et
∂Ωout.4.2.1 Cas d'un seul domaine (sans ouplage)Considérons le as des onditions aux limites de DirihletNeumann nulles (4.12a)(4.13a), pour un espae V , une forme bilinéaire et une forme linéaire dénis respetivementpar (4.14), (4.11)4 et (4.15). Le problème aux limites sur le domaine Ω est don le suivant



Lu = f dans Ω × (0, T ),
u|t=0 = u
0 dans Ω,
u = 0 sur ∂Ω × (0, T ),
∂~nu = 0 sur ∂Ω × (0, T ), (4.19)4équivalent à (4.5) dans e as INRIA
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éaniques 59où l'opérateur L est déni par (4.3), et éventuellement u → 0 quand t → ∞ si T = ∞. Onsuppose que f ∈ L2(Ω × (0, T )) et ~c ∈ L2(0, T ; (L∞(Ω))d).Comme on est dans le as où le terme de bord ã∂Ω est nul, la oerivité de la formebilinéaire a(·, ·) est attestée. L'existene et l'uniité de la solution s'ensuivent.4.2.2 Cas d'une déomposition en deux sous-domaines à ouplerOn déompose le domaine Ω onsidéré setion 4.2.1 en deux sous-domaines Ω1 et
Ω2 sans reouvrement et on note Γ = Ω̄1 ∩ Ω̄2 la frontière ommune à Ω1 et Ω2. Onnote (ui)i=1,2 les restritions de la solution u de (4.19) aux domaines respetifs (Ωi)i=1,2, et
(~ni)i=1,2 les normales sur Γ dirigées vers l'extérieur de (Ωi)i=1,2. Le problème (4.19) peutalors être reformulé ainsi : trouver (ui)i=1,2 tels que
Lui = f dans Ωi × (0, T ),
ui|t=0 = u
0
i dans Ωi,
ui = 0 sur ∂Ω ∩ ∂Ωi × (0, T ),
∂ui
∂~ni
= 0 sur ∂Ω ∩ ∂Ωi × (0, T ),
Siu1 = Siu2 sur Γ ∩ Ω̄i × (0, T ), (4.20a)
Tiu1 = Tiu2 sur Γ ∩ Ω̄i × (0, T ), (4.20b)où Si et Ti sont des hamps d'opérateurs diérentiels, assoiés aux onditions de transmissionpour u1 et u2 sur Γ. Ces onditions d'interfae sont déterminées de façon que1. la solution u appartienne à l'espae des fontions dénies dans tout l'ouvert Ω, e quirequiert une ertaine régularité de u|Ω1 ∈ Ω1 et u|Ω2 ∈ Ω2 et de plus une adéquationonvenable sur l'interfae Γ,2. haune des restritions u|Ωi soit une solution distributionnelle de l'équation initialedans Ωi. Un autre hamp de onditions d'interfae résulte du fait que u satisfait l'équa-tion au sens des distributions dans tout Ω, en partiulier à travers l'interfae Γ (et passeulement de part et d'autre dans haque sous-domaine).Ii,1. u ∈ V ⊂ H2(Ω). En 1-D, H2(Ω) ⊂ C1(Ω), don u ∈ C1(Ω), de sorte qu'on doit avoir
{
u1 = u2
∂~niu1 = ∂~niu2
sur Γ . En 2-D et 3-D, H2(Ω) ⊂ C0(Ω), don u ∈ C0(Ω), de sorte qu'on doit avoir
u1 = u2 sur Γ .2. Au sens des distributions, (4.4) s'érit
∫
Ω
(
∂u(t)
∂t
ϕ+ (~c · ~∇u(t))ϕ+ ν∆u(t)∆ϕ − f(t)ϕ
)
dx = 0 ∀ϕ ∈ D′(Ω),'est-à-dire
∫
Ω
(
∂u(t)
∂t
+ (~c · ~∇u(t)) + ν∆2u(t) − f(t)
)
ϕ dx = 0 ∀ϕ ∈ D′(Ω),don ν∆2u(t) = (f(t) − (~c · ~∇u(t)) − ∂tu(t)).Or f(t) ∈ L2(0, T ; L2(Ω)), et omme u(t) ∈ L2(0, T ; H2(Ω)) ∩ H1(0, T ; L2(Ω)) etRR n° 6512
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~c ∈ L2(0, T ; (L∞(Ω))d), don ~c · ~∇u(t) ∈ L2(0, T ; L2(Ω)) et ∂tu(t) ∈ L2(0, T ; L2(Ω)).Par onséquent, ∆2u(t) ∈ L2(0, T ; L2(Ω)), de sorte que u(t) ∈ L2(0, T ; H4(Ω)) ∩
H1(0, T ; L2(Ω)) .Or H4(Ω) ⊂ C2(Ω) dans Rd, d ≤ 3 (et même H4(Ω) ⊂ C3(Ω) en 1-D), de sorte qu'ondoit avoir 


u1 = u2 ,
∂~niu1 = ∂~niu2 ,
∆u1 = ∆u2 ,
sur Γ .L'opérateur Si est don déni par Si = (Id, ∂
∂~ni
, ∆
)t .Posons
Vi = {vi ∈ H2(Ωi); vi|∂Ω∩∂Ωi = ∂~nivi|∂Ω∩∂Ωi = 0},
V 0i = H
2
0 (Ωi) = Vi ∩ {vi; vi|Γ = ∂~nivi|Γ = 0},dénissons l'espae des traes sur Γ des fontions de V
Λ = {η ∈ H3/2(Γ); η = v|Γ et ∂~niη = ∂~niv|Γ pour un ertain v ∈ V },ou enore, du fait que Γ ∩ ∂Ω = ∅,
Λ = H3/2(Γ),et enn posons, de manière similaire aux équations (4.6), (4.7) et (4.8),
ai(ui, vi) =
∫
Ωi
{
1
2
[
(~c · ~∇ui) vi − (~c · ~∇vi)ui
]
+ ν∆ui ∆vi
}
dx+ ãΓi(ui, vi),
bi(vi) =
∫
Ωi
f(t) vi dx+ b̃Γi(vi),
ãΓi(ui, vi) − b̃Γi(vi) =
∫
Γ
[(
ν ∂~ni∆ui +
1
2
~c · ~ni ui
)
vi − ν ∆ui ∂~nivi
]
ds.Soit Ri un opérateur d'extension de Λ sur Vi quelonque, i.e. un opérateur ontinu de Λ sur
Vi tel que Riη|Γ = η. Autrement dit, Riη représente une extension quelonque de η sur Ωi.Alors la formulation variationnelle (4.4) peut être reformulée sous la forme : trouver ui ∈ Vitels que
∂
∂t
(ui, vi) + ai(ui, vi) = bi(vi) ∀ vi ∈ V 0i ,
Siu1 = Siu2 sur Γ ∩ Ω̄i,
2∑
i=1
∂
∂t
(ui,Riη) + ai(ui,Riη) =
∑
i
bi(Riη) ∀ η ∈ Λ.La dernière équation est la formulation faible des onditions de transmission (4.20b) sur Γ.Cela revient à annuler la somme sur haque sous-domaine des termes sur l'interfae Γ :
2∑
i=1
∫
Γ
[(
ν ∂~ni∆ui +
1
2
~c · ~ni ui
)
vi − ν ∆ui ∂~nivi
]
ds = 0,
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'est-à-dire Ti = (ν ∂~ni∆ + 12 ~c · ~ni, ∆)t . Finalement
(Si, Ti) =
(
Id,
∂
∂~ni
, ∆, ν
∂∆
∂~ni
+
1
2
~c · ~ni
)t
.On peut aussi remplaer es onditions de transmission par des ombinaisons linéaires de Siet Ti. Posons
S̃i =
(
∂~ni
Id
)et
T̃i =
(
∂~ni∆
∆
)
.Soit Ai une matrie quelonque deM2(R∗). On peut montrer que si (T̃i−Ai S̃i)(u1−u2) = 0 ,alors S̃i(u1 − u2) = 0 . Il sut don d'utiliser l'unique opérateur
T̃i −Ai S̃i ,plutt que les deux opérateurs S̃i et T̃i (ou enore Si et Ti), pour xer les onditions detransmission. Les deux types (4.20a) et (4.20b) de onditions sont don remplaés par un seultype de onditions sur Γ. Les opérateurs des onditions à l'interfae dans les algorithmes (4.1)et (4.2) de Shwarz sont simplement dénis par
Bi = T̃i −Ai S̃i ,de sorte que les onditions de transmission de l'algorithme (4.2) s'érivent
(
∂~n1∆u
k+1
1
∆uk+11
)
−A1
(
∂~n1u
k+1
1
uk+11
)
=
(
∂~n1∆u
k
2
∆uk2
)
−A1
(
∂~n1u
k
2
uk2
) sur Γ ∩ Ω̄1 ,
(
∂~n2∆u
k+1
2
∆uk+12
)
−A2
(
∂~n2u
k+1
2
uk+12
)
=
(
∂~n2∆u
k
1
∆uk1
)
−A2
(
∂~n2u
k
1
uk1
) sur Γ ∩ Ω̄2 .On retrouve ainsi les onditions (4.16), en notant, ∀ i ∈ {1, 2},
Ai =
(
α1,i α2,i
β1,i β2,i
)et (
gk+13,i
gk+12,i
)
= (T̃i −Ai S̃i)uk3−i .Les oeients α1,i, α2,i, β1,i et β2,i devront alors vérier les onditions (4.17) ou (4.18)pour que la forme bilinéaire soit oerive, de sorte que la solution existe et soit unique.4.2.3 Cas général d'une déomposition en plusieurs sous-domainesOn déompose ii le domaine Ω onsidéré setion 4.2.1 en plusieurs "bandes verti-ales" sans reouvrement. On note (Ωi)1≤i≤Nd es sous-domaines, Γ−i = ¯Ωi−1 ∩ Ω̄i leurfrontière gauhe, et Γ+i = Ω̄i ∩ ¯Ωi+1 leur frontière droite. On a ainsi (Nd − 1) interfaes
Γ+i = Γ
−
i+1 entre les sous-domaines, et deux bords externes Γ−1 et Γ+Nd ⊂ ∂Ω. On note en-ore (~n±) les normales sur Γ±i dirigées vers l'extérieur de Ωi, de sorte que ∂~n− = −∂x et
∂~n+ = ∂x .En notant (ui)1≤i≤Nd les restritions de la solution u du problème (4.19) aux domainesrespetifs (Ωi)1≤i≤Nd , le problème aux limites peut être reformulé ainsi :RR n° 6512
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Ω
~n
−
~n
+
Γ
−
i Γ
+
i
x
Γ
+
i−1 Γ
−
i+1
B−un+1i = B−uni−1
Ωi+1
L un+1i = 0
Ωi
B+un+1i−1 = B+uni B+un+1i = B+uni+1 . . .
B−un+1i+1 = B−uni
L un+1i+1 = 0
. . .
L un+1i−1 = 0
Ωi−1
trouver la solution u1 sur le sous-domaine Ω1 orrespondant à l'extrémité Ouest de Ω, telleque
Lu1 = f dans Ω1 × (0, T ),
u1|t=0 = u
0
1 dans Ω1,
S̃−u1 = 0 sur Γ−1 × (0, T ), (4.22a)
(T̃ + −A+ S̃+)u1 = (T̃ + −A+ S̃+)u2 sur Γ+1 × (0, T ),trouver les solutions (ui)2≤i≤Nd−1 sur les sous-domaines internes (Ωi)2≤i≤Nd−1 , telles que
Lui = f dans Ωi × (0, T ),
ui|t=0 = u
0
i dans Ωi,
(T̃ − −A− S̃−)ui = (T̃ − −A− S̃−)ui−1 sur Γ−i × (0, T ), (4.22b)
(T̃ + −A+ S̃+)ui = (T̃ + −A+ S̃+)ui+1 sur Γ+i × (0, T ),et trouver la solution uNd sur le sous-domaine ΩNd orrespondant à l'extrémité Est de Ω,telle que
LuNd = f dans ΩNd × (0, T ),
uNd |t=0 = u
0
Nd
dans ΩNd ,
(T̃ − −A− S̃−)uNd = (T̃ − −A− S̃−)uNd−1 sur Γ−Nd × (0, T ), (4.22)
S̃+uNd = 0 sur Γ+Nd × (0, T ),ave
S̃± =
(
∂~n±
Id
)
, T̃ ± =
(
∂~n±∆
∆
) et A± = ( α±1 α±2
β±1 β
±
2
)
∈ M2(R). (4.23)L'existene et l'uniité de la solution (ui)1≤i≤Nd sur haque sous-domaine ne sera assuréeque si les oeients de la matrie A± vérient les onditions (4.17) ou (4.18) de oerivitéde la forme bilinéaire.
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hwarz est alors déni à haque itération k+1 sur haque sous-domaineinterne (Ωi)2≤i≤Nd−1 par
Luk+1i = f dans Ωi × (0, T ) , (4.24a)
uk+1i |t=0 = u0i dans Ωi , (4.24b)
B−i uk+1i = B−i uki−1 sur Γ−i × (0, T ) , (4.24)
B+i uk+1i = B+i uki+1 sur Γ+i × (0, T ) , (4.24d)où l'opérateur d'advetion-diusion biharmonique L est déni par l'équation (4.3) et l'opéra-teur des onditions de transmission est B±i = T̃ ± − A± S̃±. Autrement dit, les onditionsde transmission sont
(T̃ − −A− S̃−)uk+1i = (T̃ − −A− S̃−)uki−1 sur Γ−i × (0, T ) ,
(T̃ + −A+ S̃+)uk+1i = (T̃ + −A+ S̃+)uki+1 sur Γ+i × (0, T ) ,ou enore
(
∂~n−∆u
k+1
i
∆uk+1i
)
− A−
(
∂~n−u
k+1
i
uk+1i
)
=
(
∂~n−∆u
k
i−1
∆uki−1
)
−A−
(
∂~n−u
k
i−1
uki−1
) sur Γ−i × (0, T ) ,(4.25a)
(
∂~n+∆u
k+1
i
∆uk+1i
)
−A+
(
∂~n+u
k+1
i
uk+1i
)
=
(
∂~n+∆u
k
i+1
∆uki+1
)
−A+
(
∂~n+u
k
i+1
uki+1
) sur Γ+i × (0, T ) .(4.25b)A l'itération (k+1) de l'algorithme de Shwarz, la formulation variationnelle du problèmed'advetion-diusion biharmonique dans haque sous-domaine (Ωi)1≤i≤Nd ⊂ Ω s'érit alorstrouver uk+1i ∈ L2(0, T ; Vi) solution de  ddt (uk+1i (t), vi) + ai(uk+1i (t), vi) = bk+1i (vi) ∀ vi ∈ Vi ,
uk+1i (0) = u
0
i , (4.26)où l'espae fontionnel, la forme bilinéaire et la forme linéaire sont dénies par les relations(f. page 57)
Vi = {vi ∈ H2(Ωi); vi|∂Ω∩Γ±
i
= ∂~n±vi|∂Ω∩Γ±
i
= 0} ,
ai(u
k+1
i , vi) =
∫
Ωi
ν∆uk+1i ∆vi dx+
1
2
∫
Ωi
[
(~c · ~∇uk+1i ) vi − (~c · ~∇vi)uk+1i
]
dx
+
∑
±
{∫
Γ±
i
[(
ν α±2 +
1
2
~c · ~n±
)
uk+1i vi + ν
(
α±1 ∂~n±u
k+1
i vi − β±2 uk+1i ∂~n±vi
)
− ν β±1 ∂~n±uk+1i ∂~n±vi
]
ds
}
,
bk+1i (vi) =
∫
Ωi
f(t) vi dx+
∑
±
{∫
Γ±
i
ν
(
g±
k
2,i ∂~n±vi − g±
k
3,i vi
)
ds
}
.Les termes g±i = (g±3,i, g±2,i)t orrespondent aux onditions de transmission appliquées à lavaleur de la solution de l'autre té de l'interfae à l'itération préédente, 'est-à-dire
g±
k
i = B±i uki±1 = (T̃ ± −A± S̃±)uki±1 ,RR n° 6512
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ou enore
g±
k
3,i = ∂~n±∆u
k
i±1 − α±1 ∂~n±uki±1 − α±2 uki±1 ,
g±
k
2,i = ∆u
k
i±1 − β±1 ∂~n±uki±1 − β±2 uki±1 .Ces relations nous permettent de redénir les termes g±ki par réurrene. En eet, en appli-quant aux relations
g±
k
3,i = −
(
∂~n∓∆ − α∓1 ∂~n∓ − α∓2
)
uki±1 − (α∓1 − α±1 ) ∂~n∓uki±1 − (α∓2 + α±2 )uki±1 ,
g±
k
2,i =
(
∆ − β∓1 ∂~n∓ − β∓2
)
uki±1 + (β
∓
1 + β
±
1 ) ∂~n∓u
k
i±1 + (β
∓
2 − β±2 )uki±1les onditions de transmission de part et d'autre des interfaes, on obtient :
g±
k
3,i = −
(
∂~n∓∆ − α∓1 ∂~n∓ − α∓2
)
uk−1i − (α∓1 − α±1 ) ∂~n∓uki±1 − (α∓2 + α±2 )uki±1 ,
g±
k
2,i =
(
∆ − β∓1 ∂~n∓ − β∓2
)
uk−1i + (β
∓
1 + β
±
1 ) ∂~n∓u
k
i±1 + (β
∓
2 − β±2 )uki±1 .Les relations de réurrene s'érivent don
g±
k
3,i = −g∓
k−1
3,i±1 − (α∓1 − α±1 ) ∂~n∓uki±1 − (α∓2 + α±2 )uki±1 ,
g±
k
2,i = g
∓k−1
2,i±1 + (β
∓
1 + β
±
1 ) ∂~n∓u
k
i±1 + (β
∓
2 − β±2 )uki±1 .Si les matries sont égales sur toutes les interfaes, i.e. si A− = A+ (omme dans les assans advetion, f. 67 et 68), es relations deviennent
g±
k
3,i = −g∓
k−1
3,i±1 − 2α2 uki±1 ,
g±
k
2,i = g
∓k−1
2,i±1 + 2 β1 ∂~n∓u
k
i±1 .4.3 Conditions absorbantes exates et approhées dansle as sans advetionLa forme des onditions aux interfaes à été déterminée dans la setion 4.2. On va main-tenant herher quelles valeurs doivent prendre les oeients des matries (A±), introduitsdans l'équation (4.23), pour que l'algorithme de Shwarz (4.24) onverge le plus rapidementpossible. Notons wki = uki − u les erreurs à l'itération k par rapport à la solution exate. Laonvergene optimale de l'algorithme est atteinte en Nd itérations si
B±i w1i±1 = 0 sur Γ±i ∀ i ∈ [2, Nd − 1] .En eet, l'algorithme assoié aux erreurs wk+1i ,
Lwk+1i = 0 dans Ωi × (0, T ) , (4.27a)
wk+1i |t=0 = 0 dans Ωi , (4.27b)
B−i wk+1i = B−i wki−1 sur Γ−i × (0, T ) , (4.27)
B+i wk+1i = B+i wki+1 sur Γ+i × (0, T ) , (4.27d)devient alors un problème homogène.
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e Γ+i = Γ−i+1 entre les sous-domaines Ωi et
Ωi+1. Il faut déterminer pour quels oeients des matries A+ et A− les relations
(T̃ + −A+ S̃+)w1i+1 = 0 sur Γ+i , (4.28)
(T̃ − −A− S̃−)w1i = 0 sur Γ−i+1 , (4.29)sont vériées.On va désormais onsidérer le problème dans le as simplié en 1-D, sans advetion (c = 0),de sorte que l'opérateur de réation-diusion biharmonique est déni par
L = ∂t + ν ∂4x .Si on ajoute un terme de réation à et opérateur, i.e.
L = ∂t + r Id+ ν ∂4x ,ave r ∈ R, les onditions de oerivité de la forme bilinéaire demeurent inhangées àondition que r ≥ 0. Le problème de réation-diusion simplié vérié par l'erreur,
∂tw + r w + ν ∂4xw = 0 ,est alors déni à un hangement de variable x = x0+u près. Le problème autour de n'importequelle interfae peut don se ramener à elui autour d'une interfae Γ = {x0}. Pour plus desimpliité, on hoisira x0 = 0.4.3.1 Cas simplié stationnaire ave réationDans le as stationnaire, le problème de réation-diusion vérié par l'erreur w est
r w + ν ∂4xw = 0 .On va herher la solution sous la forme w = κ eλx. L'équation aratéristique assoiée est
r + ν λ4 = 0 , d'où l'on déduit λ4 = − r
ν
. Comme r et ν ∈ R+, les quatre raines sont
λ =
( r
ν
)1/4
ei (
π
4
+l π
2 ) ∀ l ∈ N .On note λ1, λ2 les deux raines de partie réelle positive et λ3, λ4 elles de partie réellenégative, telles que
λ3 = −λ1 , (4.30)
λ4 = −λ2 , (4.31)
λ2 = λ1 e
−iπ
2 = −i λ1 , (4.32)'est-à-dire
λ1 =
( r
ν
)1/4
ei
π
4 , λ2 =
( r
ν
)1/4
e−i
π
4 , λ3 =
( r
ν
)1/4
e−i
3 π
4 , λ4 =
( r
ν
)1/4
ei
3 π
4 .(4.33)
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−1 1
λ2
λ1λ4
λ3
−i
i
La solution dans haque sous-domaine est
w = κ1 e
λ1 x + κ2 e
λ2 x + κ3 e
λ3 x + κ4 e
λ4 x .Cei dit, pour que e résultat soit valable quel que soit la taille du sous-domaine (par exemple
R
− ou R+), la solution ne doit pas exploser loin de l'interfae (quand x → ±∞). Il fautdon onserver uniquement les termes roissant (respetivement déroissant) dans le sous-domaine situé à gauhe (resp. à droite) de l'interfae.Considérons l'interfae Γi+ = Γ−i+1 = {0}. Les solutions de part et d'autre sont
wi = κ1 e
λ1 x + κ2 e
λ2 x dans Ωi ,
wi+1 = κ3 e
λ3 x + κ4 e
λ4 x dans Ωi+1 .On en déduit qu'en x = 0 , on a
S̃+ wi+1 =
(
∂~n+wi+1
wi+1
)
=
(
λ3 λ4
1 1
)(
κ3
κ4
)
,
T̃ + wi+1 =
(
∂~n+∂2xwi+1
∂2xwi+1
)
=
(
λ3
3 λ4
3
λ3
2 λ4
2
)(
κ3
κ4
)
,
S̃− wi =
(
∂~n−wi
wi
)
=
(
−λ1 −λ2
1 1
)(
κ1
κ2
)
,
T̃ − wi =
(
∂~n−∂2xwi
∂2xwi
)
=
(
−λ13 −λ23
λ1
2 λ2
2
)(
κ1
κ2
)
.Les relations (4.28) et (4.29) sont alors vériées si
A+ =
(
λ3
3 λ4
3
λ3
2 λ4
2
)(
λ3 λ4
1 1
)−1
,
=
(
λ3
2 + λ3 λ4 + λ4
2 −λ3 λ4 (λ3 + λ4)
λ3 + λ4 −λ3 λ4
)
,et
A− =
(
−λ13 −λ23
λ1
2 λ2
2
)(
−λ1 −λ2
1 1
)−1
,
=
(
λ1
2 + λ1 λ2 + λ2
2 λ1 λ2 (λ1 + λ2)
−(λ1 + λ2) −λ1 λ2
)
.
INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 67D'après les relations (4.30)(4.32) entre les raines, es équations s'érivent enore en fon-tion d'une seule raine :
A+ = A− =
(
−i λ12 −(1 + i)λ13
−(1 − i)λ1 i λ12
)
. (4.34)Enn, en utilisant la valeur (4.33) de la raine λ1, on détermine l'expression exate de lamatrie qui fait des onditions de transmission (4.25) les onditions absorbantes idéales :
A = A+ = A− =


( r
ν
)1/2 √
2
( r
ν
)3/4
−
√
2
( r
ν
)1/4
−
( r
ν
)1/2

 . (4.35)Cette matrie permet la oerivité de la forme bilinéaire. En eet ses oeients vérient lesonditions (4.17). Ils vérient également les onditions (4.18) pour tout ǫ ∈ [ 1√
2
(
r
ν
)−1/4
,
√
2
(
r
ν
)−1/4].Il y a don bien existene et uniité de la solution.Comme les onditions absorbantes rendent le problème assoié aux erreurs homogène,la onvergene est atteinte immédiatement, à savoir en Nd itérations lorsqu'on ouple Ndsous-domaines. Le taux de onvergene est alors nul.4.3.2 Cas simplié transitoireDans le as simplié transitoire (sans terme de réation), le problème vérié par l'erreur
w s'érit
∂tw + ν ∂4xw = 0 .Soit ω ∈ R. La transformée de Fourier en temps donne
i ω ŵ + ν ∂4xŵ = 0 ,dont l'équation aratéristique est i ω + ν λ4 = 0 , de sorte que λ4 = −i ω
ν
.Supposons que ω < 0. On a alors
λ4 =
|ω|
ν
ei(
π
2
+2 l π) ∀ l ∈ N ,
Supposons que ω > 0. On a alors
λ4 =
|ω|
ν
ei(−
π
2
+2 l π) ∀ l ∈ N ,don
λ =
( |ω|
ν
)1/4
ei(
π
8
+l π
2 ) ∀ l ∈ N ,
don
λ =
( |ω|
ν
)1/4
ei(−
π
8
+l π
2 ) ∀ l ∈ N ,i.e. on a 4 raines omplexes dont deux, notées λ1, λ2, sont de partie réelle positive et deux,notées λ3, λ4, sont de partie réelle négative :
λ1 =
∣∣ω
ν
∣∣1/4 eiπ8 , λ2 =
∣∣ω
ν
∣∣1/4 e−i 3 π8 ,
λ3 =
∣∣ω
ν
∣∣1/4 e−i 7 π8 , λ4 =
∣∣ω
ν
∣∣1/4 ei 5 π8 ,(4.36) λ1 = ∣∣ων ∣∣1/4 ei 3 π8 , λ2 = ∣∣ων ∣∣1/4 e−iπ8 ,λ3 = ∣∣ων ∣∣1/4 e−i 5 π8 , λ4 = ∣∣ων ∣∣1/4 ei 7 π8 .(4.37)
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1−1
λ4
λ1
λ2
λ3
i
−i
1−1
λ1
λ2
−i
λ3
λ4
i
Comme es raines vérient enore les propriétés (4.30)(4.32), les transformées de Fourierdes matries A+ et A−, notées Â+ et Â−, s'érivent toujours sous la forme (4.34). Enremplaçant la raine λ1 par sa valeur (4.36) ou (4.37), on obtient des matries de la forme
Â+ = Â− =
( ∣∣ω
ν
∣∣1/2 a
∣∣ω
ν
∣∣3/4 b∣∣ω
ν
∣∣1/4 c
∣∣ω
ν
∣∣1/2 d
)
,ave a, b, c, d des oeients omplexes indépendants de ω et ν (et diérents selon que
ω < 0 et ω > 0). Les onditions absorbantes idéales s'obtiennent par une transforméede Fourier inverse. Comme la transformée de Fourier inverse de Â± est un opérateur nonloal en temps, on est amené à herher des onditions approhées (loales). On peutalors envisager diverses approximations de la transformée de Fourier inverse des matries
Â+ = Â− dénies par (4.34).Par exemple, en faisant l'approximation TF−1( (1 − i)λ1 ) ≈ µ1 , où µ1 est un réel àdénir, on peut donner une approximation des matries A+ = A− en fontion du seulparamètre µ1 :
Ã =


µ21
2
µ31
2
−µ1 −
µ21
2

 .On vérie aisément que les onditions alternatives de oerivité (4.17) et (4.18) sont vériéespour tout µ1 ∈ R+. Dans un soui d'homogénéisation, on peut enore eetuer le hangementde variable µ = ν1/4 µ1 , de sorte que la matrie approhée s'érit
Ã =


µ2
2
(
1
ν
)1/2
µ3
2
(
1
ν
)3/4
−µ
(
1
ν
)1/4
−µ
2
2
(
1
ν
)1/2

 . (4.38)Comme es onditions sont approhées, elles ne permettent pas que l'algorithme deShwarz assoié, déni par (4.24) ave B±i = T̃ ± − Ã S̃±, onverge en seulement Nd itéra-tions. An d'optimiser le ouplage, on va herher quels oeients de Ã minimisent le tauxde onvergene de et algorithme.Déterminons e taux de onvergene. Les onditions sur l'interfae Γ+i = Γ−i+1 = {0} ap-pliquées aux erreurs, dénies par les relations (4.27d) dans Ωi et (4.27) dans Ωi+1, s'érivent,
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éaniques 69à l'itération k + 1,
B̃+1
(
κk+11
κk+12
)
= B̃+3
(
κk3
κk4
) sur Γ+i ,
B̃−3
(
κk+13
κk+14
)
= B̃−1
(
κk1
κk2
) sur Γ−i+1 ,ave
B̃−j =
(
−λj3 −λj+13
λj
2 λj+1
2
)
− Ã
(
−λj −λj+1
1 1
)
∀ j ∈ {1, 3}et
B̃+j =
(
λj
3 λj+1
3
λj
2 λj+1
2
)
− Ã
(
λj λj+1
1 1
)
∀ j ∈ {1, 3} .Par onséquent, (
κ1
k+1
κ2
k+1
)
= M̃
(
κ1
k−1
κ2
k−1
)
,ave
M̃ = B̃+1
−1
B̃+3 B̃
−
3
−1
B̃−1 ,à ondition que les matries B̃+1 et B̃−3 soient inversibles, i.e. à ondition que leur déterminantsoit non nul.Comme les raines sont liées entre elles par les propriétés (4.30)(4.32), es relations sesimplient :
M̃ =
(
B̃g−1 B̃d)2 , (4.39)ave
B̃d = B̃
−
1 = B̃
+
3 =
(
−λ13 −i λ13
λ1
2 −λ12
)
− Ã
(
−λ1 i λ1
1 1
)et
B̃g = B̃
+
1 = B̃
−
3 =
(
λ1
3 i λ1
3
λ1
2 −λ12
)
− Ã
(
λ1 −i λ1
1 1
)
.En utilisant l'expression (4.38) de la matrie Ã, on onstate que la matrie M̃ , si elle est biendénie, ne dépend pas du terme ν. Comme la matrie M̃ permet de relier les oeients
(κk+11 , κ
k+1
2 ) de la solution à l'itération (k + 1) à eux de l'itération (k − 1), le taux deonvergene est déni omme la norme de M̃ . On peut utiliser par exemple la norme l2 :
ρ̃ = ‖M̃‖2 = sup
v∈C2,
‖v‖4=1
‖M̃v‖2 = (ρ(M̃∗M̃))1/2 = max
i
{|l̃i|},en notant l̃i les valeurs singulières de M̃ , i.e. les raines arrées positives des valeurs propresde M̃∗M̃ = ¯tM̃ M̃ . Les oeients de la matrie Ã qui donnent les onditions absorbantesapprohées optimales sont don eux donnés par la résolution du problème d'optimisation
min
Ãjk
max
ω∈D
ρ̃ , (4.40)où D est tel que |ω| ∈ [ πT , πdt], ave dt le pas de temps et T la durée de la simulation.
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4.4 Méthodes numériques en 1-D4.4.1 Semi-disrétisation en espae par éléments nisConsidérons un des sous-domaines (Ωi)1≤i≤Nd , qu'on disrétise en espae en N ix n÷uds
(xij) par un pas d'espae onstant (h = xij+1−xij). On onstruit une approximation variation-nelle interne du problème (4.26) en introduisant un sous-espae disret Vh de Vi ⊂ H2(Ωi) :à l'itération k + 1 de l'algorithme de Shwarz, trouver uk+1h (t) : (0, T ) 7→ Vh solution de


d
dt
〈uk+1h (t), vh〉L2(Ωi) + ai(uk+1h (t), vh) = bk+1i (vh) ∀ vh ∈ Vh , 0 < t < T ,
uk+1h (0) = u
0
h,
(4.41)où u0h ∈ Vh est une approximation de la donnée initiale u0i .Comme H2(Ωi) ⊂ C1(Ωi) en 1-D, on va herher des fontions ontinûment dérivablesaux points (xij)j∈[1,Nix] du maillage. On a 4 degrés de liberté (v(xij), v(xij+1), ∂xv(xij) et
∂xv(x
i
j+1)), e qui onduit à utiliser des éléments nis de Hermite P3 . L'espae disretest alors
Vh = {vh ∈ C1(Ω̄i) : vh|[xij,xij+1] ∈ P3 ∀ j ∈ [1, N
i
x − 1]} .Les fontions de base sont obtenues en herhant les polynmes (φj)1≤j≤Nix et (ψj)1≤j≤Nix ,nuls en dehors de [xi1, xiNix ] et de [xij−1, xij+1], tels que
φj(x
i
l) = δjl, ∂xφj(x
i
l) = 0,
ψj(x
i
l) = 0, ∂xψj(x
i
l) = δjl.Ces fontions de base sont dénies par
φj(x) = Φ
(
x−xij
h
)
,
ψj(x) = hΨ
(
x−xij
h
)
,ave
Φ(x) =
∣∣∣∣∣∣
Φl(x) ∀x ∈ [−1, 0],
Φr(x) ∀x ∈ [0, 1],
0 si |x| > 1,où
Φl(x) = (1 + x)2 (1 − 2 x),
Φr(x) = (1 − x)2 (1 + 2 x),et
Ψ(x) =
∣∣∣∣∣∣
Ψl(x) ∀x ∈ [−1, 0],
Ψr(x) ∀x ∈ [0, 1],
0 si |x| > 1,
où Ψl(x) = x (1 + x)2 , Ψr(x) = x (1 − x)2 .
0.5
x
0.5−0.5
0.25
0.0
1.0
0.75
−1.0 0.0
1.0
Fontions Φ (tirets) et Ψ (ligne ontinue)pour les éléments nis de Hermite P3Toute fontion vh de Vh est alors dénie de manière unique par la relation
vh(x) =
Nix∑
j=1
vh(x
i
j)φj(x) +
Nix∑
j=1
∂xvh(x
i
j)ψj(x) . INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 71Notons Uj = uh(xij) et ∂xUj = ∂xuh(xij) . On herhe uh(t) sous la forme
uh(t) =
Nix∑
j=1
Uj(t)φj +
Nix∑
j=1
∂xUj(t)ψj .Seules les oordonnées Uj et ∂xUj sont des fontions du temps. De manière similaire, onpose U0j = u0h(xij) et ∂xU0j = ∂xu0h(xij) , de sorte que
u0h =
Nix∑
j=1
U0j φj +
Nix∑
j=1
∂xU
0
j ψj .En utilisant es relations, on transforme le problème (4.41) : ∀ l ∈ [1, N ix],



Nix∑
j=1
〈φj , φl〉L2(Ωi)
dUk+1j (t)
dt
+
Nix∑
j=1
〈ψj , φl〉L2(Ωi)
d(∂xU
k+1
j )(t)
dt
+
Nix∑
j=1
ai(φj , φl)U
k+1
j (t) +
Nix∑
j=1
ai(ψj , φl) ∂xU
k+1
j (t) = b
k+1
i (φl) ,
Nix∑
j=1
〈φj , ψl〉L2(Ωi)
dUk+1j (t)
dt
+
Nix∑
j=1
〈ψj , ψl〉L2(Ωi)
d(∂xU
k+1
j )(t)
dt
+
Nix∑
j=1
ai(φj , ψl)U
k+1
j (t) +
Nix∑
j=1
ai(ψj , ψl) ∂xU
k+1
j (t) = b
k+1
i (ψl) ,
Uk+1l,h (0) = U
0
l,h ,
∂xU
k+1
l,h (0) = ∂xU
0
l,h .En introduisant la matrie de masse Mh, matrie arrée de dimension 2N ix, dénie par bloen fontion des sous-matries
(
Mφφh
)
lj
= 〈φj , φl〉L2(Ωi) = 〈φl, φj〉L2(Ωi) ,
(
Mφψh
)
lj
= 〈ψj , φl〉L2(Ωi) = 〈φl, ψj〉L2(Ωi) , 1 ≤ l, j ≤ N ix ,
(
Mψψh
)
lj
= 〈ψj , ψl〉L2(Ωi) = 〈ψl, ψj〉L2(Ωi)et la matrie de rigidité Kh dénie par blo en fontion de
(
Kφ φh
)
lj
= ai(φj , φl) ,
(
Kφψh
)
lj
= ai(ψj , φl) ,
(
Kψ φh
)
lj
= ai(φj , ψl) , 1 ≤ l, j ≤ N ix ,
(
Kψ ψh
)
lj
= ai(ψj , ψl)
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selon5
Mh =


Mφφh M
φψ
h
(
Mφψh
)′
Mψψh


, Kh =


Kφ φh K
φψ
h
Kψ φh K
ψ ψ
h


,en notant
bk+1h (t) =


...
bk+1i (φl)......
bk+1i (ψl)...


et Uk+1h (t) = 
...
Uk+1j (t)......
∂xU
k+1
j (t)...


, 1 ≤ l, j ≤ N ix ,
on peut érire l'approximation variationnelle sous la forme matriielle d'un système linéaired'équations diérentielles ordinaires à oeients onstants :



Mh
dUk+1h
dt
(t) + Kh Uk+1h (t) = bk+1h (t) , 0 < t < T ,
Uk+1h (0) = U
0
h .
(4.42)Les oeients des matries et veteurs de e système sont donnés en annexe.Remarque. La déomposition des fontions selon N ix fontions de base est valable dans lessous-domaines internes (Ωi)2≤i≤Nd−1 de Ω. Par ontre, dans les sous-domaines Ω1 et ΩNdaux extrémités Ouest et Est respetivement, les espaes disrets respetifs sont
V 0,1h = {vh ∈ C1(Ω̄i) : vh|[xij,xij+1] ∈ P3 ∀ j ∈ [2, N
i
x]} ,
V 0,Ndh = {vh ∈ C1(Ω̄i) : vh|[xij,xij+1] ∈ P3 ∀ j ∈ [1, N
i
x − 1]} .Les sommes de 1 à N ix deviennent des sommes de 2 à N ix dans Ω1, et de 1 à (N ix − 1)dans ΩNd . De même, les sous-matries de dimension N ix se réduisent à des sous-matries dedimension (N ix − 1).Remarque. Soit Eh = U −Uh l'erreur ommise en résolvant le problème disret. La matriede masse permet de aluler la norme L2 de l'erreur :
‖Eh‖2L2 = EthMhEh .4.4.2 Disrétisation totale en espae et en tempsDisrétisons l'intervalle de temps [0, T ] en Nt pas de temps dt. Plusieurs shémas entemps ont été envisagés. Compte tenu de la forte ontrainte imposée par la ondition destabilité d'un shéma d'Euler expliite,
ν dt
h4
< C, C onstante d'ordre 1,5La notation M ′ désigne la matrie symétrique de M . INRIA
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e shéma a été éarté au prot d'un shéma impliite. L'ordre 1 d'un shéma d'Eulerimpliite impliquerait la prépondérane érasante des erreurs en temps sur elles en espae,ompte tenu de la qualité du shéma de Hermite en espae (d'ordre 4). On a nalementutilisé un shéma de Gear, 'est-à-dire un shéma impliite d'ordre 2 en temps :
Mh
3Uh(t
n+1) − 4Uh(tn) + Uh(tn−1)
2 dt
+ Kh Uh(tn+1) = bh(tn+1) .4.5 Simulations pour le problème de diusion biharmoniqueDes simulations ont été réalisées pour le problème de diusion biharmonique sans adve-tion dans le as 1-D . . .1. stationnaire ave terme réatif (f. setion 4.3.1)(a) ave les onditions absorbantes idéales aux interfaes :
B± = T̃ ± −A S̃±,où la matrie A est dénie par (4.35),(b) ave des onditions de transmission non idéales :
B± = T̃ ± − A S̃±,où la matrie A est quelonque,2. transitoire (f. setion 4.3.2)(a) ave des onditions de transmission de Dirihlet-Neumann (ave reouvrement) :
B± = S̃±,(b) ave des onditions absorbantes approhées non optimisées :
B± = T̃ ± − Ã S̃±,où la matrie Ã est dénie par (4.38) et le oeient µ de Ã est un réel quelonquepermettant la onvergene de l'algorithme,() ave des onditions absorbantes approhées optimisées :
B± = T̃ ± − Ã S̃±,où la matrie Ã est dénie par (4.38) et le oeient µ de Ã est le réel obtenu enrésolvant le problème d'optimisation (4.40).Seuls les résultats obtenus en déomposant le domaine global [0, 1] en deux sous-domainesde part et d'autre d'une interfae unique seront présentés ii.Remarque. Les simulations sont réalisées en initialisant les onditions de transmission avedes valeurs quelonques (random), de sorte qu'il faut une première itération de Shwarzpour obtenir des valeurs qui respetent l'équation de diusion biharmonique. On peut dononsidérer que les simulations présentées à l'itération 1 sont les onditions initiales, et queelles de l'itération 2 sont en réalité les résultats obtenus après 1 seule itération de Shwarz(et ainsi de suite).
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4.5.1 Cas de onditions de transmission de Dirihlet-NeumannFormulation variationnelleDans le as 2a où les onditions de transmission sont de type Dirihlet-Neumann, onest amené à résoudre sur haque sous-domaine le problème suivant (à la plae du prob-lème (4.22)) : 


Lui = f dans Ωi × [0, T [,
ui|t=0 = u
0
i dans Ωi,
S̃±ui = ~g±i sur ∂Ω±i × (0, T ), (4.43)ave L l'opérateur de diusion biharmonique et S̃± l'opérateur de Dirihlet-Neumann :
L = ∂
∂t
+ ν∆2 et S̃± = ( ∂~n±
Id
)
.Les onditions de transmission entre haque sous-domaine impliquent les relations ~g±i =
S̃±ui±1|∂Ω±
i
. Par onséquent, sur les interfaes,
~g±i 6= 0,sauf aux bords du domaine global Ω, où ~g−1 = 0 et ~g+Nd = 0.La formulation variationnelle assoiée esttrouver ui ∈ L2(0, T ; Vi) solution de  ddt (ui(t), vi) + ai(ui(t), vi) = bi(vi) ∀ vi ∈ Vi ,
ui(0) = u
0
i ,où l'espae fontionnel, la forme bilinéaire et la forme linéaire sont dénies par les relations
Vi = {vi ∈ H2(Ωi); vi|∂Ω∩∂Ω±
i
= ∂~n±vi|∂Ω∩∂Ω±
i
= 0} ,
ai(ui, vi) =
∫
Ωi
ν∆ui∆vi dx+
∑
±
[∫
∂Ω±
i
ν (∂~n±∆ui vi − ∆ui ∂~n±vi) ds
]
,
bi(vi) =
∫
Ωi
f(t) vi dx .Les onditions de transmission ne permettent pas de déterminer les intégrales traes quiinterviennent dans la forme bilinéaire.On transforme alors le problème grâe à une fontion de relèvement ui ∈ L2(0, T ;Vi),telle que ui|t=0 = u0i dans Ωi, et onstruite de sorte que
S̃±ui = ~g±i sur ∂Ω±i × (0, T ).Le hangement de variables
ui = ui + wipermet de ramener le problème (4.43) au problème aux limites suivant sur haque sous-domaine : 


Lwi = f − Lui dans Ωi × (0, T ),
wi|t=0 = u
0
i − u0i dans Ωi,
S̃±wi = 0 sur ∂Ω±i × (0, T ).La formulation variationnelle assoiée esttrouver wi ∈ L2(0, T ; V̄i) solution de  ddt (wi(t), vi) + āi(wi(t), vi) = b̄i(vi) ∀ vi ∈ V̄i ,
wi(0) = u
0
i − u0i , INRIA
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V̄i = H
2
0 (Ωi) ,
āi(ui, vi) =
∫
Ωi
ν∆ui∆vi dx ,
b̄i(vi) =
∫
Ωi
f(t) vi dx−
[
d
dt
(ui(t), vi) + āi(ui(t), vi)
]
.Pour que l'algorithme de Shwarz onverge, il est indispensable que les sous-domaines sereouvrent d'au moins une maille. On remplae don les sous-domaines Ωi par des sous-domaines "étendus", notés Ω̄i.Disrétisation numériqueOn utilise les mêmes shémas de disrétisation en espae et en temps que dans le as desonditions absorbantes approhées (setion 4.4), et notamment des éléments nis de Hermite
P3. On dénit le sous-domaine Ω̄i = [x̄i1, x̄iN̄ix ] omme le sous-domaine sans reouvrement
Ωi = [x
i
1, x
i
Nix
] étendu dans toutes les diretions de Nm mailles, 'est-à-dire [x̄i1, x̄iN̄ix ] =
[xi1 −Nm h, xiNix +Nm h].En introduisant l'espae disret
V̄h = {vh ∈ C1
(
Ω̄i
)
: vh|[x̄ij,x̄ij+1]
∈ P3 ∀ j ∈ [1, N̄ ix−1] , vh|x̄i1 = vh|x̄iN̄ix
= 0 , ∂xvh|x̄i
1
= ∂xvh|x̄i
N̄ix
= 0} ,on herhe la solution wh du problème semi-disret en espae



d
dt
〈wh(t), vh〉L2(Ωi) + āi(wh(t), vh) = b̄i(vh) ∀ vh ∈ V̄h , 0 < t < T ,
wh(0) = w
0
h,
(4.44)où w0h ∈ V̄h est une approximation de la donnée initiale (u0i − u0i ).On déompose les fontions de V̄h selon les fontions de base de Hermite φj(x) et ψj(x).Notons Wj = wh(x̄ij) et ∂xWj = ∂xwh(x̄ij) . On herhe wh(t) sous la forme
wh(t) =
N̄ix−1∑
j=2
Wj(t)φj +
N̄ix−1∑
j=2
∂xWj(t)ψj .Par ontre, la fontion de relèvement n'est pas nulle aux interfaes, elle se déompose donsous la forme
uh(t) =
N̄ix∑
j=1
Uj(t)φj +
N̄ix∑
j=1
∂xUj(t)ψj .
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es relations, on transforme le problème (4.44) : ∀ l ∈ [2, N̄ ix − 1],



N̄ix−1∑
j=2
〈φj , φl〉L2(Ωi)
dWj(t)
dt
+
N̄ix−1∑
j=2
〈ψj , φl〉L2(Ωi)
d(∂xWj)(t)
dt
+
N̄ix−1∑
j=2
āi(φj , φl)Wj(t) +
N̄ix−1∑
j=2
āi(ψj , φl) ∂xWj(t) = b̄i(φl) ,
N̄ix−1∑
j=2
〈φj , ψl〉L2(Ωi)
dWj(t)
dt
+
N̄ix−1∑
j=2
〈ψj , ψl〉L2(Ωi)
d(∂xWj)(t)
dt
+
N̄ix−1∑
j=2
āi(φj , ψl)Wj(t) +
N̄ix−1∑
j=2
āi(ψj , ψl) ∂xWj(t) = b̄i(ψl) ,
Wl,h(0) = W
0
l,h ,
∂xWl,h(0) = ∂xW
0
l,h ,où
āi(φ, ψ) = ν 〈∆φ, ∆ψ〉L2(Ω̄i),
b̄i(ψ) = 〈f(t), ψ〉L2(Ω̄i) − R̄i(uh(t), ψ),ave R̄i(uh(t), ψ) = N̄ix∑
j=1
〈φj , ψ〉L2(Ωi)
dUj(t)
dt
+
N̄ix∑
j=1
〈ψj , ψ〉L2(Ωi)
d(∂xUj)(t)
dt
+
N̄ix∑
j=1
āi(φj , ψ)Uj(t) +
N̄ix∑
j=1
āi(ψj , ψ) ∂xUj(t).Notons
b̄h(t) =


...
b̄i(φl)......
b̄i(ψl)...


, 2 ≤ l ≤ N̄ ix − 1 ,le veteur de dimension 2 (N̄ ix − 2) assoié au seond membre disret, ainsi que
F̄h(t) = (〈f, φ2〉L2(Ω̄i), . . . , 〈f, φN̄ix−1〉L2(Ω̄i), | 〈f, ψ2〉L2(Ω̄i), . . . , 〈f, ψN̄ix−1〉L2(Ω̄i))
t et R̄h(uh(t)) =
(R̄i(uh(t), φ2), . . . , R̄i(uh(t), φN̄ix−1), | R̄i(uh(t), ψ2), . . . , R̄i(uh(t), ψN̄ix−1))
t les deux veteursqui le omposent, de sorte que
b̄h(t) = F̄h(t) + R̄h(uh(t)).En notant
Uh(t) =


...
Uj(t)......
∂xUj(t)...


, 1 ≤ j ≤ N̄ ix ,
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ié à la fontion de relèvement disrète (diérente à haqueitération de Shwarz), on peut redénir le seond membre sous forme matriielle en remar-quant que
R̄h(uh(t)) = M̄h
dUh
dt
(t) + K̄h Uh(t),où les matries de masse M̄h et de rigidité K̄h sont des matries retangulaires de dimension
2 (N̄ ix − 2) × 2N ix respetivement identiques aux matries de masse Mh et de rigidité Kh(dénies page 71) privées de la première et de la dernière ligne de haune des sous-matriesblos.En notant
Wh(t) =


...
Wj(t)......
∂xWj(t)...


, 2 ≤ j ≤ N̄ ix − 1 ,le veteur de dimension 2 (N̄ ix−2) assoié à l'inonnue, l'approximation variationnelle s'éritsous la forme matriielle d'un système linéaire d'équations diérentielles ordinaires



M̆h
dWh
dt
(t) + K̆hWh(t) = b̄h(t) , 0 < t < T ,
Wh(0) = W
0
h ,
(4.45)où les matries de masse M̆h et de rigidité K̆h sont des matries arrées de dimension
2 (N̄ ix − 2) respetivement identiques aux matries de masse Mh et de rigidité Kh privéesdes 4 lignes et des 4 olonnes orrespondant aux termes d'interfae (i.e. sans les premièreset dernières lignes et olonnes des sous-matries blos).Constrution de la fontion de relèvementA haque itération (k+ 1) de l'algorithme de Shwarz, la fontion de relèvement dans lesous-domaine Ωi = [x̄i1, x̄iN̄ix ] doit vérier
{
uk+1i = u
k
i±1
∂nu
k+1
i = ∂nu
k
i±1
sur ∂Ω±i × (0, T ).Les fontions de Hermite (f. page 70) permettent de onstruire aisément une fontion quivérie es relations :
uk+1i (x, t) = u
k
i−1(x̄
i
1, t) Φ
r
(
x−x̄i1
x̄i
N̄ix
−x̄i
1
)
+ uki+1(x̄
i
N̄ix
, t) Φl
(
x−x̄i
N̄ix
x̄i
N̄ix
−x̄i
1
)
+(x̄i
N̄ix
− x̄i1) ∂xuki−1(x̄i1, t) Ψr
(
x−x̄i1
x̄i
N̄ix
−x̄i
1
)
+ (x̄i
N̄ix
− x̄i1) ∂xuki+1(x̄iN̄ix , t) Ψ
l
(
x−x̄i
N̄ix
x̄i
N̄ix
−x̄i
1
)
.
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4.5.2 Résultats de simulations dans le as stationnaire ave termeréatifLes simulations 1-D présentées ii orrespondent au problème de réation-diusion bi-harmonique
r u+ ν u(4) = f dans Ω,ave r = 1, dans le as d'une déomposition du domaine Ω = [0, 1] en deux sous-domaines(sans reouvrement) de part et d'autre de l'interfae {xΓ = 25}. Le domaine Ω est disrétiséen 20 mailles uniformes, ave un pas d'espae h = 0, 05.On a onstruit deux solutions analytiques u1 et u2 de sorte que u1, u2 ∈ H20 (Ω), lapremière basée sur un polynme de degré 4, le seonde sur la fontion trigonométriqueosinus (gure 4.1) :
u1(x) = c1 x
2 (x− 1)2 est solution si f(x) = c1 [r x2 (x − 1)2 + ν 24] ,
u2(x) = c2 (cos(2 π x) − 1) est solution si f(x) = c2 [r (cos(2 π x) − 1) + ν 16 π4 cos(2 π x)] ,où on a hoisi arbitrairement omme onstantes c1 = 143, 2 et c2 = 6, 54.
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Fig. 4.1: Dans le as stationnaire, solutions disrètes de référene dans Ω = [0, 1] : (1) à gauhe
uh1, (2) à droite uh2Dans le as d'un seul domaine, diverses simulations (non présentées ii) en fontion deplusieurs pas d'espae ont permis de vérier que l'ordre de onvergene du shéma est en
h4 :
‖u− uh‖L2(Ω) ≤ C h4 |u|4,Ω.Cette ondition est utilisée dans le as de la déomposition du domaine pour ontrler laonvergene et mettre n à la boule itérative de l'algorithme de Shwarz (ave C = 1).En pratique, la onvergene "apparente" est atteinte plus tt. Dans le as u1 par exemple,on peut onstater sur la gure 4.3 que la onvergene de l'algorithme  ave des on-ditions absorbantes idéales  vers la solution globale semble atteinte après seulement 3itérations (omme le stipule la théorie6), avant l'itération 5 à laquelle ette inégalité estvériée (f. tableau 4.1).Les onditions de transmission entre les deux sous-domaines sont de la forme B± =
T̃ ± − A S̃±. Dans le as de onditions absorbantes idéales, la matrie A est dénie par larelation (4.35). Le taux de onvergene de l'algorithme de Shwarz est alors nul (gure 4.2).6La théorie stipule que l'algorithme de Shwarz doit onverger en Nd = 2 itérations. Comme on l'a indiquéen introdution, dans es simulations, la première itération de Shwarz sert à onstruire un itéré initial quivérie le problème. La solution à l'itération 3 orrespond don en pratique à une solution obtenue aprèsseulement 2 itérations.
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Fig. 4.2: Dans le as stationnaire, taux de onvergene de l'algorithme de Shwarz ave des on-ditions de transmission de la forme B± = T̃ ± − A S̃±, où la matrie A est dénie par larelation (4.38). Les onditions absorbantes idéales sont réalisées si µ = √2 r1/4.
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Fig. 4.3: Dans le as stationnaire ave ν = 0, 01, solution de référene uh1 dans le domaine global(ligne ontinue, ·), et dans les deux sous-domaines, inonnues uh1 aux 5 premières itéra-tions de l'algorithme de Shwarz, ave des onditions de transmission absorbantes idéales(ligne ontinue, ◦ et ) ou non idéales (tirets, + et ×).
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ν = 0, 01 ν = 0, 1(a) (b) (a) (b)Cas u1 87 5 57 13Cas u2 91 5 65 15Tab. 4.1: Dans le as stationnaire, nombre d'itérations néessaires à l'algorithme de Shwarz pouronverger (a) ave des onditions de transmission quelonques, (b) ave des onditionsabsorbantes idéales
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Fig. 4.4: Dans le as stationnaire, norme L2(Ω) de l'erreur ommise ave des onditions de trans-mission absorbantes idéales (ligne ontinue, ◦) ou non idéales (tirets, ⋆), en fontion dunuméro de l'itération de l'algorithme de Shwarz (éhelles logarithmiques) : (a) en hautsi ν = 0, 01, (b) en bas si ν = 0, 1 ; (1) à gauhe dans le as u1, (2) à droite dans le as u2Dans le as non idéal, la matrie A est dénie arbitrairement par
A =
(
1
√
2
−
√
2 −1
)
,de sorte que les onditions d'existene et d'uniité (4.17) ou (4.18) sont vériées et quel'algorithme de Shwarz onverge au taux ρ = 0, 954091 dans le as ν = 0, 01 et ρ = 0, 394903dans le as ν = 0, 1.Les résultats sont illustrés dans le tableau 4.1 et la gure 4.3. La gure 4.4 indiquel'évolution de la norme L2(Ω) de l'erreur ommise à haque itération, en fontion des deuxtypes de onditions de transmission onsidérés.
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as transitoireLe problème onsidéré ii est le problème de diusion biharmonique
∂u
∂t
+ ν u(4) = f dans Ω × [0, T ],dans le as d'une déomposition du domaine Ω = [0, 1] en deux sous-domaines de part etd'autre de l'interfae {xΓ = 25}, sur l'intervalle de temps [0, T ] = [0, 1]. La disrétisation dudomaine Ω est réalisée ave un pas d'espae uniforme h = 0, 05, elle de l'intervalle de tempsave un pas de temps dt = 0, 05.Les deux solutions analytiques u1 et u2 onstruites (gure 4.5) sont telles que u1 = u′1 = 0et u2 = u′2 = 0 sur ∂Ω = {x = 0, x = 1} :
u1(x, t) = c1 cos(ωt t) x
2 (x− 1)2est solution si f(x, t) = c1 [−ωt sin(ωt t)x2 (x− 1)2 + ν 24 cos(ωt t)], et
u2(x, t) = c2 (cos(2 π x) − 1) sin(ωt t)est solution si f(x, t) = c2 [ωt cos(ωt t) (cos(2 π x) − 1) + ν 16 π4 cos(2 π x) sin(ωt t)], où ona hoisi arbitrairement omme onstantes c1 = 154, 3, c2 = 6, 54 et ωt = 43π.
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Fig. 4.5: Dans le as transitoire, solutions disrètes de référene dans Ω = [0, 1] : (1) à gauhe uh1,(2) à droite uh2Les simulations sont réalisées alternativement ave des onditions de transmission deDirihlet-Neumann ave reouvrement, ou ave des onditions absorbantes approhées, quel-onques ou optimisées, sans reouvrement.On met n à la boule itérative de Shwarz lorsque la solution n'évolue plus dans auundes sous-domaines Ωi, plus préisément lorsque 1
N ixNt
∑
j
∑
n
∣∣uk+1h (xj , tn) − ukh(xj , tn)
∣∣ <
ǫ (max
x,t
u − min
x,t
u), ave ǫ = 10−4. On onstate en pratique que la onvergene "apparente"est atteinte plus tt. Dans le as u1 par exemple, on peut onstater sur la gure 4.7 que laonvergene de l'algorithme  ave des onditions absorbantes idéales  vers la solutionglobale semble atteinte après seulement 5 itérations, avant l'itération 9 à laquelle etteinégalité est vériée (f. tableau 4.2).Pour des onditions de transmission de Dirihlet-Neumann, le reouvrement est de deuxmailles. Plus préisément les sous-domaines Ω̄i orrespondent aux sous-domaines Ωi étendusRR n° 6512
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Fig. 4.6: Dans le as transitoire, maximum sur toutes les fréquenes temporelles du taux de on-vergene de l'algorithme de Shwarz ave des onditions de transmission de la forme
B± = T̃ ± − Ã S̃±, où la matrie Ã est dénie par la relation (4.38) : (1) à gauhe quand
0, 5 ≤ µ ≤ 3000 (éhelle logarithmique), (2) à droite zoom quand 0 ≤ µ ≤ 10 (éhellelinéaire)
ν = 0, 01 ν = 0, 1(a) (b) () (a) (b) ()Cas u1 574 29 9 768 11 8Cas u2 548 29 9 742 11 9Tab. 4.2: Dans le as transitoire, nombre d'itérations néessaires à l'algorithme de Shwarz pouronverger (a) ave des onditions de transmission de Dirihlet-Neumann (ave reouvre-ment des sous-domaines), (b) ave des onditions absorbantes approhées quelonques(sans reouvrement), () ave des onditions absorbantes approhées optimisées (sansreouvrement)d'une maille dans toutes les diretions (i.e. à l'Est et à l'Ouest) : Ω1 = [0, xΓ + h], Ω2 =
[xΓ − h, 1].Dans le as de onditions absorbantes approhées, les onditions de transmission sont dela forme B± = T̃ ± − Ã S̃±, où la matrie Ã est dénie par la relation (4.38).Dans le as optimisé, le oeient µ de la matrie Ã est obtenu en minimisant le taux deonvergene de l'algorithme de Shwarz maximisé sur toutes les fréquenes temporelles :
minµmaxω ρ̃ = 0, 442037 pour µ = 2, 73799.Dans le as non optimal, il est déni arbitrairement de sorte que l'algorithme de Shwarz on-verge. La gure 4.6 illustre la variation du maximum (sur toutes les fréquenes temporelles)du taux de onvergene de l'algorithme de Shwarz ave des onditions absorbantes ap-prohées, en fontion du paramètre µ. On hoisit ii µ = 5, de sorte que maxω ρ̃ = 0, 9906211.Les résultats des simulations sont présentés dans le tableau 4.2 et les gures 4.7 et 4.8.On onstate que l'erreur ommise à l'itération 9 ave les onditions optimales est beauoupplus petite (d'un fateur 10) que elles ommises ave les autres types de onditions (auxitérations 23 et 477 resp).Les gures 4.9 et 4.10 montrent les normes des erreurs ommises à haque itération deShwarz. On a hoisi de montrer la norme L∞(0, T ; L2(Ω)) (resp. L∞(0, T ; H2(Ω)) de l'er-reur, 'est-à-dire le maximum sur tous les pas de temps de la norme L2(Ω) (resp. H2(Ω)) enespae. On remarque que les onditions de transmission transparentes approhées permet-tent une onvergene très nettement améliorée (en qualité et en rapidité) par rapport auxonditions de Dirihlet-Neumann.
INRIA
Conditions aux interfaes pour le ouplage de modèles oéaniques 83
0 0.2 0.4 0.6 0.8 1
−8
−7
−6
−5
−4
−3
−2
−1
0
x
so
lu
tio
n 
u h
Schwarz iteration no.1, t=1
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Schwarz iteration no.2, t=1
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Schwarz iteration no.4, t=1
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Schwarz iteration no.5, t=1
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Schwarz iteration no.6, t=1
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Schwarz iteration no.7, t=1
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Schwarz iteration no.8, t=1
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Schwarz iteration no.9, t=1
Fig. 4.7: Dans le as transitoire, au temps nal t = 1, ave ν = 0, 01, solution de référene uh1 dansle domaine global (ligne ontinue, ·), et dans les deux sous-domaines, inonnues uh1 aux 9premières itérations de l'algorithme de Shwarz, (a) ave des onditions absorbantes ap-prohées optimisées (sans reouvrement) (ligne ontinue, ◦ et ), (b) ave des onditionsabsorbantes approhées quelonques (sans reouvrement) (tirets, × et +), () ave desonditions de transmission de Dirihlet-Neumann (ave reouvrement des sous-domaines)(pointillés, ▽ et △)
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Fig. 4.8: Dans le as transitoire ave ν = 0, 01, erreur entre la solution de référene uh1 dans ledomaine global et les solutions obtenues dans les deux sous-domaines après onvergenede l'algorithme de Shwarz, (a) à gauhe ave des onditions de transmission de Dirihlet-Neumann (ave reouvrement des sous-domaines) à l'itération 574, (b) au entre ave desonditions absorbantes approhées quelonques (sans reouvrement) à l'itération 29, ()à droite ave des onditions absorbantes approhées optimisées (sans reouvrement) àl'itération 9RR n° 6512
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Fig. 4.9: Dans le as transitoire, norme L∞(0, T ; L2(Ω) de l'erreur ommise ave des onditions detransmission absorbantes approhées, optimisées (ligne ontinue, ◦) ou non (tirets, ⋆), ouave des onditions de Dirihlet-Neumann (tirets-pointillés, ⋄), en fontion du numéro del'itération de l'algorithme de Shwarz (éhelles logarithmiques) : (a) en haut si ν = 0, 01,(b) en bas si ν = 0, 1 ; (1) à gauhe dans le as u1, (2) à droite dans le as u2
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Fig. 4.10: Dans le as transitoire, norme L∞(0, T ; H2(Ω) de l'erreur ommise ave des onditionsde transmission absorbantes approhées, optimisées (ligne ontinue, ◦) ou non (tirets,
⋆), ou ave des onditions de Dirihlet-Neumann (tirets-pointillés, ⋄), en fontion dunuméro de l'itération de l'algorithme de Shwarz (éhelles logarithmiques) : (a) en hautsi ν = 0, 01, (b) en bas si ν = 0, 1 ; (1) à gauhe dans le as u1, (2) à droite dans le as
u2
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Annexe AÉquations de Saint-Venantinomplètement paraboliquesNota : Les termes en bleu mettent en évidene les diérenes ave la démarhe et les résultatsde [Mar03, p.156℄, dues à la reformulation du problème du fait du hangement de variablevertiale φ = c h/h0 = c (1 +′′ h′′Martin 2003) et de la prise en ompte de l'advetion.On onsidère les équations de Saint-Venant linéarisées ave dissipation, onstituées d'équa-tions de réation-advetion-diusion 2D pour dérire la dynamique horizontale et de l'équa-tion de ontinuité (inompressibilité) pour la dynamique vertiale, dans l'espae entier
Ω = R2 : 


∂U
∂t
+(U0 · ∇)U +B U + c∇φ− ν∆U = F ,
∂φ
∂t
+(U0 · ∇)φ+ c∇ · U = 0 ,
(A.1)où U = ( u
v
) , U0 = ( u0v0 ) et B = ( 0 −ff 0 ) .Remarques : La variable φ est dénie omme suit : φ = c h/h0 = √g/h0 h, ave h la hauteur de lasurfae libre de l'eau, et h0 la profondeur de l'eau. La formulation du système préédent est équivalente à elle utilisée par Halpern [Hal05℄dans son mémo, où le problème est formulé en fontion de h, la hauteur de la surfaelibre de l'eau.Soit W = (u, v, φ)t . Notons L l'opérateur de Saint-Venant, tel que le système préédentave ondition initiale puisse se réérire
{
LW = F dans Ω×]0, T [ ,
W (, , 0) = W0 dans Ω , (A.2)i.e.
L = ∂t +A1 ∂x +A2 ∂y + B̃ − ν P ∆ ,ave A1 =  u0 0 c0 u0 0
c 0 u0

 , A2 =  v0 0 00 v0 c
0 c v0

 , B̃ =  0 −f 0f 0 0
0 0 0

 et P =


1 0 0
0 1 0
0 0 0

 .
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Nous supposons que les résultats de Martin [Mar03, hapitre 13℄ pour le système sansadvetion1 sont généralisables au as présenté ii et que le problème ave une onditioninitiale est bien posé.A.1 Transformée de Fourier-Laplae des équations de SaintVenantOn déompose le domaine Ω = R2 en deux demi-plans Ω− =] − ∞, L[×R et Ω+ =
]0,+∞[×R et on étudie le système après une transformation de Fourier selon la variable yet de Laplae selon la variable t.Etant donnée le hoix de la déomposition du domaine Ω, la normale à haque interfaeest selon l'axe x. Cette étude nous permettra d'érire les onditions aux frontières Est etOuest. Il faudra adapter les aluls pour obtenir les onditions absorbantes aux frontièresNord et Sud.Notons ΓL = {(x, y) ∈ R2/ x = L} la frontière ouverte à l'Est du domaine Ω− et
Γ0 = {(x, y) ∈ R2/ x = 0} elle à l'Ouest du domaine Ω+.Rappelons que, soit φ une fontion de (x, y, t) ∈ R2 × R+ telle que ∃ α > 0, K > 0 :
‖φ(x, y, t)‖ ≤ K eα t ∀(x, y) ∈ R2, la transformée de Fourier en y et de Laplae en t de lafontion φ est
φ̂(x, η, s) =
1
2 π
∫
R
∫ +∞
0
φ(x, y, t) e−(iηy+st) dt dy ,ave s = σ + i ω, σ > α > 0, la variable de Laplae assoiée à la variable temporelle t et ηla variable de Fourier assoiée à la variable d'espae tangentielle y.Après intégrations par parties, la transformée de Fourier-Laplae du système (A.1) sansterme soure donne le système suivant2



(s+ ν η2+i η v0) û+u0
∂û
∂x
− f v̂ + c ∂φ̂
∂x
− ν ∂
2û
∂x2
= 0 ,
(s+ ν η2+i η v0) v̂+u0
∂v̂
∂x
+ f û+ i η c φ̂− ν ∂
2v̂
∂x2
= 0 ,
(s+i η v0) φ̂+u0
∂φ̂
∂x
+ i η c v̂ + c
∂û
∂x
= 0 .
(A.3)En herhant la solution Ŵ = (û, v̂, φ̂)t du système préédent ave une ondition initialenulle sous la forme
Ŵ = Φ e−ξx ,ave Φ ∈ R3 un veteur indépendant de la variable x, on est ramené à résoudre le systèmeindépendant de x suivant
M(ξ, η, s)Φ(ξ, η, s) = 0 , (A.4)1Remarque : La démonstration de la onvergene de l'algorithme de Shwarz lassique dans la thèse deMartin [Mar03, p.191℄ repose sur l'inégalité
|λ1|+ |λ2| ≤ |S|
2 + 2 |P | ,ave S = (|a|2 + |b|2 + |c|2 + |d|2) et P = |det A |2. Dans le as où |λ1| > 1 et |λ2| > 1, ette relation déoulede l'inégalité |λ1|2 + |λ2|2 ≤ |S|2 +2 |P |. Dans le as ontraire, rien ne permet de l'étayer. La démonstrationomplète requiert don de faire la preuve de ette inégalité.2Contrairement au as sans advetion, on ne peut plus exprimer diretement la variable φ̂ en fontion de
û, v̂, η et s dans le as ave advetion.
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M(ξ, η, s) =


s+ ν η2+i η v0 − u0 ξ − ν ξ2 −f −c ξ
f s+ ν η2+i η v0 − u0 ξ − ν ξ2 i η c
−c ξ i η c s+i η v0 − u0 ξ

 .(A.5)Ce système admet une solution non nulle si et seulement si le déterminant de M est nul,'est-à-dire ssi ξ est solution d'une équation du inquième degré, qu'on ne sait pas résoudretelle quelle. On est alors amené à faire une approximation. Cette approximation dépend no-tamment de la situation du problème physique onsidéré, qui permet de hoisir le paramètre(visosité, fore de Coriolis, nombre de Rossby, . . .) en série duquel ette équation seradéveloppée.Pour aller plus loin, on va admettre que ette équation admet inq raines ξ1, ξ2, ξ3, ξ4et ξ5.Comme le déterminant de M(ξj , η, s) est nul ∀ j ∈ [1, 5], les trois équations orrespon-dant au système (A.4) sont liées. En résolvant e système privé de la deuxième équation, onobtient une des expressions possibles du veteur Φj assoié à la raine ξj :
Φj =


Aj
Bj
Cj

 =


−f (s+i η v0 − u0 ξj) + i η c2 ξj
c2 ξ2j − (s+i η v0 − u0 ξj) (s+ ν η2+i η v0 − u0 ξj − ν ξ2j )
i η c (s+ ν η2+i η v0 − u0 ξ − ν ξ2j ) − f c ξj

 . (A.6)La solution du système de Fourier-Laplae peut alors s'érire
Ŵ =
5∑
j=1
αj Φj e
−ξj x ,ou enore, sous forme matriielle,̂
W (x, η, s) = M̃(η, s)D(x)α , (A.7)où M̃ =  A1 A2 A3 A4 A5B1 B2 B3 B4 B5
C1 C2 C3 C4 C5

, D(x) =  e−ξ1 x 0 0 0 00 e−ξ2 x 0 0 00 0 e−ξ3 x 0 00 0 0 e−ξ4 x 0
0 0 0 0 e−ξ5 x

et
α = (α1, α2, α3, α4, α5)
t.On obtient nalement la solution dans haque sous-domaine en éliminant les termesexponentiellement roissants, i.e. eux qui font intervenir les variables ξj dont la partieréelle est négative dans TFL(Ω−) et positive dans TFL(Ω+), où on a noté TFL l'opérateurde transformation de Fourier-Laplae.Notons ξ− l'ensemble des raines ξj dont la partie réelle est négative, et ξ+ elui desraines ξj dont la partie réelle est positive. La solution du système de Fourier-Laplae estnotée
Ŵ−(x, η, s) = M̃−(η, s)D−(x)α− pour (x, η, s) ∈] −∞, L[×R × C , (A.8)dans TFL(Ω−), où M̃−, D−(x) et α− sont assoiés aux raines ξ−, et
Ŵ+(x, η, s) = M̃+(η, s)D+(x)α+ pour (x, η, s) ∈]0,+∞[×R × C (A.9)dans TFL(Ω+), où M̃+, D+(x) et α+ sont assoiés aux raines ξ+.Les onstantes αj doivent pouvoir être déterminées à partir des onditions aux limites,omme nous allons l'illustrer dans la setion suivante.RR n° 6512
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A.2 Algorithme de Shwarz lassique de type relaxationd'ondesConsidérons à présent la résolution des équations de Saint-Venant par déomposition dudomaine selon l'algorithme de Shwarz lassique de type relaxation d'ondes.Ave des onditions aux frontières ouvertes de Dirihlet, l'algorithme de Shwarz s'érit,à l'itération (n+ 1),



LWn+1− = F dans Ω−×]0, T [ ,
Wn+1− (, , 0) = W0 dans Ω− ,
Wn+1− = W
n
+ sur ΓL×]0, T [ , (A.10)et 


LWn+1+ = F dans Ω+×]0, T [ ,
Wn+1+ (, , 0) = W0 dans Ω+ ,
Wn+1+ = W
n
− sur Γ0×]0, T [ . (A.11)Remarque : Contrairement au as sans advetion, il faut stipuler les onditions aux interfaespour toutes les omposantes de W .Introduisons l'erreur de l'algorithme à l'étape n dans haque demi-plan : EnW+− = W|Ω+−−
Wn+−
, où W est la solution du système (A.2). Ces erreurs vérient alors l'algorithme suivant,à l'itération (n+ 1),



LE n+1W− = 0 dans Ω−×]0, T [ ,
E n+1W− (, , 0) = 0 dans Ω− ,
E n+1W− = E
n
W+
sur ΓL×]0, T [ , (A.12)et 


LE n+1W+ = 0 dans Ω+×]0, T [ ,
E n+1W+ (, , 0) = 0 dans Ω+ ,
E n+1W+ = E
n
W−
sur Γ0×]0, T [ . (A.13)Dans haun des demi-plans, la transformée de Fourier-Laplae des erreurs vérie un systèmed'équations similaire au système (A.3) ave omme ondition à l'interfae Ê n+1W−+ = Ê nW+− .Comme on l'a vu dans la setion préédente, la solution est donnée par les équations (A.8)et (A.9) :
Ê nW− = M̃−D−(x)α
n
− pour (x, η, s) ∈] −∞, L[×R × C ,
Ê nW+ = M̃+D+(x)α
n
+ pour (x, η, s) ∈]0,+∞[×R × C .Comme D−(0) = D+(0) = I, les onditions aux interfaes s'érivent
M̃−D−(L)α
n+1
− = M̃+D+(L)α
n
+ ,
M̃+ α
n+1
+ = M̃− α
n
− .Hypothèse : on suppose que les matries M̃+− (dont la forme dépend des raines
ξ+−) sont inversibles. On peut ainsi déterminer les veteurs α− et α+ :
αn+1− = D−(−L) M̃−1− M̃+D+(L) M̃−1+ M̃− αn−1− ,
αn+1+ = M̃
−1
+ M̃−D−(−L) M̃−1− M̃+D+(L)αn−1+ ,ar D−(L)−1 = D−(−L). INRIA
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omposition de domaine à la fois plus per-formant et qui onverge dans le as sans reouvrement (L = 0, i.e. ΓL = Γ0). Notons Γl'interfae {(x, y) ∈ R2/ x = 0}.A.3.1 Reherhe de onditions absorbantes lassiquesOn pourrait herher les onditions absorbantes de l'algorithme de Shwarz suivant



LWn+1− = F dans Ω−×]0, T [ ,
Wn+1− (, , 0) = W0 dans Ω− ,
∂Wn+1−
∂x
− S−Wn+1− =
∂Wn+
∂x
− S−Wn+ sur Γ×]0, T [ , (A.14)et 


LWn+1+ = F dans Ω+×]0, T [ ,
Wn+1+ (, , 0) = W0 dans Ω+ ,
∂Wn+1+
∂x
− S+Wn+1+ =
∂Wn−
∂x
− S+Wn− sur Γ×]0, T [ , (A.15)où S− et S+ sont des opérateurs pseudo-diérentiels à dénir.L'algorithme vérié par les erreurs assoiées à W , à l'itération (n+ 1), est le suivant :



LE n+1W− = 0 dans Ω−×]0, T [ ,
E n+1W− (, , 0) = 0 dans Ω− ,
(∂x − S−)E n+1W− = (∂x − S
−)E nW+ sur Γ×]0, T [ , (A.16)et 


LE n+1W+ = 0 dans Ω+×]0, T [ ,
E n+1W+ (, , 0) = 0 dans Ω+ ,
(∂x − S+)E n+1W+ = (∂x − S
+)E nW− sur Γ×]0, T [ . (A.17)D'après la setion A.1, le système de transformée de Fourier-Laplae des erreurs a poursolution
Ê nW+−
= M̃+−D+−(x)α
n
+− .D'après la dénition de D+−(x), on a ∂xD+−(x) = −Ξ+−D+−(x) , où Ξ+− est la matrie diagonaledont les termes diagonaux sont les raines ξ+−. En supposant toujours que les matries M̃+−sont inversibles, on a ∂xÊ nW+− = −M̃+− Ξ+− M̃−1+− Ê nW+− . Par onséquent, en hoisissant ommesymbole de Fourier-Laplae de l'opérateur S−
−M̃+ Ξ+ M̃−1+et omme symbole de Fourier-Laplae de l'opérateur S+
−M̃− Ξ− M̃−1− ,les seonds membres des onditions à l'interfae dans (A.16) et (A.17) s'annulent. Les er-reurs sont alors solutions de deux systèmes homogènes ave des onditions initiales nulleset des onditions aux limites homogènes sur Γ. Par onséquent, E 2W+− = 0 dans Ω+− : l'algo-rithme onverge dès la deuxième itération vers la solution globale du problème. Comme lesopérateurs S+− ne sont pas loaux, il faut les approher.RR n° 6512
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A.3.2 Reherhe de onditions absorbantes naturellesLa formulation variationnelle du système de Saint-Venant, déomposé de part et d'autredes interfaes, nous permet d'établir que le saut de ertaines quantités à travers les interfaesest nul, e qui nous amène à déterminer des onditions de transmission physiques à l'interfae.Dans le as ave advetion3, les quantités onservées à travers l'interfae, outre U , sontles suivantes [Bla06, p.9℄ :



−ν ∂U
∂~n
+(U0 · ~n)U + c φ~n ,
c (U · ~n) + (U0 · ~n)φ ,e qui nous onduit à onsidérer l'algorithme de Shwarz suivant :



LWn+1− = F dans Ω−×]0, T [ ,
Wn+1− (, , 0) = W0 dans Ω− ,
−ν ∂U
n+1
−
∂x
+u0U
n+1
− + c φ
n+1
−
(
1
0
)
− Λ+U Wn+1−
= −ν ∂U
n
+
∂x
+u0U
n
+ + c φ
n
+
(
1
0
)
− Λ+U Wn+
c un+1− + u0 φ
n+1
− − Λ+φ Wn+1− = c un+ + u0 φn+ − Λ+φ Wn+



sur Γ×]0, T [ (A.18)et



LWn+1+ = F dans Ω+×]0, T [ ,
Wn+1+ (, , 0) = W0 dans Ω+ ,
−ν ∂U
n+1
+
∂x
+u0U
n+1
+ + c φ
n+1
+
(
1
0
)
− Λ−U Wn+1+
= −ν ∂U
n
−
∂x
+u0U
n
− + c φ
n
−
(
1
0
)
− Λ−U Wn−
c un+1+ + u0 φ
n+1
+ − Λ−φ Wn+1+ = c un− + u0 φn− − Λ−φ Wn−



sur Γ×]0, T [ , (A.19)où Λ+−U et Λ+−φ sont des opérateurs qu'il faut dénir de sorte que la onvergene de et algo-rithme soit optimale.Considérons les systèmes vériés par les erreurs, e qui revient à onsidérer F = 0 et
W0 = 0, puis leur transformée de Fourier-Laplae. Les onditions aux limites de es systèmess'érivent
−ν
∂Ê n+1U−
∂x
+u0 Ê
n+1
U−
+ c Ê n+1φ−
(
1
0
)
− Λ̂+U Ê n+1W−
= −ν
∂Ê nU+
∂x
+u0 Ê
n
U+ + c Ê
n
φ+
(
1
0
)
− Λ̂+U Ê nW+ ,
−ν
∂Ê n+1U+
∂x
+u0 Ê
n+1
U+
+ c Ê n+1φ+
(
1
0
)
− Λ̂−U Ê n+1W+
= −ν
∂Ê nU−
∂x
+u0 Ê
n
U− + c Ê
n
φ−
(
1
0
)
− Λ̂−U Ê nW− ,
c Ê n+1u− + u0 Ê
n+1
φ−
− Λ̂+φ Ê n+1W− = c Ê
n
u+ + u0 Ê
n
φ+
− Λ̂+φ Ê nW+ ,
c Ê n+1u+ + u0 Ê
n+1
φ+
− Λ̂−φ Ê n+1W+ = c Ê nu− + u0 Ê
n
φ−
− Λ̂−φ Ê nW− ,
3Dans le as sans advetion, deux onditions sur u et v susent à poser le problème, du fait que lesautres onditions sont automatiquement vériées à la onvergene de l'algorithme. Martin [Mar03, p.196℄avait ainsi utilisé la propriété de onservation de la quantité −ν ∂U
∂~n
+ c φ~n, où ~n est le veteur normal àl'interfae, pour dénir les onditions absorbantes.
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éaniques 93sur Γ×]0, T [ (en notant Λ̂+− les symboles de Fourier-Laplae des opérateurs Λ+−). On vahoisir les opérateurs Λ+−U et Λ+−φ de sorte que les termes de droite s'annulent, an d'obtenirune onvergene en deux itérations. On a déterminé à la setion A.1 la solution du systèmede transformée de Fourier-Laplae des erreurs :
Ê nW+−
= M̃+−D+−(x)α
n
+− ,qu'on peut déomposer en 


Ê nU+−
= M̃U+−D+−(x)α
n
+−
,
Ê nφ+−
= M̃φ+−D+−(x)α
n
+−
.En supposant que les matries M̃U+− sont inversibles, on a ∂xÊ nU+− = −M̃U+− Ξ+− M̃U−1+− Ê nU+−(f. setion préédente). Par onséquent,
−ν
∂Ê nU+
∂x
+u0 Ê
n
U+ + c Ê
n
φ+
(
1
0
)
=
(
D̃ M̃U+ Ξ+ M̃U
−1
+ +H
U
)
Ê nW+
−ν
∂Ê nU−
∂x
+u0 Ê
n
U− + c Ê
n
φ−
(
1
0
)
=
(
D̃ M̃U− Ξ− M̃U
−1
− +H
U
)
Ê nW− ,
c Ê nu+ + u0 Ê
n
φ+
= Hφ Ê nW+
et c Ê nu− + u0 Ê
n
φ−
= Hφ Ê nW−ave
D̃ =
(
ν 0 0
0 ν 0
)
, HU =
(
u0 0 c
0 u0 0
)
et Hφ =
(
c 0 u0
)
.Les onditions absorbantes sont alors obtenues en hoisissant omme symboles de Fourier-Laplae des opérateurs pseudo-diérentiels Λ+−U
Λ̂
+−
U = D̃ M̃
U
+− Ξ+− M̃
U
−1
+− +H
Uet omme opérateurs (non pseudo-diérentiels) Λ+−φ = Λ̂+−φ = Hφ .A.4 Conditions aux limites optimiséesComme les opérateurs pseudo-diérentiels Λ+−U ne sont (probablement) pas loaux etne peuvent pas être utilisés diretement, il faut les approher. Les onditions d'ordre 0orrespondent au as où la forme des opérateurs approhés est la plus simple :
Λ
+−
U 0 =
(
λuu λuv λuφ
λvu λvv λvφ
)
,ave λ

∈ R.L'approximation des onditions de transmission exates peut être réalisée en développantles matries Λ̂+−U , obtenues dans la setion préédente, selon ertains paramètres. Pour ela,il faut onnaître l'expression exate de es matries, et don elle des raines ξj . Il faut donhoisir un paramètre relativement petit et reprendre le problème A.4 en développant lestermes en séries du paramètre hoisi.
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94 Elise Nourtier-MazauriCe travail a été réalisé dans le adre du projet COMMA par Véronique Martin (ommu-niation personnelle), qui a déterminé les onditions absorbantes loales pour le problème deSaint-Venant omplet en adimensionnalisant et en développant le problème en ε = U/(f L),le nombre de Rossby, ave U la vitesse et la longueur aratéristiques du problème, puis ennégligeant le nombre de Rossby. Les résultats devraient paraître prohainement.
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Annexe BÉquations d'advetion-diusionharmonique 3-DB.1 Démonstrations de onvergene dans R3On va suivre la même démarhe que Martin [Mar05, setion 7℄ pour démontrer la on-vergene de l'algorithme de Sharz (2) ave les onditions approhées d'ordre 0 ou 1 vers lasolution du problème général (1).
(·, ·) représente le produit salaire dans L2(Ω).On dénit un nouvel opérateur
Ss = − 1
νh
[∂t + by ∂y + bz ∂z − νh ∂yy − νz ∂zz] .L'opérateur d'advetion-diusion harmonique (3.11) s'érit alors
L = −νh
∂2
∂x2
+ a
∂
∂x
− νh Ss ,ou enore
L = −νh
(
∂
∂x
− S+j
)(
∂
∂x
− S−j
)
+ νh(S+j S−j − Ss) , ∀ j ∈ {0, 1} .Remarque : Comme les oeients des opérateurs diérentiels Sj , ∀ j ∈ {0, 1}, sont on-stants, ils ommutent : S−j S+j = S+j S−j et (∂x − S+j )(∂x − S−j ) = (∂x − S−j )(∂x − S+j ) .Lemme B.1.1. Si u est solution de Lu = 0 dans Ω− × R+, alors ∀ j ∈ {0, 1}, on a
νh
2
∫∫
Γ
∣∣∣∣
∂u
∂x
− S+j u
∣∣∣∣
2
dy dz − νh
2
∫∫
Γ
∣∣∣∣
∂u
∂x
− S−j u
∣∣∣∣
2
dy dz + νh
(
(S+j − S−j )
∂u
∂x
,
∂u
∂x
)
Ω−
+ a
(
∂u
∂x
,S+j u
)
Ω−
− a
(
S+j
∂u
∂x
, u
)
Ω−
− νh
(
Ssu, (S+j − S−j )u
)
Ω−
= 0 .(B.1)Démonstration. Identique à elle du lemme 21 de Martin [Mar05℄.B.1.1 Conditions d'interfae d'ordre 0Théorème B.1.1. Si f est dans L2(R+;L2(Ω)) et si w0 est dans H1(Ω), alors, pour p > 0,l'algorithme (2) initialisé ave
Lu0 = f dans Ω− × R+, u0(·, ·, 0) = w0 dans Ω−, B−0 u0 = g sur Γ × R+,
Lv0 = f dans Ω+ × R+, v0(·, ·, 0) = w0 dans Ω+, B+0 v0 = h sur Γ × R+,RR n° 6512
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où g et h sont dans H1/2,1/4(R2×R+), onverge dans L∞(R+;L2(Ω−))∩L2(R+;H1(Ω−))×
L∞(R+;L2(Ω+)) ∩ L2(R+;H1(Ω+)) vers la solution du système (1).Démonstration. L'erreur dans Ω− à l'itération n + 1 de l'algorithme (2) vérie l'équationhomogène Len+1− = 0 dans Ω−×R+. On peut don appliquer le lemme B.1.1. En remarquantque (∂xu,S+0 u)Ω− = (S+0 ∂xu, u)Ω− , la formulation variationnelle (B.1) appliquée à en+1−devient
νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S+0 en+1−
∣∣∣∣∣
2
dy dz − νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S−0 en+1−
∣∣∣∣∣
2
dy dz + p
∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+
p
νh
(
∂en+1−
∂t
+ by
∂en+1−
∂y
+ bz
∂en+1−
∂z
− νh
∂2en+1−
∂yy2
− νz
∂2en+1−
∂zz2
, en+1−
)
Ω−
= 0 .Or on a (∂ten+1− , en+1− )Ω− = 12dt‖en+1− ‖2Ω− . En outre, omme la normale à l'interfae Γ =
{x = 0} a pour oordonnées (nx, ny, nz) = (1, 0, 0), on a (∂yen+1− , en+1− )Ω− = 0 , (∂zen+1− , en+1− )Ω− =
0 , (∂yyen+1− , en+1− )Ω− = −‖∂yen+1− ‖2 et (∂zzen+1− , en+1− )Ω− = −‖∂zen+1− ‖2 . On obtient alors
νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S+0 en+1−
∣∣∣∣∣
2
dy dz − νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S−0 en+1−
∣∣∣∣∣
2
dy dz + p
∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+
p
2 νh
d
dt
∥∥en+1−
∥∥2
Ω−
+ p
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
+
p νz
νh
∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
= 0 .D'après les onditions à l'interfae Γ, ∂xen+1− −S−0 en+1− = ∂xen+ − S−0 en+ . L'équation préé-dente devient
νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S+0 en+1−
∣∣∣∣∣
2
dy dz +
p
2 νh
d
dt
∥∥en+1−
∥∥2
Ω−
+ p


∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
+
νz
νh
∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−

 = νh
2
∫∫
Γ
∣∣∣∣
∂en+
∂x
− S−0 en+
∣∣∣∣
2
dy dz .Une équation similaire est vériée dans Ω+. En ajoutant les deux équations, en faisant lasomme de es équations pour les itérations n ∈ [0, N ] et en minorant les oeients destermes ‖∇en+1− ‖2, on obtient
νh
2


∫∫
Γ
∣∣∣∣∣
∂eN+1−
∂x
− S+0 eN+1−
∣∣∣∣∣
2
dy dz +
∫∫
Γ
∣∣∣∣∣
∂eN+1+
∂x
− S−0 eN+1+
∣∣∣∣∣
2
dy dz


+
d
dt
N∑
n=0
p
2 νh
(∥∥en+1−
∥∥2
Ω−
+
∥∥en+1+
∥∥2
Ω+
)
+
N∑
n=0
min(p, p
νz
νh
)
(∥∥∇en+1−
∥∥2
Ω−
+
∥∥∇en+1+
∥∥2
Ω+
)
≤ νh
2


∫∫
Γ
∣∣∣∣∣
∂e0−
∂x
− S+0 e0−
∣∣∣∣∣
2
dy dz +
∫∫
Γ
∣∣∣∣∣
∂e0+
∂x
− S−0 e0+
∣∣∣∣∣
2
dy dz

 .Comme p > 0 par hypothèse, après minoration des termes de l'itération N + 1 (positifs) etaprès intégration sur (0, t) de l'inégalité, on obtient
0 ≤
N∑
n=0
(Fn− + F
n
+) ≤ C , (B.2)INRIA
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Fn± = min(p,
p νz
νh
,
p
2 νh
)
(∥∥en+1±
∥∥2
Ω±
+
∫ t
0
(∥∥∇en+1±
∥∥2
Ω±
))et
C =
νh
2
∫ t
0
∫∫
Γ
(∣∣∂xe0− − S+0 e0−
∣∣2 +
∣∣∂xe0+ − S−0 e0+
∣∣2
)
dy dz dσne dépend pas du nombre d'itérations N . Les deux séries ∑∞n=0 Fn− et ∑∞n=0 Fn+ sont on-vergentes. Par onséquent, Fn− et Fn+ tendent vers 0 : l'algorithme onverge dans les espaesspéiés par le théorème.B.1.2 Conditions d'interfae d'ordre 1Théorème B.1.2. Si f est dans H1,1/2(Ω×R+) et si w0 est dans H2(Ω), alors, pour q > 0et p− a2 q2 > 0, l'algorithme (2) initialisé ave
Lu0 = f dans Ω− × R+, u0(·, ·, 0) = w0 dans Ω−, B−1 u0 = g sur Γ × R+,
Lv0 = f dans Ω+ × R+, v0(·, ·, 0) = w0 dans Ω+, B+1 v0 = h sur Γ × R+,où g peut s'érire
g = g1 + (−
a− p
2 νh
+ q ∂t + by q ∂y + bz q ∂z) g0 ,ave
g0 ∈ H5/2,5/4(R2 × R+) et g1 ∈ H3/2,3/4(R2 × R+) ,
g0(·, ·, 0) = w0(0, ·, ·) et g1(·, ·, 0) = ∂w0
∂x
(0, ·, ·) sur Γ ,onverge dans L∞(R+;H1(Ω−)) ∩ L2(R+;H1(Ω−)) × L∞(R+;H1(Ω+)) ∩ L2(R+;H1(Ω+))vers la solution du système (1).Démonstration. De la même façon que dans la démonstration du théorème B.1.1, on appliquele lemme B.1.1 à l'erreur en+1− de l'algorithme à l'itération n + 1. Dans un premier temps,on expliite les quatre derniers termes de la formulation variationnelle (B.1) :
νh
(
(S+1 − S−1 )
∂u
∂x
,
∂u
∂x
)
Ω−
= p
∥∥∥∥
∂u
∂x
∥∥∥∥
2
Ω−
+ νh q
d
dt
∥∥∥∥
∂u
∂x
∥∥∥∥
2
Ω−
,
(
∂u
∂x
,S+1 u
)
Ω−
−
(
S+1
∂u
∂x
, u
)
Ω−
= 2 q
(
∂u
∂x
,
∂u
∂t
)
Ω−
+ 2 by q
(
∂u
∂x
,
∂u
∂y
)
Ω−
+ 2 bz q
(
∂u
∂x
,
∂u
∂z
)
Ω−
− q
2
d
dt
∫∫
Γ
|u|2dy dzet
−νh
(
Ssu, (S+1 − S−1 )u
)
Ω−
=
d
dt
(
p
2 νh
‖u‖2Ω− + νh q
∥∥∥∥
∂u
∂y
∥∥∥∥
2
Ω−
+ νz q
∥∥∥∥
∂u
∂z
∥∥∥∥
2
Ω−
)
+ 2 q
∥∥∥∥
∂u
∂t
∥∥∥∥
2
Ω−
+
(
p+ 2 b2y q
) ∥∥∥∥
∂u
∂y
∥∥∥∥
2
Ω−
+
(
νz
νh
p+ 2 b2z q
)∥∥∥∥
∂u
∂z
∥∥∥∥
2
Ω−
+ 4 by q
(
∂u
∂y
,
∂u
∂t
)
Ω−
+ 4 bz q
(
∂u
∂z
,
∂u
∂t
)
Ω−
+ 4 by bz q
(
∂u
∂y
,
∂u
∂z
)
Ω−
.
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ar (∂yyu, ∂yu)Ω− = 0 , (∂zzu, ∂zu)Ω− = 0 , (∂yyu, ∂zu)Ω− = 0 et (∂zzu, ∂yu)Ω− = 0 , dufait que la normale à l'interfae Γ dans Ω− est (nx, ny, nz) = (1, 0, 0). Dans un deuxièmetemps, la formulation variationnelle (B.1) appliquée à en+1− donne
νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S+1 en+1−
∣∣∣∣∣
2
dy dz − νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S−1 en+1−
∣∣∣∣∣
2
dy dz
+
d
dt

 p
2 νh
‖en+1− ‖2Ω− + νh q
∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+ νh q
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
+ νz q
∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
− a q
2
∫∫
Γ
∣∣en+1−
∣∣2 dy dz


+ p
∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+
(
p+ 2 b2y q
)
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
+
(
νz
νh
p+ 2 b2z q
)∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
+ 2 q
∥∥∥∥∥
∂en+1−
∂t
∥∥∥∥∥
2
Ω−
+ 2 a q
(
∂en+1−
∂x
,
∂en+1−
∂t
)
Ω−
+ 2 a by q
(
∂en+1−
∂x
,
∂en+1−
∂y
)
Ω−
+ 2 a bz q
(
∂en+1−
∂x
,
∂en+1−
∂z
)
Ω−
+ 4 by q
(
∂en+1−
∂y
,
∂en+1−
∂t
)
Ω−
+ 4 bz q
(
∂en+1−
∂z
,
∂en+1−
∂t
)
Ω−
+ 4 by bz q
(
∂en+1−
∂y
,
∂en+1−
∂z
)
Ω−
= 0 .Comme les termes des deux dernières lignes sont égaux à
∥∥∥∥∥
√
2 q
∂en+1−
∂t
+
a
2
√
2 q
∂en+1−
∂x
+ by
√
2 q
∂en+1−
∂y
+ bz
√
2 q
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
− 2 q
∥∥∥∥∥
∂en+1−
∂t
∥∥∥∥∥
2
Ω−
− a
2 q
2
∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
− 2 q b2y
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
− 2 q b2z
∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
,la formulation variationnelle se simplie. En remarquant que le terme de la première lignei-dessus est positif et que les onditions à l'interfae impliquent que ∂xen+1− − S−1 en+1− =
∂xe
n
+ − S−1 en+ , on obtient l'inégalité :
νh
2
∫∫
Γ
∣∣∣∣∣
∂en+1−
∂x
− S+1 en+1−
∣∣∣∣∣
2
dy dz
+
d
dt
(
p
2 νh
‖en+1− ‖2Ω− + min (νh q, νz q)
∥∥∇en+1−
∥∥2
Ω−
− a q
2
∫∫
Γ
∣∣en+1−
∣∣2 dy dz
)
+
(
p− a
2 q
2
)∥∥∥∥∥
∂en+1−
∂x
∥∥∥∥∥
2
Ω−
+ p
∥∥∥∥∥
∂en+1−
∂y
∥∥∥∥∥
2
Ω−
+
νz
νh
p
∥∥∥∥∥
∂en+1−
∂z
∥∥∥∥∥
2
Ω−
≤ νh
2
∫∫
Γ
∣∣∣∣
∂en+
∂x
− S−1 en+
∣∣∣∣
2
dy dz .En ajoutant l'inégalité similaire vériée dans Ω+, en intégrant sur (0, t) et en faisant lasomme pour les itérations n ∈ [0, N ], on obtient une inégalité semblable à (B.2). En faisanttendre N vers l'inni et en suivant un raisonnement analogue à elui de la démonstrationdu théorème B.1.1, on obtient la onvergene des erreurs en± vers 0 dans L∞(R+;H1(Ω±))∩
L2(R+;H1(Ω±)).
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Annexe CÉquations d'advetion-diusionbiharmoniqueC.1 Système disret dans le as simplié 1-D sans adve-tionOn indique ii l'expression des oeients des matries et du veteur harge du systèmedisrétisé (4.42) dans le as où l'advetion est nulle (~c = 0). On donne aussi la matriejaobienne des fontions de base des éléments nis de Hermite, qui permet de aluler lasemi-norme H1(Ω) de l'erreur, et don sa norme H2(Ω).C.1.1 Matrie de masseLa matrie de masse Mh fait intervenir les oeients 〈φj , φl〉, 〈ψj , φl〉, 〈ψj , ψl〉, donnésdans le tableau i-dessous.
〈φj , φl〉 〈ψj , φl〉 〈ψj , ψl〉
l = j = 1 1335 h
11
210h
2 1
105h
3
l = j − 1 970 h − 13420h2 − 1140h3
l = j ∈ [2, Nx − 1] 2635 h 0 2105h3
l = j + 1 970 h
13
420h
2 − 1140h3
l = j = Nx
13
35 h − 11210h2 1105h3ailleurs 0 0 0C.1.2 Matrie de rigiditéSans advetion, les oeients de la matrie de rigidité Kh sont
ai(φj , φl) = ν [〈∆φj ,∆φl〉 + δjl δj1CT1(φ1, φ1) + δjl δj,Nx CTNx(φNx , φNx)] ,
ai(ψj , φl) = ν [〈∆ψj ,∆φl〉 + δjl δj1CT1(ψ1, φ1) + δjl δj,Nx CTNx(ψNx , φNx)] ,
ai(φj , ψl) = ν [〈∆φj ,∆ψl〉 + δjl δj1CT1(φ1, ψ1) + δjl δj,Nx CTNx(φNx , ψNx)] ,
ai(ψj , ψl) = ν [〈∆ψj ,∆ψl〉 + δjl δj1 CT1(ψ1, ψ1) + δjl δj,Nx CTNx(ψNx , ψNx)] .
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〈∆φj ,∆φl〉 〈∆ψj ,∆φl〉 〈∆ψj ,∆ψl〉
l = j = 1 12
h3
6
h2
4
h
l = j − 1 − 12
h3
6
h2
2
h
l = j ∈ [2, Nx − 1] 24h3 0
8
h
l = j + 1 − 12
h3
− 6h2 2h
l = j = Nx
12
h3
− 6h2 4hailleurs 0 0 0Dans le as de onditions aux interfaes de type B± = T ± − A S± (f. page 62 ave
A+ = A−), les oeients CT1 et CTNx induits par les onditions de transmission sontdonnés dans le tableau suivant.
CTj(φj , φj) CTj(ψj , φj) CTj(φj , ψj) CTj(ψj , ψj)
j = 1 α2 −α1 β2 −β1
j = Nx α2 α1 −β2 −β1C.1.3 Veteur hargeSans advetion, dans le as de onditions aux interfaes de type B± = T ± − A S± (f.page 63 ave A+ = A−), les oeients du veteur harge bh sont
bi(φl) = 〈f,∆φl〉 − ν
(
δl1 g
−
3,i + δl,Nx g
+
3,i
)
,
bi(ψl) = 〈f,∆ψl〉 − ν
(
δl1 g
−
2,i − δl,Nx g+2,i
)
.Les produits salaires 〈f, φl〉 et 〈f, ψl〉 peuvent être alulés par des formules de quadrature.C.1.4 Matrie jaobienneLa matrie jaobienne des fontions de base des éléments nis de Hermite fait intervenirles oeients 〈∂xφj , ∂xφl〉, 〈∂xψj , ∂xφl〉, 〈∂xψj , ∂xψl〉, donnés dans le tableau i-dessous.
〈∂xφj , ∂xφl〉 〈∂xψj , ∂xφl〉 〈∂xψj , ∂xψl〉
l = j = 1 65h
1
10
2
15h
l = j − 1 − 65h 110 − 130h
l = j ∈ [2, Nx − 1] 125h 0 415h
l = j + 1 − 65h − 110 − 130h
l = j = Nx
6
5h − 110 215hailleurs 0 0 0
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he par développement en série de lavisosité νC.2.1 Transformée de Fourier-LaplaeDans le as d'une équation d'advetion-diusion bi-harmonique, l'opérateur du sys-tème (1) est déni par la relation
L = ∂t + ~c · ∇ + ∆(Ah∆) , (C.1)où ~c = (a, b)t est un hamp de vitesse onstant et Ah > 0 dépend de la taille des mailles1.On suppose ii que le pas d'espae est onstant, de sorte que le terme Ah = ν est onstant.Dans Ω = R2, et opérateur s'érit alors
L = ∂t + a ∂x + b ∂y + ν (∂4x + ∂4y + 2 ∂2x2y) . (C.2)Les erreurs vérient l'algorithme (3.1), où la transformée de Fourier-Laplae2 de l'opérateur
L est
L̂ = ν ∂4x − 2 ν k2 ∂2x + a ∂x + (s+ i b k + ν k4) .L'équation quartique orrespondant à l'équation aratéristique dans haque sous-domaine,
ν σ4 − 2 ν k2 σ2 + a σ + [s+ i b k + ν k4] = 0 , (C.3)a 4 raines omplexes σa, σb, σc, σd.C.2.2 Raines de l'équation quartiqueMaple permet de trouver les quatre solutions omplexes de l'équation quartique orre-spondant à la transformée de Fourier du problème (équation (C.3) dans laquelle s = iω) :
σa =
1
2
√
6
[
λ+ (−α− β)1/2
]
,
σb =
1
2
√
6
[
λ− (−α− β)1/2
]
,
σc =
1
2
√
6
[
−λ+ (−α+ β)1/2
]
,
σd =
1
2
√
6
[
−λ− (−α+ β)1/2
]
,ave
λ =
(
8 k2 ν A1/3 + 41/3A2/3 +B
ν A1/3
)1/2
,
α =
−16 k2 ν A1/3 + 41/3A2/3 + 16 · 42/3 ν2 k4 + i 12 · 42/3 ν (ω + b k)
ν A1/3
,
β =
12
√
6 a
ν λ
,
1Dans le logiiel d'oéanographie OPA, Ah ∝ ( ∆x
∆x0
)3 .2(y, t) ∈ R× R+ ←(TFL)→ (i k, s) ∈ C× C
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où
A = ν
{
128 ν2 k6 + 27 a2 + i 144 ν k2 (ω + b k)
+ 3
√
3
[
256 ν2 k4 (b2 k2 + 2 b k ω + ω2 + k2 a2) + 27 a4
+ i 32 ν (8 b3 k3 + 24 b2 k2 ω + 24 b k ω2 + 8ω3 + 9 k3 b a2 + 9 k2 ω a2)
]1/2}
,
B = 45/3
[
4 ν2 k4 + i 3 ν (ω + b k)
]
.Lorsque le domaine Ω est déomposé en deux sous-domaines Ω− = {x < 0} et Ω+ = {x >
0}, la solution dans le sous-domaine Ω− (resp. Ω+) s'exprime en fontion des raines dont lapartie réelle est positive (resp. négative). Malheureusement, il est impossible de déterminerle signe de la partie réelle de haune de es raines à partir des expressions i-dessus.C.2.3 Approximation en νAn d'obtenir une approximation loale, on fait un développement des raines en sériede ν : on pose σ = αν−1/3 + β + O(ν1/3). L'identiation des termes aux ordres les moinsélevés dans l'équation (C.3) donne les équations suivantes :1. en O(ν−1/3) , α (α3 + a) = 0 ,2. en O(1) , a β + 4α3 β + (s+ i b k) = 0 .La résolution de la première équation donne α = 0 et α = (−a)1/3. Celle de la deuxièmedonne β = −(s + i b k)/(a + 4α3) . Les solutions de l'équation quartique sont don de laforme 


σA = −
(s+ i b k)
a
+ O(ν1/3) ,
σB,C,D =
(−a
ν
)1/3
+
(s+ i b k)
3a
+ O(ν1/3) .Nota : la dernière équation est en fait onstituée de plusieurs équations dans C. En eet,
(−a)1/3 = (−a)1/3 ei (2mπ)/3 = a1/3 ei (π+2m′π)/3 , m ∈ {−1, 0, 1}, m′ ∈ {−1, 0, 1}. Si a < 0 , alors (−a) = |a| et (−a)1/3 = |a|1/3 ei (2mπ)/3 , m ∈ {−1, 0, 1}. Les rainess'érivent



σ1 = σA =
(s+ i b k)
|a| + O(ν
1/3) ,
σ2 = σC =
∣∣∣a
ν
∣∣∣
1/3
− (s+ i b k)
3|a| + O(ν
1/3) ,
σ3 = σB = −
1
2
∣∣∣a
ν
∣∣∣
1/3
(1 + i
√
3) − (s+ i b k)
3|a| + O(ν
1/3) ,
σ4 = σD = −
1
2
∣∣∣a
ν
∣∣∣
1/3
(1 − i
√
3) − (s+ i b k)
3|a| + O(ν
1/3) . Si a > 0 , alors (−a)1/3 = |a|1/3 ei (π+2m′π)/3 , m′ ∈ {−1, 0, 1}. Les raines s'érivent



σ1 = σB′ =
1
2
(a
ν
)1/3
(1 − i
√
3) +
(s+ i b k)
3a
+ O(ν1/3) ,
σ2 = σD′ =
1
2
(a
ν
)1/3
(1 + i
√
3) +
(s+ i b k)
3a
+ O(ν1/3) ,
σ3 = σC′ = −
(a
ν
)1/3
+
(s+ i b k)
3a
+ O(ν1/3) ,
σ4 = σA = −
(s+ i b k)
a
+ O(ν1/3) .
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arrée. Elle admet alors 2 raines doubles. Ildevient alors aussi simple de résoudre e as que elui sans advetion déjà traité par Martin[Mar05℄. On ne détaillera pas davantage e as ii.On distingue deux as.1. On onsidère la transformée de Fourier-Laplae (Re (s) > 0) à l'ordre O(ν1/3). Dans eas, les raines σ1 et σ2 sont de partie réelle positive, σ3 et σ4 de partie réelle négative.Les erreurs solutions de l'algorithme (3.1) sont alors
{
ê
n
−(x, k, s) = µ
n
1 (k, s) e
σ1x + µn2 (k, s) e
σ2x dans TF(Ω−) ,
ê
n
+(x, k, s) = µ
n
3 (k, s) e
σ3x + µn4 (k, s) e
σ4x dans TF(Ω+) . (C.4)2. On onsidère la tranformée de Fourier (ou elle de Fourier-Laplae à l'ordre O(1) en
ν). Dans e as, la partie réelle de σA est nulle. Si a < 0, les erreurs s'érivent
{
ê
n
−(x, k, s) = µ
n
1 (k, s) + µ
n
2 (k, s) e
σ2x dans TF(Ω−) ,
ê
n
+(x, k, s) = µ
n
3 (k, s) e
σ3x + µn4 (k, s) e
σ4x dans TF(Ω+) . (C.5) Si a > 0, les erreurs s'érivent
{
ê
n
−(x, k, s) = µ
n
1 (k, s) e
σ1x + µn2 (k, s) e
σ2x dans TF(Ω−) ,
ê
n
+(x, k, s) = µ
n
3 (k, s) e
σ3x + µn4 (k, s) dans TF(Ω+) . (C.6)C.2.4 Conditions de transmissionAuune des formulations préédentes ne permet de se ramener à une simple ondition dela forme
∂ên±
∂x
= λ ên±dans haque sous-domaine. . .La forme des onditions à l'interfae est hoisie en se basant sur elles issues de laformulation variationnelle :
(
∂u
∂t
, v
)
+ a
(
∂u
∂x
, v
)
+ b
(
∂u
∂y
, v
)
+ ν
[(
∂4u
∂x4
, v
)
+
(
∂4u
∂y4
, v
)
+ 2
(
∂4u
∂x2y2
, v
)]
= (F, v) .Selon le hoix de l'intégration par parties, on obtient diverses onditions de transmissionprohes les unes des autres :1. Si on utilise ( ∂4u
∂x2∂y2
, v
)
=
(
∂2u
∂x∂y
,
∂2v
∂x∂y
)
+
∫
Γ
(
γ
∂3u
∂x∂y2
v − (1 − γ) ∂
2u
∂x∂y
∂v
∂y
)
nx,
∀γ ∈ [0, 1], on obtient la formulation variationnelle
(
∂u
∂t
, v
)
+
1
2
a
[(
∂u
∂x
, v
)
−
(
u,
∂v
∂x
)]
+
1
2
b
[(
∂u
∂y
, v
)
−
(
u,
∂v
∂y
)]
+ν
[(
∂2u
∂x2
,
∂2v
∂x2
)
+
(
∂2u
∂y2
,
∂2v
∂y2
)
+ 2
(
∂2u
∂x∂y
,
∂2v
∂x∂y
)]
+
∫
Γ
[(
a
2
u+ ν
∂3u
∂x3
+ νγ
∂3u
∂x∂y2
)
v − ν ∂
2u
∂x2
∂v
∂x
− ν(1 − γ) ∂
2u
∂x∂y
∂v
∂y
]
nx = (F, v)
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et par onséquent les onditions de transmission s'érivent



[
a
2
u+ ν
∂3u
∂x3
+ νγ
∂3u
∂x∂y2
]
= 0 ,
−ν
[
∂2u
∂x2
]
= 0 ,
−(1 − γ)ν
[
∂2u
∂x∂y
]
= 0 ,
∀γ ∈ [0, 1] ,en notant [·] le saut à l'interfae.2. Si on utilise ( ∂4u
∂x2∂y2
, v
)
=
(
∂2u
∂x2
,
∂2v
∂y2
), on obtient la formulation variationnelle
(
∂u
∂t
, v
)
+
1
2
a
[(
∂u
∂x
, v
)
−
(
u,
∂v
∂x
)]
+
1
2
b
[(
∂u
∂y
, v
)
−
(
u,
∂v
∂y
)]
+ν
[(
∂2u
∂x2
,
∂2v
∂x2
)
+
(
∂2u
∂y2
,
∂2v
∂y2
)
+ 2
(
∂2u
∂x2
,
∂2v
∂y2
)]
+
∫
Γ
[(
a
2
u+ ν
∂3u
∂x3
)
v − ν ∂
2u
∂x2
∂v
∂x
]
nx = (F, v) ,e qui donne omme onditions de transmission



[
a
2
u+ ν
∂3u
∂x3
]
= 0 ,
−ν
[
∂2u
∂x2
]
= 0 .3. Si on utilise ( ∂4u
∂x2∂y2
, v
)
=
(
∂2u
∂y2
,
∂2v
∂x2
)
+
∫
Γ
(
∂3u
∂x∂y2
v − ∂
2u
∂y2
∂v
∂x
)
nx, on obtientles onditions de transmission



[
a
2
u+ ν
∂3u
∂x3
+ 2ν
∂3u
∂x∂y2
]
= 0 ,
−ν
[
∂2u
∂x2
+ 2
∂2u
∂y2
]
= 0 .4. Par une ombinaison des deux étapes préédentes, on obtient



[
a
2
u+ ν
∂
∂x
(∆u)
]
= 0 ,
−ν [∆u] = 0 .C.2.5 Conditions optimales dans un as partiulierConsidérons le as partiulier (et inorret au point de vue de la formulation variation-nelle) où on stipule que parmi les onditions à l'interfae gure une ondition de Robin.On déduit des onditions de transmission i-dessus la forme de la deuxième ondition : parexemple, 


[
∂u
∂x
+ p u
]
= 0 ,
[
∂2u
∂x2
+ q u
]
= 0 .
(C.7)
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e à l'ordre O(1)On applique es onditions selon l'algorithme de Shwarz
{
B−en+1− = B−en+
B+en+1+ = B+en−
sur Γaux erreurs dénies par (C.5) ou (C.6).Considérons le as a < 0 . On obtient les relations suivantes valables à l'interfae
{x = 0} {
µn+11 p
− + µn+12 (σ2 + p
−) = µn3 (σ3 + p
−) + µn4 (σ4 + p
−) ,
µn+11 q
− + µn+12 (σ
2
2 + q
−) = µn3 (σ
2
3 + q
−) + µn4 (σ
2
4 + q
−) ,{
µn+13 (σ3 + p
+) + µn+14 (σ4 + p
+) = µn1p
+ + µn2 (σ2 + p
+) ,
µn+13 (σ
2
3 + q
+) + µn+14 (σ
2
4 + q
+) = µn1 q
+ + µn2 (σ
2
2 + q
+) ,autrement dit


N−1
(
µn+11
µn+12
)
= N−3
(
µn3
µn4
)
,
N+3
(
µn+13
µn+14
)
= N+1
(
µn1
µn2
)
,
ave N±1 = ( p± σ2 + p±q± σ22 + q± ) ,
N±3 =
(
σ3 + p
± σ4 + p±
σ23 + q
± σ24 + q
±
)
.On en déduit que



(
µn+11
µn+12
)
= P−1
(
µn3
µn4
)
,
(
µn+13
µn+14
)
= P+3
(
µn1
µn2
)
,
ave P−1 = (N−1 )−1N−3 ,
P+3 =
(
N+3
)−1
N+1 ,ou enore

µn+11
µn+12
µn+13
µn+14

 = M


µn−11
µn−12
µn−13
µn−14

 , ave M =  M1 0
0 M3

 , où M1 = P−1 P+3 ,
M3 = P
+
3 P
−
1 .Le taux de onvergene de l'algorithme de Shwarz est
ρ =
∣∣∣∣∣
e
n+1
±
e
n−1
±
∣∣∣∣∣ =



∣∣∣∣
µn+11 + µ
n+1
2 e
σ2x
µn−11 + µ
n−1
2 e
σ2x
∣∣∣∣ dans Ω− ,
∣∣∣∣
µn+13 e
σ3x + µn+14 e
σ4x
µn−13 e
σ3x + µn−14 e
σ4x
∣∣∣∣ dans Ω+ .Soit ‖ · ‖ une norme matriielle subordonnée. On a ‖(µn+1i )‖ ≤ ‖M‖ ‖(µn−1i )‖. La min-imisation d'une norme subordonnée de la matrie M permet don de majorer le taux deonvergene. On résout alors le problème d'optimisation
min
p−,q−
p+,q+
max
k,s
‖M‖ ,ave s = i ω, (k, ω) ∈ D, où le domaine D est elui déni à la setion 3.2.4.Remarque. A l'ordre O(1) en ν, les raines (σi)i=1,4 ne dépendent pas de (k, s), de sorteque le problème d'optimisation se réduit à herher
min
p−,q−
p+,q+
‖M‖ .
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Choix de la norme subordonnée. On utilisera soit la norme matriielle subordonnée à la norme l1 :
‖M‖1 = max
1≤j≤4
4∑
i=1
|Mi,j | = max(‖M1‖1 , ‖M3‖1) , soit la norme matriielle subordonnée à la norme l∞ :
‖M‖∞ = max
1≤i≤4
4∑
j=1
|Mi,j | = max(‖M1‖∞ , ‖M3‖∞) .b) Transformée de Fourier-Laplae à l'ordre O(ν1/3)En appliquant les onditions (C.7) selon l'algorithme de Shwarz aux erreurs (C.4), onobtient les relations suivantes valables à l'interfae {x = 0}
{
µn+11 (σ1 + p
−) + µn+12 (σ2 + p
−) = µn3 (σ3 + p
−) + µn4 (σ4 + p
−) ,
µn+11 (σ
2
1 + q
−) + µn+12 (σ
2
2 + q
−) = µn3 (σ
2
3 + q
−) + µn4 (σ
2
4 + q
−) ,{
µn+13 (σ3 + p
+) + µn+14 (σ4 + p
+) = µn1 (σ1 + p
+) + µn2 (σ2 + p
+) ,
µn+13 (σ
2
3 + q
+) + µn+14 (σ
2
4 + q
+) = µn1 (σ
2
1 + q
+) + µn2 (σ
2
2 + q
+) ,autrement dit


N−1
(
µn+11
µn+12
)
= N−3
(
µn3
µn4
)
,
N+3
(
µn+13
µn+14
)
= N+1
(
µn1
µn2
)
,
ave N±1 = ( σ1 + p± σ2 + p±σ21 + q± σ22 + q± ) ,
N±3 =
(
σ3 + p
± σ4 + p±
σ23 + q
± σ24 + q
±
)
.On en déduit que



(
µn+11
µn+12
)
= P−1
(
µn3
µn4
)
,
(
µn+13
µn+14
)
= P+3
(
µn1
µn2
)
,
ave P−1 = (N−1 )−1N−3 ,
P+3 =
(
N+3
)−1
N+1 ,ou enore


µn+11
µn+12
µn+13
µn+14

 = M


µn−11
µn−12
µn−13
µn−14

 , ave M =  M1 0
0 M3

 , où M1 = P−1 P+3 ,
M3 = P
+
3 P
−
1 .Le taux de onvergene de l'algorithme de Shwarz est
ρ =
∣∣∣∣∣
e
n+1
−
e
n−1
−
∣∣∣∣∣ =
∣∣∣∣
µn+11 e
σ1x + µn+12 e
σ2x
µn−11 e
σ1x + µn−12 e
σ2x
∣∣∣∣ par exemple.Soit ‖ · ‖ une norme matriielle subordonnée. On a ‖(µn+1i )‖ ≤ ‖M‖ ‖(µn−1i )‖. La min-imisation d'une norme subordonnée de la matrie M permet don de majorer le taux deonvergene. On résout alors le problème d'optimisation
min
p−,q−
p+,q+
max
k,s
‖M‖ ,ave s = η + i ω, (k, ω) ∈ D, où le domaine D est elui déni à la setion 3.2.4, et η ∈ R+∗xé de sorte que la partie réelle des raines soit toujours du même signe. INRIA
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