We present a unified view of likelihood based Gaussian progress regression for simulation experiments exhibiting input-dependent noise. Replication plays an important role in that context, however previous methods leveraging replicates have either ignored the computational savings that come from such design, or have short-cut full likelihood-based inference to remain tractable. Starting with homoskedastic processes, we show how multiple applications of a well-known Woodbury identity facilitate inference for all parameters under the likelihood (without approximation), bypassing the typical full-data sized calculations. We then borrow a latent-variable idea from machine learning to address heteroskedasticity, adapting it to work within the same thrifty inferential framework, thereby simultaneously leveraging the computational and statistical efficiency of designs with replication. The result is an inferential scheme that can be characterized as single objective function, complete with closed form derivatives, for rapid library-based optimization. Illustrations are provided, including real-world simulation experiments from manufacturing and the management of epidemics.
Introduction
Simulation-based experimentation has been commonplace in the physical and engineering sciences for decades, and has been advancing rapidly in the social and biological sciences. In both settings, supercomputer resources have dramatically expanded the size of experiments.
In the physical/engineering setting, larger experiments are desired to enhance precision and to explore larger parameter spaces. In the social and biological sciences there is a third reason: stochasticity. Whereas in the physical sciences solvers are often deterministic, or if they involve Monte Carlo then the rate of convergence is often known (Picheny and Ginsbourger, 2013) , in the social and biological sciences simulations tend to involve randomly interacting agents. In that setting, signal-to-noise ratios can vary dramatically across experiments and for configuration (or input) spaces within experiments. We are motivated by two examples, from inventory control (Hong and Nelson, 2006; Xie et al., 2012) and online management of emerging epidemics (Hu and Ludkovski, 2017) , which exhibit both features.
Modeling methodology for large simulation efforts with intrinsic stochasticity is lagging.
One attractive design tool is replication, i.e., repeated observations at identical inputs. Replication offers a glimpse at pure simulation variance, which is valuable for detecting a weak signal in high noise settings. Replication also holds the potential for computational savings through pre-averaging of repeated observations. It becomes doubly essential when the noise level varies in the input space. Although there are many ways to embellish the classical GP setup for heteroskedastic modeling, e.g., through choices of the covariance kernel, few acknowledge computational considerations. In fact, many exacerbate the problem. A notable exception is stochastic kriging (SK, Ankenman et al., 2010) which leverages replication for thriftier computation in low signal-to-noise regimes, where it is crucial to distinguish intrinsic stochasticity from extrinsic model uncertainty. However, SK has several drawbacks. Inference for unknowns is not based completely on the likelihood. It has the crutch of requiring (a minimal amount of) replication at each design site, which limits its application. Finally, the modeling and extrapolation of input-dependent noise is a secondary consideration, as opposed to one which is fully integrated into the joint inference of all unknowns.
Our contributions address these limitations from both computational and methodological perspectives. On the computational side, we expand upon a so-called Woodbury identity to reduce computational complexity of inference and prediction under replication: from the (log) likelihood of all parameters and its derivatives, to the classical kriging equations.
We are not the first to utilize the Woodbury "trick" with GPs (see, e.g., Opsomer et al., 1999; Banerjee et al., 2008; Ng and Yin, 2012 ), but we believe we are the first to realize its full potential under replication in both homoskedastic and heteroskedastic modeling setups.
We provide proofs of new results, and alternate derivations leading to simpler results for quantities first developed in previous papers, including for SK. For example, we establishas identities-results for the efficiency of estimators leveraging replicate-averaged quantities, which previously only held in expectation and under fixed parameterization.
On the methodological end, we further depart from SK and borrow a heteroskedastic modeling idea from the machine learning literature (Goldberg et al., 1998) by constructing an apparatus to jointly infer a spatial field of simulation variances (a noise-field) along with the mean-field GP. The structure of our proposed method is most similar to the one described in Kersting et al. (2007) who turn a "hard expectation maximization (EM)" problem, with expectation replacing the expensive Markov Chain Monte Carlo (MCMC) averaging over latent variables, into a pure maximization problem. Here, we show how the Woodbury trick provides two-fold computational and inferential savings with replicated designs: once for conventional GP calculations arising as a subroutine in the wider heteroskedastic model, and twice by reducing the number of latent variables used to described the noise field. We go on to illustrate how we may obtain inference and prediction in the spirit of SK, but via full likelihood-based inference and without requiring minimal replication at each design site.
A limitation of the Kersting et al. pure maximization approach is a lack of smoothness in the estimated latents. We therefore propose to interject an explicit smoothing back into the objective function being optimized. This smoother derives from a GP prior on the latent (log) variance process, and allows one to explicitly model and optimize the spatial correlation of the intrinsic stochasticity. It serves to integrate noise-field and mean-field in contrast to the SK approach of separate empirical variance calculations on replicates, followed by independent auxiliary smoothing for out-of-sample prediction. We implement the smoothing in such a way that full derivatives are still available, for the latents as well as the coupled GP hyperparameters, so that the whole inferential problem can be solved by deploying an off-the-shelf library routine. Crucially, our smoothing mechanism does not bias the predictor at the stationary point solving the likelihood equations, compared to an un-smoothed alternative. Rather, it has an annealing effect on the likelihood, and makes the solver easier to initialize, both accelerating its convergence.
The remainder of the paper is organized as follows. In Section 2 we review relevant GP details, SK, and latent noise variables. Section 3 outlines the Woodbury trick for decomposing the covariance when replication is present, with application to inference and prediction schemes under the GP. Practical heteroskedastic modeling is introduced in Section 4, with the Woodbury decomposition offering the double benefit of fewer latent variables and faster matrix decompositions. An empirical comparison on a cascade of alternatives, on toy and real data, is entertained in Section 5. We conclude with a brief discussion in Section 6.
GPs under replication and heteroskedasticity
Standard kriging builds a surrogate model of an unknown function f : R d → R given a set of noisy output observations Y = (y 1 , . . . , y N ) at design locations X = (x 1 , . . . , x N ) . This is achieved by putting a so-called Gaussian process (GP) prior on f , characterized by a mean function and covariance function k :
We follow the simplifying assumption in the computer experiments literature in using a mean zero GP, which shifts all of the modeling effort to the covariance structure. The covariance or kernel k is positive definite, with parameterized families such as the Gaussian or Matérn being typical choices.
Observation model is y(
In the typical homoskedastic case r(x) = τ 2 is constant, but we anticipate heteroskedastic models as well. In this setup, the modeling framework just described is equivalent to writing Y ∼ N N (0, K N + Σ N ), where K N is the N × N matrix with ij coordinates k(x i , x j ), and Σ N = Diag(r(x 1 ), . . . , r(x N )) is the noise matrix. Notice that x i is a d × 1 vector and the ε i 's are i.i.d..
Given a form for k(·, ·), multivariate normal (MVN) conditional identities provide a predictive distribution at site x: Y (x)|Y, which is Gaussian with parameters
The kernel k has hyperparameters that must be estimated. Among a variety of methods, many are based on the likelihood, which is simply a MVN density. Most applications involve stationary kernels, k(x, x ) = νc(x−x ; θ), i.e., K N = νC N , with ν being the process variance and θ being additional hyperparameters of the correlation function c. After relabeling
, first order optimality conditions provide a plug-in estimator for the common factor ν:
The log-likelihood conditional onν is then:
Observe that we must decompose (e.g., via Cholesky) C N + Λ N potentially multiple times in a maximization scheme, for inversion and determinant computations, which requires O(N 3 )
operations for the typical choices of c. This cubic computation severely limits the experiment size, N , that can be modeled with GPs. Some work-arounds for large data include approximate strategies (e.g., Banerjee et al., 2008; Haaland and Qian, 2011; Kaufman et al., 2012; Eidsvik et al., 2014; Gramacy and Apley, 2015) or a degree of tailoring to the simulation mechanism or the input design (Plumlee, 2014; Nychka et al., 2015) .
Replicates: When replication is present, some of the design sites are repeated. This offers a potential computational advantage via switching from the full-N size of the data to the unique-n number of unique design locations. To make this precise, we introduce a special notation; note that our setting is fully generic and nests the standard setting by allowing the number of replicates to vary site-to-site, or be absent altogether.
Letx i , 1 = i, . . . , n represent the n N unique input locations, and y (j) i be the j th out of a i ≥ 1 replicates, i.e., j = 1, . . . , a i , observed atx i , where
i . We now develop a map from full K N , Σ N matrices to their unique-n counterparts. Without loss of generality, assume that the data are ordered so that X = (x 1 , . . . ,x 1 , . . .x n ) where each input is repeated a i times, and where Y is stacked with observations on the a i replicates in the same order. With X composed in this way, we have X = UX, with U the N × n block matrix U = Diag(1 a 1 ,1 , . . . , 1 an,1 ), where 1 k,l is k × l matrix filled with ones. Sim-
. . , r(x n )) and A n = Diag(a 1 , . . . , a n ). This decomposition is the basis for the Woodbury identities exploited in Section 3. Henceforth, we utilize this notation with n and N subscripts highlighting the size of matrices and vectors.
Stochastic kriging
A hint for the potential gains available with replication, while addressing heteroskedasticity, appears in Ankenman et al. (2010) who show that the unique-n predictive equations
are unbiased and minimize mean-squared prediction error. This result implies that one can handle N n points in O(n 3 ) time. A snag is that one can rarely presume to know the variance function r(x). Ankenman et al., however show that with a sensible estimate
in place of Σ n the resulting µ n (x) is still unbiased with a i 1 (they recommend a i ≥ 10).
The predictive variance σ 2 n still requires an r(x), for which no observations are directly available for estimation. One could specify r(x) = 0 and be satisfied with an estimate of extrinsic variance, i.e., filtering heterogeneous noise (Roustant et al., 2012) , however that would preclude any applications requiring full uncertainty quantification. Alternatively, Ankenman et al., proposed a second, separately estimated, (no-noise) GP prior for r trained on the (x i ,σ 2 i ) pairs to obtain a prediction for r(x) at new x locations.
Although this approach has much to recommend it, there are several notable shortcomings. One is the difference of treatment between hyperparameters. The noise variances are obtained from the empirical variance, while any other parameter, such as lengthscales θ for k(·, ·), are inferred based on the pre-averaged log-likelihood (requiring O(n 3 ) for evaluation):
While logical and thrifty, this choice of Σ n leads to the requirement of a minimal number of replicates, a i > 1 for all i, meaning that incorporating even a single observation without a second replicate requires a new method (lest such valuable observation(s) be dropped from the analysis). Finally, the separate modeling of the mean-field f (·) and its variance r(·) is inefficient. Ideally, a likelihood would be developed for all unknowns jointly. Goldberg et al. (1998) were the first to propose a joint model for f and r, coupling a GP on the mean with GP on latent log variance (to ensure positivity) variables. Although ideal from a modeling perspective, and not requiring replicated data, inference for the unknowns involved a cumbersome MCMC. Since each MCMC iteration involves iterating over each of O(N ) parameters, with acceptance criteria requiring O(N 3 ) calculation, the method was effectively O(T N 4 ) to obtain T samples, a severely limiting cost.
Latent variable process
Several groups of authors subsequently introduced thriftier alternatives in a similar spirit, essentially replacing MCMC with maximization (Kersting et al., 2007; Quadrianto et al., 2009; Lazaro-Gredilla and Titsias, 2011) , but the overall computational complexity of each iteration of search remained the same. An exception is the technique of Boukouvalas and
Cornford (2009) who expanded on the EM-inspired method of Kersting et al. (2007) to exploit computational savings that comes from replication in the design. However that framework has two drawbacks. One is that their mechanism for leveraging of replicates unnecessarily, as we show, approximates predictive and inferential quantities compared to full data analogues. Another is that, although the method is inspired by EM, the latent log variances are maximized rather than averaged over, yielding a solution which is not a smooth realization from a GP. Quadrianto et al. (2009) 3 Fast GP inference and prediction under replication
We exploit the structure of replication in design for GPs with extensive use of two well-known formulas, together comprising the Woodbury identity (e.g., Harville, 1997) :
where D and B are invertible matrices of size N ×N and n×n respectively, and U and V are of size N × n. In our context of GP prediction and inference, under the generic covariance
as diagonal, e.g., νΛ N = τ 2 I N , and V = U . Moreover, Σ N shares the low dimensional structure, U Σ N U = A n Σ n = νA n Λ n , and note that U U = A n . In combination, these observations allow efficient computation of the inverse and determinant of (K N + Σ N ). In fact, there is no need to ever build the full-N matrices.
Lemma 3.1. We have the following full-N to unique-n identities for the GP prediction equations, conditional on hyperparameters.
replicates and with covariances calculated only at the unique design sites, is indeed identical to the original predictive equations built by overlooking the structure of replication. Eq. (7) reveals the same result for the predictive variance. A proof of this lemma is in Appendix A.1. These identities support common practice, especially in the case of the predictive mean, of only utilizing the n observations inȲ for prediction. Ankenman et al. (2010) , for example, show that this unique-n shortcut, applied via SK with Λ n = ν −1 Σ n is the best linear unbiased predictor (BLUP), after conditioning on the hyperparameters in the system. This is simply a consequence of the unique-n predictive equations being identical to their full-N counterpart, inheriting BLUP and any other properties.
Although aspects of the results above have been known for some time, if perhaps not directly connected to the Woodbury formula, they were not (to our knowledge) known to extend to the full likelihood. The lemma below establishes that indeed they do.
n Λ n . Then we have the following unique-n identity for the full-N expression for the conditional log likelihood, log L in Eq.
(1).
The proof of the lemma is based on the following key computations:
Assuming the n × n matrices have already been decomposed, at O(n 3 ) cost, the extra computational complexity is O(N + n) for the right-hand-side of (10) and O(n) for the righthand-side of (11), respectively. Both are negligible compared to O(n 3 ).
It is instructive to compare (8-9) to the pre-averaged log likelihood (3) used by SK. In particular, observe that the expression in (9) is different to the one that would be obtained by estimating ν with unique-n calculations based onȲ, which would giveν n = n
an O(n 2 ) calculation assuming pre-decomposed matrices. However, our full data calculation
The extra term in front of ν n is an important correction for the variance at replicates:
where
j=1 . Therefore, observe that as the a i get large, Eq. (12) 
Note that computing (12) is in O(N + n 2 ) with pre-decomposed matrices.
Finally, we provide the derivative of the unique-n log likelihood to aid in numerical optimization, revealing a computational complexity in O(N + n 3 ), or essentially O(n 3 ):
The calculations above are presented generically so that they can be applied both in homoskedastic and heteroskedastic settings. In a homoskedastic setting, recall that we may take λ i := λ = τ 2 /ν, and no further modifications are necessary provided that we choose a form for the covariance structure, generating C n above, which can be differentiated in closed form. In the heteroskedastic case, described in detail below, we propose a scheme for estimating the latent λ i value at the i th unique design locationx i . Appendix A.2 provides an empirical illustration of the computational savings that comes from utilizing these identities in a homoskedastic context, and in the presence a modest degree of replication(3).
Practical heteroskedastic modeling
Heteroskedastic GP modeling involves learning the diagonal matrix Λ N (or its unique-n counterpart Λ n ), allowing the λ i values to exhibit heterogeneity, i.e., not all λ i = τ 2 /ν as in the homoskedastic case. Care is required when performing inference for such a high dimensional parameter. The strategy of Goldberg et al. (1998) involves applying regularization in the form of a prior that enforces positivity and encourages a smooth evolution over the input space. Inference is performed by integrating over the posterior of these latent values with MCMC. This is a monumental task when N is large, primarily because mixing of the latents is poor. We show that it is possible to have far fewer latent variables via Λ n (recall
when replication is present, via the Woodbury identities above, and to achieve the effect of integration by maximizing a criterion involving smoothed quantities.
A new latent process formulation
A straightforward approach to learning Λ n comes by maximizing the log likelihood (8).
As we show later in Figure 1 (top), this results in over-fit. As in many high-dimensional settings, it helps to regularize. Toward that end Goldberg et al. suggest a GP prior for log λ.
This constrains the log Λ n to follow a MVN law, but otherwise they are free to take on any values. In particular, if the MVN acknowledges that our glimpse at the noise process, via the observed (x, y)-values, is itself noisy, then theλ i s that come out, as may be obtained from a local maximum of the resulting penalized likelihood (i.e., the joint posterior for mean-field and noise processes), may not be smooth. Guaranteeing smoothed values via maximizing, as an alternative to more expensive numerical integration, requires an explicit smoothing maneuver in the "objective" used to solve for latents and hyperparameters.
Toward that end we re-cast the λ 1 , . . . , λ n of Λ n as derived quantities obtained via the predictive mean of a regularizing GP on new latent variables δ 1 , . . . , δ n , stored in diagonal
where C (g) generically denotes the correlation structure of this noise process, whose nugget is g, and
n ) is matching the structure of Υ n in Section 3; see Lemma 3.2 or Eq. (10). Thus the right-hand-side of (14) can be viewed as a smoother of the latent δ i 's, carried out in analogue to the GP equations for the mean-field. This setup guarantees that every ∆ n , e.g., as considered by a numerical solver maximizing a likelihood, leads to smooth and positive variances Λ n . Although any smoother could be used to convert latent ∆ n into Λ n , a GP mimics the choice of post-hoc smoother in SK. The difference here is that the inferential stage acknowledges a desire for smoothed predictions too.
Choosing a GP smoother has important implications for the stationary point of the composite likelihood developed in Section 4.2 below, positioning smoothing as a computational device that facilitates automatic initialization of the solver and an annealing of the objective for improved numerical stability. The parameter g governs the degree of smoothing: when g = 0 we have log Λ n = ∆ n , i.e., no smoothing; alternatively if C (g) = I n and ∆ n = I n , then log Λ n = (g + 1) −1 I n and we recover the homoskedastic setup of Section 1 with noise variance τ 2 =ν N exp(1/(g + 1)).
To learn appropriate latent ∆ n values (leaving details for other hyperparameters to Section 4.2), we take advantage of a simple chain rule for the log-likelihood (13).
With S = Diag(s 2 1 , . . . , s 2 n ), we may summarize (16) in a more convenient vectorized form as
Recall that s
Therefore, an interpretation of (16) Moreover, that smoothing comes nonparametrically via all latent δ i variance variables. In particular, note that (16) is not constant in δ i ; in fact it depends on all of ∆ n via Eq. (14).
Remark 4.1. Smoothing may be entertained on other quantities, e.g.,
(presuming a i > 1), resulting in smoothed moment-based variance estimates in the style of SK, as advocated by in Kamiński (2015) and Wang and Chen (2016) . There may similarly be scope for bypassing a latent GP noise process with the so-called SiNK predictor (Lee and Owen, 2015) by taking log Λ n = ρ(X)
An illustration
The smoothing in Eq. (14) is particularly useful at input locations where the degree of replication is low. For an illustration, consider the motorcycle accident data which is described in more detail in Section 5.1. The SK method would not apply to this data, as inputs are replicated at most six times, and often just once. Since N = 133 and n = 94, the gains from the Woodbury trick are minor, yet there is value in properly taking advantage of the few replicates available. The left-hand panels of Figure 1 show the predictive surface(s) in terms of predictive mean (solid red) and its 95% confidence interval (dashed red) and 95% prediction interval (dashed green). The right-hand panels show the estimated variance process. The top row corresponds to a homoskedastic fit, the middle row to the non-smoothed heteroskedastic case, whereas the bottom row is based on (14). Aesthetically, the bottom
Simultaneous optimization of hyperparameters and latents
Smoothing (14) is key to sensible evolution of the noise process over the input space, but perhaps the most important feature of our framework is how it lends itself to direct and tractable inference via likelihood, without auxiliary calculation or simulation. Computational complexity is linked to the degree of replication-O(n 3 ) is much better than O(N 3 ) if N n-however we remind the reader that no minimal degree of replication is required.
The full set of hyperparameters are determined by the correlation structure(s) of the two GPs, as well as the latent ∆ n . We denote by θ the lengthscales of the mean-field GP, generating the n × n matrix C n . Similarly, we use φ for the lengthscales in C (g) , with the degree of smoothing (14) determined by g. Inference requires choosing only values of these parameters, {θ, φ, ∆ n , g}, because conditional on those, the scales ν and ν g of both processes
have plug-in MLEs:ν N in Eq. (9) and analogouslyν (g) = n −1 ∆ n Υ −1 (g) ∆ n . Therefore plugging inν N andν (g) yields the following concentrated joint log likelihood logL:
where the top line above is the mean-field component, identical to (8) Lemma 4.1. The objective logL in Eq. (18) is maximized when ∆ n = log Λ n and g = 0.
The proof is left in Appendix B.1, however some discussion may be beneficial. This result says that smoothing (14) is redundant under the GP prior for ∆ n : you'll get a smooth answer anyway, if you find the global maximum. If we initialize ∆ n at a non-smooth setting, say via an empirical estimate of variance derived from residual sums of squares from an initial GP fit, an (initially) non-zero g-value will compensate and automatically generate a spatially smooth Λ n . As the solver progresses we can signal convergence-to a smoothed∆ n -ifĝ is (numerically) zero. Or, if on a tight computational budget, we can stop the solver early, and rely on logΛ n values being smooth, but close to their∆ n counterparts.
Inference for all unknowns may be carried out by a Newton-like scheme since the gradient of (18) is available in closed form. Its components may be derived generically through
Eqs. (13-15), i.e., without separating out by hyperparameter, however we detail them below for convenience. For each component θ k of the mean-field lengthscale θ defining C n , we have
The rest of the components of the gradient depend on the derivative of the smoothed Λ n , i.e.,
∂L ∂Λn
in (17). For the latent variance parameters δ i in ∆ n , we have
For each component φ k of the lengthscale of the noise process, φ, we have
And finally, for the noise-smoothing nugget parameter g we have
Implementation details
Our implementation is in R (Core Team, 2014) , available in the package hetGP Binois and 
2 . An initial value for g is obtained via a separate, independent homoskedastic GP fit to the resulting collection of ∆ n , which may also be utilized to refine the starting φ values. Our software includes the option of restricting the search for lengthscales to values satisfying φ ≥ θ, taken component-wise. This has the effect of forcing the noise process to evolve more slowly in space than the mean-field process does.
A thrifty approximate solution that avoids deploying a solver handling constraints involves lower-bounding φ based on values of θ obtained from the initial homogeneous fit. We include a further option restricting φ = kθ where the scalar k ≥ 1 is inferred in lieu of φ directly, which is beneficial in higher dimensions.
Latent variable estimates returned by the optimizer can provide a good indication of the nature of convergence. Any δ j at the boundary of the lbfgsb search region either indicates that the bounding box provided is too narrow, the initialization is poor, or that g needs to be larger because the Λ n values are being under-smoothed. Although we have iteratively re-engineered our "automatic default" initializations and other settings of the software to mitigate such issues, we find that in fact such adjustments usually have small impact on the overall performance of the method. Numerical experiments backing the proposed initialization scheme are given in Appendix B.3.
After the solver has converged we conclude the procedure with comparison of the unpenalized log-likelihood, i.e., the top part of Eq. (18), to one obtained from an optimized homoskedastic fit. The latter may be higher if the optimization process was unsuccessful, however typically the explanation is that there was not enough data to justify an inputdependent noise structure. In that case we return the superior homoskedastic fit.
Remark 4.2. It is worth noting that working directly with latent variances Λ n , rather than log variances log Λ n , might be appropriate if it is unreasonable to model the variance evolution multiplicatively. The expressions provided above (19-22) simplify somewhat compared to our favored logged version. However, a zero-mean GP prior on the (un-exponentiated) Λ n could yield negative predictions, necessitating thresholding. We suggest augmenting with a non-zero constant mean term, i.e.,μ (g) = 1 Υ −1
as a potential means of reducing the amount of thresholding required.
Empirical comparison
In what follows we consider three examples, starting with a simple expository one from the literature, followed by two challenging "real data" computer model applications from inventory optimization and epidemiology.
Benchmark data
One of the classical examples illustrating heteroskedasticity is the motorcycle accident data.
It consists of N = 133 accelerations with respect to time in simulated crashes, n = 94 of which are measured at unique time inputs. Hence, this is a somewhat unfavorable example as far as computational advantage goes (via Woodbury), however we note that a method like SK would clearly not apply. Figure 1 provides a visualization of our performance on this data.
For the experimental work reported below we use the heteroskedastic fit from the bottom row of that figure, corresponding to smoothed (log) latent variance parameters under full MLE inference for all unknowns, denoted WHGP. See Appendix B.2 for an implementation via mleHetGP in our hetGP library. We also include a homoskedastic GP comparator via our Woodbury computational enhancements, using mleHomGP, abbreviated WGP. and Negative Log-Probability Density (NLPD), the latter being, up to a constant, the negative of the proper scoring rule we prefer in our next example. For details see Lazaro-Gredilla and Titsias (2011). The take-away message from the table is that our proposed methods are comparable, in terms of accuracy, to these comparators. We report that our WHGP method took less than one second to perform 100 optim iterations.
Assemble to order
Here we consider the so-called "assemble-to-order" (ATO) problem first introduced by Hong and Nelson (2006) . At its heart it is an optimization (or reinforcement learning) problem, however here we simply treat it as a response surface to be learned. Although the signalto-noise ratio is relatively high, ATO simulations are known to be heteroskedastic, e.g., as illustrated by the documentation for the MATLAB library we utilized for the simulations (Xie et al., 2012) . The problem centers around inventory management for a company that manufactures m products. Products are built from base parts, called items, some of which are "key" in that the product cannot be built without them. If a request comes in for a product which is missing one or more key items, a replenishment order is executed, and is filled after a random period. Holding items in inventory is expensive, so there is a balance to be struck between the cost of maintaining inventory, and revenue which can only be realized if the inventory is sufficient to fulfill demand for products.
The inventory costs, product revenue, makeup of products (their items), product demand stream and distribution of the random replenishment time of items, together comprise the problem definition. Here we use the canonical specification of Hong and Nelson (2006) involving five products built from eight items. The input space is a target stock vector b ∈ {0, 1, . . . , 20} 8 for the item inventories, and the ATO simulator provides a Monte Carlo estimate of expected daily profit under that regime.
For the experiment reported on below we evaluated ATO on a Latin Hypercube sample of size 2000 in the discrete 8-dimensional space, sampling ten replicates at each site. We then embarked on fifty Monte Carlo repetitions of an out-of-sample predictive comparison obtained by partitioning the data into training and testing sets in the following way. We randomly chose half (n = 1000) of the sites as training sites, and at each site collected
. . , 10} training responses among the ten replicates available. In this way, the average size of the training data was N = 5000. The ten replicates at the remaining n = 1000 testing sites comprise our out-of-sample testing set (for 10000 total). We further retain the random number of unchosen (i.e., also out-of-sample) training replicates (of which there are 5000 on average) as further testing locations.
The left panel of Figure 2 summarizes the distribution of scores combining predictions of the mean and variance together via the proper scoring rule provided by Eq. (27) of Gneiting and Raftery (2007) . The plot is divided into four segments, and in the first three the same six comparators are entertained. The first segment tallies scores on the testing design locations, the third segment on the (out-of-sample) training locations, and the second segment combines those two sets. The final segment shows the purely in-sample performance of a (ȳ i , s The right panel shows scores (higher is better) on ATO data comparing homoskedastic partial and full-data comparators, and heteroskedastic comparators (in red). Sets are partitioned into pure out-of-sample "testing", out-of sample "training" at the inputdesign locations, and "combined". The green right-most boxplot corresponds to the empirical mean and variance comparator at the "training" sites. The right panel shows computing times in log seconds.
(a homoskedastic GP on the full training runs without the Woodbury trick), "WHet Y tr"
(a truncated heteroskedastic GP on the full training runs, using the Woodbury trick but stopping after 100 optim iterations), and finally "WHet Y ", which is the same without limiting optim. To ease viewing, the heteroskedastic comparators are colored in red.
Although there is some nuance in the relative comparison of the boxplots, the takehome message is that the heteroskedastic comparators are the clear winners. The fact that on the (out-of-sample) training runs the heteroskedastic comparator is better than "avg"
indicates that smoothed variances are as crucial for good performance at design sites as it is elsewhere (where smoothing is essential). The wall-clock times of the relative comparators are summarized in the right panel of the figure. Observe that "WHom Y " is much faster than "Hom Y " with a speed-up of about 40×. This illustrates the value of the Woodbury identities; recall that here n ≈ N/5. Also, comparing "WHet Y tr" and "WHet Y ", we see that there is little benefit from running optim to convergence, which often consumes the vast bulk of the computing time (a difference of over 50× in the figure), yet yields minimal improvement in the score for these comparators.
Epidemics management
Our last example concerns an optimization/learning problem that arises in the context of designing epidemics countermeasures (Ludkovski and Niemi, 2010; Merl et al., 2009 ). Infectious disease outbreaks, such as influenza, dengue fever and measles, spread stochastically through contact between infected and susceptible individuals. A popular method to capture outbreak uncertainty is based on constructing a stochastic compartmental model that partitions the population into several epidemiological classes and prescribes the transition rates among these compartments. One of the simplest versions is the stochastic SIR model that is based on Susceptible, Infected and Recovered counts, with individuals undertaking S → I and I → R moves. In a continuous-time formulation, the state x(t) := (S t , I t , R t ), t ∈ R + is a Markov chain taking values on the simplex
M is the total population size, here fixed for convenience. The SIR system has two possible transition channels, with corresponding rates (Hu and Ludkovski, 2017 )
Recovery: I → R with rate γI t .
Policy makers aim to dynamically enact countermeasures in order to mitigate epidemic costs; a simple proxy for the latter is the total number of individuals who are newly infected
Due to the nonlinear transition rates, there is no closed-form expression for the above expectation, however it can be readily estimated via Monte Carlo by generating outbreak trajectories and averaging.
The final optimization step, which we do not consider here, performs a cost-benefit analysis by comparing expected costs under different policy regimes (e.g., "do-nothing", "public information campaign", "vaccination campaign").
The form of (23) induces a strong heteroskedasticity in the simulations. For low infected counts I ≤ 10, the outbreak is likely to die out quickly on its own, leading to low expected infecteds and low simulation variance. For intermediate values of I 0 , there is a lot of variability across scenarios, yielding high conditional variance r(x). However, if one starts with a lot of initial infecteds, the dynamics become essentially deterministic due to the underlying law of large numbers, leading to large costs but low simulation noise. The demarcation of these regions is driven by initial susceptible count and the transition rates β, γ in (23).
As proof of concept, we consider learning f and r for the case β = γ = 0.5, M = 2000.
The input space is restricted to {(S, I) : S ∈ {1200, . . . , 1800}, I ∈ {0, . . . , 200}}. Outside those ranges the outbreak behavior is trivial. Inside the region, simulation noise ranges from r(x) = 0 at I 0 = 0 to as high as r(x) = 86 2 . Figure 6 in Hu and Ludkovski (2017) shows a variance surface generated via SK using a i ≡ 100 replicates at each input and an adaptive design. Here we propose a more challenging setup where the number of replicates is not fixed and includes small counts. To this end, we generate a large training set with slightly more than two thousand locations on a regular grid, with a thousand replications. Then we compare the results given by SK and our method based on a random subset of n = 1000 It is then not surprising that SK is impacted by the inaccuracies of the empirical mean and variance estimates. In particular, we show in the left panel of Figure 4 that the mean prediction for SK is off even at inputs with many replicates (a i = 50 or a i = 100), while our method benefits from the smoothing of latent variables. In addition, we can perform the same analysis on the predicted variance, showing again in the right panel of Figure 4 that our estimates outperform the use of the empiricalσ i 's, even for the largest number of replicates. Observe that the empirical estimates are notably high-biased when a i < 50.
Discussion
We have enhanced heteroskedastic Gaussian process modeling by, effectively, combining the strengths of canonical approaches in two disparate literatures, namely machine learning (via Goldberg et al.) and industrial design (via Ankenman et al.) . We introduced two novel aspects, the Woodbury trick for computational shortcuts (without approximation), and a smoothed latent process in lieu of expensive EM and MCMC simulation-based alternatives to inference. The result is an inferential framework that upgrades modeling fidelity-inputdependent noise-while retaining a computational complexity on par with the best implementations of constant noise GP methods. Appendix C explores how our approach copes well with other types of non-stationarity, despite the model mismatch.
In our survey of the literature we discovered a connection between the Woodbury trick and an approximate method of circumventing big data (homoskedastic) GP calculations via pseudo inputs (Snelson and Ghahramani, 2005) and the so-called predictive process Banerjee et al. (2008) . Those methods, rather than leveraging replicates, approximates a big data spatial field with a smaller latent process: the inputs, outputs, and parameters for which are jointly inferred in a unified optimization (pseudo-inputs) or Bayesian (predictive process) framework. Indeed the spirit of pseudo-input version is similar to ours, being almost identical when restricting the latent process to the coordinates of the unique-n inputsX in the homoskedastic modeling setup. Snelson and Gharamani (2006) and later Kersting et al. (2007) proposed heteroskedastic pseudo-inputs variants, with raw optimization of the latents rather than via the smoothing process that we propose. An advantage of free estimation of the pseudo inputs, i.e., rather than fixing them toX as we do, is that additional computational savings can be realized in situations where replication is infeasible or undesired, albeit by approximation and assuming that the pseudo-inputs can be selected efficiently. We see tremendous potential for further hybridization of our approach with the wider literature on approximate (heteroskedastic) modeling of GP in big data contexts.
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A Supporting replication
The subsections below provide some of the details that go into lemmas involving the Woodbury trick for efficient inference and prediction with designs under replication, followed by an empirical illustration of the potential computational savings using our library routines.
A.1 Derivations supporting lemmas in Section 3
Due to the structure of replicates, it follows that N as well). Woodbury's identity gives (4):
The calculations are the same when replacingȲ by k n (x) on the right. On the other hand, having Y on both sides yields:
The determinant is similar:
A.2 Empirical demonstration of Woodbury speedups
The R code below sets up a design in 2-d and evaluates the response as y(x) = x 1 exp{−x Then, we use exactly the same function, but with arguments that cause the Woodbury trick to be bypassed-essentially telling the implementation that there are no replicates. Above we specified the the X input as a list with components X0, Z0 and mult to be explicit about the mapping between unique-n and full-N representations. However, this is not the default (or intended) mechanism for providing the design, which is to simply provide a matrix X. In that case, the implementation first internally calls the find reps function in order to locate replicates in the design, and build the appropriate list structure for further calculation.
B Supporting heteroskedastic elements
Here we provide derivations supporting our claim that smoothed and optimal solutions (for latent variables) coincide at the maximum likelihood setting. We then provide a het-eroskedastic example using the hetGP library. Finally, we provide an empirical demonstration illustrating the consistency of hetGP optimization of the latent variance variables. 
n if and only if
Notice that the top part of (18) is invariant as long as Λ n = Λ * n .
We thus concentrate on the remaining terms: log(ν (g) ) and log |Υ (g) |. First, the derivative of log |Υ (g) | with respect to g is tr(A
, which is positive (trace of a positive definite matrix), hence log |Υ (g) | increases with g; it also does not depend on ∆ n . As for log(ν (g) ),
(g) is positive definite. Hence g * = 0 and Λ * n = ∆ * n .
B.2 Illustration in hetGP
The R code below reproduces the key aspects our application of hetGP on the motorcycle data (available, e.g., in the package MASS Venables and Ripley (2002) R> library(MASS) R> system.time(het2 <-mleHetGP(mcycle$times, mcycle$accel, lower=15, + upper=50, covtype="Matern5_2")) [3] ## elapsed ## 0.641
So it takes about one second to optimize over the unknown parameters, including the latent variances, when linked to R's default linear algebra libraries. Observe that raw inputs (times) and responses (accel) are provided, trigging a call to the package's internal find reps function to navigate the small amount replication in the design via the Woodbury trick.
The plotting code below generates a pair of plots similar to those in the final row of Figure   1 , which we do not duplicate here. Code for other examples, including the more expensive
Monte Carlo experiments for our ATO and SIR examples, is available upon request.
R> Xgrid <-matrix(seq(0, 60, length.out = 301), ncol = 1) R> p2 <-predict(x=Xgrid, object=het2, noise.var=TRUE) R> ql <-qnorm(0.05, p2$mean, sqrt(p2$sd2 + p2$nugs)) R> qu <-qnorm(0.95, p2$mean, sqrt(p2$sd2 + p2$nugs)) R> par(mfrow=c(1,2)) R> plot(mcycle$times, mcycle$accel, ylim=c(-160,90), ylab="acc", + xlab="time") R> lines(Xgrid, p2$mean, col=2, lwd=2) R> lines(Xgrid, ql, col=2, lty=2); lines(Xgrid, qu, col=2, lty=2) R> plot(Xgrid, p2$nugs, type="l", lwd=2, ylab="s2", xlab="time", + ylim=c(0,2e3)) R> points(het2$X0, sapply(find_reps(mcycle[,1],mcycle[,2])$Zlist, var), + col=3, pch=20)
B.3 Robustness in numerical optimization
In Section 4.3 we advocate initializing gradient-based optimization of the latent noise variables using residuals obtained from homogeneous fit, and this is the default in hetGP. To illustrate that this is a good starting point, difficulties in MLE estimation for GP hyperparameterization notwithstanding (Erickson et al., 2017) , we provide here two demonstrations that this procedure is efficient. The first example reuses the motorcycle data while the second is the 2d Branin function (Dixon and Szego, 1978) The results in Figure 5 demonstrate that the proposed optimization procedure is well calibrated. In all four panels, boxplots show the distribution of estimates (via log likelihoods, latent variables, or proper scores, respectively), drawing a comparison to values obtained under our thoughtful initialization (in solid red), relative to the baseline homoskedastic fit (blue-dashed). More than 99% of the time our thoughtful initialization leads to better estimates than under random initialization. The top-right panel, which is in log space, shows that some latent variable estimates obtained under random initialization are quite egregiously over-estimated. It is harder to perform such a visualization in 2d, so the bottom-right panel shows the more aggregated score metric instead.
C Non-stationarity
Input-dependent noise is one form of non-stationarity amongst many. Perhaps the most commonly addressed form of non-stationary is in the mean, however the recent literature caters to many disparate forms (e.g., Gramacy and Lee, 2008; Ba et al., 2012; Snoek et al., 2014; Gramacy and Apley, 2015; Roininen et al., 2016; Marmin et al., 2017) . When there is little data available, distinguishing between non-stationarity in the mean and heteroskedasticity of the noise is hard, but even a mis-specified heteroskedastic-only model may be sufficient (i.e., better than a purely stationary one) for many tasks. We illustrate this on two examples.
The first one is an univariate sinusoidal function with a jump and the second is the twodimensional function of Gramacy (2007) , described above in Section A.2. The results are shown in Figures 6 and 7 , respectively. In both cases, the estimated noise increases in areas where mean dynamics are most rapidly changing. This leads to improved accuracy, and can facilitate active learning heuristics in sequential design (Gramacy and Lee, 2009 ). Focusing design effort in regions of high noise can be useful even if the true explanation is rapidly changing signal (not high noise). Nevertheless, when the design increases in the "interesting region", either through further exploration or a larger number of replicates, this behavior disappears and a homogeneous model is returned. Investigations on hybrids of noise and mean heterogeneity represents a promising avenue for future research. 
