Abstract-The blind image deconvolution techniques with sparsity prior in gradient domain are sensitive to noise, even a small amount of noise. To address this problem, in this letter, we propose a novel blind deconvolution model that combines lowrank property, nonlocal similarity, and l0 sparsity prior. Low-rank property makes the proposed deblurring model robust to image noise. The joint utilization of nonlocal similarity and l0 sparsity prior has improved the accuracy of blur kernel estimation and restores the fine image details. A numerical method is also given to solve the proposed problem. Experimental results on synthetic and real data show that our algorithm performs better against with the state-of-the-art methods for both noise and noise-free images.
I. INTRODUCTION

B
LIND deconvolution aims to recover an image after it has been blurred and corrupted with additive noise. The problem is a widely researched subject in signal and image processing literature [1] - [3] . A typical blurring model is formulated as
where ⊗ is the convolution operator, and a blurry image y is considered as a convolution between a blur kernel k and a latent image x, plus the additive noise n. Many techniques based on sparsity prior of image gradients have been proposed to deal with camera shake, but most of them assume low noise levels [4] . This assumption is not always true in real applications, because heavy noise often exists under low light conditions due to the higher camera ISO 1 setting. The noise, even a small amount of noise, can lead to the failure of image deconvolution.
The main reason is that image noise impairs the heavy-tailed gradient distribution and results in a bias on blur kernel estimation. Fig. 1 shows the curves of logarithmic density of a real image's gradients. We can find that blur kernel shrinks the gradients distribution curve due to the reduction of high frequency in an image. However, image noise extends the gradients distribution curves and degrades the salient edges through mixing with the high frequency of an image. The current sparsitybased blind deconvolution models often seek for salient edges to estimate the blur kernel. Thus, the noise on a blurry image, especially severe noise, causes a bias on blur kernel estimation, and the biased blur kernel leads to the failure of image deconvolution.
II. RELATED WORK
In recent literature, most of the deblurring techniques adopt sparsity prior in gradient domain to recover the latent image and have achieved great success. The solution of sparsity-based deconvolution model can be obtained in Bayesian framework [5] , and the objective equation is formulated as follows:
where · 2 is Frobenius norm, L (x) represents the gradient sparsity prior of latent image x, and M (k) is the prior of blur kernel k which is usually considered to be sparse and smooth. The regulation parameters β and λ are related to the prior of x and k, respectively. The difficulty of image deconvolution is to propose a mathematically sound l 0 expression for approximating the gradient sparsity prior. The l 0 -norm of a matrix or vector is the number of nonzero elements in it. Levin et al. [6] employ log |∇x| to approximate the natural statistics prior, but its inference is complicated, and the solution to this problem is also a challenge [5] . Shao et al. impose bi-l 0 -l 2 norm regulation on both latent image and blur kernel in [5] , but the proposed model hardly handles noise well. Krishnan et al. [7] introduce a normalized l 1 -norm regulation which gives low cost for the true sharp images. However, their deconvoution performance is poor for a blur kernel of large size. With super-Gaussian sparse image priors, Babacan et al. [8] present a general method for blind deconvolution which includes a number of existing models. Xu et al. [9] propose a generalized l 0 sparse expression for motion deblurring, and then they extend their framework to nonuniform deblurring. For other sparsity-based methods [10] - [15] , they all use convex or nonconvex unnatural sparse Fig. 1 . Curves of the logarithmic density of image gradients. Blur kernel shrinks the gradients distribution curve. However, image noise extends the gradients distribution curves and impairs the salient edges through mixing with the high frequency of an image.
TABLE I EXISTING SPARSITY-BASED METHODS AND THE PROPOSED METHOD
prior to approximate the l 0 -norm. Although l 0 -norm-based regulation preserves salient edges, it is not sufficient to deal with blurry images with noise, especially intensive noise [4] .
To suppress noise in blind deconvolution, Tai et al. [16] use a preprocessing and add complex normalization to restore the noisy and blurry image, but the direct application of denoising method leads to a biased estimation of blur kernel. Zhong et al. [4] employ directional filters and Radon transfer to improve the accuracy of the kernel estimation. Their method improves the restored result for noisy image, but sometimes tiny details are removed because of the application of low-pass filters. In this letter, we introduce low-rank property and nonlocal similarity to blind deconvolution model. Low-rank property makes the deblurring model robust to image noise. Together with l 0 sparsity prior, nonlocal similarity can improve the accuracy of blur kernel estimation and preserve tiny details in the restored image. In Table I , we show different priors imposed on state-of-the-art methods and the proposed method.
III. OUR MODEL
For the typical blind deconvolution model (2), its fidelity term is a Gaussian noise approximation from the Bayesian perspective, while it is the error between the input blurry image y and the latent image x from the view of normalization. On the one hand, the fidelity term prefers a small deviation due to the overall minimization of (2). On the other hand, it requires an error of the first term to fit the Gaussian noise. When intense noise exists, the two interpretations may contradict with each other. Moreover, a sparsity prior of a latent image x tends to exaggerate noise in the restored image. Therefore, we exploit the block-matching and low-rank property to solve this problem as follows: Fig. 2 . How the operator R groups similar patches. The grouped patch sets have low-rank property which can be used to suppress image noise.
where R denotes an operator extracting similar image patches together comparing with reference patches, N is the number of reference patches (overlapping patches), and τ , λ, and β are regulation parameters. The special relation (R (x ⊗ k)) i = U i A i means that sparse coding in the patch space attempts to represent (R (x ⊗ k)) i by a dictionary U i , and A i are representation coefficients. Let r = rank ((Ry) i ), and (Ry) i ∈ R m×n is a patch set. The pseudo matrix norm A i p,q is defined as follows:
where a j = [a j,1 , a j,2 , . . . ,a j,n ] denotes the jth row of the matrix A i in R r×n . In Fig. 2 , an input image y is first divided into N overlapped patches. Then, the operator R groups similar patches together within specific search windows centered on reference patches. If two image patches are similar, it means that they have similar structures or patterns. For more details of block matching, please refer [17] and [18] . After all the patch sets in Ry are filtered with low-rank property, we put them back by using a weighted aggregation.
A. Filter Image Noise With Low-Rank Property
After block matching, (3) has low-rank property to suppress image noise. Refer the technique proposed by [18] , the matrix A i is rewritten as
where
i is a diagonal matrix, and V i is supposed to be unitary. If we set p = 1 and q = 2, A i 1,2 can be rewritten into a particular form
According to (5) and (6) ,
Equation (7) is a standard matrix factorization problem with low-rank property, and it can be solved by the technique SVD. When (Ry) i is factorized, its small eigenvalues are neglected to suppress image noise in y.
B. Enhance Image Edges With Nonlocal Similarity
In Section III-A, we have revealed that the grouped patch sets have low-rank property to suppress noise. Next, we explain that the nonlocal similarity shared by grouped patch sets is helpful to enhance image edges. (Ry) i represents a patch set in (Ry), and the input image y can be expressed as
where N denotes the number of patch sets. Also, we can obtain a key patch set
The key patch u k ∈ U is contributive to image deconvolution. Traditional deconvolution model uses y − x ⊗ k 2 2 as the fidelity term, and each patch contributes equally to image deconvolution. In our model, the key patches are heavily weighted for image deblurring, because they have the nonlocal similarity of grouped patch sets. The nonlocal similarity is usually the main structures or reduplicative patterns in an input image, so key patches will be more useful in image deconvolution.
IV. OPTIMAL METHOD Equation (3) has two unknown variables x and k. The solution for (3) can be obtained by alternately solving (7) and
(10) Also, (10) can be solved by alternately optimizing
and 3.1 for n k = 1 :
solve (11) to obtain x l , 3.4 end for 3.5
solve (13) to obtain k l , 3.6 end for end For Nonblind deconvolution: k ← k L , restore x by (14) .
The solution k directly from (12) is not accurate, so we transform the intensity domain into the gradient domain by solving
Through (7), image noise in y is effectively removed with nonlocal similarity [18] . There is not known trackable method for directly solving l 0 regularized problem; therefore, a lot of approximations are adopted [21] , [22] . Here, we adopt halfquadratic splitting l 0 minimization method [23] to solve the problem. Equation (13) is a closed least-squares minimization problem and can be solved by gradient descent method.
The overall algorithm is presented in Algorithm 1. We first set a kernel size. According to the kernel size and downscale ratio 1/2, the coarse-to-fine level L is determined (minimum kernel size k 0 = 3). With L and downscale ratio 1/2, an image pyramid then is established. For the lth level, we obtain k l through (11) and (13) . At the (l + 1)th level, we upscale k l (upscale ratio √ 2), and take it as an initialization for k l+1 . As for k 0 , it is randomly initialized.
In all experiments, we set β = 5e −3 and λ = 2, respectively. The choice of τ depends on image noise. Usually τ is set to 2, which means 2% Gaussian noise in image y. When heavy noise exists, τ is set according to the noise level.
Through (11) and (13), an intermediate image x and a blur kernel k are obtained. The intermediate image x is smooth because of l 0 regulation in (11) . Thus, the real clear image x is obtained by a nonblind deblurring formulated as follows:
In (14), α, η are parameters corresponding to gradient sparsity. Krishnan et al. [14] have pointed out that α ∈ 
V. EXPERIMENTAL RESULTS
In Fig. 3 , the first row is a synthetic image with 5% Gaussian noise, and the last two rows are two real word images. We choose four representative methods for comparison. For more comparison results, please refer to supplementary. Through the experiments, we find that almost all the methods can achieve good results for blurry image with no noise. When image noise exists, the sparsity-based methods [9] , [7] , [15] , [19] , [20] fail to restore blurry images. Although the method [4] can suppress low-level noise, it generates artifacts. Experimental results show that the proposed model can tackle with relatively heavy noise. In order to illustrate the difference between our method and the predenoising techniques, we also show both the decovolution results with and without BM3D filtering [17] as a preprocessing in the supplementary.
The second experimental evaluation of the proposed algorithm is tested on a benchmark image dataset proposed by [11] . The dataset contains 32 motion blurry images generated by 8 motion kernels and 4 natural images. The sum of squared difference (SSD) error ratio and peak signal-to-noise ratio (PSNR) are calculated as our metrics. Through Fig. 4 , we can find that our model achieves higher PSNR values than those of other methods. The reason is that our model makes full use of the nonlocal similarity to preserve tiny details. For more results, please refer to our supplementary. Table II lists the statistics of the SSD error ratios. The motion kernels are first estimated by each authors' own code, while the final deblurred images are obtained using nonblind deblurring method [14] . Comparing with other models' SSD error ratios, ours is reduced by 40%-60%, which indicates that our joint model is capable of estimating an accurate blur kernel for blurry images with no noise.
VI. CONCLUSION
In this letter, we have proposed a novel blind deconvolution model that combines low-rank property, nonlocal similarity, and l 0 sparsity prior. Low-rank property makes the deblurring model robust to image noise. Together with l 0 sparsity prior, nonlocal similarity improves accuracy of blur kernel estimation and restores tiny details on a blurry image. Also, a numerical method is presented to solve the combined model. We will extend our model to nonuniform deblurring in the future.
