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Abstract
For a given system (A,B, C) necessary and sufficient conditions are given to assign in-
variant factors to the matrix of the system performing a state feedback and an output injection,
over an arbitrary field. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
One of the central results on linear time-invariant systems is the so-called Rosen-
brock’s theorem [22]. It completely describes the eigenstructure that the state matrix
can attain after performing a regular static state feedback. In other words, if we have
a linear time-invariant system
x˙(t) = Ax(t)+ Bu(t),
or a linear discrete time system
xk+1 = Axk + Buk, k ∈ N,
where (A,B) ∈ Fn×n × Fn×m (F an arbitrary field such that in the continuous case
differentation makes sense for enough functions R → F, e.g. F = R or C) and we
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apply the control law
u(t) = Fx(t)+Gv(t),
with G ∈ Fm×m invertible, F ∈ Fm×n, then we get the closed-loop system
x˙(t) = (A+ BF)x(t)+ BGv(t) or xk+1 = (A+ BF)xk + BGvk.
Rosenbrock’s theorem gives a characterization of the possible similarity classes
where the matrix A+ BF can lie for any choice of F, provided that the system is
controllable. In addition, Rosenbrock’s theorem works for any arbitrary field.
This important result on the systems structure has attracted the attention of many
researchers on the field. Namely, alternative proofs have been proposed by Dickinson
[4] who used a state-space approach, Kucˇera [12] who applied the theory of poly-
nomial equations, Flamm [6] and more recently by Özçaldiran [21] who studied the
problem in the geometric framework. Rosenbrock’s theorem has been also general-
ized to implicit systems (see for example [13] or [32]) and even for non-controllable
systems by Zaballa [28] (see also [17]).
On the other hand, Rosenbrock’s result can be directly applied by duality (see for
example the book by Kucˇera [14] or Basile and Marro [2]) to the system{
x˙ = Ax + Bu,
y = Cx,
C ∈ Fp×n, when output injection through a matrix K ∈ Fn×p is performed. In this
case the system becomes (see [2, p. 164]){
x˙ = (A+KC)x + Bu,
y = Cx.
If we apply simultaneously both actions (static state feedback and output injec-
tion), the resulting matrix of the system is A+ BF +KC. It is well known that
in actual physical systems these actions are not implementable, since neither is the
state accessible for direct measurement nor is the forcing action accessible for direct
intervention. Nevertheless, it allows us, on one hand, to gain insight into the know-
ledge of the system structure and, on the other hand, these two schemes are useful
to state some basic and physically implementable feedback connections such as the
output-to-input dynamic feedback (see [2, p. 161]).
Let us state precisely the problem to be studied in this paper.
Problem 1.1. Given a matrix triple (A,B,C) ∈ Fn×n × Fn×m × Fp×n, F an arbit-
rary field, and given a sequence of monic polynomials γ1, . . . , γn satisfying the
conditions γi | γi+1, 1  i  n− 1 and d(γ1)+ · · · + d(γn) = n, where “|” stands
for divisibility and d(·) for the “degree of”, under what conditions do there ex-
ist matrices F ∈ Fm×n and K ∈ Fn×p such that A+ BF +KC has γ1, . . . , γn as
invariant factors?
In [25] this problem was shown to be essentially equivalent to the problem about
the existence of an n× n matrix in a given similarity class with a prescribed arbitrary
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submatrix. This completion problem was solved in [3] when F is an infinite field.
More precisely, as we will see later, these problems can be reduced to complete
a given singular pencil and in order to avoid dealing with the infinite elementary
divisors a standard technique consists in reducing the problem to an equivalent one
without infinite elementary divisors (see for example [3,8,9,25,31]). For this purpose
the underlying field needs to have a sufficient number of elements.
This paper is devoted to solving Problem 1.1 on an arbitrary field. Our techniques
will provide more insight into the nature of the problem. Namely, we will have to
deal with the question of characterizing the possible feedback invariants of matrix
pairs of the form (A+KC,B) for all possible choices of the output injection matrix
K. A solution to this problem when (A,B,C) is minimal was given by Loiseau in an
extended abstract [16]. We will study the same question for more general systems.
We must say at this point that our proofs are strongly based on the Kronecker
canonical form of a singular matrix pencil (see for example [8,9]). It turns out that
most of the proofs of the reduction of a matrix pencil to Kronecker canonical form
in the literature requires a field with enough number of elements (for example to
be infinite). Fortunately, there is, at least, a reference where this reduction, by a
geometric approach, is made with no restriction on the field (see [5]).
The paper is organized as follows: in Section 2 we present the notations and
auxiliary results that we will use along the paper. In Section 3 we give necessary
conditions to solve Problem 1.1 and solve it in a particular case. In Section 4 the
necessary conditions will be proven to be sufficient. In Section 5, Problem 1.1 is
related to other completion problems.
2. Notations and auxiliary results
All along this paper F will denote any arbitrary field and F[s] the ring of poly-
nomials with coefficients in F. As usual, two polynomial matrices A(s), B(s) ∈
F[s]n×m are said to be equivalent if there are unimodular matrices (i.e. polynomial
matrices whose determinants are non-zero constants) U(s) ∈ F[s]n×n and V (s) ∈
F[s]m×m such that B(s) = U(s)A(s)V (s). It is well known that two polynomial
matrices are equivalent if and only if they have the same invariant factors [7]. These
are monic polynomials γ1 | · · · | γn that completely characterize each equivalence
class.
A fundamental theorem of linear algebra states that two matrices A,B ∈ Fn×n
are similar if and only if sIn − A, sIn − B ∈ F[s]n×n are equivalent. The invariant
factors of A are those of sIn − A and so, A and B are similar if and only if they have
the same invariant factors.
Next we recall the concept of feedback-injection equivalence of matrix triples:
Two matrix triples (A1, B1, C1), (A2, B2, C2) ∈ Fn×n × Fn×m × Fp×n are said to
be feedback-injection equivalent if there are matrices P ∈ Fn×n, Q ∈ Fm×m, T ∈
Fp×p, R ∈ Fn×p and S ∈ Fm×n such that P, Q and T are invertible and
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P R
0 T
] [
A1 B1
C1 0
] [
P−1 0
S Q
]
=
[
A2 B2
C2 0
]
. (1)
We prove now that in order to solve our problem we can replace the given matrix
triple by any other one in its feedback-injection equivalence class.
Lemma 2.1. Let (A1, B1, C1), (A2, B2, C2) ∈ Fn×n × Fn×m × Fp×n be given
feedback-injection equivalent matrix triples. Let γ1 | · · · | γn be n monic polynomi-
als. There exist matrices F1 ∈ Fm×n and K1 ∈ Fn×p such that A1 + B1F1 +K1C1
has γ1, . . . , γn as invariant factors if and only if there are matrices F2 ∈ Fm×n and
K2 ∈ Fn×p such that A2 + B2F2 +K2C2 has γ1, . . . , γn as invariant factors.
Proof. Let P, T , Q, R and S be matrices of appropriate sizes, P, T and Q in-
vertible, satisfying (1) and assume that there are matrices F1 and K1 such that A1 +
B1F1 +K1C1 has γ1, . . . , γn as invariant factors. Taking K2 = (PK1 − R)T −1 and
F2 = Q−1(F1P−1 − S) we have that A2 + B2F2 +K2C2 = P(A1 + B1F1 +K1
C1)P−1 so A2 + B2F2 +K2C2 has γ1, . . . , γn as invariant factors. The converse
can be proven exchanging the roles of (A1, B1, C1) and (A2, B2, C2). 
The feedback-injection equivalence of matrix triples has been studied by several
authors. Significative papers are Refs. [19,20,27] where canonical forms and com-
plete systems of invariants are exhibited. Actually, as shown in [27], these can be
obtained from the Kronecker canonical form of the pencil
H(s) =
[
sIn − A B
C 0
]
to be called from now on the characteristic (singular) pencil associated to system (or
triple) (A,B,C).
A complete system of invariants for the feedback-injection equivalence of matrix
triples is given by the so-called (see [8,9]) row and column minimal indices, invariant
factors and infinite elementary divisors of their characteristic singular pencil. Or,
using the terminology of [15,20], the I1, I2, I3, I4 Morse’s list. Given (A,B,C) and
its characteristic pencil H(s), some (perhaps all) invariant factors of H(s) may be
trivial (i.e. equal to 1). If γ1 | · · · | γh are its non-trivial invariant factors and d(γ1)+
· · · + d(γh) = u, then u  h and α1 = · · · = αu−h = 1, αu−h+1 = γ1, . . . , αu = γh
are said to be the invariant factors of (A,B,C). We also call row minimal indices,
column minimal indices and infinite elementary divisors of (A,B,C) to those of
H(s). We will refer to all of them as a whole as the Kronecker invariants of (A,B,C).
It is worth noticing that the degrees of the infinite elementary divisors of any triple
(A,B,C) have degree greater than 1. In fact, if α1 | · · · | αu, e1  · · ·  et , f1 
· · ·  fs > fs+1 = · · · = fp−t = 0, c1  · · ·  cr> cr+1 = · · · = cm−t = 0, are the
invariant factors, the exponents of the infinite elementary divisors, the row min-
imal indices and the column minimal indices of (A,B,C), respectively, then it is
feedback-injection equivalent to (Ac, Bc, Cc) where
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[
Ac Bc
Cc 0
]
=


N 0 0 0 0 0 0
0 R 0 0 0 0 0
0 0 S 0 Eˆ 0 0
0 0 0 D 0 E 0
0 Gˆ 0 0 0 0 0
0 0 0 G 0 0 0
0 0 0 0 0 0 0


(2)
with N ∈ Fu×u being the rational canonical form (or first normal form, see [7])
whose invariant factors are α1 | · · · | αu and
R = Diag{R1, . . . , Rs}, Ri =
[
0 0
Ifi−1 0
]
∈ Ffi×fi , 1  i  s,
S = Diag{S1, . . . , Sr }, Si =
[
0 Ici−1
0 0
]
∈ Fci×ci , 1  i  r,
D = Diag{D1, . . . ,Dt }, Di =
[
0 0
Iei−2 0
]
∈ F(ei−1)×(ei−1), 1  i  t,
Eˆ = Diag{Eˆ1, . . . , Eˆr}, Eˆi = [0 · · · 0 1]T ∈ Fci×1, 1  i  r,
E = Diag{E1, . . . , Et }, Ei = [1 0 · · · 0]T ∈ F(ei−1)×1, 1  i  t,
Gˆ = Diag{Gˆ1, . . . , Gˆs}, Gˆi = [0 · · · 0 1] ∈ F1×fi , 1  i  s
G = Diag{G1, . . . ,Gt }, Gi = [0 · · · 0 1] ∈ F1×(ei−1), 1  i  t,
(Ac, Bc, Cc) will be said to be the Kronecker canonical form of (A,B,C).
For notational simplicity we will assume in the sequel that B and C are of full
rank. This means that m = r + t and p = s + t ; i.e. there are no minimal indices
equal to 0.
As a conclusion, and according to Lemma 2.1, we can assume without loss of
generality that the given matrix triple is (Ac, Bc, Cc) as given above.
For pairs of matrices, the feedback-injection relation reduces to the feedback equi-
valence relation: (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are said to be feedback equiva-
lent if there are matrices P ∈ Fn×n, Q ∈ Fm×m and L ∈ Fm×n, P and Q invertible
such that
P [A1 B1]
[
P−1 0
L Q
]
= [A2 B2].
If L = 0 and Q = Im, then (A1, B1) and (A2, B2) are said to be similar or system
similar.
Taking into account that the characteristic singular pencil of a matrix pair (A,B) ∈
Fn×n × Fn×m, [sIn − A B], has neither row minimal indices nor infinite elementary
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divisors, a complete system of invariants for the feedback equivalence relation re-
duces to the column minimal indices (also called controllability indices) and the
invariant factors.
By C(A,B) = [B AB · · · An−1B] ∈ Fn×nm we will denote the so-called con-
trollability matrix of (A,B), and (A,B) is said to be controllable if C(A,B) is a
full row rank matrix. An alternative characterization of controllability that we will
use along this paper is that (A,B) is controllable if and only if all its invariant
factors are trivial. (We call invariant factors of (A,B) to those of the polynomial
matrix [sIn − A B], [22, p. 71, 165].) A pair (A,C) ∈ Fn×n × Fm×n is observable
if (AT, CT) is controllable and a system (A,B,C) is said to be minimal if (A,B)
is controllable and (A,C) observable [11, p. 363]. This means, if B and C have full
column and row rank, respectively, as we are assuming, that its Kronecker canonical
form reduces to[
Ac Bc
Cc 0
]
=
[
D E
G 0
]
(see for example [22, p. 83]). In other words (A,B,C) is minimal if and only if its
Kronecker invariants are the degrees of the infinite elementary divisors.
If (A,B) ∈ Fn×n × Fn×m is controllable, then we can choose bases of Fn from
the columns of its controllability matrix. If we rearrange the columns of C(A,B) as
[b1, Ab1, . . . , An−1b1, b2, Ab2, . . . , An−1b2, . . . , bm,Abm, . . . , An−1bm]
and choose the first n linearly independent columns from left to right, we obtain a
sequence of linear independent columns
{b1, Ab1, . . . , Ah1b1, b2, Ab2, . . . , Ah2b2, . . . , bm,Abm, . . . , Ahmbm}
which form a basis of Fn. The integers h1, . . . , hm are called the Hermite indices or
(A,B) (see [29] or [24]). Note that in general they are not ordered and some of them
may be 0. It turns out that the Hermite indices are invariant under system similarity
[11, p. 494]. A canonical form for the similarity of matrix pairs associated to the
Hermite indices is given in the following lemma [1] (we will use only the case when
h1  · · ·  hm > 0).
Lemma 2.2. Let (A,B) ∈ Fn×n × Fn×m be a controllable pair and h1  · · · 
hm > 0 its Hermite indices. Then there exists a unique matrix pair (AH ,BH ) similar
to (A,B) with the following form:
AH = [Aij ]1i,jm, BH = [Bij ]1i,jm,
and
Aii =


0 0 · · · 0 xii0
1 0 · · · 0 xii1
0 1 · · · 0 xii2
...
...
.
.
.
...
...
0 0 · · · 1 xiihi−1

 ∈ F
hi×hi , 1  i  m,
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Aij =


0 0 · · · 0 xji0
0 0 · · · 0 xji1
0 0 · · · 0 xji2
...
...
.
.
.
...
...
0 0 · · · 0 xjihi−1

 ∈ F
hi×hj , 1  i < j  m,
Aij = 0 ∈ Fhi×hj , 1  j < i  m,
Bii = [1 0 · · · 0]T ∈ Fhi×1, 1  i  m,
Bij = [0 0 · · · 0]T ∈ Fhi×1, 1  i, j  m, i /= j.
A matrix pair (AH, BH) with the form exhibited in this lemma will be said to be
in Hermite form and if (A,B) is similar to (AH, BH), this pair will be said to be the
Hermite form of (A,B). It is clear that any pair, (AH, BH), in Hermite form has the
sizes of the diagonal blocks of AH as Hermite indices.
We will need also the concept of majorization in the sense of Hardy–Littlewood–
Pólya [10]: Given two sequences of numbers (a1, . . . , an), (b1, . . . , bn) ∈ Rn, we
will say that a = (a1, . . . , an) is majorized by b = (b1, . . . , bn) and will write a ≺ b
if {∑k
i=1 a(i) 
∑k
i=1 b(i), 1  k  n− 1,∑n
i=1 a(i) =
∑n
i=1 b(i),
where a(1)  · · ·  a(n) and b(1)  · · ·  b(n) are the elements of a and b, respect-
ively, in non-increasing order.
We will use an extension to non-controllable systems of the so-called Rosen-
brock’s Theorem [22] on pole placement:
Lemma 2.3 [28]. Let (A,B) ∈ Fn×n × Fn×m with rank(B) = r . Let α1 | · · · | αn
and k1  · · ·  kr > 0 = kr+1 = · · · = km be its invariant factors and controlability
indices, respectively. Let γ1 | · · · | γn be monic polynomials. Then, there exists a
matrix F ∈ Fm×n such that A+ BF has γ1 | · · · | γn as invariant factors if and only
if
γi−r | αi | γi, i = 1, . . . , n,
(k1, . . . , kr ) ≺ (d(δr), . . . , d(δ1)),
where
δj =
ν
j
1 · · · νjn+j
ν
j−1
1 · · · νj−1n+j−1
,
ν
j
i = lcm(αi−j , γi−r ), 1  i  n+ j, 0  j  r and we agree that αi = γi := 1for i < 1.
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3. Main results
As mentioned above, the solution to Problem 1.1 was given in [25] when the un-
derlying field F has sufficient number of elements. The provided proof remains true
for an arbitrary field when the system (A,B,C) does not have infinite elementary
divisors. We give as a lemma without proof the translation of the conditions given in
[3] from where the result in [25] is obtained, when there are no infinite elementary
divisors.
Lemma 3.1. Let (A,B,C) ∈ Fn×n × Fn×m × Fp×n and let f1  · · ·  fs> 0,
c1  · · ·  cr> 0, and α1 | · · · | αu be its row minimal indices, column minimal
indices and invariant factors, respectively. Assume that (A,B,C) does not have
infinite elementary divisors and that n1 = f1 + · · · + fs, n2 = c1 + · · · + cr . Let
γ1 | · · · | γn be monic polynomials. Then there are matrices F ∈ Fm×n and K ∈
Fn×p such that A+ BF +KC has γ1 | · · · | γn as invariant factors if and only if
there exist monic polynomials µ1 | · · · |µn such that
lcm(αi−n1−n2 , γi−r ) |µi | gcd(αi−n1−n2+s , γi), i = 1, . . . , n,
(f1, . . . , fs ) ≺ (d(s ), . . . , d(1)),
(c1, . . . , cr ) ≺ (d(r ), d(r−1), . . . , d(1)),
where
j =
∏n+j
i=1 lcm(αi−n1−n2−j , µi−s )∏n+j−1
i=1 lcm(αi−n1−n2−j+1, µi−s )
, j = 1, . . . , s
j =
∏n+j
i=1 lcm(µi−j , γi−r )∏n+j−1
i=1 lcm(µi−j+1, γi−r )
, j = 1, . . . , r
and we agree that αi = γi = µi = 1 for i < 1 and αi = 0 if i > u.
We will obtain in this section necessary conditions to solve Problem 1.1, working
on an arbitrary field. These conditions will be expressed in terms of the Kronecker in-
variants of the characteristic pencilH(s). Their sufficiency will be proven in Section
4; for it requires some additional auxiliary results.
Before proceeding we will reduce slightly the action of a state feedback and an
output injection on a general system (A,B,C). We need three lemmas to achieve it,
but the reduction will prove to be crucial later.
Lemma 3.2. Let (A,B,C) ∈ Fn×n × Fn×s × F(s+t )×n be a matrix triple with
neither finite elementary divisors nor column minimal indices. Let f1  · · ·  fs> 0
be its row minimal indices and k1 + 1  · · ·  kt + 1  2 the degrees of its infinite
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elementary divisors. Put n1 = f1 + · · · + fs and n2 = k1 + · · · + kt . Assume that it
is in Kronecker canonical form,
[
A B
C 0
]
=


R 0 0
0 D E
Gˆ 0 0
0 G 0

 ,
R, D, Gˆ, G defined as in (2). Then for any given matrices X1 ∈ Fn2×s , X2 ∈
Fn1×s , Y1 ∈ Ft×n1, Y2 ∈ Ft×n2 there exist matrices T ∈ Fn2×n1 and L ∈ Ft×n1 satis-
fying the following two properties:
GT = 0, (3)
X1Gˆ+ EY1 + T (R +X2Gˆ)− (D + EY2)T = EL. (4)
Proof. Observe that for every matrix X2 we can partition R + X2Gˆ according to
the sizes of the diagonal blocks of R, that is, R +X2Gˆ = [Rij ], 1  i, j  s, where
Rii =


0 · · · 0 ∗
1 · · · 0 ∗
...
...
...
0 · · · 1 ∗

 ∈ Ffi×fi ,
Rij =


0 · · · 0 ∗
0 · · · 0 ∗
...
...
...
0 · · · 0 ∗

 ∈ Ffi×fj ,
i /= j.
(All along this proof the ∗’s will denote unspecified elements.)
Suppose first that t = 1. If k1 = 1, there is nothing to prove because X1Gˆ+ EY1
reduces to one row and taking T = 0 and L = X1Gˆ+ EY1 the above conditions are
satisfied. Assume then that k1 > 1.
To see that the result is true in this case, we will prove by induction on l =
1, . . . , k1 − 1, that there exists a matrix T ∈ Fk1×n1 (notice that in this case n2 = k1)
such that GT = 0 and the matrix
Zl = X1Gˆ+ EY1 + T (R +X2Gˆ)− (D + EY2)T
has null components on the last l rows. More precisely, we will show that if we
partition this matrix as
Zl = [Zl1 · · · Zls] , Zlj ∈ Fk1×fj , j = 1, . . . , s,
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blocks Zlj show the following structures:
• If l < fj , then
Zlj =


∗ · · · ∗ ∗ ∗ · · · ∗ ∗
0 · · · 0 0 0 · · · 0 ∗
...
...
...
...
...
...
0 · · · 0 0 0 · · · 0 ∗
0 0 z1 z2 · · · zl zl+1
0 · · · 0 0 0 · · · 0 0
...
...
...
...
...
...
0 · · · 0 0 0 · · · 0 0


for some scalars z1, . . . , zl+1 ∈ F.
• If l  fj , then
Zlj =


∗ ∗ · · · ∗ ∗
0 0 · · · 0 ∗
...
...
...
...
0 0 · · · 0 ∗
z1 z2 · · · zfj−1 zfj
0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0


for some scalars z1, . . . , zfj ∈ F.
In both cases the last l rows are equal to 0.
Write X1Gˆ+ EY1 = [W1, . . . ,Ws ] with Wj ∈ Fk1×fj , j = 1, . . . , s. Then for
j = 1, . . . , s,Wj has the following form:
Wj =


∗ · · · ∗ ∗
0 · · · 0 ∗
...
...
...
0 · · · 0 ∗
0 · · · 0 wj

 .
For l = 1 and j = 1, . . . , s define
Tj =


0 · · · 0 0
...
...
...
0 · · · 0 0
0 · · · 0 wj
0 · · · 0 0

 ∈ F
k1×fj ,
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and put
T = [T1 · · · Ts].
Due to the last row of zeros of T and the form of G, GT = 0. Let us compute
Z1 = X1Gˆ+ EY1 + T (R +X2Gˆ)− (D + EY2)T .
We can write Z1 = [Z11, . . . , Z1s ] where
Z1j = Wj +
s∑
i=1
TiRij − (D + EY2)Tj , j = 1, . . . , s.
It is a matter of calculation to see that if fj = 1, then
Z1j =


0
...
0
zj1
0

 , j = 1, . . . , s,
for some zj1 ∈ F, and if fj > 1, then
Z1j =


∗ · · · ∗ ∗ ∗
0 · · · 0 0 ∗
...
...
...
...
0 · · · 0 0 ∗
0 · · · 0 zj1 zj2
0 · · · 0 0 0


, j = 1, . . . , s
for some zj1, zj2 ∈ F. Hence the last row of Z1 is 0.
Assume that the property is true for 1, . . . , l − 1. Then there is a matrix T l−1 such
that GT l−1 = 0 and
Zl−1 = X1Gˆ+ EY1 + T l−1(R + X2Gˆ)− (D + EY2)T l−1 (5)
can be written as Zl−1 = [Zl−11 , . . . , Zl−1s ], with
Zl−1j =


∗ · · · ∗ ∗ · · · ∗
0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0
0 0 zl−11 · · · zl−1l
0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0


or
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Zl−1j =


∗ ∗ · · · ∗
0 0 · · · 0
...
...
...
0 0 · · · 0
zl−11 z
l−1
2 · · · zl−1fj
0 0 · · · 0
...
...
...
0 0 · · · 0


according to fj > l or fj  l, respectively. In any case matrix Zl−1j has its last l − 1
rows equal to 0. Let us show that the proposition holds for l. Taking
Tˆ = [Tˆ1 · · · Tˆs],
Tˆj ∈ Fk1×fj and, according again to fj > l or fj  l:
Tˆj =


0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0
0 0 zl−11 · · · zl−1l
0 · · · 0 0 · · · 0
...
...
...
...
0 · · · 0 0 · · · 0


or
Tˆj =


0 0 · · · 0
...
...
...
0 0 · · · 0
zl−11 z
l−1
2 · · · zl−1fj
0 0 · · · 0
...
...
...
0 0 · · · 0


with the property that the only possibly non-zero row of Tˆj is the (k1 − l)th one. It
is easy to see that GTˆ = 0 and
Zl = Zl−1 + T (R + X2Gˆ)− (D + EY2)Tˆ (6)
has the components of its last l rows equal to 0. Putting T = T l−1 + Tˆ we have that
GT = 0 and, taking into account (5) and (6), Zl = X1Gˆ+ EY1 + T (R +X2Gˆ)−
(D + EY2)T has its last l rows equal to 0. Thus, this T is the desired matrix.
Hence the only possibly non-zero row of Zk1−1 is the first one what means that
this matrix can be written as Zk1−1 = EL for some matrix L. So if t = 1, there is T
such that GT = 0 and EL = X1Gˆ+ EY1 + T (R +X2Gˆ)− (D + EY2)T .
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We deal now with the case t > 1. For j = 1, . . . , t consider the subsystem([
R 0
0 Dj
]
,
[
0
Ej
]
,
[
Gˆ 0
0 Gj
])
with
Dj =
[
0 0
Ikj−1 0
]
∈ Fkj×kj , Ej =


1
0
...
0

 ∈ Fkj×1,
Gj = [0 · · · 0 1] ∈ F1×kj .
as in (2).
Such a subsystem has only one infinite elementary divisor of degree kj + 1 and
we can apply the case t = 1 just proved to this subsystem as follows: Partition
X1 =


X11
...
Xt1

 , Y1 =


Y 111
...
Y 1t1

 , Y2 =


Y 211 · · · Y 21t
...
...
Y 2t1 · · · Y 2t t

 ,
with Xj1 ∈ Fkj×s , Y 1j1 ∈ F1×n1, Y 2ij ∈ F1×kj . Then for j = 1, . . . , t we can find
matrices Tj and L˜j such that GjTj = 0 and
Xj1Gˆ+ EjY 1j1 + Tj (R +X2Gˆ)− (Dj + EjY 2jj )Tj = Ej L˜j .
Bearing in mind that D = Diag(D1, . . . ,Dt ), E = Diag(E1, . . . , Et ) and G =
Diag(G1, . . . ,Gt ) it is easily seen that matrices
T =


T1
...
Tt

 and L =


L˜1 +∑j /=1 Y 21j Tj
...
L˜t +∑j /=t Y 2tj Tj


satisfy conditions (3) and (4) and the lemma follows. 
Remark 1. It should be noticed the following properties of matrix T = [T1 · · · Ts ]
such that Zk1−1 = X1Gˆ+ EY1 + T (R + X2Gˆ)− (D + EY2)T (constructed in the
case t = 1):
(i) If for some j = 1, . . . , s we have that fj  k1, then the first column of the
corresponding block Tj is equal to 0.
(ii) The last row of T is 0.
These very basic properties will be used later on.
Next lemma states similar properties for systems having only column minimal
indices and infinite elementary divisors.
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Lemma 3.3. Let (A,B,C) ∈ Fn×n × Fn×(r+t ) × Fr×n be a matrix triple with
neither finite elementary divisors nor row minimal indices. Let c1  · · ·  cr> 0 be
its column minimal indices and k1 + 1  · · ·  kt + 1  2 the degrees of its infinite
elementary divisors. Put n1 = c1 + · · · + cr and n2 = k1 + · · · + kt . Assume that it
is in Kronecker canonical form[
A B
C 0
]
=

S 0 Eˆ 00 D 0 E
0 G 0 0

 , (7)
S, D, Eˆ, E, G defined as in (2). Then for any given matrices X1 ∈ Fn1×t , X2 ∈
Fn2×t , Y1 ∈ Fr×n2 , Y2 ∈ Fr×n1 there exist matrices P ∈ Fn1×n2 and L ∈ Fn1×t sat-
isfying the following two properties:
PE = 0, (8)
X1G+ EˆY1 − P(D +X2G)+ (S + EˆY2)P = LG. (9)
Proof. LetD = Diag(D1, . . . ,Dt ),E = Diag(E1, . . . , Et ) andG = Diag(G1, . . . ,
Gt ) as described in (2) and let us consider the transposed of the matrix in (7)
[
AT CT
BT 0
]
=


ST 0 0
0 DT GT
EˆT 0 0
0 ET 0

 .
Let J (n) be the n× n matrix whose elements are all 0 but the ones placed along
the counterdiagonal which are equal to 1; i.e., the only non-zero entries are (i, n−
i + 1), i = 1, . . . , n. J (n) is a symmetric matrix, verifying that J (n)J (n) = In,
Di = J (ki)DTi J (ki) and Ei = J (ki)GTi . So, if we set J = Diag(J (k1), . . . J (kt )),
then D = JDTJ , ETJ = G and JGT = E. Thus

I 0 0 0
0 J 0 0
0 0 I 0
0 0 0 I




ST 0 0
0 DT GT
EˆT 0 0
0 ET 0



I 0 00 J 0
0 0 I


=


ST 0 0
0 D E
EˆT 0 0
0 G 0

 . (10)
So, system (10) has c1  · · ·  cr> 0 as row minimal indices and k1 + 1  · · · 
kt + 1  2 as degrees of its infinite elementary divisors.
Define now X˜1 = JY T1 , Y˜1 = XT1 , X˜2 = Y T2 , Y˜2 = XT2 J . Applying the previous
lemma to system (10) and matrices X˜1, X˜2, Y˜1, Y˜2 we can find matrices T ∈ Fn2×n1
and L˜ ∈ Ft×n1 such that
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GT = 0,
X˜1Eˆ
T + EY˜1 + T (ST + X˜2EˆT)− (D + EY˜2)T = EL˜.
Transposing these two equations and taking P = T TJ and L = L˜T, it is easy to see
that
PE = 0,
X1G+ EˆY1 − P(D +X2G)+ (S + EˆY2)P = LG,
and the lemma follows. 
Next lemma states the reduction of the action of a state feedback and an output
injection on a general system we aimed at.
Lemma 3.4. Let (A,B,C) ∈ Fn×n × Fn×m × Fp×n be a matrix triple and let f1 
· · ·  f s > 0, c1  · · ·  cr> 0, k1 + 1  · · ·  kt + 1  2 and α1 | · · · | αu be its
row minimal indices, column minimal indices, degrees of the infinite elementary
divisors and invariant factors, respectively. Assume that n1 = f1 + · · · + fs, n2 =
c1 + · · · + cr , n3 = k1 + · · · + kt ,m = r + t, p = s + t and that (A,B,C) is in the
Kronecker canonical form (2). Let γ1 | · · · | γn be monic polynomials. Then there
exist matrices F ∈ Fm×n and K ∈ Fn×p :
F =
[
F11 F12 F13 F14
F21 F22 F23 F24
]
, K =


K11 K12
K21 K22
K31 K32
K41 K42

 (11)
such that A+ BF +KC has γ1 | · · · | γn as invariant factors if and only if there
exist F¯ , K¯ such that A+ BF¯ + K¯C has γ1 | · · · | γn as invariant factors, where
F¯ =
[
F¯11 F¯12 F¯13 0
F¯21 F¯22 F¯23 F¯24
]
, K¯ =


K¯11 K¯12
K¯21 K¯22
K¯31 K¯32
0 K¯42

 . (12)
Proof. The sufficiency is trivial. Let us prove the necessity.
Assume that we have F and K as in (11) such that
A+ BF +KC
=


N K11Gˆ 0 K12G
0 R +K21Gˆ 0 K22G
EˆF11 K31Gˆ+ EˆF12 S + EˆF13 K32G+ EˆF14
EF21 K41Gˆ+ EF22 EF23 D +K42G+ EF24

 (13)
has γ1 | · · · | γn as invariant factors. We are going to reduce to 0 the feedback ac-
tion EˆF14 in position (3, 4) and the output injection action K41Gˆ in position (4, 2)
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by elementary transformations on the matrix (13), without changing the rest of its
structure.
Applying Lemma 3.3 we can find matrices P ∈ Fn2×n3 and K˜32 ∈ Fn2×t such
that PE = 0 and K32G+ EˆF14 − P(D +K42G)+ (S + EˆF13)P = K˜32G. Then,
adding to the third block row of (13) the last one multiplied by −P on the left and
to the fourth column the third one multiplied by P on the right we obtain a matrix of
the form

N K11Gˆ 0 K12G
0 R +K21Gˆ 0 K22G
EˆF11 K˜31Gˆ+ EˆF12 S + EˆF13 K˜32G
EF21 K41Gˆ+ EF22 EF23 D +K42G+ EF˜24

 , (14)
where K˜31 = K31 − PK41 and F˜24 = F24 + F23P , which is similar to A+ BF +
KC.
Now we proceed to reduce the block K41Gˆ+ EF22. From Lemma 3.2, there
are matrices T ∈ Fn3×n1 and F˜22 ∈ Ft×n1 satisfying GT = 0 and K41Gˆ+ EF22 +
T (R +K21Gˆ)− (D + EF˜24)T = EF˜22. Then, adding to the last block row of (14)
T times on the left the second one and to the second column −T times on the right
the last one, we get

N K11Gˆ 0 K12G
0 R +K21Gˆ 0 K22G
EˆF11 K˜31Gˆ+ EˆF12 S + EˆF13 K˜32G
EF21 EF˜22 EF23 D + K˜42G+ EF˜24

 ,
where K˜42 = K42 + TK22. This matrix is similar to A+ BF +KC and can be
realized as A+ BF¯ + K¯C for some matrices F¯ and K¯ of the form (12). This proves
the lemma. 
The following theorem states necessary conditions to solve Problem 1.1 in the
general case. As announced, the proof of the sufficiency is postponed until some
additional auxiliary results have been proved. This will be accomplished in the fol-
lowing section.
Theorem 3.5. Let (A,B,C) ∈ Fn×n × Fn×m × Fp×n be a matrix triple with f1 
· · ·  fs > 0 as row minimal indices, c1  · · ·  cr> 0 as column minimal indices,
k1 + 1  · · ·  kt + 1  2 as degrees of the infinite elementary divisors and
α1 | · · · | αu as invariant factors. Put n1 = f1 + · · · + fs, n2 = c1 + · · · + cr and
n3 = k1 + · · · + kt . Let γ1 | · · · | γn be monic polynomials. If there exist matrices
F ∈ Fm×n and K ∈ Fn×p such that A+ BF +KC has γ1 | · · · | γn as invariant
factors, then there exist monic polynomials µ1 | · · · |µn−n3 such that
lcm(αi−(n−u), γi−(r+t )) |µi−n3 | gcd(αi−(n−u)+s , γi+t ),
i = 1, . . . , n, (15)
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(f1, . . . , fs ) ≺ (d(s ), . . . , d(1)), (16)
(c1, . . . , cr ) ≺ (q + d(r ), d(r−1) . . . , d(1)), (17)
where
j =
∏n−n3+j
i=1 lcm(αi−n1−n2−j , µi−s )∏n−n3+j−1
i=1 lcm(αi−n1−n2−j+1, µi−s )
, j = 1, . . . , s,
j =
∏n−n3+j
i=1 lcm(µi−j , γi+n3−(r+t ))∏n−n3+j−1
i=1 lcm(µi−j+1, γi+n3−(r+t ))
, j = 1, . . . , r,
q = n− n3 −
n−n3∑
i=1
d(lcm(µi, γi+n3−t ))  0
and we agree that αi = γi = µi = 1 for i < 1, αi = 0 for i > u and γi = 0 for
i > n.
Proof. We can assume that (A,B,C) is in Kronecker canonical form. Suppose that
there exist matrices F and K such that A+ BF +KC has γ1 | · · · | γn as invariant
factors:
A+ BF +KC
=


N K11Gˆ 0 K12G
0 R +K21Gˆ 0 K22G
EˆF11 EˆF12 +K31Gˆ S + EˆF13 EˆF14 +K32G
EF21 K41Gˆ+ EF22 EF23 D + EF24 +K42G

 ,
where F = [Fij ], 1  i  2, 1  j  4 and K = [Kij ], 1  i  4, 1  j  2.
From Lemma 3.4 we can consider F14 = 0 and K41 = 0.
Let us take
A1 =

 N K11Gˆ 00 R +K1G1 0
EˆF11 EˆF12 +K31Gˆ S + EˆF13

 , A2 = D + EF24 +K42G,
X =

K12GK22G
K32G

 , Y = [EF21 EF22 EF23] ,
and denote by δ1 | · · · | δn1+n2+u the invariant factors of A1. From Lemma 3.1 there
exist µ1 | · · · |µn1+n2+u such that
lcm(αi−n1−n2 , δi−r ) |µi | gcd(αi−n1−n2+s , δi),
i = 1, . . . , n1 + n2 + u, (18)
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(f1, . . . , fs ) ≺ (d(s ), . . . , d(1)), (19)
(c1, . . . , cr ) ≺ (d(σr ), d(σr−1), . . . , d(σ1)), (20)
where
j =
∏n1+n2+u+j
i=1 lcm(αi−n1−n2−j , µi−s )∏n1+n2+u+j−1
i=1 lcm(αi−n1−n2−j+1, µi−s )
, j = 1, . . . , s,
σj =
∏n1+n2+u+j
i=1 lcm(µi−j , δi−r )∏n1+n2+u+j−1
i=1 lcm(µi−j+1, δi−r )
, j = 1, . . . , r,
Then, from (19) the necessity of (16) follows.
To obtain a closer view to the invariant factors of the matrix
A¯ =
[
A1 X
Y A2
]
we can perform polynomial elementary transformations on the matrix[
sIu+n1+n2 − A1 −X
−Y sIn3 − A2
]
.
Let us pay attention to matrix A2 = D + E2F2 +K2G2. It shows the following
block structure: A2 = [Aij ]1i,jt where
Aii =


∗ ∗ . . . ∗ ∗
1 0 · · · 0 ∗
...
...
.
.
.
...
0 0 · · · 1 ∗

 ∈ Fki×ki ,
Aij =


∗ · · · ∗ ∗
0 · · · 0 ∗
...
...
...
0 · · · 0 ∗

 ∈ Fki×kj ,
where ∗’s denote arbitrary elements. For i = 1, . . . , t define
Vi(s) =


1 s s2 · · · ski−1
0 1 s · · · ski−2
...
...
...
.
.
.
...
0 0 0 · · · s
0 0 0 · · · 1

 ,
and V (s) = Diag(V1(s), . . . , Vt (s)). Since the only non-zero columns of X are the
columns k1 + · · · + ki , i = 1, . . . t , we have that XV (s) = X. On the other hand[
sIu+n1+n2 − A1 −X
−Y sIn3 − A2
] [
Iu+n1+n2 0
0 V (s)
]
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=
[
sIu+n1+n2 − A1 −X
−Y D(s)
]
,
where D(s) = (sIn3 − A2)V (s) and if we write D(s) = [Dij (s)]i,j=1,...,t , then
Dii(s)=(sIki − Aii)Vi(s)
=


∗ ∗ · · · ∗ ∗
−1 0 · · · 0 ∗
...
...
.
.
.
...
0 0 · · · −1 ∗

 ∈ F[s]ki×ki ,
Dij (s)=−AijVj (s)
=


∗ · · · ∗ ∗
0 · · · 0 ∗
...
...
...
0 · · · 0 ∗

 ∈ F[s]ki×kj , i /= j,
where now the first row in each block may have polynomial entries. Taking advant-
age of the −1’s along the low diagonal we can make 0 all the elements of D(s)
but the ones placed at the upper right hand corner of each block Dij (s). Bearing in
mind that the only non-zero rows (columns) of matrix Y (X) are the rows (columns)
k1 + · · · + ki−1 + 1 (k1 + · · · + ki), i = 1, . . . , t , we can see that these matrices
are not changed by the performed transformations. Finally we permute rows and
columns in order to place together all 1’s which are along the low diagonal of the
diagonal blocks of D(s). We then obtain a matrix with the following form:

Ik1−1
.
.
.
Ikt−1
sIu+n1+n2 − A1 X¯
Y¯ D¯(s)

 ,
where X¯ (Y¯ ) is the submatrix of X (Y) formed by its possibly non-zero columns
(rows) and D¯(s) ∈ F[s]t×t is the submatrix of the transformed D(s) obtained by
grouping together the elements in the upper right-hand corner of each block Dij (s).
Now it is clear that γ1 = · · · = γn3−t = 1 and γn3−t+1 | · · · | γn are the invariant
factors of[
sIu+n1+n2 − A1 X¯
Y¯ D¯(s)
]
.
From Sá-Thompson interlacing conditions, [23,26], relating the invariant factors
of a polynomial matrix and each one of its submatrices, we have
γn3−t+i | δi | γn3−t+i+2t , i = 1, . . . , n1 + n2 + u. (21)
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From (18) and (21) we obtain for i = 1, . . . , n1 + n2 + u,
lcm(αi−n1−n2 , γn3−(t+r)+i) |µi | gcd(αi−n1−n2+s, γn3+t+i ),
which implies that
lcm(αi−n1−n2−n3 , γi−(t+r)) |µi−n3 | gcd(αi−n1−n2−n3+s, γi+t ),
i = 1, . . . , n,
and (15) is fulfilled.
It remains to prove the necessity of (17). On one hand, for j = 1, . . . , r ,
1 · · ·j=
∏n1+n2+u+j
i=1 lcm(µi−j , γi+n3−(r+t ))∏n1+n2+u
i=1 lcm(µi, γi+n3−(r+t ))
=
∏n1+n2+u+j
i=1 lcm(µi−j , γi+n3−(r+t ))∏n1+n2+u
i=1 µi
(22)
because γi+n3−(t+r) |µi for i = 1, . . . , r . On the other hand
σ1 · · · σj =
∏n1+n2+u+j
i=1 lcm(µi−j , δi−r )∏n1+n2+u
i=1 µi
, j = 1, . . . , r. (23)
As γi+n3−(t+r) | δi−r we conclude that
1 · · ·j | σ1 · · · σj , j = 1, . . . , r, (24)
hence,
d(1)+ · · · + d(j )  d(σ1)+ · · · + d(σj ), j = 1, . . . , r.
From (20) we have that
d(σ1)+ · · · + d(σj )  cr + · · · + cr−j+1, j = 1, . . . , r,
with equality for j = r . Then
d(1)+ · · · + d(j )  cr + · · · + cr−j+1, j = 1, . . . , r − 1. (25)
Finally, from (20) and (23)
r∑
i=1
ci =
r∑
i=1
d(σi) =
n1+n2+u∑
i=1
d(δi)−
n1+n2+u∑
i=1
d(µi),
and from (22)
r∑
i=1
d(i ) =
n1+n2+u∑
i=1
d(lcm(µi, γi+n3−t ))−
n1+n2+u∑
i=1
d(µi),
then
r∑
i=1
ci −
r∑
i=1
d(i ) =
n1+n2+u∑
i=1
d(δi)−
n1+n2+u∑
i=1
d(lcm(µi, γi+n3−t )). (26)
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As δ1, . . . , δn1+n2+u are the invariant factors of A1, it follows that the sum of its
degrees equals the size n1 + n2 + u of A1. Now, if
q = u+ n1 + n2 −
n1+n2+u∑
i=1
d(lcm(µi, γi+n3−t )),
from (26) we obtain that
q =
r∑
i=1
ci −
r∑
i=1
d(i ) =
r∑
i=1
d(σi)−
r∑
i=1
d(i ),
and from (24) this value is greater than or equal to 0. Moreover, taking into account
(25) we obtain (17) as desired. 
4. Feedback invariants by output injection
We prove now that the conditions stated in Theorem 3.5 are also sufficient to solve
Problem 1.1. First of all we will see that it is true if the system only has finite and
infinite elementary divisors. Then, we will show that the general case can be reduced
to this one with the help of Lemma 3.1.
If the triple (A,B,C) only has finite and infinite elementary divisors, the result
we get is as follows.
Theorem 4.1. Let (A,B,C) ∈ Fn×n × Fn×t × Ft×n be a matrix triple with
α1 | · · · | αu as finite elementary divisors and k1 + 1  · · ·  kt + 1  2 as degrees
of the infinite elementary divisors, k1 + · · · + kt = n− u. Let γ1 | · · · | γn be monic
polynomials. Then there exist matrices F ∈ Ft×n andK ∈ Fn×t such thatA+ BF +
KC has γ1 | · · · | γn as invariant factors if and only if
γi−t | αi−(n−u) | γi+t , i = 1, . . . , n. (27)
The necessity of condition (27) follows from condition (15) bearing in mind that
n1 = n2 = r = s = 0. So we only have to prove the sufficiency. In order to achieve
this goal we proceed as follows: We consider first the problem of characterizing the
feedback invariants of matrix pairs of the form (A+KC,B) for all possible choices
of K when (A,B,C) has no minimal indices. Then, using Lemma 2.3 we will be able
to prove Theorem 4.1. We first show that in solving the problem of characterizing
the feedback invariants of (A+KC,B) we can substitute the given triple (A,B,C)
for any other one with the same Kronecker invariants. The proof is similar to that of
Lemma 2.1.
Lemma 4.2. Let (A1, B1, C1), (A2, B2, C2) ∈ Fn×n × Fn×m × Fp×n be feedback-
injection equivalent triples. Let l1  · · ·  lm be positive integers and γ1 | · · · | γn
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monic polynomials. Then, there is a matrix K1 ∈ Fn×p such that (A1 +K1C1, B1)
has l1, . . . , lm as controllability indices and γ1 | · · · | γn as invariant factors if and
only if there is a matrix K2 ∈ Fn×m such that (A2 +K2C2, B2) has l1, . . . , lm as
controllability indices and γ1 | · · · | γn as invariant factors.
The following auxiliary result will also be needed below.
Lemma 4.3. Let (D,E,G) ∈ Fn×n × Fn×t × Ft×n be a minimal system in Kro-
necker canonical form and k1 + 1  · · ·  kt + 1  2 the degrees of the infinite
elementary divisors. Let l1  · · ·  lt be positive integers. There exists an output
injection matrix K ∈ Fn×t such that (D +KG,E) has l1, . . . , lt as controllabil-
ity indices if and only if there is a matrix Kˆ ∈ Fn×t such that (D + KˆG,E) is in
Hermite form and has l1, . . . , lt as controllability indices.
Proof. Assume that there exists a matrix K ∈ Fn×t such that (D +KG,E) has
l1, . . . , lt as controllability indices.
As (D,E,G) is in the Kronecker canonical form (2), observe that if K =
[Kij ]i,j=1,...,t , Kij ∈ Fki×1, D +KG can be partitioned as

D1 +K11G1 K12G2 · · · K1tGt
K21G1 D2 +K22G2 · · · K2tGt
...
...
...
Kt1G1 Kt2G2 · · · Dt +KttGt


.
First we prove by induction on j = 1, . . . , t that there exists a lower block trian-
gular matrix, T = Diag(T˜ , Ikj+1+···+kt ) ∈ Fn×n with identity blocks along the main
diagonal, satisfying the following properties:
(i) GT −1 = G,
(ii) TE = E,
(iii) T (D +KG)T −1 = Dˆ = [Dˆij ], 1  i, j  2,
where
Dˆ11 =


D1 + Kˆ11G1 Kˆ12G2 · · · Kˆ1jGj
E2F21 D2 + Kˆ22G2 · · · Kˆ2jGj
...
...
...
EjFj1 EjFj2 · · · Dj + KˆjjGj


Dˆ22 =


Dj+1 +Kj+1j+1Gj+1 · · · Kj+1tGt
...
...
Ktj+1Gj+1 · · · Dt +KttGt


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Dˆ12 =


Kˆ1j+1Gj+1 · · · Kˆ1tGt
...
...
Kˆjj+1Gj+1 · · · KˆjtGt

,
Dˆ21 =


Kj+11G1 · · · Kj+1jGj
...
...
Kt1G1 · · · KtjGj


for certain matrices Fpq ∈ F1×kq and Kˆpq ∈ Fkp×1.
If j = 1, then there is nothing to prove, so assume that j = 2. In this case, the
system([
D1 0
0 D2
]
,
[
0
E2
]
,
[
G1 0
0 G2
])
has k1 as a single row minimal index and k2 + 1 as degree of a single infinite
elementary divisor. Lemma 3.2 guarantees the existence of matrices T21 ∈ Fk2×k1
and F21 ∈ F1×k1 such that G2T21 = 0 and K21G1 + T21(D1 +K11G1)−D2T21 =
E2F21. Furthermore, by the remark following Lemma 3.2 the first column of T21 is
0 because k1  k2. This implies that T21E1 = 0 since the only non-zero element of
E1 appears in its first row. Thus, if we put
T =

Ik1 0 0T21 Ik2 0
0 0 Ik3+···+kt

 ,
then GT −1 = G, T E = E, and
T (D +KG)T −1 =


D1 + Kˆ11G1 Kˆ12G2 · · · Kˆ1tGt
E2F21 D2 + Kˆ22G2 · · · Kˆ2tGt
K31G1 K32G2 · · · K3tGt
...
...
...
Kt1G1 Kt2G2 · · · Dt +KttGt


,
where Kˆ2i = K2i + T21K1i , Kˆ1i = K1i , i = 2, . . . , t . Thus the proposition follows
for j = 2.
Suppose t > 2 and j  t and that for i = 1, . . . , j − 1 we can find a block lower
triangular matrix with identity blocks along the diagonal, Tj−1 = Diag(T˜j−1,
Ikj+···+kt ), satisfying (i)–(iii). That is to say Tj−1E = E, GT −1j−1 = G and
D˜ = Tj−1(D +KG)T −1j−1 =
[
D˜11 D˜12
D˜21 D˜22
]
,
where
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D˜11 =


D1 + Kˆ11G1 Kˆ12G2 · · · Kˆ1j−1Gj−1
E2F21 D2 + Kˆ22G2 · · · Kˆ2j−1Gj−1
...
...
...
Ej−1Fj−11 Ej−1Fj−12 · · · Dj−1 + Kˆj−1j−1Gj−1

 ,
D˜22 =


Dj +KjjGj · · · KjtGt
...
...
KtjGj · · · Dt +KttGt


D˜12 =


Kˆ1jGj · · · Kˆ1tGt
...
...
KˆjjGj · · · KˆjtGt

 ,
D˜21 =


Kj1G1 · · · Kjj−1Gj−1
...
...
Kt1G1 · · · Ktj−1Gj−1

 .
For i = 1, . . . , j − 1 we can find matrices Tji by a recurrent procedure such that
if
Tˆj =


Ik1
...
.
.
.
0 · · · Ik1
Tj1 · · · Tjj−1 Ik1
Ikj+1+···+kt


,
the matrix Tj = Tˆj Tj−1 has the desired form and satisfies properties (i)–(iii).
Indeed, let us consider the single row minimal index, single infinite elementary
divisor system([
Di 0
0 Dj
]
,
[
0
Ej
]
,
[
Gi 0
0 Gj
])
and define K˜ji = Kji +∑i−1l=1 TjlKˆliGi . From Lemma 3.2 and the remark follow-
ing it we know that there are matrices Tji and Fji such that GjTji = 0, K˜jiGi +
Tji(Di + KˆiiGi)−DjTji = EjFji and as ki  kj , TjiEi = 0. It is a matter of
calculation to see that the matrix Tj satisfies properties (i)–(iii).
Now for j = t we have that
Dˆ =


D1 + Kˆ11G1 Kˆ12G2 · · · Kˆ1tGt
E2F21 D2 + Kˆ22G2 · · · Kˆ2tGt
...
...
...
EtFt1 EtFt2 · · · Dt + Kˆt tGt


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and performing a state feedback of matrix
F =


0 0 · · · 0 0
−F21 0 · · · 0 0
...
...
...
...
−Ft1 −Ft2 · · · −Ftt−1 0


on system (Dˆ, E), the resulting matrix Dˆ + EF will be in Hermite form (see Lemma
2.2) as desired.
The converse is trivial. 
If (A,B,C) is minimal, then m = p = t , t being the number of infinite element-
ary divisors, and (A+KC,B) is completely controllable for any choice of K. In
this case Loiseau in an extended abstract [16] completely characterized the possible
controllability indices of this type of matrix pairs:
Lemma 4.4 [16]. Let (A,B,C) ∈ Fn×n × Fn×t × Ft×n be a minimal system. Let
k1 + 1  · · ·  kt + 1  2 be the degrees of its infinite elementary divisors. Let l1 
· · ·  lt be positive integers. Then there is a matrixK ∈ Fn×t such that (A+KC,B)
has l1, . . . , lt as controllability indices if and only if
(l1, . . . , lt ) ≺ (k1, . . . , kt ). (28)
We want to extend Loiseau’s characterization to systems that are no longer min-
imal but have also finite structure. Our results are based upon the observation that
condition (28) is exactly the same as the one about the existence of a matrix pair
with (l1, . . . , lt ) as controllability indices and (k1, . . . , kt ) as Hermite indices.
Lemma 4.5 [29,Theorem 3.7]. Let (A,B) ∈ Fn×n × Fn×t be a controllable pair
with l1  · · ·  lt  0 as controllability indices. Let h1  · · ·  ht be non-negative
integers. Then there is a matrix pair feedback-equivalent to (A,B) having h1, . . . , ht
as Hermite indices if and only if
(l1, . . . , lt ) ≺ (h1, . . . , ht ).
The proof of the following lemma would be then straigthforward. However we
will give it because, as far as we know, Loiseau’s result has never been published
and it is a basic result in order to deal with the non-minimal case.
Lemma 4.6. Let (A,B,C) ∈ Fn×n × Fn×t × Ft×n be a minimal system. Let k1 +
1  · · ·  kt + 1 > 1 be the degrees of its infinite elementary divisors. Let l1 
· · ·  lt be positive integers. Then there is an output injection K ∈ Fn×t such that
(A+KC,B) has l1, . . . , lt as controllability indices if and only if there is a con-
trollable pair (Aˆ, Bˆ) ∈ Fn×n × Fn×t having l1, . . . , lt as controllability indices and
k1, . . . , kt as Hermite indices.
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Proof. By Lemma 4.2 we can assume that (A,B,C) is in Kronecker canonical form
(D,E,G). Suppose that there is an output injection K such that (D +KG,E) has
l1, . . . , lt as controllability indices. By Lemma 4.3 there is Kˆ such that (D + KˆG,E)
is in Hermite form and has l1, . . . , lt as controllability indices. Since the sizes of
the diagonal blocks of D + KˆG are k1, . . . , kt these are its Hermite indices and
(Aˆ, Bˆ) = (D + KˆG,E) satisfies the required conditions.
Conversely, if (Aˆ, Bˆ) has l1, . . . , lt and k1, . . . , kt as controllability and Hermite
indices, respectively, then by Lemma 2.2, (Aˆ, Bˆ) is similar to its Hermite form, say
(AH, BH). It is clear that BH = E and there is a matrix K such that AH = D +KG.
Since (Aˆ, Bˆ) and (AH, BH) are similar they have the same controllability indices and
the lemma follows. 
To extend Lemma 4.6 to the non-minimal case we need the following auxiliary
result which, in turns, is a slight generalization of Lemma 3.5 in [30].
Lemma 4.7. Let (D,E,G) ∈ Fn×n × Fn×t × Ft×n be a minimal system in Kro-
necker canonical form, let N ∈ Fq×q, X ∈ Fq×n and let K1 ∈ Fn×m be a matrix
such that D +K1G is block upper triangular. Then there is a matrix K2 ∈ Fq×m
such that[
N X 0
0 D +K1G E
]
is similar to[
N K2G 0
0 D +K1G E
]
.
Proof. Put D1 = D +K1G and let us assume first that D1 has only one block
D1 =


0 0 · · · 0 ∗
1 0 · · · 0 ∗
...
...
...
...
0 0 · · · 1 ∗

 ∈ Fp×p, (29)
where the ∗’s denote unspecified elements. Let x1, . . . , xp be the columns of X; i.e.
X = [x1 · · · xp] and define
t1 = 0,
tj = Ntj−1 + xj−1, 2  j  p.
If T = [t1 · · · tp] and Y = X − TD1 + NT , we have that[
I −T
0 I
] [
N X 0
0 D1 E
]I T 00 I 0
0 0 I

 = [N Y TE0 D1 E
]
. (30)
It is a matter of calculation to see that T E = 0 and the only possibly non-zero column
of Y is the last one. That is to say Y = K2G for some matrix K2 as required.
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In the general case
D1 =


D11 D12 · · · D1t
0 D22 · · · D2t
...
...
...
0 0 · · · Dtt

 ,
where Dii is as in (29) but of size ki × ki and
Dij =


0 · · · 0 ∗
0 · · · 0 ∗
...
...
...
0 · · · 0 ∗

 , i /= j, i, j = 1, . . . , t.
Partition X in blocks according to the sizes of the diagonal blocks of D1; i.e. X =
[X1, . . . , Xt ], Xi ∈ Fq×ki . As shown in the first part of the proof, for i = 1, . . . , t
there is a matrix Ti ∈ Fq×ki such that the only possibly non-zero column of Yi =
Xi −∑ik=1 TkDki +NTi is the last one. It is easily seen that if T = [T1 · · · Tt ],
then Eq. (30) holds for the general case with Y = [Y1 · · · Yt ] satisfying the required
property; i.e. Y = K2G for some matrix K2 and TE = 0. 
We can now extend Lemma 4.6 to the case when (A,B,C) has invariant factors
and infinite elementary divisors.
Lemma 4.8. Let (A,B,C) ∈ Fn×n × Fn×t × Ft×n with α1 | · · · | αu as finite ele-
mentary divisors and k1 + 1  · · ·  kt + 1  2 as degrees of the infinite element-
ary divisors. Let N ∈ Fu×u be the rational form associated to α1, . . . , αu. Let l1 
· · ·  lt be positive integers and γ1 | · · · | γn monic polynomials such that∑ni=1 d(γi)+∑ti=1 li = n. Then there is a matrix K ∈ Fn×t such that (A+KC,B) has l1 · · ·  lt as controllability indices and γ1 | · · · | γn as invariant factors if and only if
there are both a matrixX ∈ Fu×(n−u) and a controllable pair (D1, B1)∈F(n−u)×(n−u)
×F(n−u)×t with k1, . . . , kt as Hermite indices such that([
N X
0 D1
]
,
[
0
B1
])
has l1  · · ·  lt as controllability indices and γ1 | · · · | γn as invariant factors.
Proof. Assume that (A,B,C) is in Kronecker canonical form[
A B
C 0
]
=

N 0 00 D E
0 G 0

 ,
and that there exists K such that (A+KC,B) has l1  · · ·  lt as controllability
indices and γ1 | · · · | γn as invariant factors. IfKT = [KT1 KT2 ]T withK1 ∈ Fu×t , then
(A+KC,B) =
([
N K1G
0 D +K2G
]
,
[
0
E
])
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As (D,E,G) is minimal with k1 + 1  · · ·  kt + 1  2 as degrees of the infin-
ite elementary divisors, from Lemma 4.6, there is a matrix pair (D1, B1) feedback
equivalent to (D +K2G,E) having k1, . . . , kt as Hermite indices. Thus there are
non-singular matrices P and Q and a matrix L such that
P [D +K2G E]
[
P−1 0
L Q
]
= [D1 B1],
therefore[
I 0
0 P
] [
N K1G 0
0 D +K2G E
]I 0 00 P−1 0
0 L Q

 = [N K1GT −1 00 D1 B1
]
and (A+KC,B) is feedback equivalent to[
N X 0
0 D1 B1
]
for some matrix X as desired.
Conversely, assume that there exists a matrix X and a controllable pair (D1, B1)
with k1, . . . , kt as Hermite indices such that[
N X 0
0 D1 B1
]
has l1  · · ·  lt as controllability indices and γ1 | · · · | γn as invariant factors. Again
by Lemma 4.6 there is a matrix K2 such that (D +K2G,E) is feedback equivalent
to (D1, B1). That is to say, there are non-singular matrices P and Q and a matrix L
such that[
I 0
0 P
] [
N X 0
0 D1 B1
]I 0 00 P−1 0
0 L Q

 = [N XP−1 00 D +K2G E
]
.
Lemma 4.7 guarantees that by a similarity transformation on the last matrix pair we
can reduce XP−1 to a matrix of the form K1G. In other words[
N XP−1 0
0 D +K2G E
]
and
[
N K1G 0
0 D +K2G E
]
= [A+KC B]
are system similar with KT = [KT1 KT2 ]. Thus (A+KC,B) has l1  · · ·  lt as
controllability indices and γ1 | · · · | γn as invariant factors. 
The following result will provide us with a characterization of the possible feed-
back invariants of (A+KC,B) for any choice of K when (A,B,C) has neither
column nor row minimal indices.
Lemma 4.9 [30,Theorem 4.7]. LetA1 ∈ Fn1×n1 be a matrix with α1 | · · · | αn1 as in-
variant factors. Let m, n2, n = n1 + n2, l1  · · ·  lm, h1  · · ·  hm be positive
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integers. Let γ1 | · · · | γn be monic polynomials such that ∑ni=1 d(γi)+∑mi=1 li =
n. Then there is a matrix X ∈ Fn1×n2 and a controllable pair (A2, B2) ∈ Fn2×n2 ×
Fn2×m having h1, . . . , hm as Hermite indices such that[
A1 X 0
0 A2 B2
]
has l1  · · ·  lm as controllability indices and γ1 | · · · | γn as invariant factors if
and only if
αi−n2−m | γi | αi−n2 , i = 1, . . . , n,
(l1, . . . , lm) ≺ (d(σm)+ h1, . . . , d(σ1)+ hm),
where
σj =
∏n+j
i=1 lcm(γi−j , αi−n2−m)∏
i = 1n+j−1 lcm(γi−j+1, αi−n2−m)
, j = 1, . . . ,m.
From this result and Lemma 4.8 we obtain the desired characterization of the
feedback invariants of pairs (A+KC,B) for any output injection matrix K.
Corollary 4.10. Let (A,B,C) ∈ Fn×n × Fn×t × Ft×n be a system with α1 | · · · | αu
as finite invariant factors and k1 + 1  · · ·  kt + 1  2 as degrees of the infinite
elementary divisors. Let l1  · · ·  lt be positive integers and let γ1 | · · · | γn be
monic polynomials such that
∑n
i=1 d(γi)+
∑t
i=1 li = n. Then there exists a matrix
K ∈ Fn×t such that (A+KC,B) has l1  · · ·  lt as controllability indices and
γ1 | · · · | γn as invariant factors if and only if
αi−(n−u)−t | γi | αi−(n−u), i = 1, . . . , n,
(l1, . . . , lt ) ≺ (d(σt )+ k1, . . . , d(σ1)+ kt ),
where
σj =
∏n+j
i=1 lcm(γi−j , αi−(n−u)−t )∏n+j−1
i=1 lcm(γi−j+1, αi−(n−u)−t )
, j = 1, . . . , t.
Observe that when u = 0, that is if the system is minimal, this corollary reduces
to Loiseau’s result (Lemma 4.4).
Using this result and Lemma 2.3 we can prove the sufficiency of condition (27)
in Theorem 4.1.
Proof of Theorem 4.1. Recall that the necessity of condition (27) is a consequence
of Theorem 3.5. Suppose then that (27) is satisfied. Define
τi = lcm(γi−t , αi−(n−u)−t ), i = 1, . . . , n.
Since αi−(n−u)−t | αi−(n−u) and by condition (27) γi−t | αi−(n−u), we have that
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αi−(n−u)−t | τi | αi−(n−u), i = 1, . . . , n. (31)
Let p =∑ni=1 d(τi) and define
σj =
∏n+j
i=1 lcm(τi−j , αi−(n−u)−t )∏n+j−1
i=1 lcm(τi−j+1, αi−(n−u)−t )
, j = 1, . . . , t.
Since lcm(τi−j+1, αi−(n−u)−t ) | lcm(τi−j+1, αi−(n−u)−t+1), 1  i  n+ j − 1 we
have that σj ∈ F[s]. Furthermore, by (31), lcm(τi, αi−(n−u)−t ) = τi , i = 1, . . . , n
and lcm(τi−t , αi−(n−u)−t ) = αi−(n−u)−t , i = 1, . . . , n+ t . Thus
t∑
i=1
d(σi)=
n+t∑
i=1
d(αi−(n−u)−t )−
n∑
i=1
d(τi)
=
u∑
i=1
d(αi)−
n∑
i=1
d(τi) = u− p.
Now, if q and r are the quotient and remainder of the euclidean division of n− p by
t: n− p = tq + r, 0  r < t , then it is easily seen that (see [18, p. 132])
(q + 1, (r). . ., q + 1, q, (t−r). . . , q) ≺ (d(σt )+ k1, . . . , d(σ1)+ kt ). (32)
From (31), (32) and Corollary 4.10 there exists K such that (A+KC,B) has q +
1, (r). . ., q + 1, q, (t−r). . . , q as controllability indices and τ1, . . . , τn as invariant factors.
On the other hand, polynomials τ1, . . . , τn also satisfy
γi−t | τi | γi, i = 1, . . . , n.
Hence, if we define
δj =
∏n+j
i=1 lcm(τi−j , γi−t )∏n+j−1
i=1 lcm(τi−j+1, γi−t )
, j = 1, . . . , t,
then these rational functions are actually polynomials and
t∑
i=1
d(δi) =
n+t∑
i=1
d(γi−t )−
n∑
i=1
d(τi) = n− p.
Thus we also have that
(q + 1, (r). . ., q + 1, q, (t−r). . . , q) ≺ (d(δt ), . . . , d(δ1)).
By Lemma 2.3 there is a matrix F such that A+ BF +KC has γ1, . . . , γn as invari-
ant factors. 
For minimal systems Theorem 4.1 reduces to:
Corollary 4.11. Under the same conditions as in Theorem 4.1, if system (A,B,C)
is minimal and has t infinite elementary divisors of degree greater than 1, there are
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matrices F and K such that A+ BF +KC has γ1, . . . , γn as invariant factors if
and only if γi = 1, i = 1, . . . , n− t .
Proof. The proof is a consequence of the fact that u = 0 and then γi−t = αi − n =
1 for i = 1, . . . , n. 
We can now prove the sufficiency of conditions (15)–(17) for the existence of F
and K such that A+ BF +KC has prescribed invariant factors in the most general
case. The result is as follows.
Theorem 4.12. Let (A,B,C) ∈ Fn×n × Fn×m × Fp×n be a matrix triple with f1 
· · ·  fs > 0 as row minimal indices, c1  · · ·  cr> 0 as column minimal indices,
k1 + 1  · · ·  kt + 1  2 as degrees of the infinite elementary divisors and
α1 | · · · | αu as invariant factors. Put n1 = f1 + · · · + fs, n2 = c1 + · · · + cr and
n3 = k1 + · · · + kt . Let γ1 | · · · | γn be monic polynomials. Suppose that there ex-
ist monic polynomials µ1 | · · · |µn−n3 that satisfy conditions (15)–(17), then there
exist matrices F ∈ Fm×n and K ∈ Fn×p such that A+ BF +KC has γ1 | · · · | γn
as invariant factors.
Proof. By Lemma 2.1 we can assume that (A,B,C) is in Kronecker canonical form
(2). Suppose that (15)–(17) are satisfied. Let ν be an arbitrary monic polynomial of
degree q. Let us define
τi = lcm(µi, γi+n3−t ), i = 1, . . . , u+ n1 + n2 − 1,
τu+n1+n2 = ν lcm(µu+n1+n2 , γn−t ).
From condition (15) we have
lcm(αi−n1−n2 , τi−r ) |µi | gcd(αi−n1−n2+s , τi ),
i = 1, . . . , u+ n1 + n2, (33)
and if we define
j =
∏u+n1+n2+j
i=1 lcm(µi−j , τi−r )∏u+n1+n2+j−1
i=1 lcm(µi−j+1, τi−r )
, j = 1, . . . , r,
we can see that j = j for j = 1, . . . , r − 1 and r = νr . Then, condition (17)
is equivalent to
(c1, . . . , cr ) ≺ (d(r ), . . . , d(1)). (34)
Put
(Aˆ, Bˆ, Cˆ) =



N 0 00 R 0
0 0 S

 ,

00
Eˆ

 , [0 Gˆ 0]


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By conditions (33), (16) and (34) and Theorem 3.1, there are matrices
Fˆ ∈F(u+n1+n2)×r and Kˆ ∈ Fs×(u+n1+n2) such that M = Aˆ+ BˆFˆ + KˆCˆ has
τ1 | · · · | τu+n1+n2 as invariant factors.
On the other hand, again from (15) we have that
γi−t | τi−n3 | γi+t , i = 1, . . . , n. (35)
Now let
(A˜, B˜, C˜) =
([
M 0
0 D
]
,
[
0
E
]
,
[
0 G
])
.
Thus (A˜, B˜, C˜) is a system with τ1 | · · · | τu+n1+n2 as finite invariant factors, k1 +
1  · · ·  kt + 1  2 as degrees of the infinite elementary divisors and with neither
row nor column minimal indices. By (35) and Theorem 4.1, there exist matrices F˜ ∈
Ft×n and K˜ ∈ Fn×t such that A˜+ B˜F˜ + K˜C˜ has γ1, . . . , γn as invariant factors.
Notice now that
M =

 N K11Gˆ 00 R +K21Gˆ 0
EˆF11 EˆF12 +K31Gˆ S + EˆF13

 ,
where Fˆ = [F11 F12 F13] and KˆT = [KT11 KT21 KT31]. Then
A˜+ B˜F˜ + K˜C˜
=


N K11Gˆ 0 K12G
0 R +K21Gˆ 0 K22G
EˆF11 EˆF12 +K31Gˆ S + EˆF13 K32G
EF21 EF22 EF23 D + EF33 +K42G

 .
Thus A˜+ B˜F˜ + K˜C˜ = A+ BF +KC with
K =


K11 K12
K21 K22
K31 K32
0 K42

 , F =
[
F11 F12 F13 0
F21 F22 F23 F24
]
and the theorem follows. 
5. Related problems
The problem of characterizing the similarity invariants of a square matrix having
a prescribed arbitrary submatrix was solved in [3, Theorem 2] under the assumption
that the underlying field F has sufficient number of elements. In [25, Theorems 1 and
2] this problem and Problem 1.1 were proven to be essentially the same. According
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to Theorem 3.5, if (A,B,C) is a system under the hypothesis stated there, Problem
1.1 can be solved if and only if conditions (15)–(17) are satisfied. Following the
notation introduced in [25], we summarize these conditions as
(α1, . . . , αu; k1, . . . , kt ; f1, . . . , fs; c1, . . . , cr ; γ1, . . . , γn). (36)
Next result, which can be extracted out of the proof of Theorem 1 of [25], shows
that the problem solved in [3, Theorem 2] is also true for arbitrary fields.
Theorem 5.1. Let F be an arbitrary field. LetA′ ∈ Fν×ν be a matrix having γ1 | · · · |
γν as invariant factors. Given a matrix
M =
[
A11 A13
A21 A23
]
∈ F(n+m)×(n+p),
where A11 ∈ Fn×n, n+ p + q  ν, assume that the pencil
C(s) =
[
sIn − A11 −A13
−A21 −A23
]
has f1  · · ·  fs> 0 as row minimal indices, c1  · · ·  cr> 0 as column minimal
indices, k1 + 1  · · ·  kt + 1  kt+1 + 1 = · · · = kt+v + 1 = 1 as degrees of the
infinite elementary divisors and α1 | · · · | αu as invariant factors. Let q = ν − (n+
m+ p). Define
(Aˆ, Bˆ, Cˆ) =




A11 0 A13 0
A21 0 A23 0
0 0 0 0
0 0 0 0

 ,


0 0
0 0
Im 0
0 Iq

 ,
[
0 Ip 0 0
0 0 0 Iq
] .
Then, there exists a matrix
A =


A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A34 A44

 ∈ Fν×ν
similar to A′ if and only if there exist matrices F ∈ F(m+q)×ν and K ∈ Fν×(p+q)
such that Aˆ+ BˆF +KCˆ is similar to A′ if and only if
(α1, . . . , αu; k′1, · · · , k′t+v+q; f ′1, · · · , f ′s+β ; c′1, . . . , c′r+α; γ1, . . . , γn), (37)
where
k′i = ki + 2, i = 1, . . . , t + v,
k′t+v+i = 1, i = 1, . . . , q,
β = p − (s + t + v),
f ′1 = fi + 1, i = 1, . . . , s,
f ′s+i = 1, i = 1, . . . , β
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and
α = m− (r + t + v),
c′i = ci + 1, i = 1, . . . , r,
c′r+i = 1, i = 1, . . . , α.
Proof. We can regard the matrix A as

A11 0 A13 0
A21 0 A23 0
0 0 0 0
0 0 0 0

+


0 0
0 0
Im 0
0 Iq


[
A31 A32 A33 A34
A41 A42 A34 A44
]
+


A12 A14
A22 A24
0 0
0 0


[
0 Ip 0 0
0 0 0 Iq
]
so, if the submatrix M can be completed to a matrix A, then it is possible to find K
and F such that Aˆ+ BˆF +KCˆ is similar to A′.
Conversely, if we can find K and F such that Aˆ+ BˆF +KCˆ is similar to A′, it is
obvious that the matrix M can be completed to a matrix A′ similar to A.
Moreover, as the Kronecker invariants of the system (Aˆ, Bˆ, Cˆ) are those that
appear in condition (37) (see [25, Proof of Theorem 1]), according to Theorem 3.5
there exist K and F such that Aˆ+ BˆF +KCˆ is similar to A′ if and only if (37). 
The above-mentioned problems are related also to the problem of characterizing
the feedback-injection invariants of a pencil (A,B,C) when the matrix A is pre-
scribed. As the existence of solution to Problem 1.1 is characterized working on
an arbitrary field and the equivalence shown in [25, Theorem 2] is of an algebraic
nature, this result becomes true when F is an arbitrary field. We just restate it for
arbitrary fields.
Theorem 5.2 [25, Theorem 2] (for arbitrary fields). Let F be an arbitrary field. Let
(A,B,C) ∈ Fn×n × Fn×m × Fp×n and A′ ∈ Fn×n a square matrix. Then there exist
matrices F ∈ Fm×n and K ∈ Fn×p such that A+ BF +KC is similar to A′ if and
only if there exist matrices B ′ ∈ Fn×m, C′ ∈ Fp×n such that[
A B
C 0
]
,
[
A′ B ′
C′ 0
]
(38)
are feedback-injection equivalent.
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