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Der Begri

Verteilte Algorithmen bezeichnet Algorithmen kleinen und mittleren Umfangs die
durch konzentriertes Hinschauen oder durch h

andische systematische Konstruktion verst

and
lich und nachvollziehbar sind Zahlreiche solcher schwierigen Algorithmen enthalten die in der
Literaturliste genannten B

ucher
Beispiele f

ur kleine und mittelgro	e Algorithmen sind der EchoAlgorithmus und 
 an der
Grenze des derzeit Beherrschbaren 
 der Algorithmus von Gallagher Humblet und Spira
GHSAlgorithmus Auch wenn der GHSAlgorithmus schon so komplex ist da	 seine ange
messene systematische Konstruktion und Verikation bislang noch aussteht so ist er dennoch
weit entfernt vom Umfang jener Art von Algorithmen um die es in der Forschergruppe geht
beispielsweise in ihren drei Fallstudien und die ohne softwaretechnische Methoden und Werk
zeuge nicht beherrschbar sind Dennoch nutzen verteilte Algorithmen der Forschergruppe denn
sie kommen in industrietypischen Anwendungen vor verwoben mit anderen Komponenten Bei
spiele daf

ur sind der CrosstalkAlgorithmus zur Synchronisation in Steuerungen verschiedene
MutexAlgorithmen zur Vermeidung von Kollision und Kommunikationsprotokolle aller Art
Es ist sicher interessant die Fallstudien einmal systematisch nach diesen und anderen verteil
ten Basisalgorithmen abzusuchen Dabei sollten verschiedene Muster der Einbettung verteilter
Basisalgorithmen erkennbar werden In ihrer bisherigen in Rei dargestellten Form sind bei
spielsweise folgende Einbettungsformen sichtbar
 

uber Transitionen asynchroner Stack Algorithmen zum wechselseitigen Ausschlu	 Ma
ster SlaveAlgorithmus
 

uber Pl

atze alternating bit und sliding windowProtokoll verteilter Requestservice
verteiltes Sortieren und andere constraintProgramme
  mehrstug crosstalk  rearrangement 

uber Transitionen und weiter in Umgebungen

uber Pl

atze
Es gibt eine Reihe anderer Algorithmen die sich keinesfalls so einfach in ihre Umgebung ein
betten
Unstrittig ist da	 systematisches Komponieren die Grenze des Beherrschbaren ein gutes St

uck
hinausschiebt Damit wird aber noch keinesfalls jene Gr

o	enordnung erreicht die in der For
schergruppe ansteht
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