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Abstrakt
Náplní práce je návrh a implementace a testování balíku globálneˇ optimalizacˇních algo-
ritmu˚ hejnové inteligence pro hledání stabilních struktur atomových a molekulových klas-
tru˚, návrh testu˚ pro porovnávání jejich kvality a programová implementace teˇchto testu˚ a
návrh neˇkolika základních vylepšení a porovnání jejich prˇínosu prˇi rˇešení strukturální
optimalizace atomových komplexu˚ ru˚zných velikostí s využitím Lennardova-Jonesova
interakcˇního modelu pro výpocˇet potenciální energie. Cílem je pak posouzení použitel-
nosti hejnových algoritmu˚ pro optimalizaci struktur v molekulové fyzice a návrh dalšího
postupu pro jejich vylepšení a uplatneˇní v praxi.
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Abstract
The content of the work is to design and implement swarm intelligence global optimization
algorithm package for the search for stable atomic and molecular cluster structures,
design of their quality analysis and its implementation and several basic improvements
are proposed and their benefits for solving structural optimization for atomic clusters
of different sizes with potencial energy described by Lennard-Jones interaction model
are assessed. The aim is to assess the applicatibility of swarm algorithms for structural
optimization in molecular physics and to propose their further tuning and extensions for
real application.
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Seznam použitých zkratek a symbolu˚
ABC – Artificial Bee Colony (Umeˇlá vcˇelí kolonie)
CS – Cuckoo Search (Kukacˇcˇí algoritmus)
DE – Differencial Evolution (Diferenciální evoluce)
MCS – Modified Cuckoo Search (Upravený kukacˇcˇí algoritmus)
OpenMP – Open Multi-Processing
PES – Potential Energy Surface (Energetická nadplocha)
PSO – Particle Swarm Optimization (Optimalizace hejnem cˇástic)
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61 Úvod
Od chvíle, kdy se cˇloveˇk poprvé doveˇdeˇl o existenci atomu˚, molekul a geometrických
vlastnostech jejich shluku˚, meˇl sen: Zjistit jaká pravidla urcˇují tvary teˇchto struktur. Tato
pravidla jsou dána interakcˇními silami. Existuje neˇkolik ru˚zných modelu˚ mezi-atomových
sil lišících se v prˇesnosti aproximace a reálném systému, který se snaží popsat. Je tedy
možné, v ru˚zných prˇiblíženích, popsat potenciální energii ru˚zných struktur. Cílem ovšem
nebylo jen vycˇíslit energii známých struktur, ale prozkoumat vliv mezi-atomových sil na
geometrická usporˇádání molekul a jiných komplexu˚.
Zajímat se mu˚žeme o neˇkolik základních typu˚ atomových komplexu˚ - volných atomu˚
a sil pu˚sobících mezi nimi, rigidních molekul, sestávajících z pevneˇ vázaných atomu˚, které
na sebe vzájemneˇ pu˚sobí silami slabšími, než jsou síly vázající vnitrˇní atomy a molekul
kde mají i vnitrˇní atomy vlastní stupneˇ volnosti, tedy slabší vneˇjší síly mají omezený, ale
nemalý vliv i na vnitrˇní stavbu jednotlivých molekul. Dále se budeme zabývat prvním
typem, tedy shlukem atomu˚.
Stabilní molekulovou strukturu mu˚žeme popsat jako takovou, která se nachází v lokál-
ním minimu funkce poloh jednotlivých atomu˚ popisující její vlastní energii Ep(r1, ..., rN )
- nadplochy potenciální energie. Problémem nalezení lokálních minim se zabývá optimali-
zace.
Pro funkce definované na neprázdné množineˇ prvku˚ topologického prostoru mu˚žeme
definovat optimalizacˇní úlohu, tedy nalezení jejich extrému˚. Existují dveˇ základní optimal-
izacˇní úlohy. Lokální optimalizace, která se zabývá hledáním lokálních extrému˚ a globální
optimalizace, která se zabývá hledáním globálních extrému˚ na zadané množineˇ.
Lokální optimalizace funkce na množineˇ je tedy algoritmus, jehož výstupem je lokální
extrém ležící v této množineˇ. Lokální extrém je bod, pro který existuje takové jeho okolí,
kde funkcˇní hodnoty ve všech bodech tohoto okolí jsou menší nebo rovny funkcˇní hodnoteˇ
v daném extrému. Existuje neˇkolik metod jak tento problém rˇešit. Pokud je funkce hladká,
mu˚žeme využít informace o jejím gradientu a navrhnout neˇkolik postupu˚, jak lokální
extrém získat. Pro rˇešení je trˇeba najít stacionární body (body v níž je norma gradientu
nulová) a tyto vyšetrˇit, jestli se jedná o lokální extrémy (z informací o vyšších derivacích
prˇípadneˇ analýzou okolí).
Mu˚že se stát, že neznáme analytický prˇedpis funkce nebo je nárocˇné najít a vyšetrˇit
stacionární body. V takovémto prˇípadeˇ je trˇeba použít numerické metody, které iteracˇneˇ
využívají známých informací o funkci a konvergují k hledanému rˇešení.
Globální optimalizace je složiteˇjší problém. Pro jeho analytické rˇešení je trˇeba znát
všechny lokální extrémy na vnitrˇku množiny a extrémní hodnoty na hranici prohledávané
množiny (pokud se jedná o uzavrˇenou množinu), tyto porovnat a jako výsledek prohlásit
ten extremální.
Prˇi použití numerických metod je tedy trˇeba nejprve numericky získat všechny lokální
extrémy. Pokud by se nám podarˇilo získat konecˇnou množinu všech lokálních extrému˚
uvnitrˇ množiny a všech lokálních extrému˚ na hranici prozkoumávanémnožiny, pocˇítacˇoveˇ
je porovnat už není problém.
Potíž s globální optimalizací je získat množinu všech lokálních extrému˚. Pokud navíc
máme jen omezené informace o optimalizované funkci nebo se naopak snažíme navrhnout
postup použitelný u širší trˇídy ru˚zných funkcí, nemusíme veˇdeˇt kolik extrému˚ máme
7získat ani kde je máme hledat. V praxi se tedy nesnažíme nalézt množinu všech lokálních
extrému˚, ale prˇímo globální extrém.
V molekulové fyzice mají význam obeˇ úlohy - lokální i globální optimalizace. Prˇi
lokální minimalizací vazební energie, hledáme tzv. metastabilní struktury. Pokud se struk-
tura nachází v neˇkterém lokálním minimu, svou strukturu si zachová, dokud nedostane
vneˇjší energetický impuls. Množina všech takovýchto bodu˚ i s jejich vazebními energiemi
hraje významnou roli v termodynamice.
Dále mu˚žeme lokálneˇ minimalizovat normu gradientu funkce vazební energie. S
využitím informací o vyšších derivacích nebo pru˚zkumem okolí z teˇchto mu˚žeme vycˇlenit
tzv. sedlové body. Tyto struktury a jejich vazební energie najdou využití prˇi popisu dyna-
miky chemických reakcí, jelikož popisují energetické bariéry mezi dveˇma stabilními stavy
(tedy naprˇ. jakou energii je trˇeba dodat pro uskutecˇneˇní dané chemické reakce). Tyto struk-
tury zahrnují jak stabilní konfigurace, tak sedlové body, které odpovídají metastabilním,
prˇechodovým stavu˚m.
Pokud se zajímáme o globální minimalizaci energetické nadplochy, hledáme strukturu
s nejnižší potenciální energií. Pro popis termodynamiky shluku atomu˚ nám cˇasto stacˇí
znát neˇkolik ru˚zných konfigurací s nejnižšími energiemi, protože stavy s vyšší energií lze
vzhledem k nízké pravdeˇpodobnosti jejich výskytu zanedbat. Úkolem globální optimali-
zace v molekulové fyzice tedy není pouze nalézt konfiguraci s nejnižší energií, ale nalézt
množinu konfigurací s energiemi kolem globálního minima. Cílem tedy není navrhnout
algoritmus, který by prˇi každém beˇhu nalezl prˇesné globální minimum, ale který by
poskytoval ru˚zné struktury s nízkými energiemi.
Pro prohledávání prozkoumávané množiny se cˇasto využívá stochastických algoritmu˚,
tedy prohledávání za pomocí náhody. Prˇi uplatneˇní stochastických principu˚ mohou dva
beˇhy algoritmu se stejným nastavením poskytnou rozdílné výsledky. Využití náhody prˇi
optimalizaci lze realizovat i velmi jednoduše - pro náhodné pocˇátecˇní body provedeme
lokální optimalizaci neˇkterou spádovou metodou a najdeme jejich úpatí (lokální extrém).
Vyvstává ovšem potrˇeba takovéto prohledávání zefektivnit. V minulém století zacˇala
vznikat spousta ru˚zných algoritmu˚, které se snaží vyhnout použití gradientní optimalizace,
jelikož gradient musí být cˇasto pocˇítán numericky a pro vysoko-dimenzionální problémy
se stává nejnárocˇneˇjší cˇástí každé implementace. Prˇestože lokální optimalizace zu˚stává
významnou soucˇástí globální optimalizace, nastal rozvoj optimalizacˇních principu˚, které
v neˇkterých aplikacích vykazují dobré výsledky i bez ní.
Základem pro tento rozvoj byly algoritmy „evolucˇní strategie“ [8] a „simulované
žíhání“ [7,27]. Simulované žíhaní prˇi prohledávání napodobuje princip relaxace prˇi poma-
lém snižování teploty u reálného žíhání. Evolucˇní strategie využívá generování nových
rˇešení abstraktneˇ jako potomku˚ prˇedcházející generace. Práveˇ z evolucˇních strategií vy-
plynula spousta metod s inspirací v živé prˇírodeˇ. Zpocˇátku šlo o dynamiku evoluce v
„genetických algoritmech“. Tento algoritmus se prˇi prohledávání energetické nadplochy
(PES) využíval hojneˇ [17–26] a vzniklo proto neˇkolik vylepšení speciálneˇ pro potrˇeby
molekulové fyziky, které se využívají i v algoritmech navazujících. Návrat lokální optima-
lizace pak probíhá mj. u algoritmu „basin hopping“, který náhodneˇ prohledává lokálneˇ
optimalizové struktury [29–32].
Pro inspiraci se sáhlo i do jiných odveˇtví, než evolucˇní biologie. Impulzem bylo, že
samotné genetické algoritmy byly implementovány jako agentové algoritmy. Dalším
krokem bylo podívat se na jiné prˇírodní agentové systémy, jmenoviteˇ na ru˚zná živocˇišná
8spolecˇenství. Vzniklo tedy odveˇtví hejnových algoritmu˚. Pro aplikaci na PES byly využity
hlavneˇ algoritmy na bázi optimalizace hejnem cˇástic (particle swarm optimization, PSO) [10–
13] a jeho úpravy [14–16], dále pak umeˇlá vcˇelí kolonie (artificial bee colony, ABC) [33–36,42]
a diferenciální evoluce (differential evolution, DE) [37,38]. Každý z teˇchto algoritmu˚ využívá
upravenou verzi speciálneˇ pro potrˇeby PES.
Základem pro porovnávání stability klastrových struktur je existence modelu popisu-
jícího jejich potenciální energii. Modelu˚ popisujících interakci mezi atomy a molekulami je
mnoho (Lennard-Jones, Sutton-Chen, Gupta a další). V molekulové fyzice se liší prˇevážneˇ
mírou aproximace. Dále také tím, které reálné molekuly dobrˇe popisují, jelikož ru˚zné
modely jsou ru˚zneˇ úspeˇšné prˇi popisu ru˚zných reálných systému˚.
Energetická nadplocha (PES), což je funkceRm → R daná interakcˇnímmodelem, udává
potenciální energii molekulové struktury. Funkce závisí pouze na relativních polohách
atomu˚1 jako Lennard-Jonesu˚v potenciál a je proto invariantní vu˚cˇi translaci a rotaci a také
k permutaci cˇástic. Ru˚zné vektory tedy mohou reprezentovat ekvivalentní struktury.
Potíží s PES a jejím prohledáváním je neˇkolik. Pocˇet lokálních extrému˚ roste exponen-
ciálneˇ s velikostí struktury, meˇní se jejich rozložení v prohledávaném prostoru a liší se
výška bariér mezi jednotlivými extrémy [2]. Je tedy nutné použít algoritmy pro optimali-
zaci multimodálních funkcí. Není možné rˇešit problém hrubou silou, tedy prozkoumáním
celého definicˇního oboru.
Optimalizacˇní úloha je dána úcˇelovou funkcí, která definuje prohledávaný nadprostor.
Úcˇelová funkce, neˇkdy také oznacˇována za fitness funkci [6] nebo cenovou funkci [3,
6], reprezentuje kvalitu nalezených rˇešení. V základní verzi se prˇi hledání stabilních
klastrových struktur se mu˚že jednat o potenciální energii dané struktury.
Pro potrˇeby optimalizace lze tuto funkci upravovat. Prˇi tomto je ovšem trˇeba zachovat
usporˇádání prvku˚, tedy pokud urcˇitá struktura má nižší energii, než jiná, je žádoucí, aby
tato vlastnost byla zachována i u upravené úcˇelové funkce.
Du˚vodem pro úpravu už usporˇádaného oboru hodnot energetické funkce mu˚že být
naprˇíklad škálování - úprava metriky. Neˇkteré algoritmy využívají ruletovou selekci [6]
a prˇi zmeˇneˇ úcˇelové funkce mu˚žeme znacˇneˇ ovlivnit pravdeˇpodobnost výbeˇru daného
rˇešení. Prˇi optimalizaci vektorových funkcí je trˇeba zavést zobrazení jejich oboru hodnot
na usporˇádanou množinu jako prˇi hledání sedlových bodu˚, kdy normujeme gradient nebo
prˇi vícekriteriální optimalizaci, kdy je trˇeba popsat množinu optimálních výsledku˚ (tzv.
Paretovu množinu [6]).
Cílem této bakalárˇské práce je porovnat schopnosti vybraných hejnových optimali-
zacˇních algoritmu˚ vyrˇešit problém strukturální optimalizace, navrhnout testy pro jejich
porovnání a pro základní verze algoritmu˚ je provést. Uvažujeme úlohu optimalizace pro
klastry identických cˇástic ru˚zných velikostí. Pro výpocˇet potenciální energie struktury
je použit Lennard-Jonesu˚v potenciál. Optimalizace probíhá s cílem nalézt strukturu s
minimální potenciální energií.
V práci nejdrˇíve uvedu základní pojmy a neˇkteré vztahy z oblasti optimalizace, kterých
využívám pro popis rˇešené úlohy (kapitola 2.1), definuji problém, na neˇmž algoritmy
testuji, (kapitola 2.2), popisy a základní vlastnosti použitých hejnových algoritmu˚, a
1pokud neuvažujeme jinou úlohu, která by se naprˇ. zajímala o optimalizaci struktur ve vneˇjších silových
polích
9popis samotné programové implementace (kapitola 2.7), srovnání výsledku˚ provedených
numerických testu˚ (kapitola 3) a shrnutí výsledku˚ a návrhy pro navazující postup prˇi




Hledání minim potenciální energie vede na optimalizacˇní úlohu. I malé struktury
ovšem vedou na vysoce-dimenzionální optimalizacˇní problém. Tato dimenze roste lineárneˇ
s pocˇtem cˇástic struktury. Samotný výpocˇet energie mu˚že být také velmi nárocˇnou ope-
rací. Optimalizace atomových a molekulových struktur je tedy úzce svázána s rozvojem
výpocˇetní techniky a numerických metod ji realizujících.
Definice 2.1 Meˇjme dánu funkci f : D → R, kde D je otevrˇená množina prvku˚ separabilního
vektorového prostoru se skalárním soucˇinem. Optimalizacˇní (minimalizacˇní) úlohou nazveme
problém hledání bodu c ∈ D.
Bod c ∈ D nazveme globálním rˇešením (optimem) funkce f na D, pokud platí:
∀x ∈ D : f(c) ≤ f(x)
Bod c ∈ D nazveme lokálním rˇešením (extrémem) funkce f na D, pokud existuje takové okolí
O(c) ⊆ D bodu c kdy platí:
∃O(c) ⊆ D(f) : ∀x ∈ O(c) : f(c) ≤ f(x)
Poznámka 2.1 (Souvislost s extrémy)
Problém nalezení rˇešení optimalizacˇní úlohy je ekvivalentní s problémem nalezení
extrému˚. Pro lokální rˇešení tedy platí nutná podmínka existence lokálního extrému, tedy:
Pokud je bod c ∈ D(f) lokálním extrémem funkce f , parciální derivace podle jednotlivých
nezávislých sourˇadnic bud’ neexistují nebo jsou nulové [5].
2.1.1 Lokální optimalizace multimodálních funkcí
Definice 2.2 (Krˇivka)
Krˇivkou k na množineˇ prvku˚ D separabilního vektorového prostoru se skalárním soucˇinem
nazveme spojitou funkci
k : I → D
kde definicˇní obor I krˇivky k je uzavrˇený interval [4].
Definice 2.3 (Spádová množina)
Necht’ existuje funkce f : D → R.
Oznacˇme spádovou množinou bodu x takovou množinu Mx ⊆ D maximální vzhledem k
inkluzi, kde pro všechna y ∈Mx existuje krˇivka k : 〈0, 1〉 → D splnˇující:
• k(0) = y
• k(1) = x
• ∀t1, t2 ∈ 〈0, 1) : t1 > t2 ⇒ f(k(t1)) ≤ f(k(t2))
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Poznámka 2.2 (Jednoznacˇnost a existence spádové množiny)
Jako maximální vzhledem k inkluzi je urcˇena jednoznacˇneˇ.
Lze si domyslet, že mu˚žeme zadefinovat krˇivku i jako konstantní funkci, tedy pro
každý bod x ∈ D je zarucˇena existence spádové množinyMx ⊆ D.
Pro prvky z hranice otevrˇené množiny D ovšem spádová množina existovat nemusí.
Definice 2.4 (Ekvivalence prvku˚ podle funkce)
Zavedeme ekvivalenci ≡f : D ×D vu˚cˇi funkci f tak, že dva prvky y,x ∈ D budeme pokládat
za ekvivalentní, práveˇ tehdy když se jejich spádové množiny rovnají.
x ≡f y ⇔Mx ⊆My ∧Mx ⊇My
Du˚kaz. (Ekvivalence prvku˚ podle funkce)
Pro x,y ∈ D platíMy ⊆Mx ⇔ y ∈Mx. Protože pravá strana zarucˇí existenci krˇivky
popsané v definici 2.3 z bodu y do bodu x a pro každý bod, pro který existuje taková
krˇivka do bodu y, pak krˇivku do bodu x mu˚žeme slepit z teˇchto dvou.
• Reflexivita
Pro bod x mu˚žeme vytvorˇit krˇivku popsanou konstantní funkcí k(t) = x. Pak
spádová množina bodu obsahuje i samotný bod a ten je tedy ekvivalentní sám se
sebou.
• Symetrie
Pro x,y ∈ D mu˚žeme psát
x ∈My ∧ y ∈Mx ⇒ y ∈Mx ∧ x ∈My
Tedy
x ≡f y ⇒ y ≡f x
• Tranzitivita
∀x,y, z ∈ D
x ≡f y ∧ y ≡f z ⇒
x ∈My ∧ y ∈Mz
Tedy existují popsané krˇivky z x do y a z y do z. Platí tedy, že x ∈Mz .
Obdobneˇ ukážeme i opacˇnou implikaci a tedy ekvivalenci prvku˚ x a z.
Definice 2.5 (Úplná množina lokálních extrému˚ funkce na množineˇ)
Množinu LD ⊆ D nazveme úplnou množinou lokálních extrému˚ funkce f na D, práveˇ tehdy
když pro každý prvek x ∈ LD platí, že je lokálním rˇešením optimalizacˇní úlohy pro funkci f na D
a zárovenˇ pro všechny prvky množiny D\LD platí, že žádný není lokálním rˇešením optimalizacˇní
úlohy pro funkci f na D.
Definice 2.6 (Trˇídy ekvivalence lokálních extrému˚ funkce)
Systém trˇíd ekvivalence na LD vu˚cˇi relaci ≡f (definice 2.4) oznacˇíme L∗D.
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Definice 2.7 (Multimodální funkce)
Funkci f : D → R nazveme multimodální, pokud kardinalita systému množin L∗D je veˇtší,
než jedna.
Tedy existuje více, než jedna trˇída ekvivalence lokálních extrému˚ funkce f .
Definice 2.8 (Domény prˇitažlivosti lokálních extrému˚ funkce na množineˇ)
Necht’ existuje funkce f : D → R.
Oznacˇme množinuD∗ ⊆ D nejveˇtší (maximální vzhledem k inkluzi) podmnožinuD splnˇující:
• ∀l1, l2 ∈ LD : (Ml1 ∩Ml2) ∩D∗ 6= ∅ ⇔ l1 ≡f l2
• ∀l ∈ LD∀y ∈ ∂D : (Ml ∩My) ∩D∗ 6= ∅ ⇔ l ≡f y
kde ∂D je hranice množiny D
Množinu Bl = (D
∗ ∩Ml) nazveme doménou prˇitažlivosti lokálního extrému l funkce f v D.
Poznámka 2.3 (O prázdných doménách prˇitažlivosti)
Necht’ existuje funkce f : D → R.
Pak pro lokální extrém l ∈ LD doména prˇitažlivosti nemusí existovat.
Du˚kaz. (O prázdných doménách prˇitažlivosti)
Prˇíklad :
Necht˘ g : (a, e)→ R je spojitá funkce dána svými vlastnostmi:
pro a < b < c < d < e ∈ R, platí:
• g je klesající na (a, b)
• g je konstantní na 〈b, c〉
• g je klesající na (c, d)
• g je rostoucí na 〈d, e)
Pak každý bod z intervalu 〈b, c) je lokálním extrémem a navíc bod d je rovneˇž lokálním
extrémem. Podle definice 2.8 je spádová množina d rovna (a, e) a spádová množina
každého lokálního extrému l ∈ 〈b, c) : Ml = (a, c〉 je její podmnožinou.
Nejveˇtší množina D∗ ⊆ D tak, aby (Ml ∩Md) ∩D∗ = ∅, je tedy množina
D\(a, c〉
a
Bl = Ml ∩D∗ = ∅
protože
Bl = (a, c〉 ∩ ((a, e)\(a, c〉) = ∅
Veˇta 2.1 (Ekvivalence podle domén prˇitažlivosti)
Necht’ existuje funkce f : D → R.
Prvky l1, l2 ∈ D jsou ekvivalentní podle relace ≡f (definice 2.4), práveˇ tehdy když se jejich
neprázdné domény prˇitažlivosti rovnají.
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Du˚kaz. (Ekvivalence podle domén prˇitažlivosti)
• ⇒
– Bl1 ⊆ Bl2
Bl1 ⊆Ml1 ∧Bl2 ⊆Ml2
Ml1 = Ml2 , ∀(∅ 6= A) ⊆ D ⇒Ml1 ∩Ml2 ∩A 6= ∅
Tedy podle definice 2.8 jsou ekvivalentní.




Necht’ množina A je sjednocením domén prˇitažlivosti vu˚cˇi funkci f všech l ∈ LD.
Prˇedpoklad: meˇjme lokální extrémy l1 ∈ L1 ⊆ L∗D a l2 ∈ L2 ⊆ L∗D tak, že L1 6= L2.
Dále bod x ∈ A tak, že x ∈ Bl1 ∧ x ∈ Bl2 .
Tedy Bl1 ∩Bl2 ⊇ x 6= ∅ ∧ ¬(l1 ≡f l2).
Podle definice domény prˇitažlivosti (2.8) a spádové množiny (2.3) platí:
∀l1, l2 ∈ LD : (Ml1 ∩Ml2) ∩A 6= ∅ ⇔ l1 ≡f l2
ekvivalentneˇ:
∀l1, l2 ∈ LD : (Ml1 ∩Ml2) ∩A = ∅ ⇔ ¬(l1 ≡f l2)
tedy, protože l1 a l2 nejsou ekvivalentní podle ≡f , existuje prázdný pru˚nik množin
Ml1 ,Ml2 a A. Jelikož podle definice 2.8 je doména prˇitažlivosti lokálního extrému
l ∈ LD podmnožinou množinyMl a zárovenˇ Bl ⊆ A, tedy Bl ⊆Ml ∩A pak:
(Ml1 ∩Ml2) ∩A = ∅ ⇒ (Ml1 ∩A) ∩ (Ml2 ∩A) = ∅
Bl1 ⊆Ml1 ∩A ∧Bl2 ⊆Ml2 ∩A
tedy
Bl1 ∩Bl2 = ∅
což je spor s prˇedpokladem.
Veˇta 2.2 (Domény prˇitažlivosti jako trˇídy ekvivalence)
Necht’ existuje funkce f : D → R.
Necht’ množina A je sjednocením domén prˇitažlivosti vu˚cˇi funkci f všech l ∈ LD.
Relace R : A× A taková, že prvky x,y ∈ A jsou v relaci, pokud leží v doméneˇ prˇitažlivosti
ekvivalentních lokálních extrému˚ (podle relace ≡f , definice 2.4), je relací ekvivalence na množineˇ
A.
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Du˚kaz. (Domény prˇitažlivosti jako trˇídy ekvivalence)
Domény prˇitažlivosti jsou množiny, pro du˚kaz ekvivalence stacˇí dokázat, že prvky
leží ve stejných množinách. Podle definice 2.8 žádný prvek x ∈ A neleží ve dvou ru˚zných
doménách prˇitažlivosti.
• Reflexivita
Každé tvrzení implikuje samo sebe, tedy pokud prvek leží v množineˇ, tak leží v
množineˇ.
• Symetrie
Logická konjunkce je komutativní, ∀a, b ∈ B(∀C ⊆ B : (a ∈ C ∧ b ∈ C) ⇒ (b ∈
C ∧ a ∈ C)).
• Tranzitivita
Prvky a a b leží v množineˇ C a zárovenˇ prvky b a c leží v množineˇ B. Žádný prvek
neleží ve dvou ru˚zných množinách. Jelikož (b ∈ C ∧ b ∈ B), tak C = B, tedy c ∈ C,
tedy a je v relaci s c.
Veˇta 2.3 (O doméneˇ prˇitažlivosti globálního extrému)
Necht’ existuje funkcionál f : D → R.
Pokud je l ∈ D globálním extrémem, jeho doména prˇitažlivosti je neprázdná.
Du˚kaz. (O doméneˇ prˇitažlivosti globálního extrému)
Sporem: Prˇedpokládejme, že bod x ∈ D je globálním extrémem na D, tedy
∀y ∈ D : f(x) ≤ f(y)
Dále, že neexistuje jeho doména prˇitažlivosti, tedy
∃y ∈ D : Mx ⊆My ∧Mx 6= My
Tedy existuje takový bod y ∈ Ω(D) a krˇivka s nerostoucími funkcˇními hodnotami funkce
f z bodu x do bodu y, ale ne v opacˇném smeˇru. To nutneˇ znamená, že f(y) < f(x), což je
spor s prˇedpokladem.
Definice 2.9 (Lokální optimalizace)
Necht’ existuje funkcionál f : D → R.
Necht’ množina A je sjednocením domén prˇitažlivosti vu˚cˇi funkci f všech lokálních extrému˚
l ∈ LD.
Podle veˇty 2.2 existují trˇídy ekvivalence na A.
Lokální optimalizací s pocˇátkem v bodeˇ x ∈ A vzhledem k funkci f nazveme relaci O : A×L∗D
takovou, že ∀l ∈ L∗D : x ∈ Bl ⇒ O(x) = L.
Rˇešením lokální optimalizace je množina lokálních minim ekvivalentních podle 2.4, kde pro
všechna lokální minima z této množiny x leží v jejich doméneˇ prˇitažlivosti.
Veˇta 2.4 (Lokální optimalizace)
Necht’ existuje funkce f : D → R.
Necht’ množina A je sjednocením domén prˇitažlivosti vu˚cˇi funkci f všech lokálních extrému˚
l ∈ LD.
Lokální optimalizace bodu x ∈ A funkce f je zobrazení.
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Du˚kaz. (Lokální optimalizace je zobrazení)
• Existence : ∀x ∈ A(∃L ∈ L∗D : (x, L) ∈ O)
Pokud je A prázdná, tvrzení platí triviálneˇ. V opacˇném prˇípadeˇ vyjdeme z definice
domény prˇitažlivosti (definice 2.8), která zarucˇuje prˇítomnost lokálního extrému,
v jehož doméneˇ prˇitažlivosti x leží. Trˇídu ekvivalence získáme podle relace ≡f
(definice 2.4).
• Jednoznacˇnost : ∀x ∈ A(∀L1, L2 ∈ L∗D : (((x, L1) ∈ O) ∧ ((x, L2) ∈ o)⇒ L1 ≡f L2))
Sporem:
Prˇedpoklad : necht˘ existují dveˇ ru˚zné trˇídy ekvivalence lokálních extrému˚ L1 a L2,
kteréžto jsou obeˇ výsledkem lokální optimalizace bodu x.
Pak mají stejné domény prˇitažlivosti a podle veˇty 2.1 jsou prvky L1 a L2 ekvivalentní
podle ≡f , což je spor.
Poznámka 2.4 (Body mimo domény prˇitažlivosti)
Numerické algoritmy lokální optimalizace jsou veˇtšinou implementovány jako spá-
dové iteracˇní algoritmy. V prˇípadeˇ, že bod leží ve více spádových množinách, neplatí
prˇedchozí du˚kaz o jednoznacˇnosti. Ru˚zné algoritmy mohou podávat ru˚zné výsledky.V
prˇípadeˇ, že neexistuje lokální extrém, ke kterému by meˇl algoritmus konvergovat, nutneˇ
skoncˇí na hranici definicˇního oboru optimalizované funkce.
Necht’ existuje funkce f : D → R.
Necht’ A je sjednocením domén prˇitažlivosti vu˚cˇi funkci f všech lokálních extrému˚
l ∈ LD.
Pak pro body množiny D\Amu˚žou nastat dveˇ varianty:
Bod leží ve více spádových množinách ru˚zných lokálních extrému˚. Nelze tedy jednoz-
nacˇneˇ urcˇit výstup lokálneˇ optimalizacˇního algoritmu.
V druhém prˇípadeˇ neexistuje lokální extrém v jehož doméneˇ prˇitažlivosti x leží.
Optimalizace z takového bodu skoncˇí na hranici prohledávané množiny. Tam se ovšem
lokální extrémy nevyskytují (neexistuje okolí podle definice 2.1).
V praxi je ovšem nemožné oveˇrˇit, jestli je bod x validním vstupním bodem lokální
optimalizace kvu˚li existencˇním podmínkám v definicím. Lokální optimalizace se tedy
provádí na celé množineˇ D a její výsledky je trˇeba oveˇrˇovat. Prˇípad, kdy prvek leží
ve spádových množinách více lokálních extrému˚ a výstupem lokálneˇ optimalizacˇního
algoritmu bude jeden z nich prˇi reálném nasazení skoncˇí v lokálním extrému. Pokud
výsledek neprojde testem pro nutnou podmínku lokálního extrému (viz poznámka 2.1),
pak se jedná o prvek na hranici prohledávané množiny (nebo nedokonvergovaný výstup
algoritmu).
2.1.2 Globální optimalizace multimodálních funkcí
Definice 2.10 (Globální optimalizace)
Necht’ je dána funkce f : D → R.
Globální optimalizace je ekvivalentní s úlohou nalezení globálního extrému funkce f na množineˇ
D.
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Definice 2.11 (Redukovaná globální optimalizace)
Necht’ je dán funkcionál f : D → R.
Omezme se na globální extrémy, které jsou zároven˘ lokálními. Pak redukovanou globální optimalizací
oznacˇme úlohu nalezení globálního extrému na nejveˇtší otevrˇené podmnožineˇ D.
Tedy nalézt l ∈ LD takové, že ∀l1 ∈ LD : f(l) ≤ f(l1).
Poznámka 2.5 (Postup)
Se zavedenými pojmy ohledneˇ klasifikace lokálních extrému˚, jejich domén prˇitažlivosti
a ekvivalence prvku˚ v doméneˇ prˇitažlivosti podle veˇty 2.2 mu˚žeme prˇi redukované
globální optimalizaci postupovat takto:
• Nalézt libovolný prvek x ∈ D z domény prˇitažlivosti globálního extrému na int(D)
(podle veˇty 2.3 je tato množina neprázdná)
x ∈ Bl
∀l1 ∈ LD : f(l) ≤ f(l1)
• Lokálneˇ optimalizovat nalezené x
L
∗
D ⊇ L = O(x)
• Rˇešením je každý prvek l ∈ L
Poznámka 2.6 (O spádových množinách)
Nestacˇí nalezení prvku ze spádové množiny globálního extrému, jelikož v takovém
prˇípadeˇ není výsledek lokální optimalizace jednoznacˇný a nemusí se tedy jednat o hledaný
globální extrém.
V reálných aplikacích ovšem lokálneˇ optimalizujeme na spádových množinách. Nalézt
spádovou množinu globálního extrému je tedy mezikrok k rˇešení, jelikož doména prˇi-
tažlivosti je její podmnožinou.
Poznámka 2.7 (Definicˇní obor)
Z du˚vodu˚ programové implementace se jako definicˇní obor optimalizované funkce
volí uzáveˇr omezené oblasti. Prˇi volbeˇ této oblasti se uplatn˘uje kombinace heuristického
prˇístupu, kdy mu˚žeme definicˇní obor omezit ze znalostí polohy hledaných rˇešení, a
praktického prˇístupu, kdy je trˇeba množinu omezit, protože je výpocˇetneˇ nemožné nebo
neefektivní optimalizovat na pu˚vodní množineˇ.
Uvažujme dále funkcionál f : int(D)→ R a redukovanou globální optimalizaci.
Základními cˇástmi globálneˇ optimalizacˇních algoritmu˚ jsou fáze prohledávání a
dohledávání.
Cílem prohledávání je procházet prohledávanou množinu s úmyslem najít doménu
prˇitažlivosti globálního extrému. Fáze dohledávání poté provede lokální optimalizaci a
poskytne výsledek globální optimalizace. Globálneˇ optimalizacˇní algoritmy tedy musí
zahrnout oba tyto principy pro nalezení výsledku.
Poznámka 2.8 Globální optimalizaci uvádeˇnou dále v textu budeme považovat za defi-
novanou redukovanou globální optimalizace.
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2.2 Zkoumaný problém
Optimalizace s pravidly a pojmy, které jsme zavedli, umožní korektneˇ aplikovat
optimalizacˇní algoritmy na problémy optimalizace struktur v molekulové fyzice. Prˇi
optimalizaci atomových struktur se zajímáme pouze o lokální extrémy. Pokud by se tedy
výsledek optimalizace nacházel na hranici prohledávané množiny, není z fyzikálního
hlediska relevantní, jelikož tyto hranice jsou nastaveny umeˇle.
Globální rˇešení optimalizacˇní úlohy pro neˇjaký interakcˇní model v molekulové fyzice
udává dominantní strukturu prˇi nulové termodynamické teploteˇ.
Cílem (redukované) globální optimalizace v molekulové fyzice je nalézt popsaný
extrém. Reálné algoritmy globální optimalizace ovšem nemusí vždy nalézt prˇímo po-
žadovaný extrém, ale jsou navrženy tak, aby byl rozdíl funkcˇních hodnot v nalezeném
výsledku a požadovaném extrému minimální. Takovéto nesprávné výsledky jsou pak
koproduktem reálného algoritmu globální optimalizace a také nalézají využití prˇi popisu
stavu˚, kdy je teplota systému nenulová.
2.2.1 Interakcˇní model
Interakcˇní model popisuje potenciální energii struktury.
Modelem uvažovaným v práci je Lennardu˚v-Jonesu˚v potenciál (vzorec 1) udávající

















Scˇítání probíhá prˇes všechny ru˚zné dvojice z N elementu˚. Parametry ǫ (udávající hloubku
minima) a ρ (udává vzdálenost dvou cˇástic, prˇi které je jejich vzájemná energie nulová)
jsou nastavitelné a v mé práci nastaveny na hodnotu 1 z du˚vodu srovnání s [1].
2.2.2 Úcˇelová funkce




Pro optimalizacˇní úlohu v molekulové fyzice mu˚žeme prohledávanou množinu defi-
novat jako otevrˇenou podmnožinu (kvu˚li vypušteˇní rˇešení na hranici) definicˇního oboru
interakcˇního modelu (respektive úcˇelové funkce, která interakcˇní model využívá.) V
kartézských sourˇadnicích je tato množina V ⊆ R3N , kde N je pocˇet cˇástic. Cˇasto volenými
množinami bývají konvexní hyper-koule a hyper-kvádr. Omezení se zavádí pro zamezení
vzniku disociovaných stavu˚, kdy prˇi volbeˇ prˇíliš rozsáhlé množiny mu˚žeme jako rˇešení
optimalizace získat rˇešení pro menší systémy rozmísteˇné po této množineˇ.
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2.2.4 Stupneˇ volnosti struktury
Potenciální energieE je ve zvoleném interakcˇnímmodelu funkcí relativních vzdáleností
všech dvojic cˇástic v systému. Je tedy invariantní vu˚cˇi rotaci a posunutí celého systému.
Pokud zvolíme trojrozmeˇrný geometrický prostor, kde výsledky teˇchto dvou operací pro-
dukují odlišné prvky, vu˚cˇi interakcˇnímu modelu mu˚žeme zavést ekvivalenci prvku˚ jako
množinu všech, které jdou z jednoho na druhý teˇmito operacemi prˇevést. Stupneˇ volnosti
udávají pocˇet nezávislých promeˇnných, na kterých energie systému závisí. Mu˚žeme jej
chápat také jako minimální pocˇet jednotlivých údaju˚, které potrˇebujeme pro jednoznacˇný
popis struktury.
Prˇedstavme si výstavbové pravidlo:
• 1. atom jednoznacˇneˇ umístíme do pocˇátku kartézské soustavy sourˇadnic
• 2. atom jednoznacˇneˇ umístíme na kladnou poloosu x tak, že ||a1 − a2|| = r1,2
• 3. atom jednoznacˇneˇ umístíme do I. kvadrantu roviny (x,y) tak, že ||a1 − a3|| = r1,3 a
||a2 − a3|| = r2,3
• umísteˇní 4. a dalších atomu˚ mu˚žeme jednoznacˇneˇ popsat trojrozmeˇrným vektorem
v kartézské bázi.
Potrˇebujeme tedy postupneˇ (0,1,3,6,9,12 ...) sourˇadnic pro jednoznacˇný popis struktury.
Pro struktury velikosti N > 3 obecneˇ platí : pocˇet stupnˇu˚ volnosti je 3 ·N − 6, kde 6 je
pocˇet stupnˇu˚ volnosti, vu˚cˇi kterým jsou struktury invariantní.
2.2.5 Reprezentace struktury
Existuje více možných reprezentací molekulových struktur. Prˇi volbeˇ musíme pocˇítat,
že prˇi použití 3 ·N sourˇadnic pro strukturu velikosti N vzniknou ve zvoleném prostoru
trˇídy ekvivalence. Získáme tedy soustavu tzv. redundantních sourˇadnic.
Pokud navíc strukturu identickýchmolekul reprezentujeme jako usporˇádanou posloup-
nost jejich sourˇadnic v kartézském prostoru, obdržíme další ekvivalenci vu˚cˇi permutaci
této posloupnosti. Stejnou strukturu velikosti N (bez zohledneˇní prˇedchozích geometric-
kých invariancí) mu˚žeme vyjádrˇit N ! ru˚znými zpu˚soby.
Jednou z výhod teˇchto popisu˚ je prˇehlednost a jednoduchost. Pokud bychom se
chteˇli vyhnout popsané permutacˇní ekvivalenci, museli bychom naprˇíklad strukturu
reprezentovat jako neusporˇádanou množinu trojrozmeˇrných vektoru˚ s jejich násobnostmi,
což by vyžadovalo složiteˇjší programovou implementaci.
Redundantní soustavy ovšem nejsou vždy na obtíž. Prˇestože geometrická pravdeˇpo-
dobnost náhodného nalezení neˇkteré trˇídy ekvivalence urcˇité struktury zu˚stává stejná jako
bez použití redundantních sourˇadnic, mu˚že tato redundantnost pomoci prˇi prohledávání
prostoru pomocí neˇkterých pravidel, jelikož každá struktura bude v tomto prostoru
reprezentována jako N ! 6-ti rozmeˇrných variet.
Pro struktury byla zvolena programová reprezentace vektorem polohových vektoru˚
jednotlivých elementu˚ v kartézském sourˇadnicovém systému. Elementy ve zkoumaných
strukturách jsou atomy a poloha každého z nich je zapsána trˇemi prostorovými sourˇad-
nicemi. Struktura je tedy zapsána jako 3N hodnot reprezentujících polohy N ru˚zných
atomu˚ v kartézských sourˇadnicích.
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Cílem globální optimalizace je nalézt takový lokální extrém l
O interakcˇních modelech víme následující:
• interakcˇní potenciál je zdola spojitá funkce
• interakcˇní potenciál je zdola omezená funkce
• limita potenciálu v nekonecˇnu je konecˇná hodnota
• existuje globální minimum, které je zároven˘ i minimem lokálním
Podle redukované Weirstassovy veˇty tedy na kompaktních podmnožinách definicˇního
oboru daného interakcˇního modelu existuje globální minimum.
Podle posledního bodu také na vhodneˇ zvolené otevrˇené podmnožineˇ existuje globální
minimum.
2.3 Hejnové algoritmy
Hejnové algoritmy jsou iteracˇní stochastické multiagentové systémy. Nápad využít
podobné algoritmy pochází z pozorování interakcˇních principu˚ v reálných více-cˇásticových
systému˚ a živocˇišných spolecˇenství. Snaží se aplikovat prˇírodou optimalizované metody
prohledávání pro zefektivneˇní prohledávání definicˇních oboru˚ jiných optimalizovaných
funkcí. Mu˚žeme na neˇ nahlížet stejneˇ jako na jejich prˇedlohu tj. jako na dynamické sys-
témy. Stavy tohoto systému jsou reprezentovány nalezenými rˇešeními, která uchovávají
takzvaní agenti. Tito spolu komunikují a nová rˇešení jsou získávána jejich interakcí. Jeden
iteracˇní krok proto cˇasto bývá nazýván jako generace2. Jednotlivé hejnové algoritmy se
krom své prˇírodní prˇedlohy odlišují práveˇ interakcˇními pravidly (neˇkdy také nazývanými
evolucˇní operátory).
Definice 2.12 (Multi-agentový optimalizacˇní systém)
Multi-agentový systém je návrhový vzor využívající decentralizovaného zpracovávání infor-
mací s omezenými znalostmi. Sestává z:
• množiny agentu˚ (oznacˇme jako populaci)
• vneˇjšího prostrˇedí
• systému pravidel
Agenti rˇeší zadanou úlohu. Každý agent uchovává množinu vnitrˇních promeˇnných,
které definují jeho chování. Prˇi rˇešení optimalizace agenti mimo jiného udržují informace
o nalezených rˇešeních.
Vneˇjší prostrˇedí definuje globální vlastnosti a promeˇnné, které jsou v ru˚zné mírˇe
prˇístupné agentu˚m. U optimalizace se jedná naprˇ. o optimalizovanou funkci.
Systém pravidel definuje chování agentu˚. Urcˇuje rozhraní pro komunikaci mezi jed-
notlivými agenty a vneˇjším prostrˇedím a definuje pravidla pro úpravy stavu˚ agentu˚. U
optimalizace zde zahrnujeme naprˇ. evolucˇní operátory sloužící pro úpravu rˇešení agentu˚.
2Toto oznacˇení je zachováno z historických du˚vodu˚ a vzešlo z algoritmu˚ typu genetické evoluce a evolucˇní
strategie, kdy agenti nové generace podle inspirace prˇedstavovali potomky generace prˇedchozí.
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Definice 2.13 (Usporˇádání podle kvality)
Pro agentový optimalizacˇní algoritmus optimalizující funkci f : D → R mu˚žeme zavést relaci
usporˇádání indukované zobrazením f .
Agenta a nazveme kvalitneˇjším než agenta b, práveˇ tehdy když pro rˇešení uchovávané agenty
ra, rb ∈ D platí:
f(ra) < f(rb)
Existuje neˇkolik základních principu˚, které bývají v ru˚zné mírˇe implementovány ve
veˇtšineˇ algoritmu˚.
Definice 2.14 (Elitismus)
Elitismus je princip zachování kvalitních rˇešení.V evolucˇní biologii cˇasto popisován heslem :
"Survival of the fittest."
Agenti pravidelneˇ upravují svou polohu a mu˚že se stát, že se nalezené kvalitní rˇešení
prˇepíše rˇešením horším. Neˇkteré algoritmy proto neupravují polohu nejlepšího rˇešení,
jiné dokonce více takových.
Neˇkdy mu˚že být ovšem výhodné takovéto rˇešení v globálneˇ optimalizacˇních prob-
lémech opustit s úmyslem vymanit se z lokálního extrému. Tento další princip mu˚že být
uplatneˇn naprˇíklad použitím Metropolisova kritéria [6].
Definice 2.15 (Metropolisovo kritérium)
Metropolisovo kritérium udává pravdeˇpodobnost nahrazení kvalitneˇjšího rˇešení v populaci
méneˇ kvalitním podle vhodné funkce p : H(f)→ 〈0, 1〉.
Horší rˇešení je prˇijato s nenulovou pravdeˇpodobností, kde hodnota mu˚že být založena
naprˇ. na dobeˇ, jakou algoritmus probíhá.
Definice 2.16 (Vkládání náhodných rˇešení)
Funkcionalita, kdy neˇkolik nejhorších rˇešení v každé iteraci je nahrazeno jinými rˇešeními (reálneˇ
je implementováno získávání nových rˇešení náhodneˇ) pro zvýšení diverzity a zamezení prˇedcˇasné
homogenizaci (viz 2.3.1).
Hejnové algoritmy jsou ovšem velmi závislé na neˇkolika rˇídicích parametrech. Základ-
ním parametrem je velikost populace agentu˚. Další mají zpravidla ru˚zný vliv na evolucˇní
operátory. Jejich nastavení je trˇeba provést prˇed spušteˇním algoritmu a v upravených
variantách je možno neˇkteré meˇnit dynamicky. Mu˚žeme vycházet z odhadu˚ (ve svém
programu využívám prˇevážneˇ tento zpu˚sob), nebo uvažovat o nastavení parametru˚ jako o
další optimalizacˇní úloze - pak se jedná o tzv. „meta-optimalizaci“. Pro meta-optimalizaci
je tedy trˇeba vhodneˇ zvolit optimalizacˇní algoritmus a ješteˇ du˚ležiteˇjší cˇást je dobrˇe zvolit
funkci, která bude reprezentovat kvalitu takto nastavených parametru˚ (více v kapitole
2.5).
2.3.1 Ukoncˇovací podmínky
Jako u jiných optimalizacˇních metod mu˚žeme ukoncˇovat optimalizaci za pomoci infor-
mace o normeˇ gradientu nebo provedení stanoveného pocˇtu iterací. Agentový a iteracˇní
charakter algoritmu˚ nám ovšem poskytuje další možnosti. Mu˚žeme bud’ využít informací
z prˇedchozích iterací, kdy algoritmus ukoncˇíme, pokud neˇkolik iterací nenalezl kvalitneˇjší
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rˇešení nebo informace o rozložení agentu˚. Populace se v pru˚beˇhu beˇhu algoritmu˚ shlukuje,
proto impulzem pro ukoncˇení mu˚že být tzv. „homogenizace populace“, kdy všichni agenti
uchovávají stejné rˇešení.
Homogenizace znamená, že algoritmus ustrne a prˇestane dále prohledávat definicˇní
obor optimalizované funkce. Tento stavmu˚žeme identifikovat naprˇ. zavedenímmetriky na
prohledávaném prostoru, urcˇením pru˚meˇru populace (nejveˇtší vzdálenosti mezi rˇešeními
dvou jedincu˚) a zavedením hranicˇního hodnoty, od které populaci považujeme za homo-
genizovanou.
Pokud oznacˇíme populaci jako homogenizovanou, mu˚žeme bud˘ ukoncˇit algoritmus
a zapocˇít další beˇh nebo populaci rozptýlit po okolí nalezeného rˇešení a pokracˇovat v
prohledávání.
V programu jsem z du˚vodu použití specifických testu˚ zvolil ukoncˇení po urcˇeném
pocˇtu iterací. Ukoncˇovací podmínky jsem stanovil jako lineární funkci pocˇtu cˇástic. Jelikož
se zabývám pouze malými systémy, tak je pocˇet iterací dostatecˇný. Obrázek 1 ukazuje
nalezené rˇešení algoritmem v závislosti na pocˇtu ohodnocení úcˇelové funkce pro klastr
velikosti 15, náhodnou pocˇátecˇní populací a posunem teˇžišteˇ do pocˇátku sourˇadnicového
systému.
Obrázek 1: Pru˚beˇh vývoje 1p kvantilu z 1000 nezávislých pru˚beˇhu˚ zvolených algoritmu˚ v
závislosti na pocˇtu ohodnocení úcˇelové funkce pro klastr velikosti 15 s náhodnou pocˇátecˇní
populací
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2.3.2 Hranice prohledávaného prostoru
Množina, na které hledáme rˇešení, hraje významnou roli prˇi funkcˇnosti algoritmu.
U prˇíliš rozsáhlé množiny spotrˇebováváme výpocˇetní cˇas na prohledávání oblastí s
malou pravdeˇpodobností výskytu globálního extrému. Prˇi omezení hranice prohledávané
množiny je trˇeba programoveˇ ošetrˇit jak postupovat, pokud by vzniklo rˇešení, které tento
rozsah prˇesahuje.
Existují dva základní postupy, jak ošetrˇit rˇešení mimo definovanou množinu. Jedním
je kontrola vzniklých rˇešení a prˇi prˇesahu jejich navrácení zpeˇt. To mu˚žeme provést bud’
jejich posunutím prˇesneˇ na hranici prostoru nebo uplatneˇním pružných srážek, kdy se
struktura jakoby odrazí od hranice zpeˇt podle vzorce
xi = 2bi − xi
kde bi je skalár reprezentující hranici i-té sourˇadnice a xi je i-tá sourˇadnice vektoru
reprezentujícího strukturu.
Druhou možností je penalizace na úrovni úcˇelové funkce, kde se rˇešením, které prostor
prˇesáhnou, umeˇle znehodnotí jejich úcˇelová funkce. Tato penalizacˇní funkce mu˚že být jak
konstantní, tak záviset na vzdálenosti od hranice prohledávané množiny. Tento postup
se mu˚že hodit, když prˇedem neznáme velikost prohledávaného prostoru a chceme jej
dynamicky meˇnit v pru˚beˇhu beˇhu algoritmu.
V praxi se používají obeˇ varianty. V práci byla použita metodu s pružným odrazem od
hranice.
2.3.3 Rojení cˇástic
Základním a jedním z prvních algoritmu˚ je optimalizace rojením cˇástic (particle swarm
optimization, PSO) [10]. Inspiruje se pohybem ptacˇích a rybích hejn, kdy existuje vedoucí
jedinec reprezentující zatím nejlepší nalezené rˇešení, kterého ostatní následují, prˇicˇemž
využívají i svých vlastních znalostí (své zatím nejlepší nalezené rˇešení a historii pohybu po
prohledávané množineˇ). Pu˚vodneˇ byl využit pro simulaci pohybu virtuálních hejn (naprˇ.
noveˇ pro simulaci letu netopýru˚ ve filmu „Batman begins“). Ukázalo se, že takový pohyb
mu˚že být výhodný prˇi globálneˇ optimalizacˇních problémech. Agenti krom nalezeného
rˇešení uchovávají také informace o svém pohybu v podobeˇ nejlepšího prˇedchozího rˇešení
(mezi teˇmito musí nutneˇ být i nejlepší zatím nalezené rˇešení) a vektoru „rychlosti“ pohybu
po prohledávaném prostoru (diferenciál polohy). V každé iteraci je jejich okamžitá rychlost
upravena podle pu˚sobících „sil“. Tyto se cˇasto oznacˇují za globální a lokální (bez souvis-
losti s použitím teˇchto termínu˚ drˇíve prˇi definici optimalizacˇní úlohy). Globální síla pu˚sobí
smeˇrem k nejlepšímu nalezenému rˇešení a lokální smeˇrem k nejlepšímu drˇíve nalezenému
rˇešení daným agentem. Pro zlepšení prohledávání je prˇidána síla pu˚sobící smeˇrem k nej-
lepšímu jedinci. Po úpraveˇ rychlosti podle vzorce 2 se upraví rˇešení uchovávané agentem
podle vzorce 3.
vk+1 = w ·vk+c1 ·r() ·(xglobalbest−x)+c2 ·r() ·(xlocalbest−x)+c3 ·r() ·(xbestinpop−x) (2)
kde v znacˇí uvedenou rychlost, r() je generátor cˇísel z intervalu (0, 1) s uniformním
náhodným rozdeˇlením a w, c1, c2 a c3 jsou nastavitelné parametry algoritmu.
xk+1 = xk + vk+1 (3)
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kde xi udává rˇešení uchovávané agentem v i-té generaci.
Nastavení parametru˚ prˇi testech je provedeno podle tabulky 1.
Pseudokód :
INIT:
P = pocˇátecˇní populace
l = P
bsf = nejlepší jedinec z P
v = náhodné vektory
REPEAT:
do while(nejsou splneˇny ukoncˇovací podmínky)
b = nejlepší jedinec z P





v( i ) = h1 + h2 + h3 + h4
kandidát = P(i ) + v( i )
if ( f (kandidát) < f (P(i ) ) ) then
P(i ) = kandidát
endif
if ( f (P(i ) < f (bsf) ) then
bsf = P(i )
endif
if ( f (P(i ) < f ( l ( i ) ) ) then





Výpis 1: Pseudokód PSO
2.3.4 Umeˇlá vcˇelí kolonie
Dalším používaným algoritmem v optimalizacích struktur je umeˇlá vcˇelí kolonie (arti-
ficial bee colony, ABC) [33]. Jak z názvu vyplývá, inspirace vzešla ze vcˇelích spolecˇenstev.
V základním algoritmu existují trˇi druhy vcˇel. Deˇlnice (employment bees), které udržují
nalezená rˇešení, hledacˇi (onlooker bees), kterˇí provádeˇjí prohledávání v okolí nalezených
rˇešení a pru˚zkumníci (scout bees), kterˇí prohledávají prostor nezávisle na nalezených
rˇešeních. Hledacˇi si vybírají jednu z employment bees tzv. „ruletovou selekcí“ a v jejím
okolí pak hledají nová rˇešení.
Ruletová selekce je princip náhodného výbeˇru podle kvality, kdy s nejveˇtší pravdeˇpodob-
ností je vybrán prvek s nejlepší kvalitou, ovšem s nenulovou pravdeˇpodobností mu˚že být
vybrán i prvek s nejhorší kvalitou. Pravdeˇpodobnost výbeˇru je v praxi cˇasto urcˇována
sigmoidální funkcí ya =
1
1+ek·f(xa)
, kde f(xa) je funkcˇní hodnota rˇešení uchovávaného
agentem a. Je zarucˇena vyšší pravdeˇpodobnost výbeˇru kvalitneˇjších rˇešení a je také možno
jednoduchou lineární transformací upravit rozdíly mezi pravdeˇpodobností výbeˇru nejlep-
šího a nejhoršího prvku prˇeškálováním zobrazení funkcˇních hodnot rˇešení nalezených
jednotlivými agenty na definicˇní obor sigmoidální funkce.
24
Obrázek 2: Pru˚beˇh sigmoidální funkce pro k=1.






kde N je pocˇet agentu˚ v populaci.
Z implementacˇního hlediska je populace tvorˇena deˇlnicemi. Nastavený pocˇet hledacˇu˚
udává pocˇet ruletových výbeˇru˚ a následných úprav daného agenta. Tyto probíhají náhod-
ným (tentokrát uniformním) výbeˇrem jiného agenta z populace a vytvorˇením rˇešení podle
vzorce
xnew = x+ rand(−1, 2) · (x2 − x)
kde rand(0, 1) je generátor cˇísel z uniformního náhodného rozdeˇlení.
Prˇijetí nového rˇešení je podmíneˇno jeho lepší kvalitou.
Každý agent udržuje vnitrˇní pocˇitadlo, které udává kolikrát byl upraven bez prˇijetí
nového rˇešení. Prˇekrocˇení urcˇitého nastaveného limitu indikuje, že získání lepšího rˇešení z
tohoto agenta je nepravdeˇpodobné a je proto nahrazen rˇešením prˇijatým od pru˚zkumníku˚.
Prakticky je možno použít náhodný vektor, prˇípadneˇ nechat malou populaci pru˚zkumníku˚
samostatneˇ prohledávat prostor ru˚znými metodami od využití jiného algoritmu až po
náhodné prohledávání.
Pro lepší globální prohledávání je také uplatneˇn princip, kdy je v každé generaci
neˇkolik nejhorších rˇešení nahrazeno rˇešeními nalezenými prohledávacˇi. Velikost cˇásti
nahrazované populace je definována rˇídicím parametrem.




P = pocˇátecˇní populace
cycles = σ
REPEAT:
do while(nejsou splneˇny ukoncˇovací podmínky)
c = σ
do i = 1,OBcount
n = náhodný index prvku z P vybraný podle ruletové selekce
c(n) = c(n) + 1
enddo
do i = 1, velikost populace
do j = 1,c( i )
x = náhodný prvek z P
kandidát = P(i ) + random(−1,2)·(x−P(i))
if ( f (kandidát) < f (P(i ) ) ) then
P(i ) = kandidát
cycles( i ) = 0
else
cycles( i ) = cycles( i ) + 1
endif
enddo
if (cycles( i ) > mC) then
P(i ) = rˇešení od pru˚zkumníka
endif
enddo
do (pro všechna x∈ pA cˇást nejhorších rˇešení)
x = rˇešení od pru˚zkumníka
enddo
enddo
Výpis 2: Pseudokód ABC
2.3.5 Samoorganizacˇní migracˇní algoritmus
Samo-organizacˇní migracˇní algoritmus (self-organizing migration algorithm, SOMA)
se inspiruje chováním složiteˇjších spolecˇenstev, jmenoviteˇ lidí. Existuje více variant, ale
v té základní opeˇt existuje vedoucí jedinec, kterého všichni následují a putují k neˇmu,
ovšem ne vždy prˇímo. Každý jedinec vytvorˇí vektor podle vedoucího jedince a prozkoumá
neˇkolik rˇešení v tomto smeˇru. V základní verzi jde o pevný pocˇet pokusu˚ v pevneˇ daných
polohách podle vzorce 4. Stochastický prvek v tomto algoritmu je uplatneˇn práveˇ volbou
tohoto smeˇru, kdy se podle nastaveného parametru náhodneˇ urcˇuje podprostor, ve kterém
bude daný jedinec putovat. Každý bázový vektor pu˚vodního prostoru je do daného
podprostoru vybrán s nastavenou pravdeˇpodobností (cR).
xk = x+ k
c
d
(P (xbest − x)) (4)
kde k je k-té zkoumané rˇešení a c a d jsou nastavitelné parametry : c urcˇuje relativní délku
vektoru k nejlepšímu rˇešení, d je pocˇet zkoumaných rˇešení a P () projekce na podprostor
generovaný náhodneˇ vybranými bázemi pu˚vodního prostoru.




P = pocˇátecˇní populace
REPEAT:
do while(nejsou splneˇny ukoncˇovací podmínky)
b = nejlepší jedinec z P
do i = 1, velikost populace
do j=1,d
do k=1,dimenze problému
if (random(0,1) < cR) then









h = nejlepší jedinec z kandidátu˚
if ( f (h) < f (P(i ) ) ) then





Výpis 3: Pseudokód SOMA
2.3.6 Upravený kukacˇcˇí algoritmus
Upravený kukacˇcˇí algoritmus (modified cuckoo search, MCS) [41] vznikl z kukacˇcˇího
algoritmu [40]. Ten provádeˇl lokální prohledávání kolem jednotlivých rˇešení a tato ukládal
do náhodneˇ zvoleného agenta, pokud byla kvalitneˇjší podle chování kukacˇek, která kladou
vajícˇka do hnízd jiných ptáku˚, které jejich potomci „ovládnou“, pokud jsou lepší než
pu˚vodní obyvatelé. Modifikace k teˇmto principu˚m prˇidává interakci mezi agenty, kdy
neˇkolik nejlepších jedincu˚ je kombinováno mezi sebou. Tento algoritmus tedy zachovává
fázi lokálního prohledávání a prˇidává operátory pro kombinaci rˇešení.
Pro zvolenou cˇást nejlepších rˇešení (relativní cˇást w) z populace je postup získávání
nových rˇešení následující:
Pro každého jedince se náhodneˇ zvolí jeden z teˇchto elitních jedincu˚. Pokud jsou ru˚zní
provede se jejich kombinace podle vzorce
x = x2 +
x1 − x2
φ
kde φ je hodnota 1+
√
5
2 , kde x1 je kvalitneˇjší, než x2.
Pokud se jedná o stejné prvky, provede se lokální lokální prohledávání v okolí tohoto
prvku s nastavením kroku A pro Lévyho let podle vzorce 5 ve vybraných smeˇrech bá-
zových vektoru˚ (smeˇr se vybere, s pravdeˇpodobností cr). Pro zbytek populace probíhá
lokální prohledávání s pru˚meˇrem podle vzorce 6. Po vytvorˇení rˇešení se zvolí náhodný










A0 je nastavitelný parametr a k je generace (iterace) algoritmu.
V implementaci byl Lévy let nahrazen náhodnou procházkou s logistickým rozdeˇlením.
Pro toto je nutno nastavit parametry pro strˇední hodnotu a rozptyl. Rozptyl zu˚stává
nezmeˇneˇn beˇhem iterací algoritmu a strˇední hodnota se upravuje, jak bylo navrženo pro
krok Lévyho letu podle vzorcu˚ 5 a 6.
Jelikož velikost prohledávaného prostoru se s velikostí struktury meˇní, provádím










kde b oznacˇují hranice prohledávaného prostoru - pro mu˚j problém jsou stejné pro každý
prvek vektoru rˇešení.
Nastavení parametru˚ prˇi probíhá testech podle tabulky 5.
Pseudokód :
INIT:




do while(nejsou splneˇny ukoncˇovací podmínky)
g = g + 1
A = A0
g2
do (pro všechna x∈ w cˇást nejlepších rˇešení)
y = náhodneˇ zvolený agent z w cˇásti nejlepších rˇešení
if (x = y) then
kandidát = Lévyho let z x s krokem délky (A)
h = náhodný prvek z P




kandidát = x + x+y
φ
h = náhodný prvek z P







do (pro všechna x ze zbytku populace)
kandidát = Lévyho let z x s krokem délky (A)
h = náhodný prvek z P






Výpis 4: Pseudokód MCS
2.3.7 Diferenciální evoluce
Na rozdíl od ostatních hejnových algoritmu˚ není diferenciální evoluce (differential
evolution, DE) [37] inspirována žádným prˇírodním spolecˇenstvím a veˇtšinou proto ani
nebývá rˇazena mezi hejnové algoritmy. Jedná se o cˇisteˇ abstraktní konstrukci pro výbeˇr
náhodných smeˇru˚ pohybu. Pro každého každého agenta z populace a jeho uchovávané
rˇešení xi probíhá tvorba tzv. šumového vektoru (noisy vector) (ozn. v) ze stanoveného
pocˇtu ru˚zných náhodneˇ vybraných rˇešení z populace. Volitelné parametry upravují tvorbu
nových rˇešení podle vzorce 9.
v = x1 + F (x2 − x3) (9)
kde F je nastavitelný parametr algoritmu.




vk rand(0, 1) ≤ Cr
xk jinak
(10)
kde k je prvek vektoru, rand() je náhodný generátor s uniformním rozdeˇlením, x je
pu˚vodní rˇešení a Cr je nastavitelný parametr.
Zachovává se kvalitneˇjší. Nastavení parametru˚ prˇi testech provedeno podle tabulky 4.
Pseudokód :
INIT:
P = pocˇátecˇní populace
REPEAT:
do while(nejsou splneˇny ukoncˇovací podmínky)
do i = 1, velikost populace
r1 = náhodný prvek z P
r2 = náhodný prvek z P
r3 = náhodný prvek z P \\ r1 6= r2 6= r3 6= r1
do j = 1,dimenze problému
if (random(0,1) ≤ Cr) then
uk = r1 + F·(r2 − r3)
else
uk = P (i)k
endif
enddo
if ( f (u) < f (P(i ) ) ) then




Výpis 5: Pseudokód DE
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2.4 Úpravy algoritmu˚
Veˇta „no free lunch theorem“ [6] tvrdí, že neexistuje algoritmus, který by byl vu˚cˇi
všem ostatním úspeˇšneˇjší prˇi rˇešení všech problému˚. Veˇta postuluje ekvivalenci všech op-
timalizacˇních algoritmu˚, je-li jejich výkon posuzován pru˚meˇrem prˇes všechny myslitelné
optimalizacˇní problémy. Z toho mu˚žeme také vyvodit, že neexistuje algoritmus, který
by dokázal efektivneˇ rˇešit všechny optimalizacˇní problémy. Podle [42] jsou dokonce zák-
ladní verze hejnových algoritmu˚ neefektivní pro optimalizaci struktury i malých klastru˚.
Proto se prˇi uplatneˇní algoritmu˚ na konkrétní problémy užívají specifická vylepšení. Tato
jsou založena na heuristických znalostech o optimalizovaném problému a mají pomoci
úcˇelneˇjšímu prohledávání definicˇního oboru.
Ve své práci porovnávám neˇkolik základních vylepšení a jejich prˇínos pro kvalitu
optimalizace.
2.4.1 Posun do teˇžišteˇ
Cílem je zredukovat trˇídu ekvivalence zpu˚sobenou invarianci funkce potenciální







kde N je pocˇet prvku˚ struktury a x polohový vektor.
Pokud uplatníme transformaci, která teˇžišteˇ posune do pocˇátku soustavy kartézských
sourˇadnic, tak tuto degeneraci omezíme.
2.4.2 Hlavní osy setrvacˇnosti
Po eliminaci invariance vu˚cˇi translaci je trˇeba vyšetrˇit invarianci vu˚cˇi rotaci. Cílem
je tedy zredukovat zbylé trˇídy ekvivalence struktur (jak byly zavedeny v 2.4) do cha-
rakteristického reprezentanta každé trˇídy. Jelikož podmínka ekvivalence byla stanovena
jako existencˇní, je v praktické implementaci teˇžko realizovatelná. Existují postupy k posu-
zování podobnosti struktur. Jednou možností je zavedení metriky (Kabschova metrika).
Výpocˇet této metriky vyžaduje znalosti párových cˇástic, tedy která cˇástice z jedné struk-
tury odpovídá cˇástici v druhé strukturˇe. Metrika by se tedy musela urcˇovat jako minimum
prˇes všechna ru˚zná párování (bijekce N cˇástic jedné struktury na cˇástice druhé), kterých je
N !.
Struktury, které lze na sebe prˇevést rotací, mají stejné vlastní vektory tenzoru setr-
vacˇnosti. Moment setrvacˇnosti je fyzikální koeficient, který udává jaký odpor bude teˇleso
konat prˇi rotaci kolem zvolené osy. Pokud bychom chteˇli strukturu rotovat kolem os
kartézského sourˇadnicového systému, mu˚žeme tento koeficient vypocˇíst. Pro každé tuhé
teˇleso mu˚žeme sestavit tzv. tenzor setrvacˇnosti, což bude matice 3x3. Tato matice bude
vždy symetrická, pozitivneˇ definitní. Výpocˇet tenzoru setrvacˇnosti probíhá podle vzorce
11.
Z teorie [9] víme, že pokud celou strukturu správneˇ natocˇíme, nediagonální prvky
vymizí. Toto nastane, pokud strukturu natocˇíme do tzv. hlavních os setrvacˇnosti. Výpocˇtem
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teˇchto os, o kterých z teorie víme, že budou ortogonální, a daným natocˇením struktury
mu˚žeme opeˇt zmírnit degenerace vzniklé kombinací rˇešení.
Hlavní osy setrvacˇnosti se hledají jako vlastní vektory zmíneˇného tenzoru setrvacˇnosti.
Pokud vektor reprezentující strukturu v kartézském systému sourˇadnic prˇepíšeme do
maticového tvaru, kde sloupce budou reprezentovat vektory poloh jednotlivých cˇástic,










· δi,j − xK,i · xK, j
)
(11)
kde J je daný tenzor a δi,j je Kroneckerova delta funkce, scˇítá se prˇes N cˇástic, xK,j je j-tá
sourˇadniceK-té cˇástice amK je hmotnostK-té cˇástice (cˇástice atomových komplexu˚ jsou
totožné, používám tedymK = 1 pro všechny cˇástice).
Snova = E
TSstara (12)
kde S je popsaná matice reprezentující strukturu a E je matice, jejíž sloupce jsou nalezené
vlastní vektory.
2.4.3 Indukcˇní rˇešení
Prˇi hledání optima soustavy dané velikosti mu˚že být vhodné využít prˇedchozích
znalostí získaných z rˇešení problému˚ pro menší velikosti. Pro jistý rozsah velikostí struk-
tury mu˚že být zachováno výstavbové pravidlo, které mu˚že umožnit urcˇit optimální rˇešení
struktury velikosti N ze z optimálních struktur velikostí menších (zpravidla N − 1). Prˇi
generování náhodných rˇešení na pocˇátku i v pru˚beˇhu algoritmu mu˚žeme tyto znalosti
využít tak, že rˇešení pro menší systémy doplníme náhodneˇ umísteˇnými cˇásticemi. Takto
vzniklou strukturu mu˚žeme dále náhodneˇ upravit (posunout, rotovat, permutovat) pro
zvýšení diverzity. Cˇlánek [38] navíc navrhuje metodu chaotického generování pocˇátecˇní
populace, kdy první vektor je vytvorˇen z nedeformované známé struktury s prˇidáním
náhodneˇ umísteˇné cˇástice a ostatní jsou generovány jeho deformací pro zvýšení diverzity
populace.
Pro vkládání rˇešení z menších systému˚ nemusíme ovšem používat pouze globální
minima. Prˇi náru˚stu velikosti systému mu˚že totiž docházet ke strukturálním prˇechodu˚m,
kdy výstavbové pravidlo z prˇedchozích systému˚ prˇestává platit pro hledané globální
optimum a naopak neˇkteré z prˇedchozích lokálních optim mu˚že být strukturálneˇ blízké
práveˇ hledanému globálnímu. Je proto vhodné zachovávat databázi o všech nalezených
optimech (globálních i lokálních) a to, která z nich použít urcˇovat na základeˇ heuris-
tických pravidel naprˇíklad stanovením pravdeˇpodobnosti výbeˇru jednotlivých prvku˚ z
nalezených rˇešení.
Tento princip ovšem není užitecˇný pouze prˇi hledání optima pro urcˇitý interakcˇní
model. Prˇi rˇešení neˇkterého z výpocˇetneˇ nárocˇneˇjších interakcˇních modelu˚ mu˚žeme využít
rˇešení nalezená modelem jednodušším. Které systémy jsou si podobné co do interakcˇních
sil potom závisí na heuristických znalostech.
Pokud máme takovýto princip uplatneˇný a nemáme k dispozici žádná data o opti-
mech, tak prˇi rˇešení systému urcˇité velikosti zacˇneme nejprve rˇešením systému˚ menších,




Hejnové algoritmy obsahují celou rˇadu nastavitelných parametru˚ a jejich úcˇinnost
mu˚že na konkrétním nastavení teˇchto parametru˚ významneˇ záviset. Zmíneˇné parametry
se mohou zadávat rucˇneˇ, ale není teˇžké si rozmyslet, že samotné nastavení parametru˚
vede na další optimalizacˇní úlohu. Otázkou ovšem je, jak zvolit úcˇelovou funkci.
Tento prˇístup mu˚že být užitecˇný i prˇi aplikaci na složiteˇjší interakcˇní model. Pokud
neˇkterý jednodušší model dobrˇe popisuje chování složiteˇjšího, mu˚žeme meta-optimalizaci
využít k nastavení parametru˚ pro tento složiteˇjší problém uplatneˇním meta-optimalizace
na výpocˇetneˇ méneˇ nárocˇný model
Du˚ležitou vlastností stochastických algoritmu˚, kterou je mít na pameˇti, je jejich stochas-
tická povaha. Proto prˇi posuzování jejich kvality nemu˚žeme vycházet pouze z jednoho
beˇhu, nýbrž sestavit statistiky, které by jejich kvalitu popisovaly. Navrhl jsem neˇkolik statis-
tik, které je možno využít prˇi optimalizaci nastavení rˇídících parametru˚. Tyto jsou tvorˇeny
po pru˚beˇhu neˇkolika nezávislých beˇhu˚ algoritmu z jimi nalezených optimálních rˇešení (z
hodnot úcˇelové funkce f(x) v teˇchto nalezených rˇešeních). U všech je kladen du˚raz na
to, aby se jednalo o skalární funkce možnost prˇímé aplikace optimalizacˇního algoritmu.
Statistiky jsou inspirovány metodami pro porovnávání stochastických algoritmu˚.
2.5.1 Minimum
Základní statistikou prˇi globální optimalizaci je nalezené optimum (zde minimum). Po
provedení sady nezávislých testu˚ se vybere nejnižší hodnota. Tato statistika má dveˇ úskalí.
Jednak mu˚že jít o odlehlou hodnotu, tedy algoritmus se náhodou strefí do kvalitního
bodu, i když ostatní beˇhy nacházejí mnohem horší rˇešení. Dále, pokud algoritmus funguje
dobrˇe pro více odlišných nastavení parametru˚, mohly by tyto vést ke stejné minimální
hodnoteˇ, prˇestože neˇkteré by vykazovaly lepší charakteristiky (naprˇ. minimum najde více
nezávislých beˇhu˚.)
Pro své úcˇely používám mírneˇ upravenou funkci, kde výsledná hodnota je udána
vzorcem
s = min(f(x)) + c · CCDmin
kde min(f(x)) je nejlepší nalezené rˇešení, CCDmin je tabulková hodnota (v tomto
prˇípadeˇ prˇevzata z [1], jinak by se mohla urcˇovat dynamicky v pomeˇru nejlepšího rˇešení
pro všechny beˇhy, prˇípadneˇ s využití prˇedchozích rˇešení) a c je relativní pocˇet beˇhu˚, které
se dostaly do prˇedem stanovené vzdálenosti k tabulkové hodnoteˇ.
Tato hodnota se neomezuje jen na nalezené minimum, ale zahrnuje také pravdeˇpodob-
nost, s jakou bude toto minimum nalezeno.
2.5.2 Pru˚meˇr
Další triviální statistikou je pru˚meˇr všech beˇhu˚. Problémem je, že tato nám nic nevy-
povídá o minimu, které hledáme. Prˇesto udává pru˚meˇrnou kvalitu nalezeného rˇešení a
jako statistika více vypovídá o zvolených parametrech, než samotné minimum.
Cílem optimalizace je nalezení globálního extrému, proto je trˇeba zahrnout údaj o
nejlepší nalezené hodnoteˇ. Pomineme-li výše popsanou úpravu pro statistiku minima,
podobné výsledky by mohla udávat kombinace minima a pru˚meˇru podle vzorce
s = α ·min(f(x)) + (1− α) ·mean(f(x))
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kde α je zvolený koeficient v rozmezí < 0, 1 > a mean(f(x)) je pru˚meˇr nalezených
výsledku˚.
Takováto kombinace statistik by opeˇt vypovídá více o kvaliteˇ zvolených parametru˚.
2.5.3 Pocˇet iterací
Pokud víme, že algoritmus je schopen minimum nalézt a my jej známe, mu˚žeme se
zajímat o to, aby jej nalezl co nejrychleji. V takovém prˇípadeˇ nás bude zajímat statistika
pocˇtu kroku˚ nutných pro nalezení minima. Ukoncˇovací podmínkou je tedy
|f(x)− CCDmin| < ǫ
kde CCDmin je známá hodnota úcˇelové funkce optimálního rˇešení a ǫ je nastavitelná
požadovaná vzdálenost od této hodnoty. Ze získaných pocˇtu˚ potrˇebných kroku˚ pak
tvorˇíme statistiky k porovnávání. V tomto prˇípadeˇ se cˇasto užívá pru˚meˇru potrˇebného
pocˇtu kroku˚.
2.5.4 Další možnosti
Toto zdaleka není kompletní výcˇet všech možných použitelných funkcí indikujících
kvalitu nastavených parametru˚. Jedná se jen o základ, který bývá používán prˇi srovnávání
algoritmu˚ v literaturˇe. Z nalezených rˇešení mu˚žeme tvorˇit ru˚zné statistiky a libovolneˇ
je kombinovat podle potrˇeby a požadovaného výstupu. Mimoto lze také využít jiných
informací, které mu˚žeme obdržet z nezávislých beˇhu˚ algoritmu˚, pokud by se objevily
neˇjaké smeˇrodatné indikátory. Prˇi optimalizaci vektorových funkcí (více, než jeden výstup,
jako v prˇípadeˇ kombinace minima a pru˚meˇru v 2.5.2, kdy byla využita funkce pro prˇevod
na skalární hodnotu) je ovšem trˇeba definovat tzv. Paretovu množinu, což je množina
rˇešení považovaných za optimální a zavést skalární funkci, po které dostaneme skalární
optimalizacˇní problém.
2.6 Lokální optimalizace
Jak bylo uvedeno na zacˇátku kapitoly, je trˇeba do globálního algoritmu zahrnout
jak fázi prohledávání, tak fázi dohledávání. Zmíneˇné algoritmy prˇevážneˇ zastávají fázi
prohledávání a mu˚že se stát, že jejich výsledkem nebude prˇímo globální extrém. Je proto
vhodné na konci každého beˇhu algoritmu výsledné rˇešení lokálneˇ optimalizovat za úcˇelem
získání lokálního extrému.
Lokální optimalizaci mu˚žeme využít také jako jeden z operátoru˚ stochastických al-
goritmu˚. Potom provádíme globální optimalizaci na lokálneˇ optimalizovaných struk-
turách [11, 38]. Prˇi této aplikaci je nutno upravit rˇídící parametry pro snížení pocˇtu
provádeˇných lokálních optimalizací z du˚vodu její výpocˇetní nárocˇnosti.
2.7 Implementace
2.7.1 Lokálneˇ optimalizacˇní algoritmus
Ve svém programu jsem pro lokální optimalizaci implementoval gradientní metodu
sdružených gradientu˚ [3] s mírnou úpravou algoritmu pro nalezení délky kroku ve
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zvoleném smeˇru. Tento je realizován stochastickým algoritmem SOMA (viz 2.3.5). Sto-
chastický algoritmus jsem použil kvu˚li vlastnostem optimalizované funkce, která je silneˇ
nekvadratická a multimodální. Pro metody typu pu˚lení intervalu bylo obtížné odhadnout
pocˇátecˇní délku intervalu tak, aby obsahoval pouze jeden hledaný extrém. Prˇi aproxi-
maci kvadratickou funkcí a pokusem iteracˇneˇ hledat minima na základeˇ aproximací
Taylorovým polynomem byla potíž s nekvalitními aproximacemi. SOMA patrˇí mezi algo-
ritmy stochastické optimalizace, ale v jedné dimenzi se velmi blíží metodeˇ pu˚lení intervalu,
ovšem díky svým vlastnostem dokáže opustit lokální extrémy.
Ukoncˇovací podmínka je dána jednak požadovanou prˇesností, ale z du˚vodu konecˇného
cˇasu pro testování také maximálním pocˇtem iterací.
2.7.2 Architektura programu
Program je od pocˇátku koncipován jako modulární pro pozdeˇjší využití na širší trˇídeˇ
úloh a testování více algoritmu˚ a použitých úprav. Tato modularita ovšem spocˇívá na
úrovni kompileru fortranovského kódu. Každá cˇást programu je realizována v samostat-
ném souboru a z programového hlediska v samostatném modulu. Mezi moduly existuje
návaznost, kterou je trˇeba prˇi kompilaci programu dodržet. Každý modul má na starost
cˇást programu a jejich zámeˇnou je možno meˇnit rˇešený problém, použité algoritmy (jak
optimalizacˇní, tak vedlejší, starající se o vnitrˇní beˇh programu) nebo výstupy programu.
Z du˚vodu výpocˇetní nárocˇnosti a množství provádeˇných testu˚ je program paraleli-
zován s použitím OpenMP a upraven pro možnost spoušteˇní na výpocˇetních klastrech
SPC VŠB-TUO.
Pro úcˇely mé práce bylo navrženo neˇkolik variant modulu˚ starajícího se o datové
výstupy za úcˇelem testování ru˚zných algoritmu˚, jejich úprav a jiných aspektu˚ programu.
Úcˇelem modulu Interact je pocˇítat interakcˇní energii. Jeho variabilita spocˇívá v jeho
nahrazení jiným za úcˇelem použití jiného modelu meziatomových interakcí. V práci je
použit pouze Lennardu˚v-Jonesu˚v model daný vzorcem 1.
Modul Optfnc se stará o základní nastavení prohledávané množiny a úcˇelové funkce.
Urcˇuje velikost vektoru rˇešení a tvorˇí interface mezi modulem interact a zbytkem prog-
ramu. Vypocˇítává úcˇelovou funkci a mu˚že ji ru˚zneˇ modifikovat v závislosti na požadavcích
na rˇešení (hledání minim a prˇípadneˇ dalších stacionárních bodu˚ jako jsou sedlové body 1.
a vyšších rˇádu˚). Vždy je ale úcˇelovou funkci trˇeba vyjádrˇit jako funkci skalární urcˇenou
pro hledání minima. Dále modul obsahuje rutiny pro výpocˇet derivace úcˇelové funkce v
daném bodeˇ, generování náhodných vektoru˚ a pro úpravu nalezených rˇešení (posun do
teˇžišteˇ, natácˇení do os, pru˚beˇžnou lokální optimalizaci apod.).
Úkolem modulu Optglb je poskytovat programu globální promeˇnné (parametry
ru˚zných numerických algoritmu˚, dimenze optimalizované funkce atd.), známá rˇešení z [1]
(nebo z prˇedchozích beˇhu˚ algoritmu - v budoucnu), prˇípadneˇ zajišteˇní interface s databází
nalezených metastabilních struktur pro tvorbu pocˇátecˇní populace.
Modul Randgen slouží ke generování náhodných cˇísel. Jeho rutiny jsou zarˇazeny do
samostatného modulu z du˚vodu využití ve více cˇástech programu a prˇípadné možnosti
snadného nahrazení konkrétního typu generátoru.
Do pomocného modulu Optlib ukládám rutiny, které prˇímo nesouvisejí s globální
optimalizací, ovšem jsou cˇasto využívány v pru˚beˇhu algoritmu. Jsou to rutiny typu trˇídeˇní
pole, výpocˇtu derivací, generování speciálních datových struktur, použité numerické
metody atd.
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ModulOptlocal obsahuje jedinou funkci ve svém rozhraní a to pro lokální optimalizaci
pro daný pocˇátecˇní bod a maximální pocˇet iterací. Ru˚zné parametry jako požadovaná
prˇesnost normy gradientu jsou uloženy v „optglobal“. V soucˇasnosti je použita metoda
sdružených gradientu˚ (více v 2.1.1).
Modul Optim obsahuje globálneˇ optimalizacˇní algoritmus. Kvu˚li povaze testu˚ jsou
vnitrˇní promeˇnné globální a v modulu existují funkce pro inicializaci algoritmu a dále pro
provedení jedné iterace. Toto je z du˚vodu, že neˇkteré testy vyžadují sbeˇr dat v pru˚beˇhu
optimalizace.
Veškeré promeˇnné je nutno definovat jako „threadprivate“ kvu˚li rozhraní OpenMP
použitém prˇi paralelizaci beˇhu˚ prˇi testování.
ModulMain obsahuje samotný program, tedy definuje logiku optimalizace a datové
výstupy. V tomto modulu jsou napsány veškeré provádeˇné testy. V tomto modulu je im-




Jelikož se jedná o stochastické algoritmy, nejsou výsledky z jednoho beˇhu algoritmu
dostatecˇneˇ prokazatelné. Veˇtšina sesbíraných dat jsou proto statistikami z více nezávislých
beˇhu˚. Sbeˇr dat probíhá zpu˚sobem, kdy každý algoritmus poskytne data o svém pru˚beˇhu a
tato pak podléhají ru˚zným dále popsaným analýzám. Základním výsledkem teˇchto testu˚
ovšem není statistika, nýbrž nejlepší nalezená hodnota ze všech pru˚beˇhu˚.
Jedná se o algoritmy iteracˇní, proto se jako první nabízí analyzovat nalezené výsledky
vzhledem k pocˇtu iterací. Takovýto prˇístup by ovšem nebyl kompatibilní mezi jed-
notlivými algoritmy, kdy jedna iterace mu˚že být ru˚zneˇ výpocˇetneˇ nárocˇná. Referencˇní
množinou je proto zvolen pocˇet ohodnocení úcˇelové funkce. Hlavní du˚vod je také ten, že
prˇedpokládáme, že prˇi nasazení algoritmu˚ na složiteˇjší úlohy (naprˇ. prˇi výpocˇtu poten-
ciální energie pomocí kvantové chemie), bude tato cˇást výpocˇtu nejnárocˇneˇjší a ostatní
(režijní) cˇásti algoritmu mu˚žeme prˇi odhadu nárocˇnosti zanedbat.
Z dat poskytovanými jednotlivými nezávislými algoritmy jsou tvorˇeny základní statis-
tiky : pru˚meˇr, minimum, maximum, medián, dolní kvantil, horní kvantil a 1-p a 5-p
procentní kvantily. Odlehlé hodnoty se nezanedbávají. Tyto statistiky mohou být tvorˇeny
nad ru˚znými daty. V programu používám nejlepší nalezené rˇešení a dále pak parametr,
který jistým zpu˚sobem vypovídá o diversiteˇ populace agentu˚ uvnitrˇ algoritmu. Tato je
popsána jako pru˚meˇr smeˇrodatných odchylek jednotlivých sourˇadnic z vektoru˚ rˇešení
naprˇícˇ všemi agenty místo jiných z du˚vodu výpocˇetní nárocˇnosti. Výstupem jsou pak
mimo jiné grafy vykreslující závislosti teˇchto statistik.
Po ukoncˇení iteracˇního cyklu jsou porovnány nalezené výsledky v neˇkolika nezávis-
lých testech. Nalezené výsledky z nezávislých beˇhu˚ jsou následneˇ lokálneˇ optimalizovány
a pro data prˇed a po lokální optimalizaci jsou provedeny tyto testy:
3.1.1 Neˇjlepší nalezený výsledek
Nalezený výsledek je porovnán se známými hodnotami z [1]. Jednak je zapsána jeho
absolutní hodnota a jednak relativní hodnota vzhledem k výsledku z [1].
3.1.2 Statistiky výsledku˚
Výsledky (prˇed a po lokální optimalizaci zvlášt’) jsou porovnány s hodnotami z [1] s
úcˇelem zjistit, jaká cˇást nezávislých beˇhu˚ se dostane do jejich blízkosti. Jsou zapisovány
relativní cˇetnosti beˇhu˚, jejichž relativní odchylky od referencˇních hodnot jsou menší, než
0.15, 0.1, 0.05, 0.025 a 0.01 relativní vzdálenosti k referencˇním hodnotám z [1].
3.1.3 Závislost výsledku lokální optimalizace na výsledku globální optimalizace
Je vykreslen bodový graf korelace. Tento výsledek pomáhá graficky urcˇit význam
lokální optimalizace v závislosti na použitém algoritmu.
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3.2 Nastavení rˇídicích parametru˚ algoritmu˚
V následujících tabulkách jsou uvedena nastavení rˇídicích parametru˚ použitých prˇi
numerických testech. Jednotlivá nastavení jsou oznacˇena akronymem pro prˇíslušný algo-
ritmus a svým porˇadovým cˇíslem (naprˇ. PSO01). Doporucˇené rozsahy jsou dány povahou
parametru (naprˇ. rozsah 〈0, 1〉 u parametru˚ udávající relativní cˇásti). Pro velikosti popu-
lace není udávána maximální hodnota, jelikož literatura zabývající se optimalizacemi
v molekulové fyzice využívá pru˚beˇžné lokální optimalizace a udávané hodnoty nejsou
srovnatelné s metodami tuto úpravu nevyužívajícími. Literatura zabývající se danými
algoritmy bez aplikace na konkrétní úlohy navrhuje tyto parametry nastavovat prˇímo
úmeˇrné dimenzi problému.
parametr doporucˇený rozsah PSO01 PSO02 PSO03 PSO04
velikost populace > 1 150 50 150 97
w 〈0, 1〉 0.82 0.6 0.7 0.115
c1 〈0, 2〉 1.5 2 0.5 2
c2 〈0, 2〉 1.3055 2 0.5 0.8
c3 〈0, 2〉 0.6 0 0.5 1.96
Tabulka 1: Nastavení parametru˚ PSO
parametr doporucˇený rozsah ABC01 ABC02 ABC03 ABC04
velikost populace > 1 20 30 50 261
OBcount > 1 100 300 1000 1308
pA 〈0, 1〉 0.4 0 0.4 0.41
mC > 1 4200 50 800 6283
xmin 〈−10, 10〉 -1 -0.8 -1 -0.56
xmax 〈−10, 10〉 1 0.8 1 0.21
Tabulka 2: Nastavení parametru˚ ABC
parametr doporucˇený rozsah SOMA01 SOMA02 SOMA03
velikost populace > 1 215 50 70
c (1, 5+〉 1.053 1,478123 1.9
cR (0, 1) 0.57 0.26 0.4
d > 1 4 10 8
Tabulka 3: Nastavení parametru˚ SOMA
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parametr doporucˇený rozsah DE01 DE02 DE03
velikost populace > 1 400 50 60
cR (0, 1) 0.5 0.2 0.8
F (0, 2) 0.6 0.7 0.3
Tabulka 4: Nastavení parametru˚ DE
parametr doporucˇený rozsah MCS01 MCS02 MCS03
velikost populace > 1 150 50 50
w 〈0, 1〉 0.3 0.6 0.7
cr (0, 1〉 0.6 0.4 0.5
mp - 100 1000 15000
sp - 500 2000 10000
Tabulka 5: Nastavení parametru˚ MCS
3.3 Testování správnosti implementace
V tomto testu jsou vektory vstupní populace generovány ze známých rˇešení z [1].
Tyto prochází drobnými úpravami za úcˇelem zjistit, jestli algoritmus z teˇchto mírneˇ
vychýlených rˇešení rˇešení konverguje zpeˇt do známého optima. Deformace rˇešení probíhá
náhodným posunutím prvku˚, náhodnou rotací struktury a následneˇ náhodnou permutací
cˇástic. Test byl proveden pro všechny implementované algoritmy.
V tomto prˇípadeˇ nejsou prezentovány žádné výsledky. Prˇi testování se jedná jen o
oveˇrˇení správnosti implementace.
Mírneˇ vychýlené optimální struktury v pocˇátecˇní populaci skutecˇneˇ vedou ke konver-
genci zpeˇt ke stabilní strukturˇe. V pru˚beˇhu optimalizace navíc nedochází k degeneraci
rˇešení, tedy funkce popisující kvalitu nalezeného rˇešení je nerostoucí (u minimalizacˇní
úlohy), tedy je správneˇ implementován princip elitismu.
Algoritmy jsou tedy implementovány správneˇ a mu˚žeme dále posuzovat jejich výkon
prˇi uplatneˇní ru˚zných vylepšení.
3.4 Meta-optimalizované parametry
Pro algoritmus ABC byly analyzovány možnosti meta-optimalizace pro klastr velikosti
15, náhodnou pocˇátecˇní populaci, velikost hrany hyperkrychle ohranicˇující prohledávanou
množinu podle vzorce 15 a s posunem do teˇžišteˇ bez finální lokální optimalizace (z du˚vodu
snížení výpocˇetní nárocˇnosti). Meta-optimalizace byla realizována algoritmem SOMA.
Výsledky jsou porovnány s ostatními parametry pro dané algoritmy na obrázku 3.
38
Obrázek 3: Srovnání výsledku testu 3.1.2 pro algoritmus umeˇlé vcˇelí kolonie (ABC) a
jeho ru˚zná nastavení. Algoritmy ABC01-ABC03 jsou nastaveny rucˇneˇ, ABC04 vznikl po
aplikaci meta-optimalizace.
Z obrázku 3 je videˇt, že prˇi použití meta-optimalizovaných parametru˚ nedosáhneme
významneˇ lepších ani horších výsledku˚ vu˚cˇi heuristickému nastavení. Toto mu˚že být
zpu˚sobeno jednak absencí finální lokální optimalizace prˇi realizaci meta-optimalizace,
tedy meta-optimalizací jiné úlohy. Z obrázku 9 totiž vyplývá, že pro algoritmus ABC
neexistuje korelace mezi kvalitou rˇešení prˇed fází dohledávání a po ní.
Existuje tedy vícero optimálních nastavení parametru˚. Prˇesto mu˚že být zásadní tento
test provést prˇi testování upravených algoritmu˚, kdy mu˚že být složité rˇídící parametry
heuristicky nastavit.
3.5 Vliv pocˇátecˇní populace
Pro algoritmus ABC analyzuji vliv pocˇátecˇní populace na celkový výsledek optimali-
zace. Testy jsou provedeny pro zvolené velikosti klastru˚. Pocˇátecˇní populace jsou tvorˇeny
ru˚znými pravidly, kde je snaha o využití heuristických poznatku˚ o rˇešené úloze.
Rˇešení jsou generována vkládáním náhodných cˇástic do deformovaných optimálních
struktur menší velikosti; vkládáním náhodné cˇástice do deformované optimální struktury
prˇedešlé velikosti. Cílem je porovnat, jestli úcˇelný výbeˇr pocˇátecˇní populace mu˚že zlepšit
výkon algoritmu.
Obrázky 4, 5 a 6 srovnávají výsledky pro ru˚zneˇ velké klastry a ru˚zné pocˇátecˇní popu-
lace, kde deformovanou populací je myšlena populace tvorˇena deformovanými optimál-
ními strukturami klastru stejné velikosti (prˇevzaty z [1]). Stejná míra deformace je totiž
použita i prˇi vkládání známých menších struktur.
Deformace struktury je provádeˇna podle vzorce 13.
xnew = perm(rot(xold + rand(0.2, 1.2) · k · r)) (13)
kdex reprezentuje vektor struktury, rand() je náhodný generátor s uniformním rozdeˇlením,
k je nastavitelný parametr a r je náhodný jednotkový vektor. Funkce perm() a rot() pak
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prˇedstavují funkce pro náhodnou permutaci cˇástic a rotaci celé struktury. Parametr k
nastavuji v závislosti na velikosti struktury podle vzorce 14, který vznikl rˇízenými pokusy
pro hledání takového vztahu, který by reprezentoval dostatecˇnou deformaci pro absenci
podobnosti mezi deformovanou a pu˚vodní strukturou.




+ log (N) (14)
kde N je pocˇet cˇástic systému.
Pro test na obrázku 4 jsem použil deformaci velikosti k, pro test na obrázku 5 deformaci
velikosti k2 a pro test na obrázku 6 žádnou deformaci.
Poslední okno grafu˚ 4 a 5 tedy vyjadrˇuje schopnost algoritmu dokonvergovat zpeˇt
do optima po deformaci známé optimální struktury stejnou meˇrou, jaké deformace bylo
použito prˇi deformaci známých struktur vkládaných do pocˇátecˇních rˇešení. Z výsledku˚
jde videˇt, že i prˇi vkládání teˇchto deformovaných struktur (více než v testu 3.3) neˇkdy
algoritmus nekonverguje zpeˇt.
Obrázek 4: Srovnání výsledku˚ optimalizace podle testu 3.1.2 pro pocˇátecˇní populace (DP)
s deformovanými prˇedcházejícími strukturami a deformovanými náhodnými menšími
strukturami doplneˇných náhodneˇ umísteˇnými cˇásticemi. Stejná míra deformace je použita
i v posledním okneˇ grafu, kdy je pocˇátecˇní populace tvorˇena deformovaným známým
globálním rˇešením.
Z výsledku˚ plyne, že použitá deformace je natolik závažná, že prˇi aplikaci na známé
optimální struktury jsou výsledky optimalizace srovnatelné s optimalizací s náhodnou
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pocˇátecˇní populací (viz dále). Zajímavým výsledkem je ovšem zlepšení kvality optimali-
zace uplatneˇním stejné deformace prˇi vkládání známých menších struktur. Toto mu˚že být
dáno faktem, že pokud uplatníme deformaci na optimální strukturu, nutneˇ snížíme její
kvalitu, mu˚žeme narušit výstavbové pravidlo dané struktury, ovšem prˇi aplikaci na struk-
turu, která optimální není, mu˚že dojít i k náhodnému zlepšení kvality nebo náhodnému
nalezení struktury podobné neˇkterému lokálnímu extrému.
Vliv mu˚že mít také pravidlo pro ošetrˇení bodu˚ nacházející se mimo prohledávanou
množinu. Pokud deformovaná optimální struktura opustí prohledávanou množinu, je
uplatneˇn pružný odraz popsaný v kapitole 2.3.2. Daná cˇástice mu˚že být umísteˇna do teˇsné
blízkosti dalších cˇástic, což zpu˚sobí navýšení potenciální energie a významné snížení
kvality. Menší optimální struktury zaujímají menší objem ve strˇedu prohledávaného
prostoru s pru˚meˇrem podle vzorce 15 a pravdeˇpodobnost tohoto degenerativního odrazu
je tedy nižší.
Obrázek 5: Srovnání výsledku˚ optimalizace podle testu 3.1.2 pro pocˇátecˇní populace (DP)
s deformovanými prˇedcházejícími strukturami a deformovanými náhodnými menšími
strukturami doplneˇných náhodneˇ umísteˇnými cˇásticemi. Míra deformace je v tomto
testu polovicˇní v porovnání s testy na obrázku 4. Stejná míra deformace je použita i
v posledním okneˇ grafu, kdy je pocˇátecˇní populace tvorˇena deformovaným známým
globálním rˇešením.
Z teˇchto testu˚ lze vycˇíst, že sníženímmíry deformace jsme zamezili výrazné degeneraci
kvality deformovaných optimálních struktur, jelikož z nich tvorˇená pocˇátecˇní populace je
schopna konvergovat zpeˇt ke globálnímu optimu. Prˇi generování pocˇátecˇní populace z
menších optimálních struktur je ovšem nepravdeˇpodobné, že by algoritmus našel globální
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extrém. Mu˚že to být zpu˚sobeno tím, že existuje rozsáhlé okolí takto deformovaných
struktur, v neˇmž se nacházejí kvalitneˇjší struktury, a prˇi iteracích algoritmu dochází
prˇevážneˇ k prohledávání tohoto okolí velkou cˇástí agentu˚ z populace. Fáze globálního
prohledávání proto mu˚že být potlacˇena a algoritmy ustrnou v neˇkterém lokálním minimu.
Obrázek 6: Srovnání výsledku˚ optimalizace podle testu 3.1.2 pro pocˇátecˇní populace (DP)
s vloženými prˇedcházejícími strukturami a náhodnými menšími strukturami. Prˇi vkládání
struktur není použita deformace.
Pokud neuplatníme deformaci prˇi vkládání menších optimálních struktur, omezíme
rozsah jejich okolí v prohledávaném konfiguracˇním prostoru, ve kterém se vyskytují
kvalitneˇjší rˇešení. Každá struktura vytvorˇená z menších lokálních optim má zpravidla
lepší kvalitu, než stejná struktura po deformaci. Prˇi uvážení principu elitismu (definice
2.14), je menší pravdeˇpodobnost, že algoritmus bude prohledávat okolí tohoto bodu
(podle geometrické pravdeˇpodobnosti), jelikož se v neˇm nacházejí méneˇ kvalitní rˇešení.
Kvalitneˇjší agenti si tedy uchovávají svá rˇešení déle než prˇi užití deformace a nedochází k
prˇedcˇasné konvergenci. Takový algoritmus bude mít lepší vlastnosti z hlediska globálního
prohledávání prostoru a veˇtší pravdeˇpodobnost nalezení globálního optima (v jehož spá-
dové množineˇ se menší optimální struktury témeˇrˇ jisteˇ nevyskytují, tedy jej nenalezneme
prohledáváním jejich blízkého okolí.)
Nejlepší výsledky algoritmus podává bez uplatneˇní deformace známých menších
struktur (obrázek 6). Ze všech obrázku 4, 5 a 6 vyplývá, že nejlepších výsledku˚, bez ohledu
na míru deformace, dosáhneme vkládáním prˇedchozí optimální struktury.
3.6 Vliv velikosti prohledávané cˇásti konfiguracˇního prostoru
Prohledávaná množina je prˇi optimalizaci omezena. Cílem tohoto testu je pro zvolené
algoritmy zjistit, jestli zmeˇna její velikosti ovlivní výkon algoritmu.
U pocˇátecˇních verzí algoritmu byla prohledávaná množina nastavena prˇíliš rozsáhlá,
což vedlo k rˇešením obsahujícím disociované struktury. Následneˇ proto byla vytvorˇena
funkce prokládající pru˚meˇry globálneˇ optimalizovaných struktur prˇevzatých z [1]. Zák-
ladní verze nyní generuje struktury z hyperkrychle o délce hrany rovné dvojnásobku
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funkce 15. Tyto jsou porovnávány s prˇedchozí implementací pro hranu velikosti N a
následnou úpravou, kdy se struktury generují z hyperkrychle o hraneˇ délky proloženého
pru˚meˇru známých globálních rˇešení.
Pru˚meˇry (nejveˇtší vzdálenost mezi dveˇma cˇásticemi) byly pocˇítány z prˇevzatých






kde N je pocˇet cˇástic systému.
Obrázek 7: Výsledky optimalizace podle testu 3.1.2 pro algoritmy umeˇlá vcˇelí kolonie
(ABC) a optimalizace hejnem cˇástic (PSO) a klastr velikosti 15. Nadpis N znacˇí výsledky
pro hranu hyperkrychle délky N, u fce a 2 ∗ fce je hrana krychle nastavena podle vzorce
15 resp. dvojnásobné hodnoty.
Z výsledku˚ vyplývá, že ne pro všechny algoritmy je výhodné použít menší pocˇátecˇní
prostor. Algoritmus ABC má totiž z povahy své implementace omezené možnosti zveˇtšit
pru˚meˇr nalezené struktury (nová rˇešení se, až na pru˚zkumníky, tvorˇí na spojnici dvou
rˇešení z populace), tedy prohledává spíše „dovnitrˇ“, zatímco algoritmus PSO využívá
upravené techniky náhodného prohledávání a proto se mu˚že vymanit z pocˇátecˇních
omezení.
Prˇi stanovení hranice prohledávané množiny je tedy trˇeba znát základní rysy vnitrˇní
dynamiky daného algoritmu.
3.7 Vliv uplatneˇní rotace na osy setrvacˇnosti
Test srovnává výkon zvolených algoritmu prˇed a po uplatneˇní principu rotace na
hlavní osy setrvacˇnosti. Samotná aplikace této heuristiky si vyžádá náru˚st výpocˇetního
výkonu kvu˚li hledání vlastních vektoru˚ tenzoru setrvacˇnosti. Test byl proveden pro klastry
velikostí 10 a 15, algoritmus ABC s náhodným generováním pocˇátecˇní populace a velikostí
prohledávaného prostoru podle vzorce 15.
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Obrázek 8: Výsledky optimalizace podle testu 3.1.2 pro algoritmus umeˇlá vcˇelí kolonie
(ABC) a klastry velikosti 10 a 15. rotxx urcˇuje výsledek pro klastr velikosti xx s využitím
rotace na vlastní osy setrvacˇnosti, výsledky nonexx jsou získány bez uplatneˇní rotace na
vlastní osy.
Algoritmus ABC prˇi daném nastavení nezlepší svu˚j výkon po uplatneˇní této heuristiky.
Toto mu˚že být opeˇt dáno jeho povahou, kdy nová rˇešení se tvorˇí na spojnici dvou rˇešení z
populace. Pokud struktury natocˇíme, aby si byly co nejpodobneˇjší, mu˚žeme znehodnotit
u tohoto algoritmu fází tvorˇení nových rˇešení (prˇi optimálním natocˇení povede spojnice
pocˇátkem soustavy sourˇadnic). Tato úprava se tedy jeví jako perspektivneˇjší pro algoritmy,
které nová rˇešení tvorˇí formou náhodného prohledávání (MCS). Je tedy na místeˇ provést
testy i pro jiné algoritmy.
3.8 Srovnání implementovaných algoritmu˚
Výsledky implementovaných algoritmu˚ a jejich nastavených parametru˚ jsou shrnuty v
následujících odstavcích. Nezabývám se urcˇováním superiorního algoritmu.
3.8.1 Význam lokální optimalizace
Pro algoritmy ABC a SOMA je vykreslen výsledek testu 3.1.3. Z obrázku 9 vyplývá, že
finální lokální optimalizace je esenciálním prvkem globální optimalizace. Ovšem neˇkteré
algoritmy, speciálneˇ algoritmus SOMA (jehorˇ nová rˇešení se tvorˇí v okolí nejlepšího rˇešení
v populaci), se cˇasto ukoncˇí v lokálneˇ optimalizované strukturˇe, proto jej používám jako
cˇisteˇ bez-gradientní metodu ve své implementaci hledání optimálního kroku prˇi lokální
optimalizaci (kapitola 2.1.1) nebo pro implementaci meta-optimalizace.
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Obrázek 9: Grafické znázorneˇní fáze dohledávání pro algoritmy umeˇlá vcˇelí kolonie (ABC)
a samo-organizacˇní migracˇní algoritmus (SOMA). Zelená krˇivka znacˇí identickou funkci.
3.8.2 Srovnání algoritmu˚
Pro všechny implementované algoritmy a nastavení jejich parametru˚ jsou na obrázku
10 vykresleny výsledné statistiky podle testu 3.1.2. Testy probíhaly s náhodnou pocˇátecˇní
populací, s oblastí konfiguracˇního prostoru omezenou podle dvojnásobné hodnoty vzorce
15 a posunem do teˇžišteˇ.
Slabší výkon algoritmuMCSmu˚že být zpu˚soben použitím logistického rozdeˇlení místo
Lévyho rozdeˇlení, které má diametrálneˇ odlišné vlastnosti, ve fázi lokálního prohledávání.
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Obrázek 10: Srovnání implementovaných algoritmu˚ podle testu 3.1.2 s nastavením
parametru˚ podle tabulek 1,2,3,4 a 5 pro klastr velikosti 15 s náhodnou pocˇátecˇní populací.
Dále byl, vzhledem k získaným výsledku˚m, proveden test pro všechny implemen-
tované algoritmy a vybrané velikosti klastru. Nastavením pocˇátecˇní generace probíhá
vložením jedné prˇedchozí menší struktury s prˇidáním náhodného atomu a zbytek popu-
lace je tvorˇen náhodneˇ vybranými menšími strukturami s prˇidáním náhodneˇ generova-
ných atomu˚ pro zajišteˇní diverzity (struktury prˇevzaty z [1] a vkládány bez deformací).
Prohledávaný prostor je omezen dvojnásobkem funkce 15 a je uplatneˇno posunutí do
teˇžišteˇ.
Tabulky 6 a 7 popisují pocˇet algoritmu˚ z 1000 nezávislých beˇhu˚, které nalezly výsledek
v relativní vzdálenosti menší než 1% vzhledem ke známému rˇešení z [1] pro vybrané
velikosti klastru˚. Tabulky 8 a 9 udávají nejlepší nalezené rˇešení z 1000 nezávislých beˇhu˚
daných algoritmu˚ a porovnávají jej se známým rˇešením prˇevzatým z [1].
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4 Záveˇr
Cílem práce bylo implementovat balík fortranovských modulu˚, který by se dal využít
pro rˇešení úlohy optimalizace atomových komplexu˚. Optimalizacˇní úlohy byly rˇešeny
pomocí stochastických algoritmu˚ hejnové inteligence. Bylo navrženo neˇkolik rozšírˇení pro
využití prˇi rˇešení problému strukturální optimalizace a následneˇ byl testován vliv teˇchto
rozšírˇení na výsledky optimalizace vybraných algoritmu˚.
Schopnost algoritmu˚ hejnové inteligence rˇešit vysoko dimenzionální optimalizacˇní
problémy molekulové fyziky byla prokázána v posledních letech na algoritmech PSO
[11–13], ABC [42] a DE [38], stále ovšem zu˚stává prostor pro další rozvoj teˇchto metod a
použitých vylepšení.
Rˇešenou úlohou v práci byla minimalizace potenciální energie struktury identických
atomu˚ s energií popsanou Lennardovým-Jonesovým potenciálem. Byly testovány algo-
ritmy ABC [33], DE [37], PSO [10], MCS [41] a SOMA [6]. Výsledný programový balík
byl vyvíjen s du˚razem na modularitu pro následnou aplikaci na jiných úlohách a in-
terakcˇních modelech nebo s využitím jiných algoritmu˚ a jejich rozšírˇení. Základními
testy pro porovnávání kvality algoritmu˚ byla nejnižší nalezená hodnota ze stanoveného
pocˇtu nezávislých beˇhu˚ a rozdeˇlení vzdáleností funkcˇních hodnot rˇešení nalezenými
jednotlivými beˇhy od známých funkcˇních hodnot prˇevzatých z [1].
Výsledky testu˚ uvedené v kapitole 3 potvrdily, že pro základní algoritmy a úpravy,
které jsem použil, je nárocˇné reprodukovat globální minima i pro systémy malé a strˇední
velikosti [42]. Pro zajišteˇní fungování programu i pro veˇtší systémy je tedy trˇeba do zák-
ladních algoritmu˚ zahrnout specifická vylepšení zvyšující jejich úcˇinnost prˇi aplikaci na
atomové a molekulové komplexy. Velikost prohledávané množiny a generování pocˇátecˇní
populace, zvlášteˇ vkládání menších nalezených struktur, se ukázaly jako významná nas-
tavení algoritmu. Existuje ale mnoho dalších úprav, které se mohou projevit obdobneˇ.
Neˇkteré modifikace jsou známy z publikované literatury [11–13, 17–26, 35, 38, 42]. Ze
znalostí problému mu˚žeme vyvodit rˇadu heuristických poznatku˚, které mohou vést k
efektivneˇjšímu prohledávání konfiguracˇního prostoru. V molekulové fyzice je naprˇíklad
možno využít neˇkterých poznatku˚ o symetrii známých struktur pro generování nových
rˇešení [11,38] nebo vytvorˇení metriky pro posuzování blízkosti dvou ru˚zných struktur pro
následné rozdeˇlení do paralelních hejn [11] (viz dále). Další možností je otestovat vhodnost
ru˚zných sourˇadnicových soustav pro reprezentaci geometrické struktury studovaného
systému (polární sourˇadnice, Z-matice, využití permutacˇní symetrie potenciální energie
systému pro identické cˇástice).
Další možností je využití jiných algoritmu˚, jejich kombinace, prˇípadneˇ syntéza nového
algoritmu. V práci bylo posouzeno pouze neˇkolik vybraných z rozsáhlé množiny známých
hejnových algoritmu˚. Literatura poukazuje na neˇkolik dalších základních algoritmu˚ jako
naprˇíklad: rojení sveˇtlušek [44], netopýrˇí algoritmus [43], gravitacˇní algoritmus [45], nabité
cˇástice [46], hejna kobylek [47, 48] nebo vlny hejnových cˇástic [14–16], stejneˇ tak jako na
jejich kombinace a úpravy. Tyto opeˇt využívají více agentu˚ a definují jejich interakce
v závislosti na kvaliteˇ jimi nalezených rˇešení. Úkolem do budoucna tedy je porovnat
úspeˇšnost širší množiny teˇchto algoritmu˚ s optimálneˇ nastavenými rˇídícími parametry a
urcˇit, který se nejlépe hodí pro rˇešení problému˚ z oblasti fyziky atomových a molekulových
klastru˚ a které úpravy pro dané algoritmy jisteˇ prˇispeˇjí k urychlení a zkvalitneˇní rˇešení.
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Teorie paralelních hejnových algoritmu˚ [6, 11, 14–16, 38] je dalším krokem navazu-
jícím na zavedení multiagentových algoritmu˚. Zatímco agentové systémy tvorˇí jednotnou
populaci, kde cˇlenové interagují navzájem, paralelní hejna staví komunikacˇní rozhraní
mezi více populací a urcˇuje pravidla pro interakci mezi nimi. Prˇímocˇarým rozšírˇením je
jednoduché prˇedávání nejlepšího rˇešení mezi populacemi. Z jedné populace tak vymizí
rˇešení, které ji mohlo držet v lokálním minimu, zatímco když jej vložíme do populace jiné,
mu˚že vést k prohledávání jiné cˇásti konfiguracˇního prostoru. Existuje celá rˇada pokrocˇilej-
ších pravidel pro interakci mezi populacemi a podobneˇ jako v hejnových algoritmech se i
zde cˇasto hledá inspirace v živé prˇírodeˇ a organizovaných spolecˇenstvích.
Úkolem jednodušších interakcˇních modelu˚ je aproximace výsledku˚ zjednodušením
interakcˇního modelu pro modely složiteˇjší a prˇesneˇjší. Výsledky z teˇchto modelu˚ mohou
dopomoct prˇi nastavení parametru˚ prˇi meta-optimalizaci nebo poukázat na kvalitu užitých
vylepšení. V budoucnu je plánováno využití algoritmu˚ pro složiteˇjší interakcˇní modely
práveˇ po uplatneˇní informací získaných z modelu˚ jednodušších.
Podle literatury [11, 14–16, 29–32, 38, 38], která využívá pru˚beˇžnou lokální optimalizaci
rˇešení nalezenými jednotlivými agenty, vyžadují základní algoritmy rˇádoveˇ tisíce i více
lokálních optimalizací v pru˚beˇhu jednoho beˇhu algoritmu. I v provedených testech bez
pru˚beˇžné lokální optimalizace se také ukázal strmý náru˚st nutného pocˇtu ohodnocení
úcˇelové funkce s rostoucí velikostí systému. Intuitivneˇ se tedy jako nutná soucˇást teˇchto
algoritmu˚ jeví jejich paralelizace. V soucˇasné verzi je využito direktiv OpenMP. Zdá se
být vhodné v budoucnu využít hybridní paralelizace (OpenMP, MPI (message passing
interface) a GPGPU (general-purpose graphics processing unit)).
Prˇed testováním algoritmu˚ prˇi aplikaci na jiné modely a úlohy je trˇeba vyrˇešit neˇkteré
problémy, které vyvstaly prˇi základním pru˚zkumu oblasti stochastických optimalizacˇních
algoritmu˚. Jedním problémem pro další posuzování kvality algoritmu˚ a jejich modifikací
je zpracování dat. Mnoho ru˚zných algoritmu˚ a jejich rozšírˇení znamená i mnoho dat k
analýze. V práci, je posuzováno jen neˇkolik vybraných kombinací algoritmu˚ a užitých
vylepšení pomocí testu˚ popsaných v kapitole 3. Ideální je ovšem proveˇrˇit všechny algo-
ritmy vu˚cˇi všem možným úpravám. Jako první krok se tedy jeví návrh datové struktury
pro prˇehledné a nejlépe automatické zpracování velkého množství dat, jelikož v práci bylo
zmíneˇno pouze neˇkolik z, s nadsázkou rˇecˇeno, nekonecˇneˇ mnoha možných vylepšení.
Veškerá srovnání algoritmu˚ v mé práci probíhala pouze na základeˇ statistik vytvorˇených
z nalezených výsledku˚, ovšem na samotný algoritmus je možné pohlížet jako na dyna-
mický proces. V takovémto prˇípadeˇ se nabízí otázka, jaké parametry mu˚žeme v pru˚beˇhu
iterací algoritmu meˇrˇit. U veˇtšiny numerických metod je základním ukazatelem rychlost
konvergence. I u stochastických algoritmu˚ mu˚žeme vytvorˇit statistiku pru˚beˇžných nalezených
rˇešení a rychlost konvergence urcˇovat z jejího vývoje. Není to ovšem jediný indikátor.
Mu˚že nás také zajímat co se deˇje s jednotlivými agenty. Pak narážíme na paralely s ter-
modynamikou a mu˚žeme zkusit zavést strˇední kvadratické rychlosti a následneˇ vnitrˇní
energii agentového systému. Prˇípadneˇ nás mu˚že zajímat, jak daný algoritmus prohledává
uvažovaný prostor, tedy jak jsou po neˇm agenti rozmísteˇni a jak toto rozmísteˇní meˇní
beˇhem jednotlivých iterací. Dalším krokem v práci se stochastickými algoritmy by tedy
mohl být pokus jejich porovnání vzhledem k vnitrˇnímu chování. Zjistit, které vlastnosti
mu˚žeme kvantifikovat a na kterých závisí kvalita výsledného rˇešení.
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A Tabulky
velikost 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
ABC01 763 8 8 345 2 77 3 4 0 45 0 0 37 0 0
ABC02 612 5 0 386 11 78 2 2 1 18 0 12 46 0 0
ABC03 668 2 0 445 9 92 3 1 1 102 8 18 35 0 0
DE01 661 9 0 642 18 250 30 37 12 327 10 37 148 0 18
DE02 1,000 0 0 697 91 148 0 23 17 175 1 7 55 0 14
DE03 938 1 0 329 5 85 1 48 14 137 39 29 145 0 0
MCS01 731 0 0 668 2 97 7 83 0 308 8 0 24 0 0
MCS02 680 0 0 669 0 20 0 5 35 159 0 1 0 0 0
MCS03 543 8 0 580 0 149 0 0 0 229 2 0 160 0 0
SOMA01 879 0 0 834 0 243 16 17 31 512 35 35 178 0 0
SOMA02 984 35 0 766 41 132 9 13 0 152 18 1 51 0 7
SOMA03 959 24 0 943 32 274 32 16 0 814 8 32 256 0 0
PSO01 962 24 0 799 19 168 11 19 8 225 27 26 128 0 5
PSO02 904 19 0 679 0 167 7 13 7 211 18 30 93 0 0
PSO03 790 2 0 627 1 130 5 1 3 191 3 5 111 0 1
Tabulka 6: Tabulka výsledku˚ popisuje pocˇet z 1000 nezávislých beˇhu˚ pro algoritmy pop-
sané v kapitole 3.2 a zvolené velikosti systému, jež našly rˇešení x splnˇující |f(x)−CCDmin||CCDmin| <
0.01, kde CCDmin je hodnota prˇevzata z [1], cˇást 1.
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velikost 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
ABC01 8 0 0 0 0 9 0 8 11 0 17 0 0 0 0
ABC02 1 13 0 0 28 0 0 18 0 0 2 8 0 0 3
ABC03 0 3 0 0 54 22 0 29 0 0 17 16 0 9 8
DE01 36 98 13 0 97 20 3 51 32 6 101 0 1 11 0
DE02 38 16 5 1 27 0 0 22 0 0 44 0 0 2 23
DE03 30 6 4 0 19 10 0 7 23 0 16 0 0 3 0
MCS01 2 15 1 0 6 66 0 0 40 0 173 0 0 0 0
MCS02 22 4 21 0 328 0 0 7 8 0 16 0 0 0 0
MCS03 240 96 0 0 0 149 0 0 0 0 3 0 0 0 0
SOMA01 62 86 39 0 122 125 3 174 64 1 100 8 0 10 35
SOMA02 53 59 3 0 53 26 0 10 29 0 25 10 0 8 12
SOMA03 180 206 74 0 166 123 0 144 33 0 78 16 0 19 10
PSO01 47 41 16 2 49 29 0 70 23 0 55 0 0 4 17
PSO02 43 22 13 5 63 23 14 66 36 0 122 20 10 24 4
PSO03 18 33 5 0 41 18 0 63 12 0 77 0 0 9 2
velikost 35 36 37 38 39 40
ABC01 0 0 5 0 0 8
ABC02 0 0 0 0 0 1
ABC03 0 0 4 0 0 0
DE01 1 22 79 0 0 29
DE02 6 5 1 0 0 24
DE03 3 13 1 0 0 19
MCS01 0 0 0 0 0 14
MCS02 0 0 1 0 0 0
MCS03 0 0 0 0 0 0
SOMA01 0 0 36 0 0 67
SOMA02 0 7 0 0 0 13
SOMA03 32 0 38 0 0 33
PSO01 5 4 35 0 0 37
PSO02 8 0 44 0 5 32
PSO03 0 0 15 0 6 18
Tabulka 7: Tabulka výsledku˚ popisuje pocˇet z 1000 nezávislých beˇhu˚ pro algoritmy pop-
sané v kapitole 3.2 a zvolené velikosti systému, jež našly rˇešení x splnˇující |f(x)−CCDmin||CCDmin| <
0.01, kde CCDmin je hodnota prˇevzata z [1], cˇást 2.
5
3
velikost 5 6 7 8 9 10 11 12 13 14 15 16 17 18
CCDm −9.1 −12.71 −16.51 −19.82 −24.11 −28.42 −32.77 −37.97 −44.33 −47.85 −52.32 −56.82 −61.32 −66.53
ABC01 −9.1 −12.71 −16.5 −19.82 −24.11 −28.42 −32.74 −37.96 −41.45 −47.82 −51.39 −55.86 −61.29 −65.72
ABC02 −9.1 −12.71 −15.93 −19.82 −24.11 −28.42 −32.72 −37.91 −44.24 −47.81 −51.38 −56.78 −61.29 −65.8
ABC03 −9.1 −12.71 −15.93 −19.82 −24.11 −28.42 −32.73 −37.89 −44.29 −47.84 −52.29 −56.78 −61.28 −65.75
DE01 −9.1 −12.71 −15.93 −19.82 −24.11 −28.42 −32.75 −37.95 −44.31 −47.84 −52.29 −56.78 −61.29 −62.8
DE02 −9.1 −12.3 −15.93 −19.82 −24.11 −28.42 −28.82 −37.94 −44.31 −47.83 −52.27 −56.78 −61.29 −65.64
DE03 −9.1 −12.71 −15.93 −19.82 −24.11 −28.42 −32.71 −37.95 −44.31 −47.83 −52.31 −56.79 −61.29 −65.77
MCS01 −9.1 −12.3 −15.94 −19.82 −24.1 −28.42 −32.75 −37.96 −41.46 −47.83 −52.27 −55.89 −61.29 −65.71
MCS02 −9.1 −12.3 −15.93 −19.82 −23.17 −28.42 −31.88 −37.95 −44.31 −47.83 −51.35 −56.75 −60.36 −65.74
MCS03 −9.1 −12.71 −15.93 −19.82 −23.15 −28.42 −31.88 −36.13 −41.45 −47.83 −52.29 −55.82 −61.29 −65.16
SOMA01 −9.1 −12.3 −15.93 −19.82 −23.23 −28.42 −32.75 −37.95 −44.31 −47.83 −52.31 −56.8 −61.29 −65.8
SOMA02 −9.1 −12.71 −15.93 −19.82 −24.11 −28.42 −32.74 −37.94 −41.47 −47.82 −52.29 −56.75 −61.29 −65.69
SOMA03 −9.1 −12.71 −15.94 −19.82 −24.11 −28.42 −32.76 −37.94 −41.47 −47.85 −52.28 −56.81 −61.3 −65.84
PSO01 −9.1 −12.71 −15.94 −19.82 −24.11 −28.42 −32.74 −37.96 −44.31 −47.83 −52.3 −56.79 −61.28 −65.77
PSO02 −9.1 −12.71 −15.93 −19.82 −23.23 −28.42 −32.74 −37.95 −44.29 −47.83 −52.3 −56.79 −61.28 −65.75
PSO03 −9.1 −12.71 −15.93 −19.82 −24.1 −28.42 −32.73 −37.89 −44.3 −47.83 −52.3 −56.77 −61.29 −65.72
velikost 19 20 21 22 23 24 25 26 27 28 29 30 31
CCDm −72.66 −77.18 −81.68 −86.81 −92.84 −97.35 −102.37 −108.32 −112.87 −117.82 −123.59 −128.29 −133.59
ABC01 −69.97 −77.01 −80.28 −85.93 −91.09 −96.26 −101.59 −105.98 −112.59 −117.58 −121.78 −127.85 −131.22
ABC02 −70.98 −76.57 −81.4 −85.84 −91.16 −97.1 −97.48 −106.52 −112.66 −116.12 −121.31 −127.86 −132.77
ABC03 −69.97 −76.28 −81.36 −85.83 −91.09 −97.19 −102.05 −106.82 −112.53 −116.44 −122.1 −127.92 −132.92
DE01 −72.49 −77.06 −81.54 −86.08 −91.27 −97.23 −101.73 −108 −112.65 −117.45 −123.13 −128 −130.13
DE02 −72.59 −77.09 −81.44 −86.38 −92.24 −97.21 −101.3 −106.57 −112.61 −115.94 −122.02 −127.93 −131.87
DE03 −70.88 −76.95 −81.51 −86.04 −91.23 −96.93 −102.14 −106.9 −112.15 −117.25 −122.2 −127.89 −129.09
MCS01 −67.16 −77.02 −81.53 −86.03 −89.8 −97.04 −101.94 −106.86 −111.32 −117.21 −121.74 −127.8 −129.99
MCS02 −70.92 −77.01 −81.26 −86.08 −90.77 −97.21 −97.64 −102.42 −112.33 −116.93 −122.22 −127.92 −131.56
MCS03 −70.11 −77.1 −81.62 −85.53 −86.82 −95.75 −101.89 −105.3 −111.47 −115.86 −122.07 −127.65 −130.53
SOMA01 −71.03 −77.08 −81.57 −86.5 −91.19 −97.27 −101.79 −107.78 −112.72 −117.29 −122.98 −127.96 −132.52
SOMA02 −72.54 −77.08 −81.57 −86.06 −91.17 −97.14 −102.09 −106.83 −112.73 −117.6 −122.01 −127.91 −132.91
SOMA03 −71.08 −77.17 −81.67 −86.2 −91.24 −97.3 −101.95 −106.73 −112.81 −117.32 −122.19 −128.12 −133.13
PSO01 −72.48 −77.07 −81.49 −86.24 −92.41 −97.15 −102 −106.6 −112.72 −117.15 −122.17 −127.97 −131.95
PSO02 −70.97 −77.02 −81.5 −86.73 −92.45 −97.2 −102.01 −107.9 −112.59 −117.39 −122.1 −128.01 −132.84
PSO03 −72.25 −77.05 −81.55 −86.04 −91.14 −97.17 −102.13 −106.62 −112.68 −117.07 −122.06 −127.93 −132.19
Tabulka 8: Tabulka výsledku˚ popisuje nejlepší nalezená rˇešení z 1000 nezávislých beˇhu˚ algoritmu s nastavením parametru˚ podle
tabulek z kapitoly 3.2 pro zvolené velikosti systému a srovnává jej se známými funkcˇními hodnotami v globálních rˇešeních prˇevzatých
z [1], cˇást 1.
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velikost 32 33 34 35 36 37 38 39 40
CCDm −139.64 −144.84 −150.04 −155.76 −161.83 −167.03 −173.93 −180.03 −185.25
ABC01 −137.2 −143.1 −147.01 −152.86 −159.41 −166.29 −171.79 −177.77 −183.58
ABC02 −137.08 −143.17 −148.83 −153.61 −158.86 −164.5 −171.81 −177.31 −184.3
ABC03 −137.3 −144.28 −148.77 −153.93 −159.4 −165.47 −171.17 −177.68 −182.75
DE01 −139.24 −144.32 −147.42 −154.31 −161.68 −166.8 −172.15 −177.96 −183.7
DE02 −136.29 −143.48 −148.85 −155.12 −161.7 −165.58 −170.14 −178.1 −183.97
DE03 −137.6 −144.55 −148.03 −154.86 −160.88 −165.5 −169.98 −178.04 −183.71
MCS01 −134.94 −141.87 −146.62 −153.99 −159.21 −162.33 −169.01 −177.76 −183.9
MCS02 −133.95 −139.66 −148.03 −150.33 −155.78 −166.3 −170.28 −174.42 −180.24
MCS03 −134.24 −139.74 −147.45 −153.53 −156.66 −165.24 −171.2 −177.42 −182.59
SOMA01 −137.55 −143.59 −149.59 −153.81 −159.59 −166.92 −172.19 −177.99 −184.09
SOMA02 −137.22 −143.8 −149.08 −153.68 −160.27 −164.91 −172.05 −178.04 −183.99
SOMA03 −137.6 −143.77 −148.79 −154.79 −159.78 −166.9 −172.07 −178.01 −184.1
PSO01 −137.91 −144.57 −148.89 −154.89 −160.78 −166.82 −172.13 −177.92 −183.97
PSO02 −138.68 −144.57 −148.74 −154.6 −159.64 −166.85 −171.61 −178.49 −184.78
PSO03 −136.88 −144.01 −148.7 −154 −159.71 −166.8 −172.15 −178.53 −184.03
Tabulka 9: Tabulka výsledku˚ popisuje nejlepší nalezená rˇešení z 1000 nezávislých beˇhu˚ algoritmu s nastavením parametru˚ podle
tabulek z kapitoly 3.2 pro zvolené velikosti systému a srovnává jej se známými funkcˇními hodnotami v globálních rˇešeních prˇevzatých
z [1], cˇást 2.
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B Programová implementace
Viz prˇiložené CD.
