This paper concerns classical nonlinear scalar field models on the real line. If the potential is a symmetric double-well, such a model admits static solutions called kinks and antikinks, which are perhaps the simplest examples of topological solitons. We study pure multi-kinks, which are solutions that converge in one infinite time direction to a superposition of a finite number of kinks and antikinks, without radiation. Our main result is a complete classification of all kink-antikink pairs in the strongly interacting regime, which means the speeds of the kinks tend asymptotically to zero. We show that up to translation there is only one such solution, and we give a precise description of the dynamics of the kink separation. We also establish the existence of strongly interacting K-multi-kinks, for any natural number K.
Introduction
1.1. Setting of the problem. We study scalar field equations on the real line. Let U : R → [0, +∞) be a function of class C ∞ and consider the Lagrangian action,
for real valued functions φ = φ(t, x). The Euler-Lagrange equation associated to L is the nonlinear wave equation,
We will study (1.1) for potentials U that are even functions taking the global minimal value U min = 0, and such that there are distinct real numbers φ − < φ + so that
(1.2)
Two classically studied examples of (1.1) with potentials as in (1.2) are the sine-Gordon equation,
where we have taken U (φ) = 1 − cos φ above, and the φ 4 model,
The potential energy E p , the kinetic energy E k , and the total energy E associated with the equation (1.1) are given by
We say that a solution to (1.1) is in the energy space if E(φ) is finite. For such a solution the energy is conserved, i.e., E(φ(t, ·)) = constant. By a solution φ(t, x) of (1.1), we always mean a strong solution in the energy space. By standard arguments, the Cauchy problem for (1.1) is locally well-posed for initial data (φ 0 , φ 1 ) ∈ H 1 (R) × L 2 (R), and globally well-posed under additional assumptions on U , for instance if U is globally Lipschitz or if lim φ→±∞ U (φ) = ∞. Stationary solutions of (1.1) are the critical points of the potential energy. The trivial ones include the vacuum fields φ(t, x) = φ ± , which are global minima of E p . Importantly, there are also non-constant static solutions φ(t, x) called kinks connecting the two vacua, that is for instance
(1.5)
All of these solutions are given by φ(t, x) = H(x − a), (1.6) where H(x) is an increasing, smooth, odd function that minimizes the potential energy restricted to those functions φ(x) satisfying (1.5), and a ∈ R is a parameter. For the sine-Gordon equation (1. 3) the kink is given by H(x) = 4 arctan(e x ) and for the φ 4 model we have H(x) = tanh(x/ √ 2). We will study the function H for general U as in (1.2) in detail in Section 2.1.
In this paper we agree that solutions of the form (1.6) that are increasing will be called kinks and those that are decreasing (i.e., that connect from φ + at −∞ to φ − at +∞) will be called antikinks. The latter are all given by φ(t, x) = H(−x + a). ODE analysis shows that besides the vacuum fields, the kinks, and the antikinks, no other finite potential energy stationary solutions such that φ − ≤ φ ≤ φ + exist. We note that equation (1.1) is invariant by Lorentz transformations and applying a Lorentz boost we obtain moving kinks and antikinks:
where v ∈ (−1, 1) and γ = (1 − v 2 ) − 1 2 . Kinks and antikinks are the simplest examples of topological solitons (they are one-dimensional) and this perhaps explains why the wave equation (1.1) is widely studied both as a model problem in physics and due to its own merit as an interesting and challenging mathematical problem. For example, the question of nonlinear stability of the kink for the φ 4 -model (1.4) is classical, but still open for general smooth perturbations; see the recent work of the second author with Martel and Muñoz [17] where stability of the φ 4 kink was proved under odd perturbations. For some other, special potentials this problem was studied in [16] , [15] . On the mathematical physics side, we refer the reader to [18] , [19] and the references therein for specific examples and their motivations.
1.2. Main results. In this paper we consider the question of multi-kink solutions to (1.1) in what we call the strongly interacting regime. Multi-kinks are informally defined as solutions that converge to a superposition of a finite number of kinks and antikinks, without radiation, as t → ∞. We will define "strongly interacting" precisely below, but informally this means the special class of multikinks for which the speeds of the kinks tend to zero as t → ∞. An interesting aspect of this regime is that the dynamics are driven solely by nonlinear interactions between the kinks and antikinks. 2 This is in contrast to a multi-kink configuration consisting of boosted kinks and antikinks (i.e., the kinks have a nontrivial asymptotic velocities), where the nonlinear interactions between the kinks are negligible as compared to the internal dynamics of each kink determined by the Lorentz boost. In other words w, which is a superposition of a sufficiently separated kink and antikink, "nearly" solves (1.1) when |a| ≫ 1. Taking a = a(t), |a(t)| ≫ 1, to be a time dependent modulation function, if there were a solution φ(t, x) ≈ w(x, a(t)) with |a ′ (t)| → 0 as t → ∞, then its total energy would be, up to a very small correction, equal to twice the potential energy of the kink. We think of this as a threshold situation for the formation of kink-antikink pairs. Our goal is to find and classify all such solutions.
First, we give a precise definition of this threshold scenario.
Definition 1.1. We say that a solution φ(t, x) of (1.1) is a strongly interacting kink-antikink pair if there exist real-valued functions x 1 (t) and x 2 (t) such that
We remark that if φ(t, x) is a strongly interacting kink-antikink pair, then E(φ) = 2E p (H).
Before stating the main theorems we introduce the following explicit constants. Given U as in (1.2), we define,
and
(1.10) where H is the static kink solution to (1.1) (H is defined precisely later in (2.5)). With this notation in hand we have: Theorem 1 (Existence and uniqueness of the strongly interacting kink-antikink pair). There exist a C 1 function x(t), a small constant ǫ > 0, a large constant T 0 > 0, and a solution φ (2) (t, x) of (1.1) such that for all t > T 0 , (1.11) and φ (2) (t) − φ + − H(· + x(t)) + H(· − x(t)) H 1
Moreover, φ (2) is the unique strongly interacting kink-antikink pair up to translation, i.e., if φ(t, x) is any strongly interacting kink-antikink pair, then there exist t 0 , x 0 ∈ R so that φ(t, x) = φ (2) (t − t 0 , x − x 0 ). Remark 1.2. We expect that the subset of the energy space given by M = {φ (2) (t − t 0 , x − x 0 ) | (t 0 , x 0 ) ∈ R × R} is in fact a smooth two dimensional manifold, but we chose not to pursue this issue here. Remark 1.3. One can observe in (1.11 ) that the main order term of x ′ (t), namely (U ′′ (φ + )) − 1 2 t −1 , is the time derivative of (U ′′ (φ + )) − 1 2 log(At), which is the main order term of x(t). Similarly, in the estimate (1.12) the term x ′ (t) ∂ x H(· + x(t)) + ∂ x H(· − x(t)) in the second line is the time derivative of the term − φ + − H(· + x(t)) + H(· − x(t)) from the first line. Thus φ (2) (t, x) is in fact a strongly interacting kink-antikink pair in the sense of Definition 1.1. Such solutions are discussed in the mathematical physics literature. For instance, [19, Chapter 5.2] contains formal and numerical predictions about the evolution of an initial configuration composed of a stationary kink and anti-kink placed at a large distance. As we make the initial separation tend to infinity, the corresponding solutions converge to strongly interacting kink-antikink pairs.
Note that the uniqueness statement in Theorem 1 is new even for the completely integrable sine-Gordon equation; see the further discussion of this case below.
Remark 1.4. The sine-Gordon equation (1.3) is a very special case of (1.1) as it is a canonical example of a completely integrable equation and one can write down explicit solutions. An example of a strongly interacting kink-antikink pair is furnished by
and the family M of such pairs is given by time and space translations of φ SG, (2) . Note that here we have taken φ + = 0 and φ − = −2π. Although in this case M is explicit, the uniqueness part of our theorem is novel and does not seem to follow directly from the fact that the sine-Gordon equation is completely integrable. Note that for t ≫ 1 we have φ SG,(2) (t, x) ≈ −4 arctan e (x+log 2t) + 4 arctan e (x−log 2t)
As expected φ SG, (2) is for large positive times approximated by the superposition of the sine-Gordon antikink H(x) = 4 arctan(e −x ) and the kink H(x) = 4arctanh (e x ) shifted respectively to x 1 (t) = − log 2t and x 2 (t) = log 2t.
1.2.2. K-kink clusters. We also give a construction of K-kink clusters, for arbitrary K ∈ N in the strongly interacting regime. We begin with a definition. Definition 1.5. Let K ≥ 1. We say that a solution φ(t, x) of (1.1) is a kink K-cluster if there exist real-valued functions x j (t) for j ∈ {1, 2, . . . , K} such that
For example, the only kink 1-clusters are the antikinks φ(t,
In Theorem 1, we classify all the kink 2-clusters -there is only one, given by φ (2) , up to translation. For K > 2 we have the following result. Theorem 2. Fix K ≥ 1 and set c j := K−j i=j log i for 1 ≤ j ≤ (K + 1)/2, and c j := −c K+1−j for (K + 1)/2 < j ≤ K. There exist C 1 functions x 1 (t), . . . , x K (t), and a small number ǫ > 0 satisfying
and a solution φ (K) (t, x) of (1.1) such that
Remark 1.6. We expect that for any K ≥ 2 a result similar to Theorem 1 holds, that is the constructed K-cluster is unique up to translations in space and time. However, the proof seems quite technical and to keep the paper at reasonable length we do not to pursue this issue here.
1.3. Further discussion of Theorem 1 and Theorem 2.
1.3.1. Strong vs. weak soliton interactions. Multi-kinks in the strongly interacting regime considered in Theorems 1 and 2 are threshold solutions in the sense that they have the minimal energy E = KE p (H) needed to contain K distinct kink structures. Alternatively, one could consider solutions that are approximately the superposition of Lorentz boosted kinks and antikinks with nontrivial velocities, which we dub the weakly interacting regime. Any K-kink solution of the latter type would have nontrivial asymptotic kinetic energy, and thus total energy strictly above KE p (H). The weakly interacting regime should be accessible given the existing literature (or via the techniques introduced in this paper), in particular given the landmark works of Merle [26] , Martel [20] , and Martel, Merle [21] , who proved the existence of N -soliton solutions to g-KDV and NLS with distinct, nontrivial velocities; see also Martel, Merle, Tsai [25] and Côte, Martel, Merle [3] . Note that in [20] , Martel also established uniqueness of the weakly interacting N -soliton for each given set of distinct velocities. In the context of nonlinear waves, see the work of Côte, Muñoz [4] , who constructed N -solitons solutions with distinct velocities for nonlinear Klein-Gordon equations. We emphasize a key distinction: in the strongly interacting regime considered here, the dynamics are driven solely by nonlinear interactions between the kinks, whereas in the weakly interacting regime the soliton interactions are negligible to main order.
1.3.2.
Kink-antikink collisions. The solution φ (2) in Theorem 1 contains an antikink moving to the left and a kink moving to the right in forward time. Since (1.1) is time-reversible, one may ask what happens when time is run backwards and the kink and antikink structures move towards each other and eventually collide (i.e., the distance x 2 (t) − x 1 (t) becomes ≃ 1). The folklore conjecture is that whereas soliton collisions are known to be elastic for the integrable sine-Gordon equation, collisions should be inelastic for equations that are not completely integrable, i.e. for the φ 4 -model (1.4) and for the general equation (1.1). Here inelastic means that the collision results in some quantum of energy radiating away freely as t → −∞. The threshold solution φ (2) is an interesting solution for which to consider the collision problem. Indeed, if any part of the solution breaks off as free radiation after the collision, the fact that it is the minimal energy topologically trivial kink-anitkink structure suggests that the entire solution should disperse as t → −∞. Such a phenomenon was established by the first and third authors for the minimal energy 2-bubble configuration for the k-equivariant R 2 → S 2 wave maps problem in [13] . A key ingredient in [13] is a so-called threshold theorem (proved earlier in [2] ), which says that any topologically trivial k-equivariant wave map with energy less than twice the energy of the k-equivariant harmonic map Q must disperse freely in both time directions. Once it was shown in [13] (via a no-return analysis) that a solution could not form a minimal 2-bubble in both time directions, the threshold theorem could be applied to conclude that any two bubble in one direction had to completely disperse in the opposite direction, i.e., the collision had to be completely inelastic. However, an analogous threshold theorem for (1.4) does not seem within reach. Even the small energy problem is extremely challenging given the slow dispersive decay of the 1d Klein-Gordon waves (which appear after linearization about the vacua φ ± ); see Delort [6] and Hayashi-Naumkin [7, 8] on the modified scattering procedure for NLKG solutions with cubic and quadratic nonlinearities and small, decaying initial data.
Another key difficulty in studying kink collisions is that any analysis must "see" the difference between the elastic collisions for (1.3) and the conjectured inelastic collisions for (1.4) . For the sine-Gordon equation (1.3) we can use the explicit formula to find the asymptotic behavior of φ SG, (2) when t → −∞. We see that
Hence, backward in time φ SG, (2) is approximated by the superposition of the kink 4 arctan(e x ) and the antikink 4 arctan(e −x ) shifted respectively to x 1 (t) = − log 2|t| and x 2 (t) = log 2|t|. At t ≈ 0 the antikink and the kink collide due to the attracting force between them. Viewing time running forward, before the collision φ SG,(2) (t, x) connects the vacuum state 0 with itself through the vacuum state 2π and after the collision the 0 state is connected with itself through the vacuum state −2π. This means that the energy accumulated near the well φ = 2π of the sine-Gordon potential U (φ) = (1 − cos φ) during the collision is transferred as t → ∞ to the well φ = −2π. Up to the symmetry φ SG,(2) (t, x) = −φ SG,(2) (−t, x) the solution before and after the collision is identical and we see the perfectly elastic collision of the kink and the antikink.
Outside of the integrable setting, the inelastic soliton collision problem is a topic of interest to the physics community. Numerical evidence supports the conjecture that the elastic kink-antikink collision scenario is particular to the sine-Gordon equation. The general heuristic is that a strongly interacting kink-antikink pair arises as a result of a focusing of radiation near the left potential well φ − of U (φ). If the energy accumulated passes the threshold of 2E p (H) then part of the energy is shifted to the right potential well φ + . This process can be seen as emission of the kink-antikink pair from the radiation. Reversing time it can be seen as a collision scenario in which some of the potential energy of the kink-antikink pair is converted to kinetic energy and is eventually radiated. We stress that Theorem 1 is only valid for t > T 0 and no conclusions can be drawn when the fronts of the kink and the antikink are close to one another, in this context see [29] .
Global in time, rigorous descriptions of strongly interacting kink-antikink pairs is a challenging open problem. In general, there is very little known about the collision problem. The first mathematical examples of inelastic collisions were given for 2-soliton solutions to the gKDV equation in remarkable works by Martel and Merle [23, 22] . Recently in [24] , Martel and Merle gave examples of inelastic collisions for the 5d energy critical nonlinear wave equation showing that some dispersion is produced after collision. The only other result is [13] , which was already described above.
1.3.3.
Comparison with the Allen-Cahn equation. This work was in part inspired by the construction of the multiple end solutions for the Allen-Cahn equation
by the second author with del Pino, Pacard, and Wei in [5] . The analog of a strongly interacting kink-antikink pair in this case has approximate form 1.4. A summary of the proof. In this section we give a brief outline of the paper, focusing on the proof of Theorem 1. Section 2 gives a detailed study of the kink solution H(x) and the coercivity properties of the operator obtained by linearization. We establish several technical lemmas, including a computation of the formal attraction force between a well separated kink-antikink pair. This section is technical in nature and can be skimmed on a first reading.
The argument used to prove Theorem 1 is then divided in two parts. First, in Section 3 we give a preliminary dynamical classification of all finite energy strongly interacting kink-antikink pairs. Then, in Section 4 we prove the existence of a kink-antikink pair while also establishing its uniqueness in a certain t-weighted function space. The dynamical classification result of Section 3 is then used to show that every strongly interacting kink-antikink pair lies in the function space in which uniqueness was established, thus giving uniqueness in the energy space and finishing the proof of Theorem 1. The structure of this argument, which establishes uniqueness of the multi-kink in addition to its existence, is novel and should be of independent interest. We give a rough sketch of how this works below.
Part 1: To establish the preliminary classification we use a scheme similar to the one introduced by the first and third authors to classify all two bubble wave maps in [13] , and by the first author to classify strongly interacting two-solitons for gKdV in [10] . We assume that φ(t, x) is a strongly interacting kink-antikink pair, and without loss of generality that φ ± = ±1. This means that for large enough times, φ admits a decomposition of the form
satisfying conditions (1.7) and (1.8), or equivalently
(1.14)
The goal is to turn the qualitative assumptions above into quantitative information on the dynamics and decay of (g(t), ∂ t g(t), x 1 (t), x t (t)). 7 By standard modulation theoretic arguments, we fix the unique choice of x 1 (t) and x 2 (t) for which g(t) satisfies the orthogonality conditions
Differentiation of the orthogonality conditions, use of the equation satisfied by g(t, x), and an argument based on the Taylor expansion of the energy are enough to give preliminary estimates on the size of |x ′ j (t)|, |x ′′ j (t)| and g(t), ∂ t g(t) H 1 ×L 2 in terms of the distance x 2 (t) − x 1 (t) between the kinks. However, as one might expect, these standard arguments are not sufficient to understand the dynamics in a useful way. At this point, we perform an ad hoc change of unknowns, replacing x ′ j (t) with corrected variables p j (t). The point is that while the p j (t) are small perturbations of x ′ j (t), the correction, which is built using a localized momentum functional, cancels terms of indeterminate sign in the equations for x ′′ j (t). We reveal that the dynamics of p j (t), and hence of x ′ j (t), are determined, up to negligible error, by the nonlinear interaction force F (x 2 (t) − x 1 (t)) between the two kinks; see Lemma 3.5. A study of the ODE satisfied by the p j (t) yields bounds on the distance between the kinks, ≃ 2 log t, as well as decay rates for x ′ j (t), x ′′ j (t). We remark that the technique of modifying a modulation parameter with a localized functional based on an underlying symmetry was used in a similar context by the first author in [9] .
At the conclusion of Section 3, one could rather easily construct a strongly interacting kinkantikink pair. For example, see the construction performed in the recent work of the first and third authors with Rodriguez on singular wave maps in [14, Section 5] , which used an analogous preliminary classification of the dynamics to pass to a weak limit of a sequence of well chosen approximations to the desired solution; see also previous work of Rodriguez [28] . However, such constructions fail to establish uniqueness, which is a main goal of this work. To this end, we introduce a new version of Liapunov-Schmidt reduction in the setting of dispersive equations, inspired in part by work of the second author on the 2d elliptic Allen-Cahn problem in [5] . That we can use this philosophy not just to construct but to prove unconditional uniqueness is novel, and relies crucially on the preliminary classification in Section 3.
Part 2: By Liapunov-Schmidt reduction, we simply mean that the process of finding the desired solution will be carried out in two steps described below. The implementation of these steps is of course quite different from the elliptic case, as we are here dealing with a nonlinear wave equation.
We assume a priori that
and that (1.14) and (1.15) hold. We project the equation (1.1) onto the space spanned by ∂ x H(· − x j (t)), j = 1, 2 and onto its orthogonal complement. This way we are lead to solving the projected equation
) and what is referred to as the bifurcation equation
see for example [1, Section 2.4] . Any (g(t, x), x 1 (t), x 2 (t)) that solves both equations is the desired kink-antikink pair.
Step 1: The first step is to solve (1.16) by finding unique (g(t, x), λ j (t)), for given fixed x j (t)'s, within function spaces motivated by the classification result. The core ingredients in this step are energy-type estimates for the linearized equation followed by a contraction mapping argument. Of course the linearized potential is time dependent (the kinks are moving), so a naive definition of the energy functional is not sufficient. We design a modified energy, namely a mixed energy/localized momentum functional, where a local momentum term is added to remove terms of critical size but indeterminate sign after differentiation. The addition of the localized momentum correction term is analogous to the mixed energy-localized virial functional used by the first author to study 2bubble energy critical waves in [12] , which drew its inspiration from Raphaël, Szeftel [27] . Here the underlying symmetry yielding the modulation parameters is translation and hence the correction is built from the generator of momentum, where in [12] the symmetry is scaling, which necessitates a localized virial correction. Our argument requires g(t, x) to exhibit a quantitative improvement in time decay over what is given by the preliminary classification. One way of showing improved decay for the error g would be to further refine the ansatz, i.e., extract the next order profiles from g before imposing orthogonality conditions. Here we pursue an alternative method to obtain the improvement, which consists of a further modification of the energy functional designed to exploit additional decay of the time derivative of the forcing; see Lemma 4.3.
Step 2: The second step is to solve the bifurcation equation (1.17) . In other words we seek the unique pair of trajectories (x 1 (t), x 2 (t)) such that the corresponding triplet (g(t), λ 1 (t), λ 2 (t)) found in the first step satisfies λ 1 (t) = λ 2 (t) ≡ 0. We find that (1.17) is a non local and nonlinear system of second order ODEs for (x 1 (t), x 2 (t)). To set up a contraction mapping, we must compare the solutions found in Step 1 arising from distinct pairs of trajectories (x 1 (t), x 2 (t)). This leads to a main difficulty in the method, as the chosen orthogonality conditions depend on the choice of the trajectory; see Lemma 4.4. Crucial to the entire argument of course, is the design of the function spaces in which the contraction mapping arguments are performed.
By combining Parts 1 and 2 outlined above, the proof of Theorem 1 is completed at the end of Section 4.
The proof of Theorem 2 takes place in Section 5 and mimics the second part of the proof of Theorem 1, namely the Liapunov-Schmidt part of the argument. We do not obtain uniqueness in the energy space for K-kink clusters because we do not perform the preliminary classification analysis from Section 3 in this setting. The immediate obstruction to such analysis is that we do not sufficiently understand the stability of solutions to the formal system satisfied by the modulation parameters.
to denote the derivative. The prime notation is only used for the time derivative of a function of one variable t and for the derivative of the potential U .
We now define some function spaces frequently used in the paper. Let γ, β, α ∈ R, T 0 > 0 and z : [T 0 , ∞) → R a continuous function. We set
If z is twice continuously differentiable, we set
. Note that we are using the same time weight for z ′ and z ′′ .
If z is a continuous function from [T 0 , ∞) to some Banach space E, we denote
. If the space E is clear from the context, we write N γ instead of N γ (E) and S γ instead of S γ (E). We define in the usual way the Banach spaces N γ (E) and S γ (E) as the completion of the space of smooth compactly supported functions [T 0 , ∞) → E for the corresponding norm. Note that if
Remark 1.7. We should keep in mind that all these norms depend on T 0 . Often we can make some constants small by taking T 0 large enough. For example, if γ 1 < γ 2 and c 0 > 0 is a small constant, then · Nγ 1 ≤ c 0 · Nγ 2 if T 0 is large enough (depending only on γ 1 , γ 2 and c 0 ). We will use this fact frequently.
We conclude this subsection with some additional notational conventions.
• If · A and · B are two norms, we denote · A∩B := max( · A , · B ).
• For u, v : R → R we write u, v := R uv dx, whenever this expression makes sense.
• We denote D and D 2 the first and second Fréchet derivatives of a functional.
• We denote x + the positive part of x, in other words
Potential energy and interaction of a kink-antikink pair
In this section, we analyse configurations close to a superposition of a well-separated kink and antikink at a fixed time. We prove coercivity of the potential energy and prove bounds on various interaction terms, which will be used in later sections.
We note that by changing U (φ) → U (φ/φ + ) without loss of generality we can assume that (1)) solves the same equation, but with the potential U (φ) replaced by U (φ)/U ′′ (1). For the kink H of the original problem this amounts tõ
Thus in the rest of this paper we always assume that φ + = 1, φ − = −1 and U ′′ (−1) = U ′′ (1) = 1.
Stationary solutions.
A stationary field φ(t, x) = ψ(x) is a solution of (1.1) if and only if
We seek solutions of (2.1) having finite potential energy E p (ψ).
But then (2.2) and (2.3) imply k = 0. We obtain the first order Bogomolny equations:
We consider the first case, since the second is obtained by changing x to −x. If ψ connects the two vacua −1 and 1, then there exists a ∈ R such that ψ(a) = 0. The solution of (2.4) with this initial condition is ψ(
Proof. We only prove (2.7), which provides the asymptotic behavior of H(x) for x → ∞. The arguments for (2.6) are very similar.
Using the third order Taylor expansion of U (y) around y = 1 one obtains
This implies in particular |z − x| 1, and once we know this we get
The bound for ∂ x H(x) is obtained from (2.4) and the fact that
We now compute two constants which will appear later in the proof. We claim that
The first formula follows from (2.4) and a change of variable φ = H(x). The second formula follows from
We have the classical Bogomolny coercivity:
In particular,
We define
in particular for a = 0 we have L(∂ x H) = 0. Differentiating (2.9) with respect to a at a = 0 we obtain
Proof. This is a standard consequence of the Sturm-Liouville theory and the fact that ∂ x H(x) > 0 for all x ∈ R.
Since 1 − U ′′ (H) is a bounded function, (2.11) follows by taking c small.
Proof. We set
where c > 0 is the constant in (2.11) and o(1) → 0 as z 0 → ∞. We prove (2.12) for j = 1 (the proof for j = 2 is similar). Without loss of generality we can assume x 1 = 0, so that x 2 ≥ z 0 . We then have
We thus obtain
Next, we show (2.13). Using the fact that ∂
as the first term in the second line is positive. Finally, the bound (2.14) follows from
Remark 2.5. In a similar way one could treat a multi-kink case, namely the operator L X :
The following lemma is often useful while estimating interactions.
Lemma 2.6. For any x 1 < x 2 and α, β > 0 with α = β the following bound holds:
For any α > 0, the following bound holds:
Proof. Straightforward computation.
To measure the interaction between the kinks located at
Observe that
Lemma 2.7. There exists C > 0 (depending only on U ) such that for all x 1 , x 2 , x ∈ R with x 2 − x 1 ≥ 1 the following inequalities are true for all j, k ∈ {1, 2}: 
follows. Finally, in order to prove (2.20) we notice that
and we conclude using (2.21). Bound (2.17) follows easily from U ′′ being locally Lipschitz, and (2.18) is clear.
We will often denote z = x 2 − x 1 the distance between the kinks. We introduce the following function, which is the (renormalised) formally computed attraction force between a kink and an antikink at distance z:
For future reference we note that 
In the computation which follows the symbol "≃" means "up to terms of order ze −2z ". The fundamental theorem of calculus together with (2.24) yields
Using
The function U ′′ is locally Lipschitz, thus |U ′′ (H) − U ′′ (1)| |1 − H|. We also have, by Proposi-
we conclude that
where in the last step we use (2.8).
Then, by translation invariance and symmetry, it follows from the last lemma that
In the next lemma, we compute the potential energy of a kink-antikink configuration φ(x)
where κ is defined by (1.9).
Proof. Without loss of generality assume x 1 = 0 and
By symmetry, we obtain
and (2.29) will follow by integrating (2.27) in z. 
We observe that, since U ′′′ is locally Lipschitz,
We also have
If g and g ♯ have the same sign, then the last integral equals 1 2 
If g and g ♯ have opposite signs, then we obtain 1 2 
This proves (2.37).
Main order asymptotics of any kink-antikink pair
We consider any solution φ of (1.1) of the form 
The first step is to specify the choice of (x 1 , x 2 ). 
x). Then (3.2) and (3.3) hold with (x 1 , x 2 , g) replaced by ( x 1 , x 2 , g) and, moreover, g(t) satisfies the orthogonality conditions
Proof. The proof follows a well-known scheme based on a quantitative version of the Implicit Function Theorem, see for instance [11, Lemma 3.3] .
Step 1. (Choice of parameters for a fixed time.) Fix fix t and write (x 1 , x 2 , g, φ) instead of (x 1 (t), x 2 (t), g(t), φ(t)). We prove that there exists C 0 , η 0 > 0 having the following property. If
We define Γ :
It is easy to check that D x 1 ,x 2 Γ is a uniformly non-degenerate matrix, which implies the claim.
Step 2. (Time derivability of the modulation parameters.) Thus, if T 0 is large enough, by Step 1. there exist x 1 (T 0 ) and x 2 (T 0 ) such that (3.4) holds for t = T 0 . We now define ( x 1 , x 2 ) as the solution of the system of differential equations (with initial conditions at t = T 0 )
. The computation at the beginning of Lemma 3.3 below shows that (3.4) then holds for all t ≥ T 0 . By a straightforward bootstrap argument and using the uniqueness part of Step 1, ( x 1 , x 2 ) satisfy x 2 (t) − x 1 (t) → ∞ and g(t) → 0. Also, we deduce from the differential equations that x 1 and x 2 are twice continuously differentiable.
In the sequel, we write (x 1 , x 2 , g) instead of ( x 1 , x 2 , g). In other words, we have (3.1), (3.2), (3.3) and, additionally, x 1 , x 2 are twice continuously differentiable and satisfy
Passing from φ to the triple (x 1 , x 2 , g) defines a diffeomorphism of a neighborhood of the kink-antikink pairs and a codimension two submanifold of R 2 × H 1 (R) determined by the conditions (3.5). Note that (x 1 , x 2 , g) is not a system of coordinates; informally speaking, g(t, x) and (x 1 (t), x 2 (t)) are "not independent". This causes some trouble when one wants to compare two solutions corresponding to two different pairs of trajectories X = (x 1 , x 2 ) and
thus (1.1) rewrites as
Lemma 3.3. If φ is a solution of (1.1) such that (3.2) and (3.3) hold, then there exist C 0 and T 0 such that for all t ≥ T 0 the following bounds hold:
9)
|x ′′
Proof. Differentiating in t the first relation in (3.5), we obtain
(3.11)
Similarly, differentiating in t the second relation in (3.5) yields
This can be viewed as a linear system for x ′ 1 (t) and x ′ 2 (t). Note that lim t→∞ | ∂ x H 1 (t), ∂ x H 2 (t) | = 0 by (2.18), so the matrix of the system is diagonally dominant. In particular, we obtain
Observe that (3.6) and (3.13) yield
In order to prove (3.8), we observe that (3.2) and (3.3) imply
Indeed, applying Cauchy-Schwarz we have
where in the last step we use boundedness of U ′ (1 − H 1 (t) + H 2 (t)) L 2 , easy to justify by (2.16).
Since ∂ t φ(t) 2 L 2 → 0 as t → ∞, from the last two estimates and (2.30) we deduce
. Applying Lemma 2.4 we get
(3.16)
By Lemma 2.10 and (3.15), the right hand side is bounded up to a constant by
From (2.16) and Lemma 2.6 we have
follows. Bound (3.9) follows from (3.13) and (3.8) .
In order to prove (3.10), we differentiate (3.11) and (3.12) in time. For example, from (3.9) we obtain,
Rearranging, and using (3.6) we obtain,
After similarly differentiating (3.12) it is clear that we obtain again a diagonally dominant linear system for x ′′ 1 (t) and x ′′ 2 (t). Almost all of the terms on the right-hand side are easily seen to be e −(x 2 (t)−x 1 (t)) , because they are at least quadratic with respect to (g, ∂ t φ, x ′ 1 , x ′ 2 ). The only potentially problematic term is
However, this term is also e −(x 2 (t)−x 1 (t)) , due to the fact that ∂ x H ∈ ker(−∂ 2 x + U ′′ (H)). Indeed, we have
so we are left with the last term. From (2.35) we have
From (2.17) it follows that
Combining the two estimates yields the conclusion.
The rest of this section closely follows the corresponding arguments in [10] .
Lemma 3.4. For any M > 0 there exists a constant C > 0 such that for any functions χ, w and g such that w H 1 ≤ M , χ W 1,∞ < ∞ and g H 1 ≤ 1 the following inequality is true:
Proof. By the standard approximation procedure, we can assume that w, g, χ ∈ C ∞ 0 (R). Consider the first line in (3.18) . Rearranging the terms, we obtain
and we can integrate by parts.
Recall that χ ∈ C ∞ is a decreasing function such that χ(x) = 1 for x ≤ 1 3 and χ(x) = 0 for x ≥ 2 3 . We define
Now the analysis is based on an ad-hoc change of unknowns in the modulation equations in order to remove some terms of low order. We consider the following real-valued functions:
Lemma 3.5. If φ is a strongly interacting kink-antikink pair, then there exist C, T 0 > 0 such that for all t ≥ T 0
20)
where F is defined by (2.26).
Proof. We prove the inequalities for j = 1, the arguments for j = 2 being analogous. Using the estimates obtained in Lemma 3.3, (3.11) yields
and we will estimate each term one by one. Until the end of this proof, we will say that some quantity is negligible if it is (x 2 − x 1 ) −1 e −(x 2 −x 1 ) , and we use the symbol ≃ for equalities up to negligible quantities.
By the Chain Rule we have
, 21 which yields, using (3.9), ∂ t χ 1 (t) L ∞ (x 2 (t)−x 1 (t)) −1 e − 1 2 (x 2 (t)−x 1 (t)) . Thus II ≃ 0. Using (3.14) and
we obtain
Integrating by parts and using again (3.21) , we see that the first term of the second line is negligible. The last term is negligible as well, because ∂ 2
x H 2 (t) is (exponentially) small on the support of χ 1 (t). For a similar reason, we can remove χ 1 (t) from the second term, and obtain
In order to estimate the remaining three terms, we write
. In particular, examining the contribution of each term on the right above, and using (2.16), (3.8), (3.21) and the fact that U ′ is locally Lipschitz we see that the term V is negligible. Consider the term V I. Integrating by parts, we see that χ 1 ∂ x g, ∂ 2
x g is negligible. By (2.16) and Cauchy-Schwarz,
is negligible as well. Hence, by Lemma 3.4 with χ = χ 1 and w = 1 − H 1 + H 2 , and using again that ∂ x H 1 (t) is exponentially small outside the support of χ 1 (t) we have
We already encountered the term IV , see (3.17) , where we obtained
The last term cancels with the term V I and, recalling the definition of F , we get (3.20) . Proposition 3.6. Let A be the constant defined by (1.10). If φ is a strongly interacting kink-antikink pair, then there exist C, T 0 > 0 (depending on φ) such that for all t ≥ T 0
Remark 3.7. The estimates given in Theorem 1 are stronger. However, proving the preliminary bounds above is crucial for our proof of Theorem 1 given in the next section. The fact that the distance between the kinks is estimated with precision (log t) −1 is not crucial. In order for the arguments in the next section to work, this could be any function converging to 0 as t → ∞.
Proof. Set z(t) := x 2 (t) − x 1 (t) and p(t) := p 2 (t) − p 1 (t). Lemma 3.5 together with Lemma 2.8 yield,
25)
By assumption (1.8) lim t→∞ z(t) = ∞. We claim that for t large enough z(t) is a strictly increasing function. Let t 1 ≥ T 0 , where T 0 is large (chosen later in the proof). We need to show that for all t > t 1 we have z(t) > z(t 1 ). Suppose this is not the case, and let
Then t 2 > t 1 is finite, z(t 2 ) = inf t 1 ≤τ ≤t 2 z(τ ) and z ′ (t 2 ) = 0. Let z 0 := z(t 2 ), t 3 := inf{t ≥ t 2 : z(t) = z 0 + 1}. Since lim t→∞ z(t) = ∞, t 3 is finite. We will show that the inequalities (3.25) imply
Using (3.25) again we obtain
We now integrate for t between t 2 and t 3 :
.
(3.27)
This implies that there exists C > 0 such that
for t large enough. Indeed, suppose there exists t 1 arbitrarily large such that r(t 1 ) > Cz(t 1 ) −1 e − 1 2 z(t 1 )
(the case r(t 1 ) < −Cz(t 1 ) −1 e − 1 2 z(t 1 ) is similar). Let t 2 := sup{t : r(t) = Cz(t 1 ) −1 e − 1 2 z(t 1 ) }. Since lim t→∞ r(t) = 0, we have t 2 ∈ (t 1 , ∞) and r ′ (t 2 ) ≤ 0. Since z(t) is non-decreasing, we have r(t 2 ) = Cz(t 1 ) −1 e − z(t 1 )
2 . Thus, if we choose C large enough, (3.27) yields r ′ (t 2 ) > 0, a contradiction. 23 We deduce from (3.25) , the definition of r(t), and (3.28) that for some t 0 > 0 and all t ≥ t 0 we have
which implies, after integrating,
for t large enough. Once we know that z(t) ≃ log t, (3.23) follows by integrating (3.29) and taking the logarithm, similarly as in (3.30) but with (log t) −1 instead of o(1). The bound (3.22) follows by inserting (3.23) into (3.29) .
We are left with (3.24) . We claim that
Indeed, differentiating (3.5) we obtain | ∂ x H 1 (t), ∂ t g(t) | t −2 , so (3.31) follows by squaring (3.6) and using (2.18) . Now, we observe that
where the last inequality follows from (3.22) . On the other hand, from (3.23) we deduce
. By (3.16) and (2.29),for some c > 0 and t large enough we have c g(t) 2
so (3.24) follows from (3.31) and (3.32).
Remark 3.8. As a by-product of the proof of (3.24), we can deduce
However, at this stage it is not clear whether x 1 (t) + log t and x 2 (t) − log t converge as t → ∞.
4.
The existence and uniqueness of the strongly interacting kink-antikink pair 4.1. An implementation of the Lyapunov-Schmidt reduction. Our strategy can be summarized as follows. Our aim is to find the strongly interacting kink-antikink pair φ(t, x) as solutions of (1.1). We assume a priori that φ = 1 − H 1 + H 2 + g and that (3.2)-(3.5) hold. As the first step we project the equation (1.1) onto the space spanned by ∂ x H j , j = 1, 2 and onto its orthogonal complement. This way we are lead to solving the projected equation
and the bifurcation equation
Recalling that H j = H(x − x j (t)) we see that (4.1) amounts to finding the functions g(t, x) and λ j (t) with x j (t) given. The second step is to solve the bifurcation equation. It turns out that (4.2) is a non local and nonlinear system of second order ODE for x 1 (t), x 2 (t).
Writing more explicitly the projected equation (4.1) we get
where λ j = λ j (t) are the Lagrange multipliers. Note that the right hand side depends on the chosen orthogonality conditions. In this section we will first study solutions (g, λ 1 , λ 2 ) of (4.3) for a given pair of trajectories (x 1 , x 2 ) satisfying
for some T 0 > 0 and all t ≥ T 0 . The norms N γ , S γ , W α,β defined by (1.18) will play an important role in our proof as the fixed point scheme will be set up in these norms. The following simple lemma sheds some light on this. (ii) For all γ > 0 and α ∈ (−∞, γ) there exists C = C(γ, α) such that for all z ∈ C 1
Proof. Point (i) is left to the reader. Point (ii) follows by integrating by parts in time. We now prove (iii). The definition of W µ ± ,γ+1 and the fact that γ + 1 > µ ± imply 
(4.8)
We observe that (4.7) is a standard Euler differential equation. A particular solution is given by
From (4.8) we easily deduce that
We have
thus, analogously, sup
The fact that z ′′ N γ+1 g N γ+1 ∩W µ + ,γ+1 ∩W µ − ,γ+1 follows from the equation (4.7) . This finishes the proof that
Regarding uniqueness, the general solution of (4.7) is
For γ > 2 we set
As we will see, the four indices α correspond to the characteristic exponents of certain differential equations of the form (4.7) appearing in the proof when we solve the bifurcation equation.
4.2.
The linear equation associated to (4.3) . In this subsection we treat the linear equation associated to (4.3) for given trajectories (x 1 , x 2 ) satisfying (4.4), (4.5) and (4.6) . We also compare solutions associated to two different sets of trajectories (x 1 , x 2 ) and (x ♯ 1 , x ♯ 2 ) in preparation for the contraction mapping argument performed in Section 4.3.
In the next lemma, we solve the linear problem corresponding to (4.3). .6), and all f ∈ N γ+1 (L 2 ), the system
has a unique solution (h, λ 1 , λ 2 ) satisfying
If γ = 1, the same result holds without the inclusion of the W β norm on the left-hand side of (4.11).
Proof. We prove the theorem in the case of f ∈ C ∞ 0 ((T 0 , ∞); S) and then extend by density. Let us first assume the existence of a classical solution (h, ∂ t h)(t) to (4.9), (4.10) satisfying
Under these assumptions, we establish the bounds (4.11). We conclude by then proving the existence and uniqueness statement along with (4.12).
Step 1. (Computation of the Lagrange multipliers.) Differentiating in time the orthogonality conditions, we obtain
Differentiating again we get
Multiplying (4.9) by ∂ x H 1 and integrating in x we get Multiplying (4.9) by ∂ x H 2 and integrating in x we get
(4.15) 26 These two equalities form a linear system for λ 1 and λ 2 . By (2.18), its matrix is strictly diagonally dominant. By (4.4) and (2.17), we know that
hence we obtain
Step 2. (Energy estimate.) We now prove that
Like in the previous section, we set
,
We introduce a modified energy functional
The last term is sometimes called a correction term, because its size is negligible as compared to the other terms. However, we will see that, once we take the time derivative, this term is not negligible
By coercivity, see Lemma 2.4, and (4.10), we have
After standard cancellations we obtain
(4.18)
Observe that (4.13) yields ∂ x H j , ∂ t h = x ′ j ∂ 2 x H j , h , so (4.5) and (4.16) yield
The first and third term of the last line of (4.18) are negligible. The second and fourth term are not, and we will see that they cancel (up to negligible terms) the second line above. We compute J ′ 1 (t). The symbol "≃" means "up to terms ≤ c (h, ∂ t h) 2 E for an arbitrarily small constant c > 0". We have
Since |x ′ 1 | t −1 and |∂ x χ 1 | ≪ 1, the first term is negligible. The third term is also negligible, since R χ 1 ∂ x (∂ t h) 2 dx = − R (∂ x χ 1 )(∂ t h) 2 dx. We compute the second term using (4.9):
Finally,
The second term is negligible. Since ∂ x H 2 is small on the support of χ 1 , we conclude that
In a similar way,
Combining these estimates with (4.18), we obtain
In particular, using (4.19),
Integrating in time, using (4.12) and (4.17) we obtain
where c can be made as small as we wish choosing T 0 large. Invoking the definitions of the norm N γ , we get
thus h Nγ f N γ+1 , which is the required bound for the first term in (4.11).
Step 3. (Refined estimate of Lagrange multipliers.) Regarding the second term in (4.11), it is clear from (4.16) and the bound on (h, ∂ t h) Nγ which we just proved that
In order to obtain the bound on the W α,β norm for α ∈ {−1, 0, 1, 2}, we multiply (4.14) by t α and integrate. Since
first term needs to be integrated by parts as follows:
and the last integral is estimated directly.
Step 4.(Existence and uniqueness) We complete the proof by sketching the standard proof of existence of solutions to (4.9), (4.10), and by showing that there is unique solution satisfying the estimate (4.11).
Fix f ∈ C ∞ 0 ((T 0 , ∞); S). First, we find global solutions to the Cauchy problem. Let
and view (h 0 , h 1 ) as initial data for (4.9) at time T 0 > 0. To find a local-in-time solution we set up an iteration argument in the closed ball of radius 2R in the space E, i.e., denote by
for some T 1 > T 0 to be determined. Let (h (0) , ∂ t h (0) )(t) be the unique solution to the linear equation,
and iteratively define (h k , ∂ t h k ) as the unique solution to the inhomogeneous Klein-Gordon equation
where we have introduced above the temporary notation λ (k−1) j = λ j (t, h (k−1) , ∂ t h (k−1) , f ) to mean the linear expression in (h k−1 , ∂ t h k−1 , f ) obtained by solving the linear system determined by (4.14) and (4.15) from Step 1. We then solve by the standard iteration argument in X R,[T 0 ,T 1 ] based on energy estimates and taking T 1 − T 0 small. Passing to the limit in k yields a local-in-time solution to (4.9), which can then be extended to a global solution (h, ∂ t h) ∈ C 0 ([T 0 , ∞), E) in the usual way via Gronwall's inequality and the linear dependence of the right-hand side of (4.23) on (h, ∂ t h). Note that since λ j = λ j (h, ∂ t h, f ) is given by solving (4.14) and (4.15) in Step 1, the orthogonality conditions (4.10) hold.
It remains to show that there is a unique solution satisfying (4.12) . At this stage we use crucially the functional I(t) and the bound (4.21). We proceed as follows. Fix any smooth (h 0 , h 1 ) ∈ E with h 0 satisfying (4.22) and any sequence t n → ∞. Denote by (h n,0 , h n,1 ) := (0, 0) (4.24)
Denote by (h n (t), ∂ t h n (t)) the unique solution to (4.9) on the time interval [T 0 , ∞) with (h, ∂ t h)(t n ) = (0, 0). By (4.17) we can find a constant C 0 > 0 such that
Denote by C, c > 0 the constants (4.21), and we allow ourselves to fix c > 0 as small as we like later in the proof by taking T 0 > 0 large enough. By continuity of the flow, and the definition of the data (h n , h n )(t n ) = (0, 0) we can find a sequence T n,1 < t n such that
where the N γ+1 (L 2 ) is measured on the time interval [T 0 , ∞) with T 0 < t n to be determined below. We prove that by choosing T 0 > 0 large enough we can in fact take T n,1 = T 0 uniformly in n. Indeed, let t ∈ [T n,1 , t n ). Then using (4.17) and (4.21) we have
Using (4.25) and (4.24) it follows that for any t ≥ T n,1 we have
Multiplying through by t 2γ and fixing c > 0 small enough in (4.21) we obtain
which is an improvement to (4.25). Hence we obtain the uniform bounds,
Passing to a weak limit in N γ (E) (after extending each (h n , ∂ t h n ) to be = (0, 0) on (t n , ∞)), we obtain a solution (h, ∂ t h)(t) to (4.9) on [T 0 , ∞) satisfying (4.10) and such that
That this solution is unique is an immediate consequence of (4.26) and the linearity of (4.9).
It turns out that if the time derivative of the forcing term decays, then we can substantially improve the bounds provided by the last lemma. This was pointed out to us by Y. Martel. , and for all f ∈ N γ (L 2 ) such that ∂ t f ∈ N γ+1 (L 2 ), the system (4.9)-(4.10) has a unique solution (h, λ 1 , λ 2 ) and
Proof.
Step 1. (First estimate of Lagrange multipliers.) As in the proof of the previous lemma, we arrive at (4.16).
Step 2. (Energy estimate.) We prove the bound on (h, ∂ t h). We consider an energy functional slightly different than in the proof of the previous lemma:
From (4.20) we have
E , and we conclude as in Lemma 4.2.
Step 3. (Refined estimate of Lagrange multipliers.) This can be done similarly as in the proof of Lemma 4.2.
In the next lemma, we compare solutions (h, λ 1 , λ 2 ) of (4.9), (4.10) as in Lemma 4.2 associated to different trajectories (x 1 , x 2 ) and different forcing f . We first introduce some notation. Given trajectories (x 1 (t), x 2 (t)) satisfying (4.4), (4.5), (4.6), we define y(t) = (y 1 (t), y 2 (t)) by
where we remind the reader that A = √ 2 ∂ x H −1 L 2 κ, see (1.10) and (1.9). Lemma 4.4. For any ν, γ > 1 and β ∈ (2, ν + γ) there exist C = C(γ, ν, β) and T 0 = T 0 (γ, ν, β) such that the following holds. Let (x 1 , x 2 ) and (x ♯ 1 , x ♯ 2 ) be two pairs of trajectories satisfying (4.4), (4.5), (4.6) and y ♯ − y Sν ≤ 1, for y, y ♯ as in (4.27) . Let (h, λ 1 , λ 2 ) be the solution of (4.9) and (h ♯ , λ ♯ 1 , λ ♯ 2 ) the solution of (4.9)-(4.10) with (x ♯ 1 , x ♯ 2 ) instead of (x 1 , x 2 ) and f ♯ instead of f . Then
(4.28)
) be the projection of h ♯ on the subspace orthogonal to ∂ x H 1 and ∂ x H 2 . The idea is to apply Lemma 4.2 in order to obtain an estimate of (h ♯ ) ⊥ − h.
Step 1. We prove that for j ∈ {1, 2}
In order to do this, we multiply (4.29) by ∂ x H j and integrate:
(4.31) 31 We observe that
which yields the required bound on |a j |. The bound on |a ′ j | follows by differentiating in time (4.31). Indeed, from (4.31) we see
where by lower order terms we mean terms with similar structure to the first two terms on the right, but that come with an extra power of t decay. For the second term, we argue as above,
For the first term write
which yields the bound
The bound on |a ′′ j | follows by differentiating again in time. Indeed,
For the first term on the right we argue similarly as for the first term in the expression for a ′ j . For the second term on the right above we invoke the equation (4.9) satisfied by h ♯ and make use of the bounds (4.16) for λ ♯ 1 , λ ♯ 2 . We omit the (by now) routine details.
Step 2. We write the equation satisfied by (h ♯ ) ⊥ − h:
32) and
According to Lemma 4.2, we should
We see that (iii) follows from (4.30) since, upon integrating by parts,
We expand each line of (4.32). Most terms can be estimated in N γ+ν+1 (L 2 ), which takes care of (i) and (ii) above, so we will call such terms "negligible". The first line equals
The second and third term are negligible since
The second line of (4.32) equals −f . Now we expand the third line. We have
Thus, it follows from (4.30) that the term
The last line is negligible by (2.17) and (4.30) . The other line can be estimated in N γ+2ν , hence is negligible as well. Finally, consider the fourth line of (4.32). We have
However, it turns out that this term is not negligible, and we have to estimate carefully its projection on ∂ x H j for this term's contribution to (ii). In what follows, "≃" means "up to terms bounded in N γ+ν+1 (L 2 ) by the right hand side of (4.28)". By (2.36) we have
We also have, using Taylor expansions,
From these two inequalities and (h
we deduce that, up to negligible terms, the fourth line of (4.32) equals
where the last approximate equality follows from the fact that U ′′′ is locally Lipschitz, thus for instance
where for the last equality we use (2.10). By an estimate analogous to (4.33) but with ∂ 2 x H 1 instead of ∂ x H 1 and U ′′ instead of U ′′′ , the right-hand side is approximately equal to such that the following holds. Let (x 1 , x 2 ) and (x ♯ 1 , x ♯ 2 ) be two pairs of trajectories satisfying (4.4), (4.5) and (4.6). Let (h, λ 1 , λ 2 ) be the solution of (4.9) and (h ♯ , λ ♯ 1 , λ ♯ 2 ) the solution of (4.9)-(4.10)
Integrating by parts allows us to bound (y
. Proof. The proof is similar to the previous one, but using Lemma 4.3 instead of Lemma 4.2. 4.3. Solving (4.3) for given trajectories (x 1 , x 2 ). Let γ ≥ 1. Given a pair of trajectories (x 1 , x 2 ) and g ∈ N γ (E), we define
as the solution of the equation satisfying the orthogonality conditions ∂ x H 1 , h = ∂ x H 2 , h = 0. Note that we do not require the argument g to satisfy any orthogonality conditions. 34 Proposition 4.7. The mapping (Λ 1 , Λ 2 , Ψ) has the following properties.
(i) For any γ ∈ (1, 2) and β ∈ (2, γ + 1) there exist C 1 = C 1 (β, γ) > 0 and T 0 = T 0 (β, γ) such that for all (x 1 , x 2 ) satisfying (4.4), (4.5) and (4.6)
where F is the normalized attraction force defined in (2.26) . For γ = 1 the same conclusion holds without the inclusion of the W β bound. (ii) For any γ 1 , γ 2 ≥ 1 there exist C = C(γ 1 , γ 2 ) > 0 and T 0 = T 0 (γ 1 , γ 2 ) such that for all (x 1 , x 2 ) satisfying (4.4), (4.5) and (4.6) and all g,
(4.36)
(iii) For any γ ∈ (1, 2), ν > 1 and β ∈ (2, min(ν + 2, ν + 2γ − 1) there exist C = C(γ, ν, β) > 0 and T 0 = T 0 (γ, ν, β) such that for all (x 1 , x 2 ) and (x ♯ 1 , x ♯ 2 ) satisfying (4.4), (4.5) and (4.6), and all g such that (g, ∂ t g) Nγ (E) ≤ 1
(4.37)
Proof. If g = 0, then the last line in (4.34) vanishes. Note also that the second line of the right hand side of (4.34) equals Φ(x 1 , x 2 , ·), which is defined in (2.15) . Note that in all estimates in Section 4.2 we are free to replace λ j ∂ x H j on the right-hand side of (4.9) with (λ j + (−1) j x ′′ j )∂ x H j . Thus, in the context of Lemma 4.3, we can take forcing term f in (4.34) with g = 0 to be
Hence, after noting that ∂ 2 x H j , ∂ x H j = 0, we see that up to negligible terms we have (2.26) . In order to apply Lemma 4.3, we need to bound the terms in f in N γ and their time derivatives in N γ+1 for all γ < 2. It is clear that
The second line of the right hand side of (4.34) equals Φ(x 1 , x 2 , ·). The Chain Rule and Lemma 2.7 yield
thus we have proved (4.35). In order to prove (4.36), we observe that λ j := Λ j (x 1 , x 2 , g ♯ )−Λ j (x 1 , x 2 , g) and h := Ψ(x 1 , x 2 , g ♯ )− Ψ(x 1 , x 2 , g) solve the equation
and ∂ x H j , h = 0. The second and third line constitute the forcing term. By (2.37), its L 2 norm is bounded up to a constant by ( g ♯ This system diagonalises as follows:
( u(s) + u ′ (s)) ′ = 2( u(s) + u ′ (s)) + e 2s v(e s ) + O(| u(s)| 2 ), (4.42)
Suppose | u(s)| e −βs for some β > 0. We begin with β = γ − 1 and in a finite number of steps we will bootstrap this to β = 1 − ǫ. The assumption v ∈ W 2,γ+1 implies in particular that Thus we can double the value of β, which concludes Step 2.
Step 3. We improve again, using the information obtained in Step 2. We obtain from (4.42) and We conclude that
which after a straightforward transformation yield the bounds for z and z ′ in (4.40) with t 0 := b 6 . The bound on z ′′ follows from the bound on z, (2.27) and the differential equation.
Lemma 4.11. Let γ > 1. For any f 1 , f 2 ∈ N γ+1 ∩ W γ+1 there exists a unique solution (y 1 , y 2 ) ∈ S γ of the system y ′′ 1 = t −2 (−(y 2 − y 1 )) + f 1 , y ′′ 2 = t −2 (y 2 − y 1 ) + f 2 , and this defines a bounded operator N γ+1 ∩ W γ+1 ∋ (f 1 , f 2 ) → (y 1 , y 2 ) ∈ S γ .
Proof. By setting z 1 := y 2 + y 1 and z 2 := y 2 − y 1 , we transform the system to two decoupled second order equations: z ′′ 1 = g 1 , g 1 := f 2 + f 1 , z ′′ 2 = 2t −2 z 2 + g 2 , g 2 := f 2 − f 1 .
Since γ > 1 = 1 2 ( √ 1 + 4 × 2 − 1), Lemma 4.1 (iii) applies.
Proof of Theorem 1. Observe that (x 1 , x 2 , g) solves (3.7) if and only if g = g(x 1 , x 2 ), λ 1 (x 1 , x 2 ) = λ 2 (x 1 , x 2 ) = 0. (4.46)
Step 1. Fix γ ∈ (1, 2). We will prove that there exists a unique solution (x 1 , x 2 , g) of (4.46) such that (x 1 (t), x 2 (t)) − (− log(At), log(At)) Sγ ≤ 1 and (g, ∂ t g) Nγ (E) ≤ 1. In particular, we obtain the same solution for all the values γ ∈ (1, 2). We define (y 1 , y 2 ) by (x 1 (t), x 2 (t)) = (− log(At) + y 1 (t), log(At) + y 2 (t)) and we set up a fixed point problem for (y 1 , y 2 ) ∈ S γ . Given (y 1 , y 2 ) ∈ S γ , we define ( y 1 , y 2 ) = Θ(y 1 , y 2 ) as the solution of the following system of differential equations: y ′′ 1 = −t −2 ( y 2 − y 1 ) − λ 1 (− log(At) + y 1 , log(At) + y 2 ) + y ′′ 1 + t −2 (y 2 − y 1 ), y ′′ 2 = t −2 ( y 2 − y 1 ) + λ 2 (− log(At) + y 1 , log(At) + y 2 ) + y ′′ 2 − t −2 (y 2 − y 1 ). We see that λ j (− log(At) + y 1 , log(At) + y 2 ) = 0 for j ∈ {1, 2} is equivalent to (y 1 , y 2 ) being a fixed point of Θ. In this proof, we denote f j (y 1 , y 2 , t) := (−1) j λ j (− log(At) + y 1 (t), log(At) + y 2 (t)) + y ′′ j (t) − (−1) j t −2 (y 2 (t) − y 1 (t)). We first check that Θ(0, 0) ∈ S γ . By Lemma 4.11, it suffices to verify that λ j (− log(At), log(At)) ∈ N γ+1 ∩ W γ+1 .
(4.47)
By Lemma 2.8 and recalling the definition of A in Proposition 3.6, we have log(At) ′′ +F (2 log(At)) ∈ N γ+2 ⊂ N γ+1 ∩ W γ+1 , so (4.47) follows from Proposition 4.9.
We now prove that Θ is a contraction in S γ . Again by Lemma 4.11, it suffices to verify that for any c > 0 f j (y ♯ 1 , y ♯ 2 , ·) − f j (y 1 , y 2 , ·) N γ+1 ∩W γ+1 ≤ c (y ♯ 1 , y ♯ 2 ) − (y 1 , y 2 ) Sγ , (4.48)
provided we take T 0 sufficiently large. Let z := x 2 − x 1 = 2 log(At) + y 2 − y 1 and z ♯ := x ♯ 2 − x ♯ 1 = 2 log(At) + y ♯ 2 − y ♯ 1 . For z ≫ 1 and |z ♯ − z| ≪ 1 we have, by (2.28), (1 + O(w)) dw = −(At) −2 ((y ♯ 2 − y ♯ 1 ) − (y 2 − y 1 )) + o(t −3 |y ♯ − y|), where the last inequality follows from |y ♯ 2 − y ♯ 1 | + |y 2 − y 1 | t −γ ≪ t −1 . Plugging this into (4.49) we obtain
Comparing this bound with (4.39), we get (4.48).
Invoking the Contraction Principle we obtain the unique solution (x 1 , x 2 , g). Set x 1 (t) := −x 2 (t), x 2 (t) := −x 1 (t) and g(t, x) := g(t, −x). Observe that, by the symmetry of the problem, ( x 1 , x 2 , g) also satisfies the requirements stated at the beginning of Step 1. hence, by uniqueness, g(t, −x) = g(t, x) and x 2 (t) = −x 1 (t) for all t and x. We see that Φ := 1 − H 1 + H 2 + g is a strongly interacting kink-antikink pair satisfying (1.11) and (1.12) , with x(t) = x 2 (t).
Step 2. Let (x 1 , x 2 , g) be a solution of (3.7). Then (3.24) implies that for arbitrary δ > 0 there exists T 0 > 0 such that (g, ∂ t g) N 1 (E) ≤ δ. Moreover, (3.22), (3.9) and (3.10) imply (4.4), (4.5) and (4.6). Thus, Proposition 4.9 yields (g, ∂ t g) ∈ N γ (E), for all γ ∈ [1, 2), and, since λ j (x 1 , x 2 ) = 0, Integrating in time and using f ∈ W 0,γ+1 , m ′ (t) → 0 we get |m ′ (t)| t −γ−1 , in particular x 0 := 1 2 lim t→∞ m(t) is well-defined, and |m(t) − 2x 0 | t −γ . We obtain
for all γ ∈ (1, 2). We deduce that, after translating in time by t 0 and in space by x 0 , the triple (x 1 , x 2 , g) satisfies the requirements of Step 1, and the conclusion follows.
Remark 4.12. Our existence proof is constructive, as we can in principle obtain better and better approximate solutions by the usual iteration scheme. It can be seen from the proof that we obtain functions approximating the fixed point at arbitrary polynomial order in time. Indeed, our proof in fact yields Θ(x ♯ ) − Θ(x) S β x ♯ − x Sγ , for any β < γ + 1.
(4.50) One could expect this to hold for any β < γ + 2, since in the formal expansion of the trajectory we expect only even powers of t, with logarithmic corrections. We believe that (4.50) indeed holds for all β < γ + 2, and the main reason we do not prove this is the loss of one power of t in Lemmas 4.4 and 4.6, see Remark 4.5.
Construction of kink clusters
In this section, we explain how to adapt our arguments to construct configurations of more than two strongly interacting kinks and antikinks. That is, we prove Theorem 2.
Given a K-tuple of trajectories
x j (t) = (2j − K − 1) log(At) + c j + y j (t), with y j ∈ S ν for some ν > 0, (5.1)
we denote as in previous sections H j (t, x) := H(x − x j (t)). Following the case of the kink-anti-kink pair we assume a priori |x ′ 1 (t)| + · · · + |x ′ K (t)| ≤ C 0 t −1 , |x ′′ 1 (t)| + · · · + |x ′′ K (t)| ≤ C 0 t −2 (5.2) for some T 0 > 0 and all t ≥ T 0 . Assumptions (5.1)-(5.2) play the same role as (4.4)-(4.6). Note that we immediately impose on the trajectories a constraint much stronger than in the case of kink-antikink pairs. This is allowed, because here we are only interested in a construction, and we can freely choose the spaces where this construction is to be carried out. We also denote H (K) := K j=1 (1 + (−1) j )/2 + K j=1 (−1) j H(· − x j (t)). We consider the equation
The ODE analysis requires some new elements, so this is what we are going to focus on now. We define ∆ (K) to be the K × K matrix of the discrete Neumann Laplacian:
The matrix ∆ (K) is positive semi-definite. Denote 0 = µ 1 ≤ . . . ≤ µ K its eigenvalues, and observe that µ K ≤ 4. For β > 1 2 (1 + √ 17) ≥ 1 2 (1 + √ 1 + 4µ K ) we set
We begin by stating the analog of Lemma 4.2.
Lemma 5.1. For any γ ≥ 1 and β ∈ (2, γ + 1) there exists C = C(β, γ) > 0 and T 0 = T 0 (β, γ) such that for all (x 1 , . . . , x K ) as above and all f ∈ N γ+1 (L 2 ), the system 
Proof. The proof follows the lines of the proof of Lemma 4.2. The cut-off functions are defined by χ 1 (t, x) := χ((x − x 1 (t))/(x 2 (t) − x 1 (t))), for j = 2, . . . , K − 1
and χ K (t, x) := 1 − χ K−1 (t, x). The appropriate energy functional is
Similarly, we have multi-kink versions of Lemmas 4.3, 4.4 and 4.6.
hence (x app j (t)) ′′ + F (x app j (t) − x app j−1 (t)) − F (x app j+1 (t) − x app j (t)) ∈ N γ+2 , and (5.4) follows from Proposition 5.5.
The proof that Θ is a contraction in S γ for γ > 1 2 ( √ 17 − 1) is almost the same as in the case K = 2.
