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INTRODUCTION 
Consider a holomorphic function on the unit disc and its corresponding 
power series expansion 
F(z)= f a(n)z”. 0) 
n=O 
Furthermore, assume that F has a singularity on the unit circle, IzI = 1. The 
relationship between the analytic continuation of F and the properties of 
a(s) has been a topic of considerable study and analysis since the beginning 
of the century. 
The best-known and most widely studied result of this type is also one 
of the simplest. It is a theorem usually attributed to Carlson and Wigert, 
and it can be stated as follows: 
THEOREM. A necessary and sufficient condition that, up to an additive 
constant, F(z) be representable in the form (i), where a(s) is entire and of 
zero exponential type is that F(z) be an entire function of l/l -z. 
This theorem, a classical function-theoretic result proved by classical 
techniques, was first stated and proved by Wigert [ 1 l] in 1900. Shortly 
thereafter Lindelof [S] established the same result employing summation 
formulas derived through the calculus of residues. In his doctoral disserta- 
tion presented in 1914 Carlson [3] proved a number of theorems of a more 
general nature which incorporated this theorem as a special case. In a 
paper written in 1917 and published in 1920 after he was informed of 
Carlson’s work, Hardy [4] presented the theorem again with an alternate 
proof. Hardy’s contribution is especially valuable in that in both the text 
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and the expansive notes he gave a very thorough account of the history 
and development of this question, including the contributions of LeRoy, 
Faber, and Pringsheim. Many such results are also collected in Section 1.3 
of Bieberbach [ 11. 
The subject was taken up in a more modern setting by Stein and 
Wainger [9] in 1965. That paper, the dominant influence on the present 
research, discusses the situation when both F and a are elements of Hilbert 
spaces. The result that is pertinent to the matter at hand is their 
THEOREM. Suppose F(z) =CzZO a,z”. Then FE H*(S) if and only if 
a,=a(n), where a~H*(Re(s)> -1). Moreover, jIF/1*=2~1ja/l*. 
Here S is the complex plane split along the positive real axis from 1 to co. 
The Hilbert spaces are defined in the usual manner: 
F analytic in S: sup 
s 
m IF(x+iy)I*dx<co 
Y#O -z= 
and 
H’(Re(s)> -i) 
a analytic in Re(s) > -i: sup I 
m la(a+it)l*dt<m 
or-l/2 -= 
The proof of this theorem relies on modern methods, in particular 
Paley-Wiener theory in the context of Mellin transforms. 
This paper answers the analogous question when H*(S) is replaced by 
H*(l7+), where 17, is the upper half of the complex plane, i.e., 
IT+ = {z + iy: y > O}. Here 
H2(Z7+)= {F analytic in II +:~upF?~ IF(x+iy)[*dx<m} (ii) 
Y>O 
and has the very useful alternative characterization as 
The major result (Theorem 6) proved here will be of the form 
(iii) 
THEOREM. If FE H*(Z7+) arises as the Cauchy integral of feL*(R) and 
409/142/2-13 
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b(C) is a slight modification of the power series coefficient function for F, 
then b is analytic in Re(tJ > - $ and satisfies 
where g is a weight function related to the modified coefficient function 6. 
This major result is proved by decomposing an L2 function into a 
function living on [ - 1, l] plus a function which can be characterized as 
having certain growth restrictions near the origin. These restrictions arise 
organically through consideration of the particular Cauchy integrals 
involved. This second class of functions is represented as a subspace of 
L’(R) described through the use of a weight function; that is, elements 
must satisfy 
I 
cc 
If( w(t) dt < ~0, --m (iv) 
where w  is a positive function which may be singular at the origin. 
COEFFICIENTS OF POWER SERIES OF H2(17+ ) FUNCTIONS 
Let Z7, = (z = x + iy E C: y >O} be the upper half-plane with the real 
axis as boundary. We will consider the Hilbert space 
H2(Z7+ ) = F analytic in l7, : sup I m IF(x+iy)I’dx= llF;11$<co , yzo --03 
that is, those functions analytic in the upper half-plane with uniformly 
bounded L2 norms on horizontal lines. This space has an alternate charac- 
terization as Cauchy integrals of L2 functions on R: 
H2(17+)= F(z)=f/y=Edt:fsL’(R)}. 
i 
This correspondence is a consequence of the convergence and bounded- 
ness of the Poisson integral of L2 functions and the boundedness of the 
Hilbert transform on L’(R). In particular, if f is real-valued, then 
where the real part is the Poisson integral off and the imaginary part is 
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the Poisson integral of the Hilbert transform off: In general, f and Hf will 
give rise to conjugate harmonic functions via the Poisson integral. The 
domination of the Poisson integral by the Hardy-Littlewood maximal 
function completes the correspondence. For a more detailed discussion of 
this relationship see Titchmarsh [ 10, Chap. 51. 
The question that we consider here is that of a power series expansion 
of such functions. Let FE H*(l7+), then 
F(z) = rt; !‘_“, E dc 
1 cc 
s 
f(f) =- 
ni pm (t-i)-(z-i)dr 
1 m 
s 
f(t) =- 
ni --oo (t-i)(l-(z-i)/(t-i))dt’ 
We next produce an expansion of the integrand in the ball {z: Iz - iI < 1 }, 
observing that Iz - iI < It - il in that ball. Thus 
F(z)=ij” 
co 
f(r)( f (z-i).(r-i)-“)dt 
?I=0 
= (t-i)-“-‘f(t)dt 
where the interchanging of summation and integration will be justified if 
the coefficients a, = (l/xi) jYoo (t - i) pn- ’ f(t) dt are bounded. But this 
follows immediately from an application of Schwarz’ inequality since 
MEL* and the integrals jYco (t2+ l)-+’ dt are uniformly bounded. 
Hence we are concerned with the expansion 
F(z)= f a,(z-ii)“, 
n=O 
where a, is as above with f E L*(R). We now consider the complex function 
a(C), [=a+iz, defined by a([)=(l/ni)jZ,(t-i)-r-‘f(t)dr. Some 
properties of a are contained in the following 
THEOREM 1. The coefficient function a is well-defined, continuous, and 
analytic in Re(5) > - $. 
Proof: First we determine (t- i)-[-’ by defining a logarithm with 
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branch cut along the positive imaginary axis such that log(t - i) = 
log m + i arg( t - i), where - rr < arg( t - i) < 0. 
. e i( (u + I ) arg(r - i) + r log JTi) 
f(t) dt. 
Therefore, 
la(o+iz)l <!-jI (t2+ l)-(a+‘)‘2eTa’~“~i)~f(t)~ dr 
a3 
+Ai~lfl~, (jym (t2+ I)-‘“+“dt)“2 
<CO aslongas a>-;. 
Next, if IsI < lo+ $1, then 
a((0 + E) + i(T + q)) - a(a + iT) 
=- yr” (t2+ 1)-(0+‘)‘2e -i’(o+ 1) arg(t - i) + T log J;r;i) e’ arg(t ~ i) 
cc 
.[(t2+ 1)-E/2e,a~,(~~i)e-~(~arg(f~i)+~~OgJ;r?T)_1]f(t)dt. 
But the integrand is bounded by 
which is uniformly in L’(R) for D > - 4, InI < 1, and (~1 < 4 )G + il. 
Therefore by the Lebesgue Dominated Convergence Theorem, a([) is 
continuous for Re(i) > - 4. 
Finally, let r be a triangular path in Re(i) > - 4. Then, since r is 
compact, we have 
since (t - i)-[- ’ is analytic for all fixed t, which implies that the inner 
integral is identically zero. Thus by Morera’s theorem a is analytic in 
Re([)> -$. 1 
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We next wish to discuss the growth properties of a(a + iz) in r, especially 
for (T near - i. As can be seen from the proof of Theorem 1, the behavior 
of a with respect to the z variable prohibits a general result of the form 
a E H2(Re [) > - 4). The road to determine the actual growth of a is longer 
and more arduous; we will travel it in pieces, each of which will bring us 
a little closer to our goal. 
However, the fundamental idea is easy to illustrate. If g(y) = 
s f( t) k( y, t) dt, where y and t are real variables, then 
= SI f(t) f(s) K(t, s) ds dt, 
where K( t, S) = j k( y, t) k( y, S) dy. Thus, if rf( t) = 1 f(s) K( t, S) ds is 
bounded from L2 to L2, then ge L2. The main result of this section is an 
analogue of this for the coefficient function a. This will be done in six steps: 
1. We modify a slightly to make it symmetric in t. 
2. We introduce a weight function. This tames the behavior of CI 
somewhat. 
3. We split f into two pieces: one is easily dealt with and the other 
forms the basis for our further consideration and results. 
4. We make a change of variables to reduce the question to one 
concerning singular integrals on an unweighted L2 space. 
5. We prove the L2-boundedness for kernels satisfying certain 
criteria. 
6. We conclude by proving that the kernels with which we are 
concerned satisfy those criteria. 
Step 1. First note that arg(t - i) = tan -’ t - n/2, where -7c/2 < 
tan -’ t < ~12. Let b be the modified coefficient function defined by 
b((‘) = i-la(c) = ~-noi’2enr/2a((‘) 
=- 1 J”ym f(t)(t2+l)--(o+1)/*,rtan-‘re~i((o+l)tan~’r+rlogJ;r;i)dt. 
Thus b is still analytic in Re(c) > -$, and now the growth of b in z is 
symmetric with respect to the positive and negative directions due to the 
symmetry of tan-’ t as opposed to arg(t - i). 
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When it is justified, we will write 
Here we have incorporated the factor of e-i(tan-‘rJ’2 into f(t) with no 
resulting loss of generality. 
Step 2. Rather than considering the integral jrm 16(r)l’ dz, we intro- 
duce the weight e-nlrl. This weight is chosen to cancel the growth that b 
can exhibit as a consequence of the er tan-’ ’ factor. Hence we will conclude 
that 
s m lb(z)l’ e-‘+ dz < Cllfll; for fE L'(R). -CL: 
Step 3. For any fEL2(R) we can write f = f, + fi, where 
fi = fxc-t,t3. For f, we see that 
b(+~/~ f,(t)@‘+ 1)~1/4e~tan~‘~e~i~lo~~dt 
00 
1 1 
=- 
I 
f(f)(t2+1)~t/4,rtan-‘re~irlog~dt. 
n -I 
Thus 
lb(T)/ <C sup (cP~+~ 
ItI < 1 
1 jl, If(t)I dt< Cllf II2 enirti4, 
and so 
I Oc lb(z)l’ eP z’T’ dz < CII f 11;. -cc 
Hence it remains to prove the similar result for f2. The natural subspace of 
L’(R) to consider turns out to be 
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as will be seen in the sequel. We also define the corresponding subspace of 
H2(L7+) to be 
Clearly f2 E C, and with the completion of Step 6 we will have shown 
Notice, however, for f2 Eq. (1) implies 
s 
m lb(T)12 e-nlr’ dT < C llf2ll t 
-02 
= cjm lf2(t)12 (F)‘:‘dt 
--co 
=cJ,,,,~ ~~~~,12(~)“‘.~.1,11: 
That is, Eq. (1) asserts the desired result not only for fe C, but for all 
j-~ L2(R). 
Next, 
s 
m 
-m 
lb(T)12 emnIT’ dz = 1’ 
-cc 
Ib(t)l’ en’ dz + irn Ib(r)l’ e-nr ds. 
0 
The first integral on the right-hand side is easily shown through a change 
of variables to be jYm j8(r)\‘e --RS d7, where % is the modified coefftcient 
function arising from f(- . ). So consider 
s 
O” lb(z)12 eenr dz 
0 
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where 
k(r,s)=$ (tan’r+tan’s-rc)+k(log(s*+l)-log(t*+l)) 
1 1 
-1 
. (2) 
Next we can define 
Tf(r)=(t2+l)-L~4~Z f(s)(~*+l)-1’4k(t,~)d~ 
-cc 
(3) 
and observe that 
=[;zf(I,(~)‘-4(-&)‘;4 Tf(t)dt. 
Therefore, the definition of C and Schwarz’ inequality imply that (1) holds 
as long as 
for f E C. 
To summarize then, we have reduced our problem of determining the 
growth of our modified coefficient functions, i.e., (I), to proving that, for 
f E C, (4) holds. 
Step 4. To facilitate the proofs that follow it is helpful at this stage 
to make two further reductions which are embodied in the propositions 
presented here. 
PROPOSITION 2. Let C+={f:j,” lf(t)~2((t2+l)/t2)1~2dc=~lf~~~+<m} 
and consider the kernels k,, where k,,(t, s) = k(t, s), k,(t, s) = k(t, -s), 
kz(t, s) = k( - t, s), and k,(t, s) = k( - t, -s). Expressions (3) and (4) can be 
replaced respectively with 
T,f(t)=(t2+1)-114~mf(s)(s2+1)-1’4kj(t,s)ds 
0 
(3’) 
and 
d~b~llfll~,~ j= 0, 1, 2, 3. (4’) 
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Next observe that 
The first integral is equivalent to 
(t* + 1)-‘j4 lam f( -s) (s2 + 1)-“4 k(t, -s) ds= T,&), 
where f(t) = S( - t). Hence Tf t) = r,f( t) + T,f( t), Similarly, changing 
variables shows that rf( - t) = TJ(t) + T2f(f). 
Therefore, (4) is equivalent to (4’), since f~ C implies f~ C, and 
.%c+. I 
PROPOSITION 3. 
ProoJ: Both results follow immediately from the change of variable 
t=&ci. 1 
Next let us see where we are and why we are here by unwinding some 
of this development. Proposition 2 implies that it is sufficient to prove (4’) 
and thus (1) where T is defined as in (3’) so long as we consider all four 
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kernels k,, k,, k,, and k,. Proposition 3(B) asserts that (4’) is equivalent 
to 
.cp: Irf’(~~)I*e”‘*du~Cllf/l2,+. (4”) 
That is, we must show that Tf(Je”-l) e”14 is in L*[(O, co)]; but observe 
Tf (Js) e”14 = j-oaf(s)(s2+ 1)-1’4 k&i, s) ds 
= rnf(W) 
s 0 2&c 
e3’14 k(Je”-l, Js) dv 
after making our favorite substitution. If 
f(JZ) 
g(v) = 2- e3”‘4, 
Proposition 3(A) shows that fe C, is equivalent to gEL*[(O, co)], hence 
we will have (4”) if, for all gEL*[(O, m)l, 
r= -- 
Tg(u)= J g(v) k(Je”- 1, Je”- 1) dv 
0 
and 
lIm*~cIlg11* (5) 
This somewhat tortuous route has yielded two significant benefits which 
may serve as motivation for its consideration. First, we have reduced the 
question to proving the boundedness of a transformation from L* to L*. 
Second, consider the kernel k: 
k(,/ii, ,/s) 
1 
=- 712 (tan-‘JXi+tan1JZ-I--7r)+~(v-~)] 
[ 
-1 
In this form it is much more manageable. Finally, we will write 
L(u, u) = - n*ik(u, v)/2 
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and let 
L,(u, u)= [(u-u)-iu,(u, u)]-‘, 
where aO(u, u) = 27~ - 2(tan-’ ,/E + tan-’ m). Then corre- 
sponding to k, , k,, and k, are 
Lj(u,u)= [(u-~)-iu~(u,u)]~’ 
with 
a,(~, u)=27c-2(-tan~1JFi+tan~1 J;c”-l) 
Q(U, u)=2x-2(tan-‘ JFi-tan’ Jz) 
Step 5. This is the heart of the proof. The main result (1) will be 
established by demonstrating (5). In this step we show that (5) is true for 
kernels which satisfy certain conditions; in Step 6 we will show that our 
kernels have the correct properties. 
The analysis here depends significantly upon the standard operators 
appearing in the study of singular integrals: the Hardy-Littlewood maxi- 
mal function, the Hilbert transform, and the Poisson integral. Recall that 
the maximal function and the Hilbert transform are bounded operators on 
L*(R), and, moreover, the Poisson integral of an L* function is dominated 
by its maximal function uniformly in y. Detailed discussions of these 
operators and the related results can be found in [S], or alternatively, in 
Calderon and Zygmund [Z] and Smith [7]. 
Returning to the matter at hand, the proof is accomplished by 
approximating the transformation by one which is known to be well 
behaved due to its similarity to some familiar singular integrals. The error 
term in the approximation is then estimated directly by elementary 
methods. 
THEOREM 4. If fEL’[(O, co)] and Tf(t)=f,” f(s)L(t,s)ds, where 
L( t, S) = [(t - s) - iu( t, s)] -’ and a( t, s) satisfies: 
(1) lu(t,s)-u(t,t)(dC/t-sl/mforrbetweentunds (6) 
(2) lu(t, t)l > e-“* for t>O (7) 
(3) lu(t,s)l GM for all (t,s) and lu(t,s)l 86>0for (t,s)E 
co, 21 x co, 41, (8) 
then 
IITf II2 G Cllf I/2. 
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J‘ 
JL f(s) ds 
= 0 (t-s)-kJ(t, t) 
s 
m 
+i 
f(s)Cdtt ~)--a(& t)l 4s 
0 [(t-S)-iu(t,s)][(t-s)-iia(t, t)] 
= T,f(t)+iAf(t). 
T,f is now shown to be bounded on L* using the standard arguments 
and considering a(& t) to be the y variable in the Poisson integral. 
T,N~)=joZ /;~?$, t) 
5 
3L f(s)(t-s) 'd, 
= 0 (t-s)2+a*(t, t) 
+i s 
a 4~ t)f(s) ds 
0 (t-s)2+a2(t, t) 
= T*f(t)+ iT*f(f). 
Thus TJ(t)= C.P[f](t, a(& t)) and T2f(t)= C.P[Hf](t, a(t, t)). There- 
fore, 
ITlf(l)l d CClPCf I(4 46 f))l + IPCHf I(4 46 f))ll 
G CCMf(t) + MeIf )(t)l. 
The properties of the Hilbert transform and the maximal function then 
imply 
II~,flI*~CIl~fII,+ IM~f)ll* 
$ Cllfll, + IlHfll 2 
d W(ll2~ 
Next, we consider the action of the operator A on L2. This is done by 
decomposing the region of integra.tion of the integral j; I,4f(t)12 dt and the 
region of integration of the integml defining Af(t) into several pieces. We 
employ elementary methods and the properties of a(t, s) to estimate the 
resulting integrals. The divisions are chosen to isolate the singularities of 
the kernel. 
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To begin, let I,= {t:Odtd2} and Z2= {t:2<t}. Then we have 
llAfll:=jrn IAf(rW=j lLv-w~+j Mf(d12~~. 
0 II 12 
The last two integrals are next further decomposed by considering 
MW=jE 
f(s)(4f, s)- 46 t)) ds 
0 [(t-S)-iu(t,s)][(t-s)-iu(t, t)] 
= 
I 
om f(s)B(t, s) ds 
and the intervals 
J,, = (s:O<s<4}, J2,=(S:S3t+t-6} 
J1*= {s:s>4), J,,={s:t<s<t+t-6} 
J,,={s:t-t+Qs<t) 
J2,={s:&s<t-t--6} 
J,, = {s: 0 < s < Ji}, 
where we investigate the size of ,4f on each J, corresponding to the Ii 
about which we are concerned. That is, on each J, we will show that 
I~,fWl = j- f(s)B(t, ~1 dsl 6 Ilfll~g&h 
4 
where giiE L*(Zi) and the g, are independent off and a. In this manner we 
will see that 
Combining this with the result for T,f will complete the proof of the 
theorem. 
I,, J,,: Here we use (8) to observe that IL?(t, s)l < 2M/S* in this 
region. Therefore, 
so gii(t) = C, which is certainly in L*[(O, 2)]. 
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I,, J12 : In this region we can estimate, again using (8), 
Ilqt, s)l <2M/(t-s)*. 
Thus we have 
G 2~llfll,/M4 - tJ3)“* 
= qfll*(4 - t) -3’2. 
Again, g12(f) = C(4 - t) p3’2 is square integrable on (0, 2). 
12, Ja : Here we estimate B(t, S) using (6). 
since s 3 t + t -6. Also note that 
Therefore, 
GCe-“* llj./2J,~,mo& 
= Ce-“*t311fl12. 
Hence, if gzl(t) = Ce-‘12t3, then g,, E L*[(2, CD)]. 
12, J22: This time we make use of both (6) and (7). 
(*) 
since t < s and t > 2. Again using (*) 
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So for g22(t)=Ct-3, we have g2,EL2[(2, CD)]. 
12, J23: Using (6), (7), and (*) we see that 
since SC t, t >2 
< ce --sPer/2 since sat-tr6>log2 
< Ce - ct - rr6yZet12 = &pP 
\ 
Therefore, 
‘L42J(t)’ < Cet+‘2 
s ,l,~~ If( ds G Wl12e’~6’2t-3. 
Finally, if g23(t)= Ce’-6’2tr3, then g,, EL’[(~, co)]. 
12 J24 : Here we employ (6) to conclude that 
and (*) implies that 
-s/2 
P(t, s)l < Cf--- 
~ Ce-J’2 
t-s t-s 
since s>J;>*. 
Hence, 
lA,J(t)l d CepJ;‘2 f 
‘-r-6 If(s)1 ds - 
Jr t-s 
Once again, if g2Jt) = Ce-fi’2(t’2 - (t - fi)-‘)“‘, then g,, EL2[(2, co)]. 
12, J25: Applying (8) yields 
2M 
IP(w)l~It~s12wt* since t-s>t-Ji>t/4 ii t>2. 
Therefore, 
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But, finally, g,,(t) = Ct P7/4 is an element of L*[ (2, oo)]. This assures that 
/l,4fl12 d Cllfllz and thus completes the proof. 1 
Step 6. All that is left now to establish (1) for modified coefficient 
functions arising from functions in D is to show that the aj, j= 0, 1, 2, 3, 
satisfy the hypotheses of Theorem 4. This is accomplished by straight- 
forward analysis, using nothing more subtle than the mean value theorem. 
THEOREM 5. The functions 
a,(t,s)=2x-Z(tan-‘JKi+tan’&Zi), 
a,(t,s)=2x-2(-tan~‘J’e’-l+tan’JZ-i), 
a,(t,s)=2x-Z(tan~‘Je’-l--tan’-), 
and 
a,(t,s)=271-2(-tan-‘ j;r’-l-tan-’,:ie”-l) 
satisfy the hypotheses on a( t, s) in Theorem 4. 
Proof. For a,(& s): 
(1) la,(t, s) - a,( t, t)l < 1 t - s[ IDzao(t, r)l for some r between t and 
s. Elementary calculus yields 
D,a,(t, s) = - l/2 JeS- 1. 
Therefore, 
ladt, s) - adt, t)l d It-4 
2JZ 
for some r between t and s. 
(2) a,(& t)=2rc-4tan’m>O for all t. Let h(t)=a,(t, t)- 
e Pr’2 Then h’(t)= -22/m+ieP”‘. For t>O, h’(t)<O, and h(O)= 
27~ - 1 while lim, j m h(t) = 0. Thus h(t) > 0 for t > 0, implying 
a,(t, t)>eP+ for t > 0. 
(3) a,(t, s) ~27~ for all (t, s) and 
a,(t,s)a271--(tan-‘JZ-i+tan’JZi)>O 
for (t, s) E [0, 21 x [0,4] since tan --I Jlef-1 is an increasing function of t. 
For a,(t, s), a,(t, s), and a,(t, s): 
(1) laj(t, S) -aj(t, t)l = ldt, s) - ad& t)l, j= 1,2, 3. 
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(2) a,(& t) 2 2~ > e-‘/* for t > 0, j= 1, 2, 3. 
(3) a]( t, s) < 471 for all (t, s), and for (t, s) E [0,2] x [0,4] 
a,(t,s)~27T--tan-‘~~>O 
~,(t,s)~2x-2tan~~~~>O 
u3( t, s) 2 27l> 0. 1 
We have now completed our journey and proved our main result which 
can be stated in a fairly concise fashion: 
THEOREM 6. Zf f E L* with corresponding function FE H2(Z7+) then the 
modified coefficient function b is analytic in Re([) > - l/2 and 
s m lb(-1/2+ir)12e-““‘dz<Cllf112. -cc 
Since most of the preceding has focused upon the properties of functions 
in the subspace of L2(R) that we have called C, and even though the results 
carry over to all of L2(R), it is interesting to consider separately those 
functions that arise as Cauchy integrals of functions in C: the subspace D 
of H*(Z7+). The reasonable question to ask is how can we characterize D 
as a subspace of H*(ZZ+) without referring back to C? 
We can assume without loss that f is real-valued and hence 
Re F(z) = P[f ](x, y); otherwise we can take advantage of the fact that the 
Hilbert transform is bounded on L2(R). 
It is important to observe that the most naive surmise for a description 
of D is false. One might suppose that f E C implies that for the corre- 
sponding FE D 
s m sup Y=-0 -cc l/2 dx<co, 
assuming that the weight for C is precisely reflected in a characterization 
of D. A simple counterexample refutes this conjecture. 
Let f(t) be the characteristic function of the interval [ 1, 21. Then 
certainly f E C, and 
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where K is the intersection of [ 1, 21 and {Ix - tI > y}. Next consider 
Then, if O<x<y<i, 
This follows since Ix - tl > y implies t < x - y -C 0 or t > x + y while 
x + y < 1, and 1.x - tl = t - x < t in the region being considered. Therefore 
which obviously does not exist. Hence we see that the condition (9) is not 
the correct characterization of D. 
However, the germ of an appropriate description is contained in the 
present example as one observes that the Poisson integral does not decay 
in the manner necessary to balance the singularity of the weight function. 
That singularity exists at every height y, whereas the Poisson integral 
approaches zero only as y does. To correct this situation we define 
FE H2(17+): sup jw 
“>O -= 
IRe F(z)12 (x:TTi; ‘)“‘dx< a}, 
and assert the following 
THEOREM 7. For D and B as defined above, D = b. 
The proof consists of appropriate splitting and estimation of integrals in 
a manner similar to the proof of Theorem 4. This theorem identifies which 
elements of H*(n+) comprise D in terms of the functions themselves. 
However, it can also be realized as a very special case of a class of 
theorems relating the Poisson integrals of functions living in subspaces of 
L*(R) corresponding to a weight function W(X) to harmonic functions in 
the upper half-plane whose L2-norms with a weight W(x, y) are uniformly 
bounded in y [6]. 
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