This paper presents a new algorithm for harmonic estimation in power systems. It utilizes separable least squares (SLS) technique to estimate the magnitude and phase angle of the harmonics by analyzing the waveform. As well as hybrid techniques have been utilized in this paper to estimate harmonics, real coded genetic algorithm (RCGA) and particle swarm optimization (PSO) utilized to estimate the phase of the harmonics, alongside a least square (LS) method used to estimate harmonics amplitude. The three techniques are analyzed and the results are compared in terms of percentage of error and processing time for finding suitable efficient technique to estimate harmonics.
Introduction
Harmonic distortion is one of the important problems, has significantly deteriorated the power quality (PQ) in electrical power networks can be caused either by the presence of power-electronic equipment or by connection of nonlinear loads in a power system [1] . The harmonics in a power system cause in increased transmission losses, reduced efficiency as well as causing malfunction in electronic circuits and communication systems. To obtain suitable control strategy for harmonic mitigation, the amplitudes and phases of the harmonics present in the system are to be estimated accurately, which will be possibly used to mitigate the harmonic by injecting the corresponding portion into a power system [2] , [3] .
Many algorithms are available to estimate the parameters of harmonics of which the least square (LS) regression widely used and effective technique to estimate the harmonics in the system whose characteristics are not well known [4] .Fast Fourier Transforms (FFT), and Discrete Fourier transforms (DFT) [5] . However, these two methods suffer three pitfalls, namely, aliasing, leakage and picket-fence effect. Other algorithms include, Kalman filter for estimating different states and parameters of the harmonics in an electrical signal but this algorithm cannot track abrupt or dynamic changes of signal and its harmonics [6] , [7] . Adaptive Kalman filter for dynamic estimation of harmonic signals, this able to track dynamic and abrupt changes of harmonics amplitudes [8] , [9] . Recently developments of artificial Intelligent (AI) techniques have encouraged the researchers to use these methods for harmonic estimation to obtain accurate solution if the system structure well defined. Genetic Algorithm (GA) provides excellent results but a main drawback is convergence time is large. To overcome on this disadvantage, hybrid algorithms have been proposed like genetic algorithm with least square (GA-LS) is proposed in [10] , and particle swarm optimization with least square (PSO-LS) is proposed in [11] , [12] .
The harmonics estimation utilizes an adaptive bacterial swarming algorithm (ABSA) has been proposed in [13] , which is adaptive to dynamic environment in which the fundamental frequency deviates with time. The harmonic estimation approach combining both Recursive Least Square (RLS) and Bacterial Foraging Optimization (BFO) is introduced in [14] , for harmonic estimation in distorted power system waveform. This paper proposes a new approach for the optimal estimation of harmonics in electrical signals using separable least squares (SLS) algorithm [15] , as well as PSO-LS and RCGA-LS. This paper is organized as follows: the problem formulation is described in section II. Section III provides the proposed techniques. The simulation results of the utilized algorithms are discussed in section IV. Finally, the conclusion is drawn in section V
Problem Formulation
Let the assumed signal structure be
Where n=1,2,..,N represents the harmonic order; A n , ω n and Φ n are the amplitude, angular frequency, and phase angle of the n th harmonic, respectively; v(t) is the additive noise; and ω n = 2 π f n .
Algorithms are developed to estimate the amplitude (A n ) and phase angle (Φ n ) of the signal with known harmonic components using hybrid real coded genetic algorithm-least square (RCGA-LS), hybrid particle swarm optimization-least square (PSO-LS) and separable least square (SLS) techniques. The error minimization between actual and estimated signal is taken up as an objective function in all cases.
 The estimation signal structure is
Where are the estimation of respectively.
 The objective function is
Where K is the number of samples.
The harmonics phases are nonlinear and limited within , the recursive optimization techniques are used to estimate the values of and . Then the amplitudes are obtained by LS method. The discrete linear model of the sampling signal ( ) is given as: T is the vector of the amplitudes needing to be evaluated; H(k) is the system structure matrix. The objective is to minimize the difference between ( ) and ( ) ( ) that can be accomplished when the best are obtained.
Consequently, the matrix ( ) can be calculated after the and are estimated by the proposed optimization techniques. The estimation of can be obtained using the LS method as (
The best estimation of the signal is achieved utilizing (7) in the condition of and .
Proposed Techniques

Hybrid Genetic Algorithm-Least Square
The execution steps of the Real Coded genetic AlgorithmLeast Square technique is shown in Fig. 1 [11] , [16] .
Load data of the distorted waveform.
Initialize number of parameters Using (5), for each encoded chromosome.
Estimate the amplitudes of the signal using LS method.
Evaluate the performance criterion and decode it to chromosome space.
Apply genetic operators, crossover, mutation and reproduction based on the fitness values. 
Hybrid Particle Swarm Optimization-Least Square
PSO is initialized with a group of random solutions and then searches for optima by updating generations. Each particle is updated by following two best values in every iteration. The first one is the local best (pbest), the second one is the global best (gbest). After finding the two best values, the particle updates its velocity and positions with following equations The application procedures of the particle swarm optimization with least square technique are described in Fig. 2 [12] , [17] .
Initialize number of parameters Using (5), for each encoded particle.
Calculate particle velocity and update every particle using (8) 
Separable Least Squares
The minimization of the sum of the squares of the residuals is the target when the least square method is utilized instead of solving the equations exactly [18]- [20] .
Let t be the independent variable and let y(t) represents an unknown function of t that is wanted to approximate.
Where m represents the number of observations. The objective is to model y(t) by a linear combination of n basis functions as follows:
In matrix-vector notation, the model is
Where X represents the design matrix, it usually has more rows than columns. The basic functions ( ) can be nonlinear functions of t, but the unknown parameters, , appear in the model linearly. (14) The system of linear equations as in (14) is over determined if there are more equations than unknowns. The basic functions might also involve some nonlinear parameters; the problem is separable if it involves both linear and nonlinear parameters [18]:
The residuals are the differences between the observations and the model:
Or, in matrix-vector notation,
19)
Simulation Results
The simulation module is shown in Fig. 3 which is a simple power system consist of two-bus three-phase system with a full-wave six-pulse bridge rectifier at the load bus, which is employed to produce a test signal [21] . Test signal, denoted as ( ), is a distorted voltage signal taken from the load bus in the test system and it is shown in Fig. 4 . The frequencies and phases of the harmonics of the test signal are listed in Table 1 . The test signal is sampled 100 samples per cycle from a 60-Hz voltage signal. A Gaussian noise is employed in simulation studies. The signal-to-noise ratios (SNRs) are chosen to be 30 and 40 dB, respectively. The Comparison between the algorithms have been used in this work are shown in Tables 2 and 3 . In hybrid RCGA-LS, a variable size is selected as 5 genes. To estimate 5 variables the chromosome size is taken as 50. The RCGA is run for a maximum of 200 generations. However, it is observed that the algorithm converged to the final solution in approximately 100 generations. With the mutation probability is 10% and the crossover probability is 80%. The waveform is reconstructed and compared with the actual waveform as shown in Fig. 5 and the plots of performance index of objective function for RCGA are shown in Fig. 6 .
In the hybrid PSO-LS technique, parameters are chosen as follows: Population size is 50, No. of iterations are 200, inertia weight is 0.98. The estimated signal waveform using hybrid PSO-LS method is shown in Fig.  7 . And the plots of performance index of objective function for hybrid PSO-LS are shown in Fig. 8 . The result has been found by SLS is shown in Fig. 9 . 
Conclusion
This paper presents intelligent computing techniques which can accurately estimate the amplitudes and phases of the harmonics contained in a voltage or current signal for power quality monitoring. The estimation process is iterative and in each iteration, the algorithm first applies RCGA or PSO to estimate the phases, and then calculates the amplitudes using the LS method. As well as separable least square (SLS) technique proposed in this paper for harmonic estimation. The estimated waveform using PSO-LS technique is more accurate, whereas the proposed SLS algorithm converges within a few milliseconds. Hence SLS algorithm may be used for estimating harmonics in on-line applications.
