Abstract -In the scientist's community one of the most vital challenges is the reproducibility of a workflow execution. The necessary parameters of the execution (we call them descriptors) can be external which depend on for example the computing infrastructure (grids, clusters and clouds), on third party resources or it can be internal which belong to the code of the workflow such as variables. Consequently, during the process of re-execution these parameters may change or become unavailable and finally they can prevent to reproduce the workflow. However in most cases the lack of the original parameters can be compensated by replacing, evaluating or simulating the value of the descriptors with some extra cost in order to make it reproducible. Our goal in this paper is to classify the scientific workflows based on the method and cost how they can become reproducible.
INTRODUCTION
In large computational challenges scientific workflows have emerged as a widely accepted solution for performing in-silico experiments. In general these in-silico experiments consist of series of particularly data and compute intensive jobs, and in most cases their executions require parallel and distributed infrastructure (super/hypercomputers, grids, clusters, clouds).
The successive steps of an experiment are chained to a so called workflow, which can be represented by a directed acyclic graph (DAG). The nodes are so called jobs, which includes the experimental computations based on the input data accessed through their input ports. In addition, these jobs can product output data, which can be forwarded through their output ports to the input port of the next job. The edges of a DAG represent the dataflow between the jobs (Figure 1. ).
An essential part of the scientific method is to repeat and reproduce the experiments of other scientist and test the outcomes themselves even in a different execution environment. A scientific workflow is reproducible, if it can be re-executed without failures and gives the same result as the first time. In this approach the failures do not mean the failures of the Scientific Workflow Management System (SWfMS) but the correctness and the availability of the inputs, libraries, variables etc. Different users for different purposes may be interested in reproducing the workflow, for example the authors of the workflow(s) in order to prove their results, readers or other scientists in order to reuse the results or reviewers in order to verify the correctness of the results [1] . Additionally, nowadays scientific workflow repositories are already available and in this way the scientists can share their results with each other and even they can reuse the existing workflows to create new ones.
The two most significant obstacles of reproducing a workflow are the dependencies of workflow execution and the rich collection of provenance data. The former can be perceived as the necessary and the latter one as the satisfactory requirements of the reproducibility. The dependencies of the execution mean those resources which require external (out of the scientific workflow management system, SWfMS) services or resources such as third party services, special hardwares/softwares or random value generator [2] . Elimination of these dependencies in most cases is not possible, so they have to be handled in some other way: different methods should be set up to make the workflows reproducible.
To achieve our goal we have defined the descriptor space and the decay-parameters of the jobs that give us the possibility to analyze the workflow from a reproducibility perspective. The descriptor space contains all the parameters (call descriptors), which are necessary to reproduce the workflow. There are descriptors, which are constant and do not change in time. Other descriptors are continuously changing (for example a database which continuously get more and more data from sensor networks). Also descriptors based on external services (such as third party services) may exist which can be unavailable after a few years. Finally there are descriptors which are unknown and its behavior is unpredictable. In this case the workflow is non-reproducible. The decayparameter describes the type and the measure of the change of the descriptor. With the help of the decay-parameter we have determined five categories of the workflows: reproducible, reproducible with extra cost, approximately reproducible, reproducible with probability P and nonreproducible.
The goal of our investigation to find different methods to make reproducible the workflow in the different categories even if it requires extra costs or compromises. In certain cases this goal is implementable but often the result of the workflow is only evaluable with the help of simulations. If there is no method to make the workflows reproducible, our goal is to provide the scientists with useful information about the conditions and probability of the reproducibility of his workflows.
The rest of the paper is organized as follows: In the next section we provide a short background and overview about works related to our research. Section 3 presents the mathematical model of our reproducibility analysis. In section 4 we give the classification of the scientific workflows based on our analysis. In section 5 based on our model we define the general measures of the reproducibility analysis. Finally we summarize our conclusions and reveal the potential future research directions.
II. STATE OF THE ART
Currently the reproducibility of scientific workflows is a burning question which the scientist community has to face with and has to solve. Accordingly in the latter onetwo years many researchers investigate this issue. One part of the literature analyzes the requirements of reproducibility and the other part deals with the implementation of such tools or frameworks.
The first group agree on the importance of the careful design [3] , [4] , [5] , [6] , [7] which on one hand means the increased robustness of the scientific code, for example with a modular design and detailed description of the workflow, and of the input and output data examples, and consequent annotations [8] . On the other the careful design includes the careful usage of volatile third party or special local services. In these cases two solutions exist, but reproducibility is uninsurable: 1. taking a digital copy of the entire environment using a system virtual machine/hardware virtualization approach capturing and storing metadata about the code and environment that allows it to be recreated later [8] .
Zhao et al. [9] in their paper investigate the cause of the so called workflow decay, which means that year by year the ability and success of the re-execution of any workflow significantly reduces. They examined 92 Taverna workflows submitted in the period from 2007 to 2012 and found four major causes: 1. Missing volatile third party resources 2. Missing example data 3. Missing execution environment (requirement of special local services) and 4. Insufficient descriptions about workflows. Hettne et al. [10] in their paper list ten best practice to prevent the workflow decay. Grothe et al. [11] analyze the characteristic of applications used by workflows and list the requirements in order to enable the reproducibility of results and determination of provenance. To the former mentioned requirements they assumed the deterministic feature of applications in order to perform appropriate provenance collection.
There exist available tools, VisTrail, ReproZip or PROB [12] , [13] , [14] , which allow the researcher and scientist to create reproducible workflow. With help of VisTrail [12] , [15] reproducible paper can be created, which includes not only the description of scientific experiment, but all the links for input data, applications and visualized output which always harmonizes with the actually applied input data, filter or other parameters. ReproZip [13] is another tool, which stitches together the detailed provenance information and the environmental parameters into a self-contained reproducible package.
The Research Object (RO) approach [16] , [17] is a new direction in this research field. RO defines an extendable model, which aggregates a number of resources in a core or unit. Namely a workflow template; workflow runs obtained by enacting the workflow template; other artifacts which can be of different kinds; annotations describing the aforementioned elements and their relationships. Accordingly to the RO, the authors in [18] also investigate the requirements of the reproducibility and the required information necessary to achieve it. They created ontologies, which help to uniform these data. These ontologies can help our work and give us a basis to perform our reproducibility analysis and make the workflows reproducible despite their dependencies.
Piccolo et al [19] collected the tools and techniques and proposed six strategies which can help the scientist to create reproducible scientific workflows.
Santana-Perez et al [20] proposed an alternative approach to reproduce scientific workflows which focused on the equipment of a computational experiment. They have developed an infrastructure-aware approach for computational execution environment conservation and reproducibility based on documenting the components of the infrastructure.
To sum up the results mentioned above, we can conclude that the general approach is that the scientist has to create reproducible workflows with careful design, appropriate tools and strategies. But none of them intended to solve the problem related to the dependencies rather they suggested to bypass them. Moreover, they did not deal with the following question: How an existing workflow can be made reproducible?
III. THE MODEL
In our approach a scientific workflow consisted of N jobs can be written as a function of its job:
where R is the vector of results.
In our investigation we assume, that a given workflow is executed at least one time and the provenance database of the workflow execution is available. In this case we can assign a so called descriptor space to every job of the given workflow.
The elements of this descriptor space are called descriptors and they give all the necessary parameters to reproduce the job. These parameters can be for example variables of the infrastructure, variables of the code, parameters of system calls, inputs, outputs and partial data or access paths of external resources etc [21] . Every descriptor has a name and a value. In addition we also assign them a so called decay-parameter which describes the type and the measure of the change of the given value. The decay-parameter can be zero, which means that the value of this descriptor is not changing in time, in other word the availability of this descriptor (and its value) can be insured in one, two, ten or any years. In this case this descriptor does not cause dependency and the reproducibility of the job does not depend on this descriptor. The decay parameter can be infinite, if the descriptor's value is unknown. For example in case of random generated values. The value of the decay-parameter can be a distribution function F(t) if the availability of the given resource varies in time according to this F(t). The fourth option is that the value of the decay parameter is a function -vary(t, x) -depending on time, which determines the variation of the descriptor's value. 
The descriptors and its decay parameters can originate from three different sources: from the users, from the provenance database and it can be automatically generated by the SWfMS. [21] With the help of these expressions we can define the reproducibility in the following way:
In addition if a scientific workflow contains N jobs and the jobs are reproducible, the scientific workflow is also reproducible:
for every ∆t.
Also we can assign a cost to the descriptors. This gives the measurement of the "work" or cost which is necessary to make the job reproducible. For example, when the value of the descriptor is a large amount of data which cannot be stored even on extra storage. We can assign a cost to this extra storage. Or another example if the descriptor is changing in time and its decay-parameter is a so called "vary function". In this case to reproduce this workflow we can apply simulation tools based on the sample set which also result an extra cost (see section IV.A).
IV. THE CLASSIFICATION
Analyzing the decay parameters of the descriptors we can classify the scientific workflows. First, we can separate the workflows which decay-parameters for all the jobs are zero. These workflows are reproducible at any time and any circumstance since they do not have dependencies. Than we can determine those ones which can influence the reproducibility of the workflow in other words which also have non-zero decay parameter(s). Four groups have been created:
1. At least one decay-parameter of the descriptor is infinite, but with the help of additional resources or tools this dependency of execution can be eliminated. In this case the cost of this descriptor indicates that there are possibility to reproduce the job with some extra cost.
2. At least one decay-parameter of the descriptor is infinite and the cost of this descriptor is also infinite. In this case the dependency of the workflow can not be eliminated and the workflow is non-reproducible.
3. At least one decay-parameter of the descriptor is a probability distribution function and the other ones are zero.
4. At least one decay-parameter of the descriptor is a vary function and the other ones are zero. (Table  2 .)
A. Reproducible workflows
The first group represents the reproducible workflows. In this case all the decay-parameters of all the jobs belonged to a workflow are zero. These workflows are reproducible and they can be executed and re-executed at any time and any circumstance since they are not influenced by dependencies.
B. Reproducible workflow with extra cost
There are workflows, which have dependencies and infinite decay-parameters, but the appropriate cost is not infinite. In this case with the help of additional resources or tools these dependencies can be eliminated. For example, if 
a computation is based on random generated value, this descriptor's value is unknown (infinite). In this case with the help of an extra, operation system level tool we can capture the return value of the system call and we can save it in the provenance database [22] . The third example is when a virtualization tool, such as a virtual machine have to be applied to reproduce the workflow.
C. Approximetly reproducible workflows
In certain cases the workflow execution may depend on some continuously changing resource. For example there are continuously growing databases which get the data from sensor networks without intermission. If the computation of a workflow use some statistical parameters of this database, the statistical values never will be the same. In this case the appropriate descriptor's value of the given job may change on occasion of every re-execution, consequently the reproducibility of this workflow could be failed.
If the workflow was executed S times and the provenance database is available, we can create a sample set which contains the S different values of the changing descriptors and the S results of the workflow. In this case we can analyze the change of the descriptor's value, we can write its function and even, we can determine a general evaluating method of the result. On occasion of a later reexecution, if reproducing is not possible, this evaluating method can be applied and an evaluated result can be done with a given probability [22] .
D. Reproducible workflows with a given probability
Many investigations revealed the problem caused by volatile third party resources […] , when the reproducibility of workflows became uncertain. The third party services or any external resources can be unavailable during the years. If we know this decay of the resources and if we can determine its probability distribution function we can predict the behavior of the workflow on occasion of a reexecution at a later time. Sometime the users may have to know the chance of the reproducibility of their workflow. Assuming that the probability distribution of the third party service is known or assumable we can inform the users about the expected probability of the reproducibility.
To formalize the problem, first, we have separated the Mi descriptors of a given job Ji which depend on external or third party resources and its decay-parameter, which is a probability distribution function given as follows:
)ݐ(‬ The rest of the descriptors have zero decay-parameter. In this case, at time t0, a given descriptor's value ‫ݒ‬ (݀ ) is available with a given probability (for the sake of the easier comprehensibility hereafter we omitted the i index referred to the ith job of a given scientific workflow):
Let us assign to the job Ji a state vector ‫ܡ‬ = ‫ݕ(‬ ଵ , ‫ݕ‬ ଶ , … , ‫ݕ‬ ெ ) ∈ {0,1} ெ , in which the ‫ݕ‬ = 1 , if the jth descriptor of the job Ji is unavailable. In this way the probability of a given yi state vector can be computed as follows:
In addition a time interval can be given during which the descriptor is available with a given probability P.
Since we assume the independency of the descriptors the cumulative distribution function of the job Ji can be written as follows:
E. Non-reproducible workflows
There is no method to make the workflow reproducible. In this case the scientific workflow probably contains non-deterministic job or jobs.
V. REPRODUCIBILITY ANALYSIS
It may be important to inform the user about the reproducibility of his workflow or even the cost of the reproducibility. Based on our mathematical model we can determine two measures according to the expected cost: the average cost and the reproducibility probability. 
where C is a given level of the reproducibility cost.
VI. CONLUSION
In this paper we investigated the possible types of the scientific workflows from a reproducibility perspective. The basis of our analysis is the decay-parameter which describes the type and the measure of the change of the descriptor's values. According to this parameter we determined a cost function which means the "work" required to reproduce the given job or workflow. In this way we could classify the scientific workflows, how they can be reproduced at a later time. In the different categories we set up methods to make the workflows reproducible or we gave the probability and the extra cost of the reproducibility. Finally we gave two general measure to evaluate the expected cost of the reproducibility.
The goal of our research is to support the scientists with methods to make their experiment reproducible and to provide information about the possibility to reproduce their workflows. 
