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Chapitre 1
Introduction
Les composites, en particulier les composites carbones, ont révolutionnés le domaine de l’avia-
tion, permettant de faire des pièces plus résistantes, plus légères tout en améliorant les procédés
d’assemblage et en diminuant les opérations de soudage ou de rivetage. Malgré des avantages
indéniables par rapport à l’ancienne génération de matériaux (basée sur des alliages métallique
souvent à base d’aluminium), cette nouvelle génération n’est pas immune aux défauts. En parti-
culier ces composites vieillisent, se fatiguent et sont soumis à des agressions extérieures comme
par exemple des impacts avaires ou la foudre.
L’industrie aéronautique est en eﬀet une grande utilisatrice des techniques de contrôle non
destructif. La rupture d’une pièce en aviation ayant bien souvent des conséquences dramatiques
tant humaines que matérielles, il est donc nécessaire de détecter au plus tôt ces défauts aﬁn de
réparer ou remplacer les pièces abîmées. Ainsi des techniques telles que les ultrasons, les courants
de Foucault, la thermographie sont utilisées de manière courante dans le monde de l’aéronau-
tique. Malheureusement ces méthodes, développées pour certaines depuis plus de cinquante ans,
ont été spécialement conçue et spéciﬁées pour les matériaux métalliques et ne sont donc pas
entièrement adaptées aux composites carbones.
En outre, certains types de défauts comme par exemple l’inﬁltration d’eau sont spéciﬁques
aux matériaux composites. Il n’existe pas, à l’heure actuelle, de méthodes satisfaisantes capable
de les détecter.
Le travail que nous présentons dans cette thèse consiste donc à développer de nouvelles mé-
thode de détections adaptées à ces nouveaux matériaux composites à base de carbone.
Dans une première partie, je présenterai mon travail portant sur trois nouvelles méthodes de
contrôle non destructifs de type radiofréquences. Cette partie ce décompose en trois chapitres :
– Une introduction aux matériaux composites. Nous développerons leurs modes de fabrica-
tion, leurs modes de défauts et un historique de quelques accidents dus à des défaillances
de ces composites.
– Un chapitre consacré aux méthodes électriques existantes, en particulier les méthodes ba-
sées sur la mesure de la résistance électrique. Nous présenterons aussi quelques résultats
bibliographiques concernant les caractéristiques électriques des composites carbones.
– Un chapitre présentant trois nouvelles méthodes de détections électromagnétiques. La pre-
mière méthode est basée sur le principe du backscattering et les deux autres sur une mesure
de l’anisotropie électrique.
Dans la deuxième partie, je présenterai mon travail portant sur la création et la mise au point
d’un nouveau dispositif permettant de détecter l’eau dans les composites carbones. Ce nouveau
dispositif est basé sur la détection d’une onde mécanique particulière et a donné lieu à un brevet
international qui est en cours de commercialisation auprès du groupe EADS. Cette partie se
décompose en trois chapitres :
– Un premier chapitre détaillant le principe physique de ce dispositif. Cette partie est com-
plétée par une étude de faisabilité du dispositif innovant.
– Un chapitre concernant le coeur du dispositif c’est à dire l’étude du dispositif non linéaire
hydraulique basé sur les ondes de Faraday.
1
2 CHAPITRE 1. INTRODUCTION
– Un chapitre expérimental, incluant les expérimentions correspondantes aux deux chapitres
précédents.
Enﬁn nous conclurons et nous ouvrirons notre travail, en oﬀrant des perspectives. En parti-
culier, nous détaillerons les diverses pistes de recherches s’ouvrant à nous et l’évolution possible
des dispositifs que nous avons mis au point.
Le travail présenté au sein de cette thèse a été réalisé au sein du laboratoire Laplace de Tou-
louse, laboratoire commun à l’Université Paul Sabatier (Toulouse III) et à l’INPT-ENSEEIHT,
sous la direction du Professeur Jacques David.
Première partie
Détections de défauts dans les
matériaux en carbone
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2.1 Introduction aux matériaux composites
Les matériaux composites sont de plus en plus utilisés en aviation commerciale [1, 2]. Dans
les vingt dernières années, la part des composites, qui était marginale, représente plus de 50%
de la masse¬ des avions de nouvelle génération (voir la ﬁgure 2.1). Si l’on regarde le marché
des petits avions, on s’aperçoit qu’il existe même des avions à structure entièrement composite
comme par exemple le SR22-G3 de Cirrus. Cet avion est entièrement constitué de composites
à l’exception du moteur et des ﬁxations des diverses pièces. La tendance est donc aujourd’hui
de remplacer une très grande partie des pièces métalliques par leur équivalent carbone. À titre
¬Et encore plus en volume et en nombre de pièce car la densité de ces matériaux est très faible.
5
6 CHAPITRE 2. LES MATÉRIAUX COMPOSITES
Fig. 2.1: Utilisation des composites en aviation : tendance et exemple de l’A350 [1].
d’exemple une grande partie des surfaces extérieures du Boeing 787 sera réalisée en composite
(voir la ﬁgure 2.2).
Bien que le principal avantage des matériaux composites soit le gain de masse, qui permet à la
fois des économies de carburant et une augmentation de la masse utile, ces matériaux possèdent
d’autres avantages [3] :
– Une importante réduction du nombre de pièces principales et de pièces de jonction (rivets,
boulons. . .). À titre d’exemple, l’emploi de composite pour la dérive verticale du Lockheed
L-1011 a permis une réduction de 72% du nombre de pièces maîtresses et de 83% du nombre
de pièces de jonction par rapport au même assemblage réalisé en alliage d’aluminium. Le
gain en masse est lui plus modeste, de l’ordre de 25%.
– Une plus grande résistance à la fatigue et à la corrosion. À titre d’exemple il est nécessaire
de réparer tout les 18 mois en moyenne les dégâts dus à la corrosion sur des hélicoptères
évoluant en condition saline. Les pièces en composite étant très peu sensibles à la corrosion,
ces réparations coûteuses sont donc totalement éliminées.
– Le fait que les pièces en composite puissent avoir une réponse mécanique anisotrope permet
d’optimiser l’épaisseur des pièces, et diminuer ainsi la masse de manière plus sensible tout
en améliorant les propriétés mécaniques.
– Une meilleure atténuation des vibrations. Les matériaux composites possèdent de plus
grandes constantes d’amortissement vibratoire que leurs contreparties métalliques.
La grande diversité des contraintes auxquelles sont soumis ces composites et la variabilité des
formes mécaniques à obtenir, se traduisent par une grande diversité de solutions. En eﬀet, lorsque
l’on parle des composites on entend un assemblage d’au moins deux matériaux non miscibles
dans le but d’obtenir ou d’optimiser des propriétés mécaniques. Un matériau composite est par
déﬁnition constitué :
– d’un renfort qui assure la tenue mécanique, donc l’essentiel des caractéristiques mécaniques
– d’une matrice qui est généralement une matière plastique, et qui assure la cohésion de la
structure et la retransmission des eﬀorts vers le renfort.
Le choix des renforts et des résines est assez vaste mais seuls quelques couples sont intéressants
en pratique pour les applications de type aviation. Les plus courants sont :
– Les ﬁbres de verre dans des résines thermoplastiques.
– Les ﬁbres de carbone dans des résines thermoplastiques.
– Le GLARE qui est une superposition de feuilles de composite en ﬁbre de verre et de minces
feuilles en aluminium.
En plus de cette distinction sur la composition des composites, il convient de distinguer
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Fig. 2.2: Les composites dans un avion récent : le cas du 787 [2].
Fig. 2.3: Fuselage du 787 en carbone laminaire [4]
aussi le type de construction : les composites dits laminaires et les composites dits sandwiches.
Les matériaux laminaires sont des matériaux plein composites. Un exemple est donné par la
ﬁgure 2.3 dans lequel un composite laminaire remplace les tôles métalliques classiques. Les maté-
riaux sandwiches sont constitués d’une structure alvéolaire en nid d’abeille (voir ﬁgure 2.4b) sur
laquelle sont apposés des peaux en composite laminaire. Cette structure, basée sur le principe des
poutres en H, permet d’augmenter la résistante en compression, tout en oﬀrant un taux de vide
de l’ordre de 95%. Les matériaux de type sandwiches sont utilisés couramment en aéronautique
pour le remplissage des volumes creux comme les gouvernes ou les voilures, mais aussi de plus en
plus dans l’industrie navale et automobile, ou dans des applications plus surprenantes comme la
construction d’éoliennes.
(a) Structure en nid d’abeille ou NIDA[5] (b) Pièce aéronautique en composite sandwich
(collection personnelle)
Fig. 2.4: Matériaux composite de type sandwish
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(a) Fibre de carbone en microscopie électro-
nique comparée à un cheveu [12].
(b) Organisation des plan de graphite dans une
fibre de carbone [13].
Fig. 2.5: La ﬁbre de carbone
2.2 Fabrication et composition des composites carbones
2.2.1 Les fibres de carbone
Les premières ﬁbres de carbone ont été fabriquées pour la première fois par J. Swan à partir
de coton ou de papier carboné [6], aﬁn de réaliser les premières lampes à incandescence [7].
Cette invention a été reprise par T. Edison [8, 9] et a mené au succès commercial de l’éclairage
électrique.
Pendant quelques années la ﬁbre de carbone fut utilisée uniquement comme ﬁlament des
lampes. En 1957, la société Barnebey-Cheney Company fabriqua de manière ponctuelle des ﬁltres
à base de ﬁbres de carbone pour le ﬁltrage de matériaux corrosifs à haute température. Malheu-
reusement, ces ﬁbres avaient de mauvaises caractéristiques mécaniques. L’ère moderne de la ﬁbre
de carbone commença réellement lorsque R. BACON, de la société Union Carbide, fabriqua en
1958 [10], les première ﬁbres de carbone à haute performance, possédant une résistance à la
rupture de 20 GPa et un module de Young de 700 GPa, c’est-à-dire 5 à 6 fois supérieur aux ca-
ractéristiques des ﬁbres l’acier pour une densité huit fois inférieure. Malheureusement, le coût de
ces ﬁbres fut estimé à 20 millions de dollars par kilogramme. La décennie suivante fut consacrée
à faire baisser le coût de ce matériau.
A l’heure actuelle, les ﬁbres de carbone sont fabriquées à partir de plusieurs précurseurs, en
particulier le polyacrylonitrile (PAN), ou de la résine. Le processus de fabrication le plus courant
consiste à étirer la ﬁbre de PAN jusqu’à ce qu’elle atteigne un diamètre de 6 à 10 µm, tout
en l’oxydant à environ 200 ◦C. Durant cette oxydation, la ﬁbre devient alors noire et sa struc-
ture change. Les atomes d’hydrogène disparaissent et sont remplacés par des atomes d’oxygène.
L’étape suivante est la carbonisation, les ﬁbres de carbone sont alors chauﬀées entre 1000 et
3000 ◦C en atmosphère neutre. Cette étape élime les atomes d’oxygène et fabrique une ﬁbre de
carbone contenant entre 92% et 99% de carbone. La dernière étape consiste à enrober les ﬁbres
aﬁn d’améliorer les caractéristiques d’adhérence de la ﬁbre et de les protéger de l’oxydation [11].
Une image en microscopie électronique d’une ﬁbre de carbone est donnée par la ﬁgure 2.5a.
Le carbone dans les ﬁbres possède à l’échelle microscopique une structure ressemblant à celle
du graphite. Cependant, à l’échelle mésoscopique, la ﬁbre ne forme pas des cristaux comme le
graphite mais plutôt un solide amorphe. Contrairement au graphite qui est facilement clivable le
long des plans cristallins, les atomes de carbone de la ﬁbre forment des liaisons en trois dimensions
la rendant ainsi extrêmement solide (voir ﬁgure 2.5b). Le carbone étant un matériau peu dense,
et formant des liaisons covalantes extrêmement fortes, la ﬁbre possède alors une extrême solidité
pour une masse très faible. Les principales caractéristiques de ce matériau sont données par la
table 2.1.
Commercialement ces ﬁbres sont soit livrées sous forme de bobine, en vrac dans le cas de
ﬁbres courtes, ou sous forme de tissus suivant l’application souhaitée. Les composites bas coûts
et grand public sont fabriqués à base de ﬁbres courtes, directement mélangées à de la résine.
Les composites plutôt haut de gamme sont fabriqués à partir de couche de tissus alternés. Les
diﬀérentes formes sont représentées sur la ﬁgure 2.6.
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Fig. 2.6: Forme commerciale des ﬁbres de carbone : en bobine, tissu, et vrac [14]
Propriété
Fibre de
carbone [15, 16]
Acier [17, 18]
Aluminium [17,
19]
Fibre de verre
type E [20]
Densité
(kg m−3)
1750–1800 7850 2600–2800 2540–2600
Limite élastique
(MPa)
3530–3650 276–1882 230–570 3500
Élongation à la
rupture (%)
0.7–2.1 10–32 10–25 4.8
Coeﬃcient
d’expansion
thermique
(10−6 K−1)
(−1.1)–(−0.38) 11–16 20.4–25.0 5.4
Conductivité
thermique
(W m−1 K−1)
10–150 24–65 237 1.3
Chaleur
massique
(J kg−1 K−1)
710–750 450–2100 900–960 810
Température de
fusion (◦C)
3650 1500 477-660 1725
Tab. 2.1: Propriétés mécaniques des ﬁbres de carbones, comparaison avec d’autres matériaux.
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L’aspect toxicologique de la ﬁbre de carbone est en cours de recherche. En eﬀet bien que
le carbone soit bénin vis-à-vis de l’organisme, il est recommandé de manipuler les ﬁbres avec
soin car elles provoquent des irritations, des problèmes respiratoires, et une fois cassées peuvent
pénétrer sous la peau et provoquer des infections. En particulier les opérations de sciage et de
ponçage doivent être eﬀectuées sous hotte.
2.2.2 Les résines
La résine sert de matrice aux ﬁbres ; elle a pour principal but de transmettre les eﬀorts
mécaniques au renfort à base de ﬁbre. Elle assure aussi la protection des ﬁbres vis à vis de
l’environnement, en particulier elle protège les ﬁbres de l’abrasion. Les résines servent aussi de
liant aux ﬁbres les empêchant de se mouvoir librement.
La matrice en résine ne modiﬁe quasiment pas la limite élastique de la pièce de composite,
cependant elle a un rôle majeur au niveau des caractéristiques en compression de la pièce, en parti-
culier dans la répartition des eﬀorts entre les diﬀérents plans de ﬁbres. Ainsi les caractéristiques à
l’endommagement, en particulier la résistance à l’impact, des composites seront majoritairement
ﬁxées par la résine
Les résines sont bien souvent des polymères c’est-à-dire des longues chaînes de molécules
composées à partir de la répétition de motifs moléculaires de base, joints par des liaison cova-
lantes (liaisons fortes). Les résines une fois polymérisées sont constituées de nombreux polymères
organisés de manière aléatoire et forment ainsi un solide amorphe.
Dans le domaine du génie civil, le béton peut être considéré comme une résine au sens large.
Les bétons armés de ﬁbre de carbone sont appelés à se développer dans les années futures du fait
de leur extrême résistance.
Les principales résines sont les résines à base de polyester qui sont bas coûts ; malheureuse-
ment elles résistent mal aux UV et se dégradent donc fortement au cours du temps. Une autre
famille inclus les résine de type Vinylester qui résistent mieux aux UV mais possèdent l’incon-
vénient de fondre au contact des hydrocarbures. La famille des résines époxy ne possède pas
les deux inconvénients majeurs précédents et est donc utilisée majoritairement dans l’industrie
aéronautique.
La résine doit adhérer au ﬁbres sans les détériorer, et doit pouvoir parfaitement imprégner
le tissu de ﬁbre sans laisser de vide. Étant un matériaux plastique elle est caractérisée par une
température de transition vitreuse[21] c’est à dire la température à laquelle la résine devient
plastique et donc plus facilement déformable. Dans le cas d’un matériau composite la température
de service doit être suﬃsamment éloignée de la température de transition vitreuse, aﬁn d’éviter
une déformation des pièces.
La ﬁbre subit bien souvent un traitement aﬁn de la rendre plus mouillable par la résine et
ainsi augmenter l’adhérence de la résine à la ﬁbre. Ainsi les ﬁbres de carbone sont bien souvent
traitées à l’acide nitrique avant application de la résine.
2.2.3 Fabrication des composites laminaire
Les composites laminaires sont fabriqués par l’empilement de couches successives de tissus
à base carbone imprégnées de résine et polymérisées. Les couches de tissus peuvent se compter
par dizaine et sont souvent décrite par leur orientation respective. On parle par exemple de
composite 90 °/0 °/90 ° ou 90 °/45 °/0 °/−45 °/−90 °. Ces couches sont bien souvent elles mêmes
tissées aﬁn d’augmenter la résistance du composite. Quelques exemples de tissage sont disponibles
sur la ﬁgure 2.7. Le choix du tissu et de l’orientation des couches de ﬁbres est dicté par des
considérations de résistance mécanique.
La fabrication des pièces aéronautiques utilise généralement un procédé haut de gamme appelé
moulage sous vide [3, 22]. Ce procédé utilise des tissus de ﬁbre de carbone préimprégnés de résine,
contenant approximativement moitié de ﬁbre, moitié de résine. Le composite ﬁnal contiendra
alors environ 60% de ﬁbre, car lors de la fabrication, une partie de la résine coulera à l’extérieur,
permettant ainsi de combler les vides et d’emporter l’air emprisonné.
La ﬁgure 2.8 représente de manière schématique le procédé de fabrication. La pièce à polymé-
riser est recouverte d’un couche de verre poreux teﬂoné, aﬁn de faciliter le démoulage. Autour de
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Fig. 2.7: Les principaux types de tissus utilisés dans la fabrication de composites [3].
Fig. 2.8: Schéma du procédé de polymérisation sous vide [3].
cette couche de Téﬂon le fabriquant dispose une couche de papier absorbant destinée à recueillir
l’excès de résine. Ce papier est alors mis en pression par une couche de verre teﬂoné, et le tout
est mis dans un sac dans lequel est eﬀectué le vide.
L’assemblage ﬁnal est alors mis en autoclave où la combinaison de la pression et de la chaleur
initie la réaction de polymérisation. Le vide est continuellement eﬀectué dans le sac, aﬁn de
drainer l’air emprisonné et d’enlever l’excès de résine. Après quelques heures en autoclave la
pièce est alors prête et peut subir le démoulage.
2.2.4 Le nid d’abeille
Le nid d’abeille a pour but d’écarter les deux plans en carbone du composite alvéolaire, tout
en étant le plus léger possible. Il faut donc créer une structure creuse capable de supporter la
charge compressive. Or, il peut être prouver que le moyen de paver le plan avec le moins de
matière consiste à utiliser un pavage régulier à base d’hexagones. Ce type de pavage possède en
outre la caractéristique d’être très rigide ; en eﬀet les contraintes qu’éprouvent localement une
cellule hexagonale sont alors réparties de proche en proche sur tout le réseau.
Les matériaux composant les nids d’abeilles sont assez divers. Ils peuvent par exemple être
composés de carton aﬁn de diminuer très sensiblement la masse, de matière plastique de type
époxy ou dans les applications demandant une très grande rigidité d’aluminium. Il convient de
noter que les nids d’abeille à base de carton sont traités avec des matériaux hydrophobes aﬁn
d’éviter l’absorption d’eau, et donc leur ruine par dissolution.
Le collage des nids d’abeille est une opération délicate, qui peut s’accompagner de défauts :
– des ponts de résines, c’est-à-dire des alvéoles remplies de résine au lieu d’air.
– des décollements locaux.
– des enfoncements.
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Craquelure de la résine
Contrainte
Rupture des ﬁbres
Fig. 2.9: Une plaque de composite sous contrainte, nature et localisation des défauts (vue de
proﬁl).
2.3 Endommagement des structures à base de carbone
Les structures à base de composites carbone comme tout matériau sont soumis à divers méca-
nismes dégradant leurs performances mécaniques. Cette section a pour but de décrire les divers
mécanisme d’endommagement des composites carbones et les conséquences de ces dommages.
2.3.1 Les mécanismes à la base des défauts
2.3.1.1 La rupture
On sous-entend par rupture la rupture des ﬁbres. La rupture des ﬁbres est la conséquence du
dépassement de la limite élastique, d’un impact, ou d’un défaut de fabrication. Comme les ﬁbres
contribuent majoritairement à la résistance mécanique de la structure composite, la rupture des
ﬁbres diminue grandement la solidité mécanique de l’ensemble.
Bien souvent, la rupture des ﬁbres n’atteint pas la totalité de la pièce composite. En eﬀet,
par exemple dans le cas de l’application d’une force normale à la plaque de composite, il apparaît
des ﬁssures dans la résine sur la face soumise à la contrainte et des ruptures de ﬁbres sur la
face opposée (voir ﬁgure 2.9). Dans le cas aéronautique, ce type de rupture est donc diﬃcilement
détectable car elle apparaît sur la face opposée de celle accessible à l’inspection.
La rupture des ﬁbres nécessite bien entendu une action corrective car elle peut rapidement
mener à la ruine de la pièce. Notons par ailleurs que la rupture des ﬁbres augmente la porosité
du composite favorisant ainsi la pénétration d’eau dans la structure.
2.3.1.2 La délamination
Alors que la rupture des ﬁbres est un mécanisme prédominant dans le cas de matériaux
composites monocouches, la délamination est un mécanisme prépondérant d’endommagement
des matériaux composites multicouches. La délamination est le décollement des diﬀérents plans
du composite (voir ﬁgure 2.10). En eﬀet, l’énergie nécessaire au décollement des plans est toujours
plus faible que l’énergie nécessaire à la rupture des ﬁbres.
La délamination est un défaut sournois car elle n’est point visible de la surface du composite
et pourtant elle diminue de manière très sensible les caractéristiques mécaniques. En outre, ce
défaut à tendance à s’étendre de manière exponentielle. En eﬀet, la délamination crée, au niveau
de la frontière, des contraintes de cisaillement qui ont tendance à étendre la zone délaminée.
L’évolution de la délamination se fait en quatre phases [24] :
– une phase d’initialisation, suite bien souvent à un impact, qui décole localement les couches
de composites.
– une phase d’extension locale de la délamination.
– une phase de stabilisation où les contraintes se repartissent de manière plus uniformes, la
délamination croît lentement
– une phase d’extension soudaine et quasiment instantanée (instable) ; le composite est alors
complètement ruiné, la zone délaminée occupant toute la pièce composite.
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Fig. 2.10: Coupe d’un composite carbone délaminé au microscope [23]
La dernière phase, appelée mort subite, étant très dangereuse pour la qualité de la pièce, il
convient de contrôler régulièrement les structures à base de composite aﬁn d’éviter les accidents.
2.3.2 Les causes des défauts
2.3.2.1 Les impacts
Les propriétés à l’impact d’un matériau représente sa capacité à dissiper et absorber l’énergie
suite à un impact ou à un choc. En pratique, pour un avion, les impacts peuvent aller de la clef
de 10 tombant sur la structure lors d’une opération de maintenance, à un choc avec une oie à la
vitesse de croisière. Les dommages résultant d’un impact peuvent être très localisés ou être une
complète destruction du composite (voir les exemples très visuels de la ﬁgure 2.11).
Vu l’énergie des impacts en jeu¬, il est quasiment impossible de s’en prémunir totalement.
Il convient donc tout d’abord que le composite possède une forte résistance à l’impact, et qu’en
second lieu il dissipe eﬃcacement le surplus d’énergie. Augmenter la résistance à l’impact consiste
à utiliser des matériaux à haute résistance mécanique et à ne pas soumettre la structure à de
trop grandes contraintes statique, aﬁn de s’assurer une marge de sécurité. Cette première ligne
de défense, allant dans le même sens qu’une augmentation globale des performances mécaniques,
est assez naturelle à obtenir.
La seconde ligne de défense consiste à diminuer l’inﬂuence du dommage, c’est-à-dire à reré-
partir les contraintes, et à éviter la propagation de la fracture. En règle générale plus le matériau
est dur, plus il est cassant. A titre d’exemple, une céramique est extrêmement dure mais cas-
sante alors qu’une barre d’aluminium est moins résistante mais plus ductile. Néanmoins, dans le
cadre d’un matériau composite, il est possible d’obtenir une assez bonne résistance à l’impact en
jouant sur la délamination. Une rupture des ﬁbres suite à un impact cause ainsi une importante
contrainte de cisaillement au niveau des couches de composite adjacentes, causant ainsi une dé-
lamination qui en retour arrête la propagation de la fracture et diminue la contrainte. Ainsi le
matériau composite peut posséder un comportement ductile à la fracture.
Cependant, contrairement au métal ce comportement ductile provoque des dommages irré-
versibles à la structure du fait de la création de délamination. Il convient donc de détecter les
impacts aﬁn de procéder à leur évaluation au plus tôt.
2.3.2.2 La fatigue
La fatigue est un phénomène progressif d’endommagement touchant les matériaux soumis à
des charges cycliques, comme par exemple la houle sur un bateau ou les cycles décollage/atterrissage
sur un avion. Au bout d’un certain nombre de cycles le matériau subit une dégradation importante
de ses caractéristiques pouvant ainsi mener jusqu’à la rupture catastrophique. Le phénomène de
fatigue dans les matériaux composites peut se décomposer en deux phases.
¬A titre d’exemple, une oie de 5 kg qui tape contre un avion à 800 km/h possède une énergie cinétique de
246 kJ.
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(a) Impacts dus à l’éclatement d’un pneu (b) Un impact avaire
Fig. 2.11: Quelques exemples d’impacts en aviation [25].
(a) Rupture due à la fatigue sur un échantillon
métallique [26]
(b) Fatigue dans un composite carbone : déla-
mination, rupture [27]
Fig. 2.12: Le phénomène de fatigue
Comme dans un échantillon métallique, la fatigue peut naître de microﬁssurations : dans une
première phase des microﬁssures sont crées puis dans un deuxième temps ces ﬁssures grandissent
et se regroupent jusqu’à complètement ﬁssurer l’échantillon de part en part (voir la ﬁgure 2.12a).
Cependant, dans les matériaux composites bien que le mode de fatigue précédent existe, les
défauts locaux sont plutôt rares du fait de la nature complexe du matériau. En particulier, le
cyclage joue de manière diﬀérente sur la phase ﬁbres que sur la phase résine. La résine va plutôt
se craqueler alors que les ﬁbres vont se désolidariser. De plus, la fatigue va provoquer des délami-
nations (voir la ﬁgure 2.12b), qui vont au cours du temps s’étendre et ainsi feuilleter le composite.
La ﬁn de vie du matériau est ainsi beaucoup plus violente et catastrophique [28]. Contrairement
au métal où la détérioration mécanique est assez progressive, le matériau composite fatigué rompt
brutalement (phénomène dit de mort subite).
Pour ﬁnir, notons que la fatigue est un phénomène à ne pas sous-estimer ; à titre d’exemple un
bateau en vingt ans peut être soumis jusqu’à cent millions de cycle de fatigue à cause de la force
qu’exerce la houle sur la coque [28, 29]. Dans le cadre aéronautique, le cyclage basse pression en
altitude, haute pression au sol est aussi très destructeur ; en particulier, il peut faire grandir très
vite les délaminations existantes.
2.3.2.3 L’infiltration d’eau
L’eau agit sur le composite au travers de plusieurs mécanismes. En premier lieu, la percolation
d’eau ou d’autres substances de faible poids moléculaire à l’intérieur du composite peut mener à
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Fig. 2.13: L’eau dans les composites carbones [25].
une diminution de la résistance mécanique de la pièce due essentiellement à une diminution des
liens entre la résine et les ﬁbres (eﬀet de lubriﬁcation).
En outre, l’eau pénétrant les composites à base de matrice plastique, diminue de manière
sensible la température de transition vitreuse [21] augmentant ainsi la plasticité et donc changeant
la réponse aux impacts du composite [30]. Si la température de transition vitreuse du matériau
est dépassée alors qu’il endure une contrainte, il se peut que la structure subisse une déformation
plastique, c’est-à-dire une déformation déﬁnitive de la pièce. À titre d’exemple la température de
transition vitreuse de la résine qui entre dans la composition du gouvernail d’un airbus A310 est
de 102 ◦C mais à peine de 75 ◦C lorsque elle est chargée d’humidité. Cette dernière température
étant potentiellement dangereuse car la paroi extérieure de l’avion a pu être mesurée à des
températures supérieures lors de campagnes d’essais [31].
Le mécanisme principal d’endommagement dû à l’eau est néanmoins causé par les cycles
gel-degel. En eﬀet, dans le cas des matériaux alvéolaires, l’eau rentre dans la structure par une
porosité, et s’accumule dans le composite suivant un mécanisme de type cercle vicieux :
– En altitude l’eau gèle, et gonﬂe exerçant ainsi des contraintes sur le nid d’abeille. Elle
expulse aussi de l’air de la cellule du nid d’abeille.
– Au sol, l’eau dégèle, dégonﬂe et aspire ainsi l’air humide qui se condense dans la cellule.
– Le cycle recommence jusqu’à destruction de la paroi du nid d’abeille.
Ce mécanisme de gel-dégel est très vicieux et peut conduire à la destruction complète du com-
posite (voir ﬁgure 2.13).
En outre l’eau forme avec le liquide hydraulique un ﬂuide particulièrement nocif pour le
composite. Le liquide hydraulique est fabriqué à partir d’un composé à base de phosphore. Au
contact de l’eau ce composé se transforme en acide phosphorique qui attaque les colles et la
résine. Ce mécanisme d’endommagement est bien sûr irréversible. Il convient aussi de noter que
l’eau accelère de manière très importante le phénomène de fatigue des matériaux composite [32].
L’eau est donc un poison pour les composites.
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Fig. 2.14: Exemple de pièce foudroyée [25]
2.3.2.4 La foudre
Les avions sont soumis de nombreuses fois au cours de leur service à la foudre. La foudre est
un phénomène assez fréquent qui est particulièrement destructif pour les composites. En eﬀet,
les composites sont beaucoup moins conducteurs que les matériaux métalliques ce qui provoque,
lors du foudroiement, un important échauﬀement. Cet échauﬀement détruit la résine, pyrolyse
les ﬁbres (voir la ﬁgure 2.14), et provoque des dommages plus ou moins éloignés sur l’avion¬
Les dommages liés à la foudre sont sournois car bien souvent la foudre rentre dans le com-
posite par un point d’entrée, et se propage dans la structure de manière invisible sur de longues
distances, aﬀaiblissant très grandement la pièce mécanique. À titre conservatif, les pièces fou-
droyées subissent un échange standard et sont déﬁnitivement remisées, même si elle pourraient
être réparées.
2.4 Incidents liés aux composites en aviation
2.4.1 American Airlines 587
Cet accident est le plus mortel de ces trente dernières années ayant eu lieu sur le sol des États
Unis [33]. Le 12 novembre 2001, juste après le décollage de l’aéroport John F. Kennedy, un airbus
A300 s’écrasa dans le quartier du Queens, tuant les 260 passagers et membres d’équipage et 5
personnes au sol. La gouverne et le stabilisateur vertical se sont détachés de l’avion en cours de
vol à environ 2 km du point de crash, rendant ainsi l’aéronef incontrôlable. La cause secondaire
de ce crash est la rupture d’une pièce composite, en particulier le trou permettant de ﬁxer le
stabilisateur au fuselage (voir la ﬁgure 2.15).
La cause principale de ce crash est due à une sur-réaction du pilote sur les commandes suite
à l’entrée de l’avion dans la turbulence de sillage de l’avion ayant décollé précédemment. Cette
sur-réaction a produit une charge aérodynamique dépassant les spéciﬁcations mécaniques du
stabilisateur vertical. Cependant le fait que la condition de vol hors limite structurelle soit faci-
lement accessible, a conduit les compagnies aériennes à une campagne de contrôle non destructif
sur la série des A300, aﬁn de contrôler que des surcharges non prévues n’avaient pas abîmé les
¬Remarquons aussi que la foudre pose d’autres problèmes au niveau des composites carbones. Du fait de leurs
plus faibles conductivités, ils blindent moins l’intérieur de l’avion ce qui pose des problèmes aiguës de CEM. De
plus ils ne peuvent assurer, au contraire des matériaux métalliques, une bonne mise à la masse de la structure.
Pour ces raisons les matériaux composites en aviation sont bien souvent doublés d’un grillage en bronze.
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Fig. 2.15: Photo de la zone de rupture du stabilisateur vertical du vol American Airlines 587 [33]
dérives. Cet accident à donc ouvert le champs de la recherche des dégâts spéciﬁques aux pièces
de structure en composite.
En particulier il a été révélé qu’un airbus A300 ayant expérimenté un vol hors limite en
1997, le vol American Airlines 903, n’a vu certains dommages structuraux détectés sur des pièces
en composite carbone qu’en mars 2002 après une demande d’inspection due à l’accident du vol
587. Le dommage était suﬃsamment grave (délamination) pour que le stabilisateur soit considéré
impropre à voler et remplacé par une pièce neuve. Les inspections après l’accident initial n’ont pas
révélé ce dommage et ce n’est qu’après démontage complet de la pièce et inspection minutieuse
que ce défaut structurel majeur a pu être détecté. Cet avion, bien que très surveillé suite à cet
incident, a donc volé cinq années avec une pièce très endommagée, pouvant potentiellement mener
à une catastrophe semblable à celle du vol 587.
2.4.2 Air Transat 961
Le vol 961 était un vol régulier sur Airbus A310, transportant 262 passagers de Varadero, Cuba
vers Quebec, Canada, le 5 mars 2005 [31]. Le décollage se passait sans encombre et environ 15
minutes après le début du vol au large de Miami après un bruit suspect, l’avion commença à partir
en roulis hollandais, l’équipage réussit à maîtriser l’avion. L’ordinateur de bord ne signala aucun
problème structurel ou de pièce manquante et l’équipe au sol estima que l’avion ne nécessitait pas
d’atterrir en urgence et pouvait retourner à son point de départ pour réparation. L’avion atterrit
malgré une certaine diﬃculté à être contrôlé. Ce ne fut qu’après que l’avion soit sur le parking
que l’équipage se rendit compte que la gouverne verticale était manquante (voir ﬁgure 2.16).
Le rapport d’enquête a conclu que le gouvernail, dont la structure interne est en composite
carbone de type nid d’abeille, s’est détaché suite à des défauts structuraux non détectés. Aucune
faute humaine n’a pu être retenue. Le gouvernail n’ayant été retrouvé, il n’a pas été possible
d’eﬀectuer des analyses pour déduire le type de défaut structurel ayant entraîné la rupture. Le
bureau enquête et accident a donc demandé à tous les exploitants de contrôler les gouvernails
des airbus A310. Il a été découvert à cette occasion qu’un airbus à A310 possédait une queue
comportant 26 l d’eau, soit approximativement un tiers du volume de la pièce. La problématique
de l’eau captive dans ces structures a donc été reconnue, en particulier le caractère destructeur
de son mélange avec le liquide hydraulique.
Finalement le bureau enquête et accident a recommandé d’améliorer le programme de contrôle
non destructif, en particulier le type et le nombre d’inspections. Il souligne en particulier que les
inspections visuelles sont insuﬃsantes dans le cas des matériaux composite en particulier pour
détecter l’eau ou la délamination.
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Fig. 2.16: Photo de la queue du vol Air Transat 961 [34]. On remarque les restes du gouvernail
accrochés à la base de la queue.
Fig. 2.17: Exemple de mesure ultrasonore d’une pièce en composite [3]
2.5 Les moyens d’inspection
2.5.1 Les ultrasons
Les ultrasons sont à l’heure actuelle la méthode reine pour la détection de défaut sur des ma-
tériaux composites. Cette méthode utilise comme moyen de détection des ondes sonores hautes
fréquences (1 MHz–25 MHz) qui sont réﬂéchies ou atténuées par les diﬀérents défauts du compo-
site. En règle générale ces ondes sont générées par un transducteur piezo-électrique et transmises à
la pièce sous test au travers d’un gel. Comme pour les radars, la détection peut être monostatique
c’est-à-dire que l’émetteur sert aussi de récepteur, ou bistatique dans lequel le module récepteur
est diﬀérent de l’émetteur. D’autres méthodes de génération existent comme par exemple une
génération d’ultrasons par des moyens microondes [35], mais ces méthodes restent anecdotiques.
Ces méthodes permettent de détecter assez facilement les délaminations et les amas de micros
ﬁssures. Bien souvent l’outil de mesure permet une reconstruction virtuelle de la pièce mesurée
sous forme de coupe ou de vues 3D facilitant ainsi la prise de décision. Un exemple de résultats
de mesure est donné par la ﬁgure 2.17.
Cependant cette méthode n’arrive pas à discerner de manière satisfaisante l’eau incluse dans
les composites sandwiches et ne permet pas de détecter les micro-défauts diﬀus.
2.5.2 La radiographie
La radiographie permet de détecter les défauts de la pièce en envoyant un ﬂot de photons
de haute énergie à partir d’un des côtés de la pièce et les enregistrant sur la surface opposée.
La radiographie conventionnelle utilise des rayons X comme source de radiation et enregistre
les défauts internes sous forme d’ombres. Les rayons gamma sont aussi utilisés car ils pénètrent
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(a) Pièce de carbone endommagée (b) Résultat de la thermographie
Fig. 2.18: Exemple de thermographie d’une plaque de composite avec une délamination [36].
de manière plus profonde dans le composite. Il est aussi possible d’utiliser des neutrons aﬁn
de détecter par exemple l’eau (les neutrons sont fortement absorbés par l’eau) ou encore des
positrons.
La radiographie est capable de détecter dans les composites les vides suﬃsamment gros, les
inclusions, les fracture entre plis, et les problèmes de répartition de ﬁbres (mauvaise orientation,
non uniformité). Cependant, les petits défauts sont diﬃcilement détectables par ce genre de
méthode car ils ne modiﬁent pas de manière suﬃsante l’absorption des radiations.
Un des gros inconvénients de ces méthodes est d’ordre réglementaire. Étant dangereuse pour
l’être humain (radiation ionisante), elle nécessite donc nombreuses précautions pour leur mise en
œuvre et des formations et habilitations très spéciﬁques pour le personnel. Leur coût en capital,
c’est-à-dire l’investissement initial, est ensuite loin d’être négligeable.
2.5.3 La thermographie
La thermographie est une méthode basée sur le principe de l’altération de conductivité ther-
mique locale du matériau à tester par la présence de défaut. En pratique, on soumet le matériau
sous test à une source de chaleur uniforme (typiquement des couvertures chauﬀantes), puis l’on
stoppe cette source et l’on regarde à la caméra infrarouge le proﬁl de température de la pièce. Le
chauﬀage peut être de plusieurs type des simples sacs d’eau chaude jusqu’aux microndes.
Une variante de cette méthode est la vibrothermographie, dans laquelle la surface à tester est
mise en vibration, ce qui réchauﬀe localement la pièce. Il a été observé empiriquement que les
défauts avaient tendance à provoquer des pertes vibratoires et donc un réchauﬀement local à leur
niveau. Les températures sont enregistrées de la même manière que précédemment. Un exemple
de résultat de test est donné par la ﬁgure 2.18.
Ces méthodes ont fait leurs preuves pour détecter la délamination. Malheureusement, la ten-
dance actuelle du contrôle non destructif est de délocaliser ces inspections vers des pays ou la
main d’œuvre est bon marché, pays où le climat est plutôt chaud, ce qui rend la mesure par
thermographie très bruitée¬.
2.5.4 L’inspection sous vide
Aﬁn de détecter les défauts de type délamination il a été mis au point une technique d’inspec-
tion appélée inspection sous vide [37]. Cette méthode appelée ELCH#1 chez airbus [38], consiste
à aspirer la surface du composite et à mesurer la force nécessaire à la déformation du composite.
Si le composite est délaminé cette force sera alors moins importante. Cette méthode de principe
simple est néanmoins encore plus lente à mettre en œuvre que les méthodes ultrasonores ; en eﬀet,
il faut parcourir pas à pas la surface en pompant et mesurant. La déformation peut être faite
à l’aide d’une technique de moiré ou tout simplement par des moyens mécaniques. Néanmoins
¬Communication orale des responsables d’une des sociétés leader du marché en contrôle non destructif de
pièces aviation.
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Fig. 2.19: Le dispositif ELCH#1 d’inspection sous vide d’airbus [38].
cette méthode peut souﬀrir de faux négatifs dans le cas où la peau est poreuse ce qui est souvent
le cas suite à un impact.
2.5.5 Le contrôle destructif
En cas de doute ou d’accident, il est toujours possible d’eﬀectuer des contrôles à l’intérieur
de la pièce comme par exemple, un prélèvement d’échantillon et une microscopie optique ou
électronique de l’échantillon, ce qui permettra de mieux connaître le phénomène destructeur. Il
est aussi possible de faire des analyses ﬁnes sur les ﬁbres ou la résine aﬁn de savoir si la mise en
œuvre a été correcte. Néanmoins, ce type de méthode est chère, à la fois du fait de leur technicité
mais surtout à cause du fait que la pièce doit être sacriﬁée. Ces méthodes ne sont donc utilisées
qu’en dernier ressort. D’autres bien que nécessitant pas la destruction de la pièce ne permettent
pas un contrôle eﬃcace. Il est, par exemple, possible de rechercher l’eau dans les composites
alvéolaires par sondage, c’est-à-dire en faisant un nombre limité de petits trous dans la structure
et en regardant si ces trous contiennent de l’eau. Ce type de méthode n’est pas du tout adapté
à la recherche systématique de l’eau.
2.6 Conclusion
La détection des défauts structurels sur des plaques de composite carbone est une ancienne
thématique de recherche qui revêt une importance critique, en particulier au regard des eﬀets
dramatiques que peut avoir la rupture d’une pièce carbone, tant en coût humain qu’en coût
ﬁnancier et en investissement.
Les techniques habituelles à base d’ultrasons ou de thermographie sont limitées et ne per-
mettent pas de détecter certains types de défauts pouvant s’avérer critiques. Il est donc néces-
saire de rechercher de nouvelles méthodes de contrôle non destructifs spéciﬁques aux pièces en
composite.
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3.1 Introduction
La détection des défauts dans les composites carbones est diﬃcile par les moyens actuels.
Les méthodes commerciales existantes utilisées de nos jours sont essentiellement mécaniques et
ne permettent pas de détecter tous les types de défauts, en particulier l’eau ou le foudroiement.
En outre, elles imposent des contraintes particulières (les ultrasons nécessitent l’application d’un
gel), ou sont lentes (la détection par l’inspection sous vides l’est particulièrement).
La recherche de nouvelles solutions de détections aptes à résoudre la problématique du contrôle
non destructif des matériaux carbone est donc nécessaire. Dans le cas des échantillons métalliques,
il existe une famille de méthodes de détection eﬃcace basée sur les caractéristiques électriques.
Ce type de méthode n’est pas utilisée à l’échelle commerciale dans le cas des matériaux à base
de ﬁbre de carbone mais elle a fait l’objet de recherche.
Ces méthodes consiste à faire circuler un courant électrique dans le matériau à tester et à
corréler l’état mécanique à une variation des paramètres électriques.
Dans un premier temps nous resumerons les recherches eﬀectuées sur les caractéristiques élec-
triques des composites carbones. Puis nous eﬀectuerons un état de l’art des méthodes électriques,
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au sens large, appliquées au composite carbones et enﬁn nous présenterons quelques méthodes
de mesure dielectrique.
3.2 Données électriques sur les fibres de carbone et les
composites carbone
3.2.1 Résultats concernant les composites en l’absence de contraintes
La résistance des ﬁbres de carbone seules est bien connue [1], mais varie entre autres, suivant
la qualité des ﬁbres, le procédé de fabrication des ﬁbres et le diamètre de la ﬁbre. Les valeurs
communément admises de conductivité des ﬁbres de carbone nues varient de 18× 10−6 Ω m à
30× 10−6 Ω m, soit une variation de plus de 50%. Il convient de noter que peu d’études ont été
eﬀectuées concernant l’inﬂuence des traitements que peut subir la ﬁbre de carbone, en particulier
sur l’inﬂuence du procédé d’oxydation par l’acide nitrique, procédé visant à améliorer l’adhérence
de la ﬁbre.
Diverses mesures sur des composites carbones ont été eﬀectuées. Il apparaît que les composites
carbones ont une conductivité de l’ordre de 10−4 Ω m dans le sens des ﬁbres à 10−2 Ω m dans
le sens tranverse [2–5], pour des composites monocouche. Certains auteurs trouvent même une
diﬀérence de 4 ordres de grandeur entre la résistivité transverse et longitudinale [6].
Dans le cas des composites, il est bon de noter que la qualité de la polymérisation et les divers
traitements associés inﬂuent grandement sur la conductivité ﬁnale du composite [7, 8]. Il convient
aussi de remarquer que des dispersions importantes au niveau de la résistivité peuvent exister
(jusqu’à 20%) au sein d’une même plaque de carbone [8, 9]. Néanmoins, la résistance propre des
plaques carbonées ne varie pas au cours du temps en l’absence de contraintes extérieures [10].
Cette grande variabilité trouve sa source à la fois dans le fait que les ﬁbres de carbone composant
le composite sont loin d’être parfaitement identiques, et dans le fait que le procédé de fabrication
du tissus et du composite induit de la dispersion.
La constante diélectrique d’un composite carbone classique varie elle aussi en fonction du
type de résine, de la fréquence et de la concentration en ﬁbre. Expérimentalement, εr se situe au
alentour de 3–4 [11] dans la gamme de fréquence 100 kHz–100 MHz. Cette valeur peut changer
de manière très sensible en fonction du degrés d’absorbtion en eau.
3.2.2 Influence des contraintes sur les composites carbones
La ﬁbre de carbone, comme toute ﬁbre conductrice, possède un comportement piezorésistif
c’est-à-dire que la résistance varie en fonction de l’élongation. De manière qualitative, une élonga-
tion de la ﬁbre dans le sens de la longueur se traduit par une diminution de la largeur de la ﬁbre.
Cette variation géométrique du proﬁl produit alors un changement de résistance. La résistance
R d’une ﬁbre de longueur l, de section droite A (et de rayon R) et de résistivité ρ est déﬁni par
la relation :
R = ρ
l
S
= ρ
l
πR2
(3.1)
Après élongation, la résistance est alors :
R+∆R = (ρ+∆ρ)
l +∆l
π(R −∆R)2 (3.2)
Ainsi une augmentation de l’élongation se traduira par une augmentation de la résistance élec-
trique.
Les ﬁbres de carbone sont d’ailleurs utilisées comme jauge de contrainte depuis de nombreuses
années. Bien que la réponse de la ﬁbre seule soit régie par les lois classiques de la physique, la
réponse des ﬁbres de carbone dans un composite est plus complexe et a donné lieu à débat scien-
tiﬁque. En eﬀet, la sensibilité piezorésistive [12] d’un composite carbone unidirectionnel a été
déterminée de manière expérimentale par plusieurs auteurs [2, 13–17], qui ont trouvé une sensi-
bilité piezorésistive positive, c’est-à-dire que la résistance augmente avec l’eﬀort appliqué comme
dans le cas de la ﬁbre seule.Cependant, d’autres équipes ont trouvé une sensibilité piézorésistive
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totalement diﬀérente et négative [18–20] ; Le mécanisme à l’œuvre d’après ces auteurs est un
realignement des ﬁbres dans le composite durant l’eﬀort, augmentant ainsi le nombre de contact
ﬁbres à ﬁbres et diminuant ainsi la résistance électrique.
Ce débat a été clos lorsque Angelidis, Wei et Irving dans [21] ont montré que les études
précédentes souﬀraient d’un biais expérimental et qu’une cause possible de la sensibilité piezoré-
sistive négative trouvée précédemment est la qualité des contacts entre les ﬁls de mesures et le
composite. En eﬀet l’équipe de Angelidis, Wei et Irving a refait les mesures avec deux types
de pâte de contact entre composites et câbles de mesure, une à base d’argent et une à base de
carbone. L’utilisation de pâte de carbone donne une sensibilité négative alors que la pâte d’argent
donne une sensibilité positive. Les résultats obtenus ont été conﬁrmés par une correspondance
entre les deux équipes [22, 23]. Il est aussi bon de noter que les auteurs de [18] ont refait leur
mesures sur des composites commerciaux [24], et ont trouvé les mêmes résultats que l’équipe de
Angelidis,Wei et Irving. Ce débat a donc montré le soin qu’il faut apporter lors de la mesure
à la qualité des contacts entre les sondes de mesures et le composite.
En outre, la mesure de la sensibilité piezorésistive dans un composite est assez complexe car
le composite est à la fois anisotrope mécaniquement et électriquement. il convient de préciser
la direction de la mesure électrique et de l’eﬀort. Ainsi, on peut, comme dans [24], distinguer
quatre cas diﬀérents pour une plaque, selon que la contrainte et la mesure est parallèle ou per-
pendiculaire au sens des ﬁbres. La sensibilité piézorésistive doit donc être considérée comme une
grandeur anisotrope, chacune des composantes du tenseur apportant une partie des informations
sur les contraintes internes. De plus, il faudra bien diﬀérencier le comportement en traction, en
compression [25, 26] et en cisaillement [27] ; les deux derniers cas de contraintes ayant donné lieu
à peu de littérature.
Le comportement est encore plus complexe dans le cas ou le matériau composite est multi-
couche [28]. La sensibilité piezorésistive n’est pas la moyenne des deux couches, car les interactions
de surface entre couches modiﬁent de manière sensible cette quantité. En outre, dans le cas des
composites à plusieurs couches, l’eﬀet de réalignement des ﬁbres sous l’eﬀet de la contrainte peut
devenir dominant [29]. Le rôle du type de tissage est aussi très mal étudié. Certains types de
mailles se resserrant à la traction, il est possible que la résistance totale puisse diminuer sous la
contrainte.
Il convient de remarquer que, comme dans toute mesure de piézorésistance, la température
à une inﬂuence non négligeable sur la mesure résistive [10, 30–38]. Il faut donc bien prendre
garde lors de la mesure soit de compenser les variations de température à l’aide d’un circuit
ad-hoc [39], soit d’eﬀectuer une calibration. De même et plus gênant la présence d’eau captive
dans le composite a une grande inﬂuence sur les caractéristiques électriques et peut empêcher
la mesure [40]. Notons que comme la variation de résistance est faible, un grand soin doit être
apporté à la qualité de la mesure résistive [20]. En particulier il convient d’eﬀectuer les mesures
à l’aide de la mesure dite des quatre points [41].
Il est aussi possible d’améliorer la sensibilité de détection des composites et mémoriser la
contrainte maximale subie en utilisant un ajustement spécial des ﬁbres [42] ou encore en utilisant
à la place du carbone des ﬁbres SiC [43, 44]. Ces dernières sont plus adaptées à la conception de
capteur car elle peuvent être facilement oxydée en surface, ce qui rend un composite à base de
ces ﬁbres très anisotrope électriquement [45]. Néanmoins, ces aménagements sont diﬃcilement
industrialisables.
L’eﬀet de la foudre sur ce type de matériaux a aussi été étudié [46]. Le foudroiement se traduit
par une augmentation sensible de la conductivité électrique. En eﬀet, la foudre pyrolyse la résine
et les ﬁbres, transformant ainsi de grandes régions du composite en graphite qui est un excellent
conducteur électrique.
3.2.3 Conclusion
Au travers de cette courte étude bibliographique, il apparaît :
– Que les composites de carbone possèdent un comportement piezorésistif. Ce comportement
est plus complexe que dans le cas métallique, mais il peut être utilisé par exemple pour
déterminer l’état des contraintes à l’intérieur d’un matériau composite.
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– Les caractéristiques électriques des composites carbone sont très variables et peuvent, selon
le type de composite, varier de plus d’un ordre de grandeur.
– Il existe au sein d’un même composite des fortes dispersion de fabrication et donc de
caractéristiques mécaniques/électriques.
Il apparaît donc que la détection électrique des défauts semble possible mais qu’il fasse s’aﬀranchir
de la grande dispersion de caractéristiques électriques.
3.3 État de l’art des différentes méthodes de mesures élec-
triques sur des composites carbones
3.3.1 Les mesures résistives
3.3.1.1 Introduction
L’idée d’utiliser une mesure électrique résistive aﬁn de détecter des défauts dans les composites
carbones n’est pas apparue pas de manière immédiate. Elle dérive de l’idée ancienne d’incorporer
des senseurs de type ﬁbre optique dans la structure en carbone et d’utiliser cette ﬁbre comme
capteur de contrainte [47–51]. Cette technique à base d’inclusion de ﬁbres optiques, bien qu’utile
au point de vue technique de laboratoire, souﬀre de plusieurs défauts [52] :
– Cette technique ne peut être appliquée à l’existant.
– La ﬁbre optique peut diminuer dans certains cas les propriétés mécaniques de la pièce [53,
54].
– Il est quasiment impossible de réparer la ﬁbre servant de capteur en cas de dommages
(réparable) au niveau de la structure.
– La ﬁbre optique se désolidarise petit à petit de la structure du composite, rendant la mesure
non signiﬁcative.
L’idée d’utiliser la ﬁbre de carbone en elle-même comme détecteur de défaut ou de vieillisse-
ment est assez récente. Ce concept dit de self sensing ou de matériaux intelligent est tout d’abord
apparût pour diagnostiquer les bétons et les ciments [55]¬ armés de ﬁbres de carbone, puis a été
généralisé au cas des matériaux de type aéronautique [18, 57, 58], aﬁn de mesurer en temps réel
les contraintes dans les structures.
L’idée de base est donc d’utiliser la conductivité du composite comme indicateur de sa santé.
La rupture ou l’endommagement des ﬁbres se traduira donc par une diminution globale de la
conductivité du composite. La mesure est relativement simple et ne nécessite qu’un ohmètre de
précision [58].
3.3.1.2 Quelques résultats expérimentaux
La mesure de résistance permet de détecter la délamination sur des composites carbones [52],
en particulier il a été démontré expérimentalement que la résistance de part et d’autre de la
surface varie de manière linéaire en fonction de la taille des délaminations (voir la ﬁgure 3.1a).
De même, la résistance le long de la surface varie de façon quasi linéaire en fonction de la
taille des délaminations (voir la ﬁgure 3.1b). Il est bon de remarquer que la forte anisotropie
électrique des composites carbones joue un grand rôle dans la détection de la délamination. En
eﬀet expérimentalement, un composite 0 °/90 ° possède une réponse diﬀérente­ à la délamination
qu’un composite 90 °/0 ° [59, 60]. Il convient de noter que la sensibilité de la détection de la
délamination dépend de la fraction volumique en ﬁbres [61] ; dans tous les cas la variation des
paramètres électriques à cause de la délamination est de l’ordre du pour cent [5], et nécessite
donc une instrumentation de précision.
Cette méthode permet, de manière plus générale, de détecter les impacts [62]. Les résultats
très visuels de cette carte de résistivité suite à quatre impacts sont reproduits sur la ﬁgure 3.2.
¬Les résultats sur les bétons sont d’ailleurs assez prometteurs en particulier pour évaluer l’état des structures
après un tremblement de terre. En outre la sensibilité piezorésistive est très grande [56], ce qui garantis une très
bonne mesure.
­L’axe des fibres est bien entendue relatif au capteur.
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(a) De part et d’autre de la surface (b) Le long de la surface
Fig. 3.1: Variation de la résistance électrique relative (∆R/R) en fonction de la variation de taille
relative des délaminations (∆a/L) [52]. Les diﬀérentes courbes correspondent à l’éloigne-
ment entre le point de mesure et la source.
Ces résultats sont conﬁrmés par [63–72] et ont été approfondis en particulier aﬁn de déterminer
la sensibilité de la mesure en fonction de l’espacement et du nombre d’électrodes [73, 74], ou de la
forme et du type de délamination et d’impact [75]. Ces résultats obtenus pour des dommages liés
à l’impact peuvent être transposés à des dommages liés à un ﬂéchissement trop important [76]
ou dans le cas de composites non plans par exemple cylindriques [77].
La méthode résistive permet aussi d’étudier la phase de fatigue initiale (ou de dévermi-
nage) [78], pour des composites carbone-carbone, carbone-epoxy et carbone-ciment. Les auteurs
de cette étude montrent que les composites subissent une variation importante de la résistivité
lors de la première dizaine de cycles, puis suivent une loi de fatigue linéaire¬ lors des cycles sui-
vant. Ce type d’étude peut permettre d’étudier les premiers cycles de vie d’une pièce en carbone,
et vériﬁer si la pièce n’a pas de trop grandes contraintes internes liées à la fabrication. Dans le
même ordre d’idée, la méthode résistive permet aussi d’étudier les contraintes internes [79].
Les première études expérimentales du phénomène de fatigue à l’aide de la méthode résistive
ont été eﬀectué par l’équipe de Schulte dans [13, 80, 81]. Les auteurs montrent que la fatigue peut
être analysée de manière eﬃcace par une mesure électrique, et permet en particulier d’anticiper
le phénomène de mort subite du composite. L’étude du comportement de la ﬁbre de carbone
tout au long de la durée de vie a été étudié dans [82] puis complétée dans [83]. Les auteurs ont
tout d’abord étudié la réaction à la fatigue d’une ﬁbre de carbone seule [83]. Pour les composites
de type epoxy-carbone unidirectionnel [82–84], la corrélation entre le phénomène de fatigue et
la variation de résistance est ﬂagrante (voir la ﬁgure 3.3). L’expérimentation sur un composite
carbone-carbone [56, 83] est moins spectaculaire car la variation de résistivité, bien que corrélée
au phénomène de fatigue, s’accroît de manière linéaire tout le long de la vie du matériau.
L’expérience a été refaite par la même équipe pour des composites carbones à matrice epoxy
de type 0 °/90 ° [28, 85]. La méthode électrique permet encore une fois de détecter les problèmes
de fatigue, en particulier les délaminations partielles (voir la ﬁgure 3.4), qui s’accompagnent
d’un brusque saut de résistivité­. Ces résultats ont été conﬁrmés par [17, 86], démontrant que
l’eﬀet de la piézoresistivité seule est négligeable devant le phénomène de rupture des ﬁbres et de
délamination.
L’article [16] de Ceysson, Salvia et Vincent, compare la méthode de détection par résisti-
vité avec la détection par ultrason dans le cas de la détection des pièces fatiguées. Sur des ﬁbres
unidirectionnelles, la méthode électrique est plus sensible, avec en particulier un saut de résisti-
vité lors de la première rupture (voir la ﬁgure 3.5a). Sur des composites de type ±45 ° la méthode
résisitive permet un meilleur suivi de la phase initiale des dommages. On peut distinguer dans ce
dernier cas trois temps caractéristiques durant la vie de ce type de composite (voir ﬁgure 3.5b) :
¬Par linéaire nous entendons que la sensibilité piezorésistive suit une loi linéaire en fonction du nombre de
cycles.
­La délamination diminue le contact entre fibres et donc augmente logiquement la résistivité.
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(a) Impact de 1 J (b) Impact de 2.7 J
(c) Impact de 5 J (d) Impact de 10.3 J
Fig. 3.2: Carte de résistivité après quatre impacts d’énergie diﬀérentes sur une plaque de com-
posite carbone. L’échelle de couleur représentant la variation absolue de résistance [62].
Le quadrillage correspond à 1 cm.
– La zone I correspond au phénomène de regroupement des ﬁssures dans le matériau. La
résistance évolue de manière non linéaire.
– La zone II correspond à la création de zone de délamination et propopagation de ﬁssure
transverse. La résistance évolue de manière plus linéaire.
– La zone III correspond à la phase postérieure à l’ouverture des délaminations. La résistance
varie peu.
Ces résultats ont été reproduits avec succès dans [87].
Les résultats précédents ont été eﬀectués en courant continu ; il est aussi possible d’eﬀectuer
des mesures en alternatif (AC). Il convient de noter que le comportement du carbone est plutôt
capacitif [88]. Les mesures de résistivité et de capacité (à 100 kHz) sont bien corrélées à l’état
général du matériau (voir la ﬁgure 3.6a) ; la capacité permet de détecter de manière plus ﬁne
les fractures dans la résine ou les problèmes de délaminations en apportant une information
supplémentaire. Ces résultats sont conﬁrmés par [89] qui fournit en plus une mesure de l’angle
de perte à 1 MHz¬ (voir la ﬁgure 3.6b).
Au point de vue industriel, à notre connaissance, cette méthode n’a pas été beaucoup utilisée.
Les seules applications à des cas industriels de cette méthode sont
– une étude de faisabilité aﬁn d’étudier la réalisation de réservoir cryogénique intelligent basé
sur une mesure temps réel de résistivité de la ﬁbre de carbone [90, 91]. En eﬀet, sur ce
genre de structure remplie bien souvent de gaz explosifs, la présence de défauts peut avoir
des conséquences dramatiques.
– quelques études particulières aﬁn de détecter les défauts au niveau des trous traversants [92,
93], et en particulier la délamination naissant au niveau du trou dans le cas d’eﬀort. C’est-
à-dire les défauts du type du vol American Airline 587.
¬Les auteurs note la quantité tan δ par la lettre D.
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Fig. 3.3: Évolution de la resistance en fonction de la durée de vie d’un composite epoxy-carbone
unidirectionnel [83]
Fig. 3.4: Évolution de la resistance relative (∆R/R en fonction de la durée de vie d’un com-
posite epoxy-carbone 0 °/90 °. Saut de resistivité lors du phénomène de délamination
partielle [85].
3.3.2 Les méthodes dites potentielles
Les mesures potentielles sont basées sur le même principe physique que la mesure résistive.
Elle sont donc basées sur une modiﬁcation de la résistance électrique du composite lors de la
présence de défauts.
Cependant, leur mise en œuvre diﬀère, alors que la mesure résisitive est basée sur la mesure de
la résistance locale du composite, la méthode potentielle consiste à faire circuler un courant dans
une pièce en composite et de mesurer les lignes de potentiel électrique. Les lignes de potentiel
sont bien entendu, fortement dépendantes de la la résistance électrique locale, qui elle-même
dépend, comme nous l’avons vu précédemment de la présence de défauts. La mesure potentielle
est néanmoins plus facile à mettre en œuvre que la méthode résistive. En eﬀet, au lieu d’utiliser
une source de courant et une mesure de tension par point spatial de mesure, il suﬃt d’utiliser
une seule source de courant. En outre, il est possible en perdant de la précision lors de la mesure,
d’utiliser une pointe à touche pour la mesure au lieu de souder les capteurs, ce qui bien entendu
simpliﬁe la mesure.
La majorité des résultats obtenus dans le cadre de la méthode résistive sont bien entendu
transposables à la méthode des potentiels [6, 94, 95]. Un résultat particulièrement visuel de ce
type de méthode est donné par la ﬁgure 3.7 ; il convient de noter qu’il est alors possible de
visualiser le tissu de ﬁbres de carbone.
3.3.3 Les méthodes à base de courants de Foucault
3.3.3.1 Introduction
Les méthodes précédentes sont des méthodes basses fréquences et nécessitent donc un contact
électrique entre la source de courant et l’échantillon. La méthode basée sur les courants de
Foucault consiste à utiliser un courant moyenne fréquence aﬁn de créer dans le composite un
courant induit. Les défauts éventuels de la structure modiﬁent les lignes de courants et changent
donc l’impédance de la bobine. Le mécanisme à l’oeuvre peut se décomposer en trois phases :
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(a) Composite unidirectionnel (b) Composite ±45 °
Fig. 3.5: Comparaison des méthode acoustique (AE) par rapport à la méthode résistive sur deux
types de composites carbone [16]
(a) Mesure à 100 kHz [88] (b) Mesure à 1 MHz [89]
Fig. 3.6: Variation de la résistivité et de la capacitance en fonction de l’élongation. Corrélation
avec les dommages.
Fig. 3.7: Détail de la carte des potentiels d’un composite carbone (b) comparé à son image
visuelle [95].
3.3. ÉTAT DE L’ART DES DIFFÉRENTES MÉTHODES DE MESURES ÉLECTRIQUES SUR DES COMPOSITES
(a) La bobine crée un champ
primaire
(b) Des courants sont in-
duits dans le matériau
(c) Ces courants créent un
champ secondaire
Fig. 3.8: Schéma de principe de la mesure par les courants de Foucault [96]
1. Une bobine crée un champ magnétique (primaire).
2. Dans le matériau conducteur, ce champ crée un courant induit dans le matériau conducteur.
3. En retour, ce courant crée son propre champ magnétique (secondaire) qui se superpose avec
le champs ce qui change l’impédance de la bobine.
Les diﬀérentes phases de ce processus sont explicitées dans la ﬁgure 3.8.
Cette méthode est utilisée avec succès dans les cas des défauts dans les matériaux métal-
liques [97] et représente même le standard de contrôle pour les tubes métalliques. Elle permet,
par exemple, de détecter dans ces matériaux les fractures et les craquelures.
Cependant dans le cas des matériaux composites du fait de leur faible conductivité comparée
aux métaux, elle est beaucoup moins eﬃcace. En eﬀet, les pertes résistives sont alors beaucoup
plus importantes diminuant ainsi la sensibilité. En outre, ce type de méthode est très sensible à
l’état de surface du matériau. Malheureusement dans le cas d’un composite cet état de surface
est très irrégulier du fait que le matériau est fabriqué à partir de tissus. Il est néanmoins possible
d’obtenir des résultats signiﬁcatifs à l’aide de cette méthode comme les exemples suivants le
prouvent.
3.3.3.2 Quelques exemples
Diverses études montrent que ce genre de méthode peut détecter des impacts ou des délami-
nations sur un composite cellulaire [9, 98–102]. Il convient de noter que les dégâts liés à la matrice
ou au nid d’abeille ne sont pas détectés par ce genre de méthodes [9] car ces deux composants ne
sont pas conducteurs électriques. De ce fait, les dommages thermiques, par exemple, se tradui-
sant par une destruction de la matrice, ne sont pas détectables [101] à l’aide de la méthode des
courants de Foucault.
En outre, les courants de Foucault sont essentiellement surfaciques. Pour les composites
épais, il est donc nécessaire pour des questions de pénétration que la fréquence soit basse. Malheu-
reusement, il n’est pas possible alors de génerer de forts courants du fait de la faible conductivité
relative des composites. Une solution possible pour améliorer la sensibilité est alors d’utiliser des
SQUID¬. Cette approche est développée dans les articles [104–111]. Néanmoins, bien que très
sensible ce dispositif est très cher ; en eﬀet il faut maintenir le squid superconducteur c’est-à-dire
à température cryogénique avec les coûts que cela implique.
Une méthode bas coût basée sur une matrice de ﬁls a donné de bons résulats expérimentaux
et permet de détecter des défauts correspondant à de faibles impacts (aux environs de 4 J) [112]
ou encore des défauts dûs à la foudre [113, 114]. Cette technique fait l’objet de brevets interna-
tionnaux [115–117].
Une comparaison des méthodes ultrasonores et des méthodes par courant de Foucault est
donnée par [118, 119]. Les méthodes de type de Courant de Foucault sont plus intéressantes
économiquement mais souﬀrent d’une résolution spatiale plus faible que les méthodes à base
d’ultrasons. Cependant les méthodes à base de courant de Foucault ne nécessitent pas de créer
¬Ou encore Superconducting quantum interface device, un type de magnétomètre très sensible basé sur des
boucles superconductrice contenant une jonction Josephson [103].
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un contact mécanique entre la pièce à mesurer et l’instrument de mesure, facilitant ainsi leurs
mise en œuvre.
3.3.4 Traitement du signal et évaluation des dommages
Les méthodes précédentes permettent de mesurer des paramètres électriques et leur variation.
Cette variation étant faible, il convient donc de traiter le signal et d’évaluer l’état du composite
sous test. Cette rubrique ne se veut pas exhaustive mais permet juste de donner quelques pistes
pour évaluer les dommages.
Une des méthodes génériques utilisées dans l’évalution des dommages, consiste à utiliser un
réseau de neurones qui après entrainement donnera le résultat souhaité. Ce type de méthode a
été utilisé de nombreuses fois dans le cadre de la détection de défaut dans le carbone [52, 120,
121]. Il a pour inconvénient majeur d’être empirique et de ne pas se baser directement sur la
physique du processus.
D’autres stratégies comme l’utilisation de la méthodologie des surfaces de réponses [122] ont
été aussi essayées avec succès [123–127]. Un des avantages de la méthodologie des surfaces de
réponses est qu’elle ne nécessite pas de connaissance sur la nature des pièces abimées [128].
3.4 Introduction aux méthodes de mesure radiofréquences
Le but de cette section est de donner un rapide aperçu des méthodes radiofréquences per-
mettant de déterminer les caractéristiques des matériaux et ainsi fournir un état de l’art et une
introduction des concepts développés dans le chapitre suivant.
3.4.1 Propagation des ondes
Les ondes électromagnétiques sont déﬁnies par les équations de Maxwell. Pour rappel ces
équations sont dans le cas d’un milieu isotrope linéaire :
∇×−→E = −µ∂
−→
H
∂t
∇·−→E = ρ
ε
(3.3)
∇×−→H = σ−→E + ε∂
−→
E
∂t
∇·−→H = 0 (3.4)
Avec
−→
E ,
−→
H les champs électrique et magnétique temporel, ρ, µ, ε, respectivement la conductivité
électrique, la permittivité électrique et la perméabilité magnétique, et t le temps.
Soit en régime harmonique temporel, en notant
−→
E ,
−→
H les champs harmoniques électrique et
magnétique et j2 = −1 :
∇×−→E = −jωµ−→H ∇·−→E = ρ
ε
(3.5)
∇×−→H = σ−→E + jωε−→E ∇·−→H = 0 (3.6)
L’inﬂuence du matériau transparaît au travers des constantes spéciﬁques que sont ρ, µ, ε, respec-
tivement la conductivité électrique, la permittivité électrique et la perméabilité magnétique. Bien
souvent (et c’est le cas du carbone), le matériau n’est pas magnétique et µ est égal à la perméa-
bilité du vide (µ0 = 4π × 10−7 NA−2). Il est possible, aﬁn de simpliﬁer l’analyse, de regrouper
à une fréquence donnée σ et ε en une seule permittivité équivalente complexe, simpliﬁant ainsi
l’analyse du système de Maxwell :
ε∗ = ε− j σ
ω
(3.7)
Très souvent l’onde est créée à l’extérieur du matériau par une antenne, il naît donc une onde
réﬂéchie et une onde transmise au travers du matériau. Ces deux ondes sont suﬃsantes pour
mesurer et déterminer les paramètres électriques (µ et ε∗) du matériel sous test. La grande force
des méthodes microondes est qu’elles sont sans contact et rapides à mettre en œuvre.
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3.4.2 Quelques applications et exemples dans le domaine des matériaux
Les mesures radiofréquences sont utilisées en agro-alimentaire pour déterminer la masse d’eau
dans le blé et ainsi permettre de payer au prix juste l’agriculteur [129]. Il est aussi possible
d’utiliser des capteurs radiofréquences aﬁn de connaitre le degré d’humidité de la patte à papier
sortant du four et ainsi optimiser le séchage du papier et les coûts énergétiques [130].
Les capteurs radiofréquences ont aussi été utilisés dans la détection de défauts. Il est ainsi
possible par exemple de détecter des ﬁssures de l’ordre du micromètre [131] dans des échantillons
métalliques, aﬁn par exemple de détecter des défauts dans des cuves de réacteurs nucléaires.
D’autres exemples d’applications peuvent être trouvés, comme par exemple, la détection de la
délamination dans les composites en ﬁbre de verre [132].
Fig. 3.9: Image en fausse couleur d’un composite de ﬁbre de verre avec une delamination au
centre. Mesure en réﬂection [132]
Dans le domaine du biologique, les mesures radiofréquences sont utilisées aﬁn d’étudier les
cancers et de fournir des moyens automatiques de les détecter à partir de prélèvement [133]. Des
méthodes de détection de cancer du sein à base de capteur RF sont aussi en cours d’étude [134,
135]. Un essai clinique sur une poitrine saine de femme est visible sur la ﬁgure 3.10.
3.5 Conclusion
Les méthodes à base de mesures électriques sont eﬃcaces pour détecter des défauts dans les
peaux carbone. Malheureusement elle souﬀrent de plusieurs imperfections :
– La nécessité de disposer d’un grand nombre de plot de contacts. Des solutions [136] per-
mettent de diviser par deux le nombre de contacts mais ne resolvent pas le problème de
base. D’autres auteurs contournent la diﬃculté en utilisant les rivets comme électrodes [137],
néanmoins cette solution n’apparait pas viable, car les rivets sont de moins en moins utilisés
pour le montage de pièces composites.
– La nécessité d’avoir de bon contact en particulier en presence d’humidité [138], ou de stress
mécanique.
Bien que la méthode électrique soit non destructive la présence de contact rend cette méthode
peu pratique sur de l’anlyse in situ, car il est nécessaire de préparer soigneusement la piece. Les
méthodes radiofréquences ont été utilisées dans le cas des composites en ﬁbre de verre, mais leur
developpement aux composites en carbone est un domaine de recherche balbutiant.
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Fig. 3.10: Coupes anatomiques eﬀectuées par un capteur microondes (en haut permittivité, mi-
lieu conductivité) et image par IRM d’un sein droit d’une femme. Échelle identique
pour chaque image [135].
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4.1 Introduction
Les méthodes de détection électrique, comme nous l’avons vu dans la section précédente, ont
donné des résultats intéressants. De même les méthodes radiofréquences sont capables dans le
cas des composites en ﬁbres de verre de donner des résultats et de détecter certains type de
défauts. Néanmoins, à notre connaissance, il n’existe pas de méthode de détection de défauts
spéciﬁquement mis au point pour les composites carbones.
Aﬁn d’être susceptible d’application industrielles, ces méthodes devront être, de préférence,
à bas coût et facilement utilisables. La robustesse de la mesure est fondamentale, la méthode de
mesure doit pouvoir assurer des mesures correctes en ne nécessitant qu’une calibration minimale.
En eﬀet, plus que le coût du dispositif, un des plus grands postes de dépense dans le domaine du
contrôle non destructif est le coût de la main d’oeuvre, en particulier le coût et la durée des for-
mations qui représentent un important investissement ﬁnancier. Ces formations sont obligatoires
et récurrentes (tous les ans en aviation), et bien entendus leurs durées est proportionnelle à la
diﬃculté d’utilisation de l’appareil. Aﬁn d’éviter d’augmenter ces coûts cachés, la méthode de
mesure doit pouvoir assurer des mesures correctes en ne nécessitant pas une calibration soigneuse.
Dans ce chapitre nous exposerons donc notre travail concernant trois nouvelles méthodes de
détection électriques des défauts dans les composites carbones.
4.2 Détection des défauts par une approche de type back-
scattering
4.2.1 Introduction
Un des problèmes critiques rencontrés couramment sur les composites carbones est la detection
des impacts. Comme explicitée dans le chapitre précédent, ces impacts peuvent abimer de manière
profonde le composite.
Le but de cette méthode est d’évaluer les impacts dans les composites carbones, en particulier
les impacts que l’avion subit lors de ses réparations ou de sa fabrication. Malgrès le grand pro-
fessionnalisme des équipes de maintenance ou d’assemblage, il arrive souvent que les panneaux
soient impacté lors de la fabrication ou de la réparation. A l’heure actuelle pour les panneaux en
aluminium des techniques à base de moirée ont été developpés [1, 2] qui permettent de détecter
ce genre de défauts. Malheureusement ce type de méthode n’est pas applicable aux matériaux
composites. En eﬀet l’état de surface rugeux des matériaux composites ne permet pas de détecter
un enfoncement dû à un impact, contrairement aux matériaux métalliques parfaitement lisses.
L’idée de la mesure est de détecter un changement de conductivité électrique dûe à une rupture
des ﬁbres ou à une délamination. Cette nouvelle méthode est dérivée d’une méthode de mesure
en espace libre.
4.2.2 Les mesures microondes de type espace libre
4.2.2.1 Présentation de la mesure
La mesure dite en espace libre est une mesure de type transmission-réﬂection faite en mettant
l’échantillon à mesurer entre deux antennes (voir ﬁgure 4.1). Une onde électromagnétique se
propage entre les deux antennes, et interagit avec les matériaux en présence. Cette onde émise
donne naissance à une onde réﬂéchie et une onde transmise. L’intensité et le déphasage de l’onde
transmise et réﬂéchie par rapport à l’onde émise renseigne sur le matériau en cours de test.
Ces ondes ne peuvent être directement mesurées mais elle créent au niveau des antennes de
mesures une onde de tension incidente V + et une tension réﬂéchie V − qui peut être directement
mesurée à l’aide d’un analyseur de réseaux. Ainsi la mesure du matériaux sous test consiste à
mesurer les paramètres S du système à deux antennes soit :(
V −1
V −2
)
=
[
S11 S12
S21 S22
](
V +1
V +2
)
(4.1)
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Avec les notations de la ﬁgure 4.1. Pour des raisons de symétrie évidente S11 = S22 et S12 = S21.
La mesure est eﬀectué à l’aide d’un analyseur de réseau mesurant directement les paramètres S.
V −1
1 2
V +1 V
+
2
V −2
Échantillon
Transmise
Réﬂéchie
Émise
Fig. 4.1: Principe de la mesure en espace libre [3].
Contrairement à la mesure en guide d’onde, ce type de mesure possède plusieurs avantages.
En premier lieu, pour des matériaux comme les notres c’est-à-dire inhomogènes, elle permet des
mesures plus précises qu’en guide. En eﬀet les inhomogénéités existantes (par exemple un état de
surface irrégulier) lors d’une mesure en guide d’onde exciteront des modes d’ordre supérieur alors
que ce problème n’existe pas pour des mesures en espace libre, renforçant ainsi la précision de la
mesure. L’avantage le plus important de cette méthode est qu’elle peut être mis en œuvre sans
contact et sans préparation d’échantillon spéciﬁque, permettant ainsi une plus grande aisance de
mesure.
4.2.2.2 Les détails
Les paramètres S sont physiquement liés aux paramètres électriques (εr, µr) de l’échantillon.
Nous rappellons dans cette sections les calculs permettant de calculer les paramètres S à partir
de (εr, µr). Il peut être démontré, en appliquant les relations usuelles au niveau de l’interface
air-échantillon que les paramètres S peuvent être reliés à des caractéristiques secondaires du
matériau Γ et T [3, 4] :
S11 =
Γ(1 − T 2)
1− Γ2T 2 S12 =
T (1− Γ2)
1− Γ2T 2 (4.2)
Où Γ est le coeﬃcient de réﬂection à l’interface air-echantillon et T le coeﬃcient de transmission
au travers de l’interface :
Γ =
z − 1
z + 1
T = e−γd (4.3)
Les paramètres γ et z sont liés aux constantes du matériaux (εr, µr) et à la largeur de l’échantillon
d par :
γ = γ0
√
ǫrµr γ0 =
2jπ
λ0
z =
√
µr
εr
(4.4)
avec λ0 la longueur d’onde dans le vide et j2 = −1.
Il peut être déduit à partir de (4.2) que :
Γ = K ±
√
K2 − 1 T = S11 + S21 − Γ
1− (S11 + S21)Γ K =
S211 − S221 + 1
2S11
(4.5)
Le signe ± est choisi de telle sorte que |Γ| < 1 (critère de passivité). On peut en deduire que :
γ =
ln 1T
d
z =
1 + Γ
1− Γ (4.6)
48 CHAPITRE 4. TROIS NOUVELLES MÉTHODES ÉLECTRIQUES
Soit :
εr =
γ
γ0
1− Γ
1 + Γ
µr =
γ
γ0
1 + Γ
1− Γ (4.7)
Une subtilitée doit être noté T est un nombre complexe et donc ln λ n’est pas déﬁni de manière
unique. Si T est déﬁni par :
T = |T | ejϕ (4.8)
Alors γ est donné par :
γ =
ln 1|T |
d
+ j
2πn− ϕ
d
(4.9)
La partie réelle de γ est unique mais la partie imaginaire est ambiguë. Cette ambiguïté peut être
levée en notant que la constante de phase β est :
β =
2π
λm
, ℑm γ (4.10)
Avec λm la longueur d’onde dans le matériel. Soit encore :
d
λm
= n− ϕ
2π
(4.11)
Le cas où d < λm est alors trivial c’est-à-dire n = 0 (ce qui correspond à notre cas d’étude
la plaque de carbone étant d’épaisseur faible devant la longueur d’onde). Pour les autres cas il
suﬃra soit de faire des mesures avec plusieurs fréquences soit de changer la fréquence de mesure.
Dans le cas d’un matériau non magnétique [5], soit µr = 1+j0 (c’est à dire le cas du carbone),
le système est alors totalement découplé, et il est possible d’utiliser seulement la mesure en
transmission aﬁn de déterminer la constante diélectrique du matériaux :
S21 =
T (1− Γ2)
1− Γ2T 2 (4.12)
En eﬀet z et γ se simpliﬁent alors :
z =
1√
εr
γ = γ0
√
εr (4.13)
4.2.2.3 Lien entre les paramètres secondaires et l’endommagement
Il est bien connu que le carbone et les composites carbone sont des matériaux non magnétiques.
Le seul paramètre pouvant jouer est alors le paramètre diélectrique complexe, en particulier au
travers de la conductivité. Comme vu dans le chapitre précédent, la conductivité d’un compo-
site carbone est corrélée de manière forte à son endommagement. La constante diélectrique du
matériaux sera donc :
εr = ε′r − jε′′r (1 + δ) (4.14)
Avec ε′r, ε
′′
r la partie réelle et imaginaire de la constante diélectrique du matériau non endomma-
gée et δ la variation due à l’endommagement. Qualitativement l’endommagement diminuant la
conductivité l’onde sera moins atténuée à la traversée du matériau. Malheureusement, ne permet
pas malheureusement de donner de formules analytiques¬.
En outre le modèle précédent est un modèle extrêmement simpliﬁé de la réalité qui ne tient
compte ni des inhomogénéités du matériaux ni des variations de dimensions dues à la fabrication.
Bien qu’utile au point de vue de la comprehension du phénomène physique, il ne permet pas de
relier l’état du matériau réel à la mesure.
Néanmoins ces deux limitations ne sont pas génantes. En eﬀet, dans le domaine du contrôle non
destructif, le problème inverse est peu souvent résolu de manière exacte, seul compte la variation
¬Réinjecter cette variation εr dans l’équation (4.12) et linéariser les relations autour de l’état sain ne donnent
pas un résultat immédiat. Les expressions que j’ai obtenu après factorisation tiennent difficilement sur une feuille
A4.
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des paramètres par rapport à un échantillon témoin sain. A titre d’exemple, une radiographie
des os n’évalue directement pas la solidité de l’os. Le radiologue pose un diagnostic uniquement à
l’aide d’un constat basé sur une variable corrélée à la solidité de l’os, le contraste radiographique¬.
Dans notre cas, S21 est l’équivalent microonde du contraste radiographique.
4.2.2.4 Conclusion
Ce type de mesure bien que relativement sensible souﬀre de plusieurs inconvénients :
– Elle nécessite la présence de deux antennes.
– Elle nécessite d’employer un analyseur de réseau, appareil coûteux et fragile, aﬁn de mesurer
S21.
Dans les deux cas la mesure est lourde à mettre en œuvre et ne correspond pas à une approche
industrielle de type contrôle non destructif. Néanmoins le principe de la mesure est intéressant
car elle est sans contact et permet de détecter des défauts mécaniques.
4.2.3 La mesure de type backscattering
4.2.3.1 Le principe
L’idée de la mesure en espace libre est séduisante si nous pouvons nous aﬀranchir des pro-
blèmes de calibration et de l’utilisation d’un analyseur de réseau. En revenant alors au principe
de la mesure en espace libre, il convient alors de remarquer que ce type de mesure est tout sim-
plement un cas particulier de la mesure de diagramme de rayonnement d’antennes. En eﬀet, on
mesure la puissance reçue par une antenne de réception en présence d’un matériau perturbateur.
Il convient alors pour résoudre le problème des deux antennes de s’intéresser aux méthodes
permettant de mesurer les caractéristiques d’une antenne en n’utilisant que l’antenne à tester,
autrement dit les méthodes permettant d’utiliser l’antenne sous test en émission et réception.
Ce type de méthode, appelée méthode de type backscattering, fut utilisée à l’origine pour
évaluer la surface équivalente radar [6]. Ce type de mesure est basée sur la mesure de la réﬂection
de l’onde incidente sur un élément réﬂecteur connu. La mesure nécessite alors uniquement une
seule antenne et de séparer la voie émettrice de la voie réceptrice à l’aide d’un circulateur (voir
ﬁgure 4.2).
emission
Défaut d’isolation
Réception
RéﬂecteurAntenne
Circulateur
Fig. 4.2: Schéma de principe d’une de mesure par backscattering.
Cette mesure est très bonne en champs proche, en eﬀet l’élément réﬂecteur peut être rendu
suﬃsamment petit pour ne pas perturber de manière trop importante les lignes de champs.
Ce type de méthode est par exemple utilisé pour déterminer les champs dans les ouvertures
rayonnantes.
Néanmoins cette méthode souﬀre d’une faible sensibilité et d’un certain taux d’erreur. En
eﬀet, le dispositif de séparation (circulateur) de la voie émettrice et réceptrice n’est pas idéal, et
une partie du signal émis se retrouve à cause des pertes d’isolation dans la voie de réception. Il se
peut même que le signal venant directement de la voie d’émission soit plus important que celui
venant de la voie de réception.
¬Dans notre cas, l’effet correspond réellement au contraste photographique, en effet l’indice optique n est lié
à la constante diélectrique par n =
√
εr.
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4.2.3.2 La modulation
Une façon est de contourner ce problème est de moduler le signal réﬂéchi. En eﬀet dans ce cas
là le signal réﬂéchi est en dehors du spectre du signal émis. Plusieurs techniques aﬁn de moduler
sont disponibles :
– Une modulation mécanique du l’élément réﬂéchissant [7, 8].
– Une modulation électronique d’un élemente actif par une fréquence audio [9] ou une mo-
dulation d’un élément optoélectronique [10].
L’élément vibrant La méthode basée sur un élément vibrant est assez facile à étudier. L’onde
de retour s(t) sera tout simplement dephasée par rapport à l’onde émise par un facteur propor-
tionnel à la distance géométrique ℓ modulée par la vibration mécanique Am sin(ωmt), avec Am
l’amplitude de vibration, ωm la pulsation de la vibration et t le temps. Soit :
s(t) = Aejωt+2jβ(ℓ+Am sin(ωmt)) (4.15)
avec A l’amplitude du signal, β la constante de propagation électromagnétique, ω = 2πf est
la pulsation électromagnétique, et j2 = −1. On utilise alors la formule bien connue de Jacobi-
Anger [11] :
s(t) = Aejωt+2jβℓ
k=+∞∑
k=−∞
Jk(2βAm)ejkωmt (4.16)
Dans le cas vibratoire, βAm ≪ 1 la somme peut donc être approximée par ses premiers termes :
s(t) ≈ Aejωt+2jβℓ [J0(2βAm) + J1(2βAm)(ejωmt − e−jωmt)] (4.17)
Il vient donc que l’eﬃcacité de modulation est dans le cas d’une faible modulation de l’ordre de
J1(2βAm)/J0(2βAm) ≃ βAm. Cette eﬃcacité est assez faible, par exemple, pour des vibrations
de l’ordre de λ/100, l’application numérique donne −28 dB.
La rotation La deuxième méthode consiste à faire tourner l’élément réﬂéchissant. Cette mé-
thode est basé sur le fait que le coeﬃcient de réﬂection de l’élément réﬂéchissant dépend de son
orientation. Le signal reçu est alors, en supposant que la dépendance angulaire de la réﬂectivité
de l’élément réﬂéchissant soit en σ(θ) :
s(t) = σ(Ωmt)Aejωt+2jβℓ (4.18)
où Ωm est la vitesse de rotation. Le spectre de la modulation est donné par la transformée
de Fourier de σ. On en déduit donc que l’eﬃcacité maximale est atteinte lorsque σ(θ) est une
combinaison linéaire de sinus et de cosinus.
Modulation électronique On peut aussi utiliser un élément actif (ampliﬁcateur) comme ré-
ﬂecteur. La modulation consiste alors à tout simplement activer/déactiver cette ampliﬁcateur de
manière régulière. Harrington dans [12] a prouvé que la réﬂectivité σ à l’état actif est alors :
σ =
λ2
π
[
GRin
Zin + ZL
]2
(4.19)
où λ est la longueur d’onde Zin = Rin+jXin l’impédance d’entrée de l’élément réﬂéchissant utilisé
comme antenne, G le gain de cette antenne, ZL l’impédance de la charge connectée aux bornes
de l’élément réﬂéchissant. En utilisant un élément à résistance négative comme une diode tunnel,
le dénominateur de (4.19) peut être rendu aussi petit que souhaité et ainsi l’élément réﬂéchissant
pourra renvoyer un très large écho. L’eﬃcacité tend alors vers l’inﬁni. Cet élément actif peut
être un dispositif optique permettant ainsi de ne pas perturber le champ local par les lignes
de polarisation. Un autre avantage indéniable de l’approche active est la forte miniaturisation
possible du dispositif réﬂectif : la pertes d’eﬃcacité dues à la petitesse de l’antenne peut être
facilement compensé par la résistance négative de l’élément actif.
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Avantage de la modulation dans notre cas d’étude Moduler le réﬂecteur permet aussi de
bien s’assurer dans notre cas de matériaux à tester que le signal mesuré est bien proportionnel à
la transmission de l’onde au travers du matériau. En eﬀet sans modulation il n’est pas possible de
diﬀérencier le signal réﬂéchi par l’interface du matériaux (ﬂèche rouge) sous test (MUT) du signal
transmis (ﬂèches bleues) et réﬂéchi (ﬂèches vertes) par l’élément réﬂéchissant (voir ﬁgure 4.3).
MUT
Réﬂecteur
Fig. 4.3: Schéma de principe d’une de mesure de matériaux par backscattering. Les ﬂèches re-
présentent les diverses réﬂection transmission. Les couleurs correspondent aux élément
donnant naissance à l’onde transmise ou réﬂéchie.
4.2.4 Résultats expérimentaux
Le résultat de la mesure est donnée par la ﬁgure 4.6. Le réﬂecteur est un réﬂecteur actif (mais
dissipatif) de type diode varactor. La réception et l’émission sont faites à l’aide d’un montage
électrique à très bas coût, un autooscillateur mélangeur. A titre d’illustration, deux photographies
du dispositif expérimental sont données par les ﬁgures 4.4 et 4.5.
Même sans traitement du signal, il est possible de discriminer les dommages sur une plaque de
carbone aéronautique. La mesure est simple à mettre en œuvre et ne nécessite pas un appareillage
métrologique lourd.
Autooscillateur mélangeur
Ampliﬁcateur BF
Réﬂecteur
Générateur BF
Oscilloscope
Fig. 4.4: Le dispositif de mesure sans la plaque de carbone.
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Fig. 4.5: Le dispositif de mesure incluant une plaque de carbone à mesurer.
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Fig. 4.6: Résultats de la mesure pour trois échantillons diﬀérents de carbone. Sans traitement
du signal.
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4.2.5 Perspectives
4.2.5.1 Dans le domaine du contrôle de qualité à la fabrication
Lors de la fabrication de la pièce composite, des défauts peuvent survenir comme par exemple
des sur-épaisseurs de résine, des microbulles, ou encore une mauvaise dispersion des ﬁbres. À
l’heure actuelle, ce type de défauts est diﬃcilement détectable, et le seul contrôle qualité en sortie
d’usine n’est bien souvent qu’un contrôle visuel, car une inspections ultrasonore systématique
serait longue et économiquement non viable. En eﬀet, un contrôle ultrasonore de ce type de
pièce ne peut être que manuel, car nécessitant un contact mécanique. Seules quelques pièces sont
soumises à un contrôle exhaustif. En cas de problème sur une pièce prise au hasard le lot entier
est alors minutieusement inspecté.
La méthode décrite dans cette section pourrait être appliquée au contrôle non destructif en
bout de chaine de fabrication. Une antenne ﬁxe enverrait une onde qui traverserait la pièce à
évaluer, et serait réﬂéchie par un réﬂecteur mobile. Dans le cas d’une pièce plane, le réﬂecteur
pourrait être tout simplement asservit comme sur une table traçante. Un schéma de principe de
ce dispositif est donné par la ﬁgure 4.7. La méthode étant sans contact, le coût peut être alors
fortement diminué par l’automatisation.
piece à inspecter
éméteur fixe
réflecteur mobile
Fig. 4.7: Schéma de principe d’un dispositif de contrôle qualité à l’aide de la méthode de backs-
cattering
4.2.5.2 Améliorations possibles
Il est possible d’améliorer fortement le réﬂecteur. En particulier, en lieu et place du réﬂecteur
à diodes PIN nous pouvons utiliser une composant actif de type diode tunnel et ainsi améliorer
grandement l’eﬃcacité réﬂective.
De même, il est possible de gagner quelques décibels de manière entièrement passive en uti-
lisant des antennes à directivité plus élevées, comme par exemple l’antenne spirale de [13] ou
l’antenne méandre de [14]. Ces deux antennes possèdent une taille très petite (de l’ordre de λ/80)
ce qui permet d’obtenir une bonne résolution spatiale tout en ayant un assez bon gain.
Il est aussi possible, en rajoutant une diode varactor, de régler la fréquence de résonnance du
résonateur, et ainsi rajouter une information supplémentaire au sujet du matériau sous test.
4.2.6 Conclusion
Une méthode originale de détection de dommage a été mise au point. Cette méthode permet
de détecter facilement des dommages de type impacts, pour un coût dérisoire. Cette méthode
à fait l’objet d’une communication dans une conférence internationnale avec actes [15]. À notre
connaissance c’est la première communication conscernant la méthode de backscattering utilisée
dans le domaine du contrôle non destructif.
L’utilisation de la méthode de type backscattering permet ainsi une localisation précise des
défauts sur la structure à inspecter pour un très faible coût. Un développement industriel dans
le cadre d’un contrôle non destructif en bout de chaîne de fabrication semble possible.
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4.3 Détection du sens des fibres
4.3.1 Problématique
Lors d’opérations de maintenance sur des composites carbones, il est important de connaitre
le sens des ﬁbres, et ce même dessous une couche de peinture. En eﬀet certaines opérations de
ponçage ou de découpage nécéssitent cette information aﬁn d’éviter de déchirer le composite lors
des divers travaux.
Les contraintes s’appliquant au dispositif précédent s’appliquent indentiquement à ce nouveau
dispositif. Il convient donc qu’il soit sans contact et ne nécéssitant pas une calibration évoluée.
Il est aussi souhaitable qu’il puisse être utilisé malgré la présence d’une couche de peinture,
récouvrant le carbone.
Les matériaux à base de ﬁbres de carbones sont des matériaux anistropes. Cette anisotropie
se retrouve bien évidement au point de vue électrique. L’idée de base est donc de mesurer cette
anistropie électrique.
Ce type de mesure est utilisé avec succès depuis de nombreuses années dans le domaine du bois
entre autre. Grâce à ce type d’approche anistrope, il est possible de détecter particulièrement les
noeuds dans les grands troncs et ainsi optimiser la phase de sciage ou de sélection des bois [16–18],
optimisant ainsi l’utilisation du bois et diminuant les déchets.
4.3.2 La solution technique
4.3.2.1 État de l’art des méthodes planaires
La technique utilisée est donc une mesure d’anisotropie. L’approche usuelle de mesure d’ani-
sotropie électrique par une mesure en guide d’onde circulaire [5] n’est pas applicable car elle est
bien entendue destructrice.
Une des solutions possible consiste donc à utiliser une approche basée sur une mesure de type
perturbatrice de circuits planaires. Cette approche consiste à perturber un circuit planaire par le
matériau sous test. Cette approche permet par exemple à l’aide d’un simple circuit microruban
de mesurer les caractéristiques d’une plaque de circuit imprimée.
Ce type de mesure utilisée très souvent dans le cas isotrope, est plus rare dans le cas aniso-
trope [19–21] et est bien souvent appliquée à la mesure de matériaux ferromagnétique, et ce, bien
que les eﬀets de l’anisotropie dans les circuits planaires soient connus depuis longtemps [22].
Plusieurs techniques en dehors de la nature géométrique de la ligne sont alors disponibles.
Nous citerons donc principalement :
– Les approches non résonnantes qui consistent à mesurer les paramètres de transmission et
de réﬂection de la ligne sur une bande de fréquences et à les comparer à la théorie.
– Les approches résonnantes qui consistent à mesurer la fréquence de la ligne à la résonance.
À notre avis, il convient de privilégier une approche de type résonnante car :
– À la résonance les champs sont généralement importants et ont tendance à rayonner, à
sortir de la structure ligne substrat. Cela permet donc de mieux coupler l’énergie avec le
matériau sous test et donc d’améliorer la qualité de la mesure. Une mesure en transmission
aurait été plus judicieuse dans le cas où nous souhaiterions mesurer le substrat du circuit
imprimé.
– La fréquence de résonance est une grandeur facile à mesurer.
Une fois le type de mesure choisi, il convient de sélectionner la géométrie de la ligne.
La géométrie de type stripline peut être directement éliminée. En eﬀet, la présence de deux
plans de masse la rend diﬃcilement non destructive (voir la ﬁgure 4.8 pour un exemple de mesure
par une stripline) surtout pour des pièces de grande largeur.
Le choix de la topologie de la ligne de mesure est plus délicat, mais au regard de[24] il
convient de privilégier un capteur de type slot. En eﬀet ce type de capteur possède un sensibilité
à l’anisotropie plus grande que les classiques capteurs de type microruban.
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(a) Vue en perspective de la struc-
ture. Le plan de masse du des-
sus est enlevé.
(b) Vue en en coupe.
Fig. 4.8: Mesure de type stripline [23]
4.3.2.2 La méthode résonnante slot
Les capteur slots [25, 26], bien que moins utilisés que les capteurs microstrip, ont donnés lieu
à une littérature assez abondante [27]. Ces capteurs sont composés d’un plan de masse en cuivre
comprennant une fente non métalisée se comportant comme un resonnateur de type λ/2. Dans le
cas isotrope ils ont été utilisés par exemple pour mesurer les degrés d’humidité du papier en ﬁn
de fabrication [28] ou encore la mesure du taux d’humidité dans le sol [29].
Qualitativement on peut considérer que le champ électrique peut être approximé pour les slots
de type fentes ﬁnes et en champ proche par une quasi statique développée par Cohn dans [30,
eq. (10), (11)]. Dans ce cas le champ électrique est alors uniquement suivant les direction (Oy)
ou (Oz). Ainsi majoritairement, on mesurera la composante suivant y du tenseur diélectrique
(voir la ﬁgure 4.9 pour un schéma de principe). En outre la ligne slot conﬁne mal le champ
dans le substrat, ce qui dans notre cas améliore la mesure en augmentant l’énergie injectée dans
le matériaux mesuré et donc la sensiblilité (voir [31] pour les schémas des lignes de champ).
Globalement ce type de capteur est assez sensible et assure une variation de la fréquence de
résonnance d’une dizaine de pourcents pour un εr variant de 1 à 15 [32].
La réalisation pratique de ce genre de capteur est simpliﬁée par l’existence de formule de
synthèse dans le cas isotrope [33, 34] donnant en fonction des paramètres géométriques, les
paramètres électriques. Il convient de noter, que les lignes slot sont peu sensibles aux tolérances
de fabrication [35], ce qui assure donc un bonne reproductibilité de la mesure.
4.3.3 Simulation
Bien que quelques méthodes ad-hoc existent aﬁn de déterminer les paramètres électriques de la
ligne slot sur des substrat anisotropes [36–39] ces méthodes sont assez fastidieuse à programmer.
Nous avons donc eﬀectué une simulation du circuit sous le logiciel HFSS.
Le capteur de type slot à été conçu pour résonner dans l’espace libre au alentours de 2.45 GHz
à l’aide des formules de synthèse et d’une optimisation manuelle. Ce capteur à été ensuite mis en
présence d’une couche de 0.5 mm de matériau à base de ﬁbres de carbone dont la conductivité
à été prise égale à 33000 S/m dans le sens des ﬁbres et de 1000 S/m dans les autres directions
(conformément aux valeurs de la littérature).
Aﬁn d’améliorer la sensibilité de la mesure et d’éviter de court-circuiter le slot par le matériaux
à pertes, le capteur à été surélevé par un système de cale isolante incluant une lame d’air de 8 mm
par rapport à la plaque de carbone.
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microstrip
slot
Γ
y
θ
x
Fig. 4.9: Schéma de principe d’un capteur slot
Les résultats de la simulation sont donnés par la ﬁgure 4.10 dans le cas d’un carbone mono-
couche et dans la ﬁgure 4.12.
4.3.4 Mesure
Une mesure fut eﬀectuée sur un composite carbone unidirectionnel. Les résultats obtenus per-
mettent de déduire le sens des ﬁbres carbones. Le capteur a été retouché manuellement comparé
à la simulation aﬁn d’avoir une sensibilité maximale, ce qui explique l’écart entre les mesures
et la simulation. La variabilité des composites carbones étant très importante et le coût d’un
capteur étant faible (de l’ordre de la dizaine d’euros), il est probable que la solution industrielle
soit composée de plusieurs capteurs s’adaptant aux diﬀérents types de matériaux carbone.
4.3.5 Conclusion et perspective
La détection du sens des ﬁbres a été réalisée par un capteur bas coût. Il conviendra dans le
futur de déduire à partir des paramètres géométriques du circuit un modèle équivalent, simpliﬁant
ainsi l’analyse des résultats [32, 40].
En outre, il conviendra de compléter cette étude sur un grand nombre de composites carbones
aﬁn de vériﬁer que la méthode donne des résultats satisfaisants quel que soit le type de matériaux.
Cette méthode a donnée lieu à une communication orale dans une conférence avec actes [41].
4.4 Détection des impacts par une approche de mesure ani-
sotrope
4.4.1 Problématique
La méthode présentée dans la section 4.2 bien qu’eﬃcace et pouvant détecter les défauts dans
les composites carbones souﬀrent de deux imperfections :
– Elle nécessite la présence d’un réﬂecteur.
– Elle est sensible à la dispersion des caractéristiques électrique du composite.
En eﬀet, la présence d’un réﬂecteur rend délicate la mesure in situ c’est-à-dire sur l’avion. Bien
que le réﬂecteur puisse être rendu aussi petit que souhaité, le passage par les trous d’inspection
et le guidage du réﬂecteur au plus près des lieux d’impact rend la mesure coûteuse en terme
de main d’oeuvre. La méthode présentée dans le paragraphe 4.2 sera donc réservée à la grande
4.4. DÉTECTION DES IMPACTS PAR UNE APPROCHE DE MESURE ANISOTROPE 57
-30
-25
-20
-15
-10
-5
0
5
2 2.2 2.4 2.6 2.8 3
S
1
1
(d
B
)
f (GHz)
0◦
45◦
90◦
Fig. 4.10: Simulation du capteur sous HFSS. Variation du coeﬃcient de réﬂection en fonction de
l’orientation des ﬁbres du carbone.
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Fig. 4.11: Simulation du capteur sous HFSS incluant une couche de peinture. Variation du coef-
ﬁcient de réﬂection en fonction de l’orientation des ﬁbres du carbone.
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Fig. 4.12: Mesure de la fréquence de résonance sur un composite carbone en fonction de l’orien-
tation du carbone.
visite, c’est-à-dire aux visites pour lesquelles les pièces sont démontées une par une et au contrôle
qualité lors de la fabrication des pièces.
Le second point est plus diﬃcile à contourner ; en eﬀet comme nous avons vu au chapitre 3,
les composites usuelles carbone souﬀrent d’une dispersion des caractéristiques de l’ordre de 20%
suivant les pièces utilisées. Ce problème peut être contourné en suivant tout au long de la vie du
composite les caractéristiques électriques du composite mais cette approche est lourde, sensible
à la perte de données et lie de manière quasiment déﬁnitive le propriétaire de la pièce à inspecter
à la société de contrôle non destructif.
4.4.2 Une mesure d’anisotropie
L’idée est de s’appuyer sur une mesure d’anisotropie aﬁn de mesurer l’état d’endommagement
de la pièce en composite. Une première mesure sera faite dans la direction pour laquelle le capteur
est le mieux adapté (S1 minimal) et une seconde perpendiculairement. Les impacts se traduisent
bien souvent pas des fractures rectilignes dans la plaque de carbone (voir la ﬁgure 4.13 pour un
exemple de dégâts liés aux impacts). Les fractures de ﬁbres liés au impacts perturbent donc les
lignes de champs en particulier lorsque le champ est perpendiculaire à la fracture, ce qui bien
entendu se retrouvera au niveau du capteur mesurant l’anisotropie (voir la ﬁgure 4.14 pour un
schéma de principe).
La dispersion de fabrication est quand à elle liée bien souvent à trois types de défauts :
– Un changement dans la qualité de polymérisation de la résine ce qui joue sur sa constante
diélectrique et sa conductivité. La résine n’étant pas anisotrope, le ratio entre les deux
fréquences mesurés ne changera pas.
– Un changement de quelques pour cents dans la conductivité des ﬁbres. Dans ce cas là, la
fréquence de résonance parallèle et perpendiculaire changera quelques peu mais le ratio
restera le même, les deux fréquences se décalant du même ordre de grandeur.
– Un changement dans le degré de ﬁbre du composite aura le même résultat que le point
précédent.
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Fig. 4.13: Impact par un objet cylindrique de diamètre 4 cm énergie lors de l’impact 10 J sur
une plaque de carbone deux couches.
(a) Ligne de champs
sans fracture
(b) Ligne de champs
avec fracture
Fig. 4.14: Schéma phénoménologique des lignes de champs dans le cas sans et avec fracture
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4.4.3 Mesures
Le capteur fabriqué est une variante du précédent (voir photo sur la ﬁgure 4.15). En espace
libre la hauteur du plan de masse a été réglée aﬁn d’obtenir le maximum de sensibilité. Le capteur
a été positionné le long de la plaque et la mesure de la fréquence de résonance a été mesurée
dans deux directions donnant la fréquence la plus faible et la plus forte respectivement. Deux
impacts successifs d’énergie respective de 5 J et 10 J ont été eﬀectués et la réponse en fréquence
a été mesuré. Les impacts sont de type cylindrique et de rayon 3 cm. La plaque de composite
étant de type 0/90° et non encastrée lors de l’impact. Les résultats de la mesure sont donnés sur
la ﬁgure 4.17.
Les résultats sont prometteurs et montrent que les impacts jouent bien sur le rapport de
mesure d’anisotropie.
Fig. 4.15: Photographie du capteur slot
4.4.4 Construction d’un impacteur
Aﬁn d’éviter plusieurs biais expérimentaux de l’étude précédente il a été mis au point un
impacteur respectant le cahier des charges suivant :
– Il réalise des impacts qui n’ont pas de direction privilégié a priori.
– Une énergie d’impact est réglable de manière continue
– Il tient compte de l’énergie perdue lors du rebond.
– des impacts au plus près des normes aéronautique de certiﬁcations.
– Une grande reproductibilité.
Le premier point impose que l’impacteur soit sphérique, et de 23 mm pour respecter les normes
de style aéronautique. Le deuxième point peut être réalisé en utilisant un système de balancier
de longueur ℓ et de masse m entrainé par la gravité. Le réglage de l’énergie peut ainsi se faire
de manière continue en réglant l’angle de libération α, l’énergie potentielle étant alors si le bras
est de masse négligeable mg(ℓ+ ℓ cosα). La mesure de l’énergie perdue lors du rebond se fait à
l’aide d’une caméra rapide ﬁlmant le rebond. Le schéma de principe est donné par la ﬁgure 4.18.
Le balancier était déjà disponible dans le cadre d’un mouton de Charpy [42], nous avons réalisé
un impacteur à base de bille sphérique dont les plans sont disponible en annexe B page 141. La
taille réduite de l’échantillon impacté nous impose de refaire un capteur d’anisotropie à une
fréquence plus élevée.
Le dispositif fonctionne de manière satisfaisante comme le prouve la photographie 4.19.
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α
Balancier
Bille impactrice Matériau sous test
Fig. 4.18: Schéma de principe de l’impacteur
Fig. 4.19: Photographie de l’impact eﬀectué sur une plaque de carbone 0/90 côté opposé à l’im-
pact.
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4.4.5 Perspectives et conclusion
Le capteur d’anisotropie est une piste intéressante de détection des impacts sur des composites
carbones. Il apparaît capable de détecter les impacts même minimes. Un autre avantage de ce
type de capteur est la simplicité de fabrication qui assurera un coût de fabrication très compétitif
vis-à-vis des solutions ultrasonnores.
Le capteur peut être miniaturisé en jouant à la fois sur la constante diélectrique du substrat
et la fréquence de résonance. En prenant un substrat de constante diélectrique εr = 10 et une
fréquence de résonance de l’ordre de 5.8 GHz (bande ISM) le slot aura donc une longueur totale
de l’ordre de 1 cm et permettra donc de détecter de manière ﬁne les défauts sur la structure.
La méthode de détection des impacts par mesure anisotropie planaire nous semble particuliè-
rement pertinente. Une étude à grande échelle sur un nombre important de plaques de composites
carbone doit être menée pour conﬁrmer les résultats préliminaires. À cet eﬀet un impacteur calibré
a été mis au point en collaboration avec le CERIMAT.
4.5 Conclusion
Il a été présenté dans ce chapitre trois nouveaux dispositifs de contrôle non destructif, basés
sur des méthodes électromagnétiques. Les résultats présentés dans ce chapitre sont prometteurs.
Dans le cas du contrôle back scattering, la mise au point d’un capteur industriel pour le contrôle
en chaîne de production des composite carbone semble atteignable à court terme. Le contrôle non
destructif par mesure d’anisotropie donne des résultats intéressant sur un nombre d’échantillon
réduit, et sous réserve de conﬁrmation sur un nombre d’échantillon plus représentatif semble
pouvoir être directement appliqué à la détection des impacts sur les avions.
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5.1 La détection de l’eau une tâche difficile
Comme nous l’avons vu dans l’introduction générale, l’eau est un véritable poison pour les
composites, les détruisant de manière très importante ce qui a de fortes répercutions sur la sécurité
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antenne
composite
eau
Fig. 5.1: Schéma de principe de la mesure RF de détection de l’eau. En présence d’eau l’onde
électromagnétique est réﬂéchie alors qu’en absence d’eau l’onde est transmise.
de l’aéronef.
La présence de l’eau est à l’heure actuelle diﬃcilement détectable¬ par des moyens ultra-
sonores [1]. L’écho dû à l’interface solide liquide est très faible, d’autant plus que la cellule est
rarement complètement remplie d’eau. En outre la grande rigidité mécanique du carbone favorise
un comportement de type guide d’onde, ce qui, encore une fois, empêche une détection eﬃcace.
De même les mesures de réﬂexion radar (voir par exemple les brevets [2–4]), méthode employée
avec succès dans le cas des pièces en ﬁbres de verre, ne permet pas de détecter l’eau dans les
composites carbones. Dans le cas de la ﬁbre de verre cette méthode est eﬃcace en eﬀet l’eau
réﬂéchit de manière totale l’onde électromagnétique alors que la ﬁbre de verre est quasiment
transparente (voir schéma de principe sur la ﬁgure 5.1). Cependant cette méthode n’est pas
applicable au composite carbone pour deux raisons :
– La forte conductivité du carbone introduit une forte atténuation du signal radar, diminuant
ainsi le rapport signal à bruit. De même du fait de la grande diﬀérence d’impédance d’onde
une grande partie du signal sera perdue au niveau des interfaces carbone/air et air/carbone.
– La réﬂection au niveau de l’interface carbone eau sera faible du fait des impédances d’onde
proche de ces matériaux.
D’après diverses sociétés spécialisées dans le contrôle non destructif, aucune des méthodes
eﬃcaces sur les matériaux à base ﬁbre de verre n’a pu être transposée à l’heure actuelle sur la
ﬁbre de carbone. Une méthode de substitution basée sur un test de type cinématique thermique a
été mise au point aﬁn d’essayer de répondre à cette problématique [5]. Cette méthode consiste à
maintenir à une certaine température supérieure à l’air ambiant le matériau à tester, et à mesurer
à l’aide d’une caméra thermique la vitesse à laquelle chacune des parties de la pièce atteint la
température ambiante­. L’eau possédant une très forte capacité thermique, les cellules remplies
d’eau auront donc tendance à se refroidir plus lentement. Malheureusement les résultats sont
insuﬃsants car le support nécessite d’être exempt de défauts de fabrication (ponts de résine. . .),
suﬃsamment plan, et le taux de faux positifs ou de faux négatifs est trop important par rapport
aux risques encourus. Ce processus est en outre diﬃcilement tropicalisable, ce qui empêche de le
déployer dans les centres de contrôle bas coût de Singapour ou d’Inde, ou tout simplement au
plus près de la demande d’inspection c’est-à-dire sur les aéroports de ces pays.
Des méthodes lourdes en terme de capital et de moyens peuvent aussi être utilisées, comme par
exemple des méthodes de type IRM [6], rayon X, ou encore neutronique qui sont aussi possibles.
En plus de leur coût en capital et en frais de fonctionnement très important, ces méthodes posent
des problèmes au point de vue de la sécurité et de la santé des travailleurs.
Les méthodes présentées dans le chapitre précédent ne peuvent pas être directement utilisées.
En eﬀet, la méthode par backscattering nécessite l’accès au deux côtés de la pièce ce qui n’est
pas possible sur toutes les pièces, en particulier sans démonter. Dans le cas de la méthode par
mesure de l’anisotropie, l’onde électromagnétique ne pénètre pas assez pour détecter l’eau située
au fond de la cellule.
¬Ce qui d’ailleurs à poussé un des acteurs principaux dans le domaine du contrôle non destructif à nous
contacter.
­Ou, plus exactement, tend vers la température ambiante car la décroissance est asymptôtiquement exponen-
tielle.
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e(t)
eau (vibrant à fm/2)
carbone (vibrant à fm)
sc(t) sw(t)
Fig. 5.2: Principe du dispositif de mesure. Une onde électromagnétique e(t) détecte la vibration
mécanique de l’eau à fm/2. sc(t) est le signal électromagnétique modulé par la vibration
mécanique de la structure (à fm) et sw(t) est le signal modulé par la goutte d’eau
(majoritairement à fm/2).
Les nouveaux avions de type A350 seront composés pour plus de moitié de composites ; ce
problème de détection de l’eau devient de plus en plus critique.
5.2 Présentation de la solution innovante
Il a été proposé, aﬁn de résoudre ce problème, de réaliser un dispositif innovant couplant
mécanique et électromagnétisme. Ce dispositif consiste à détecter les non-linéarités vibratoires
de l’eau dans les alvéoles par un radar de type ondes continues (radar CW), combinant ainsi une
mesure vibratoire avec une mesure électromagnétique (cf ﬁg 5.2)
Le radar mesure, malgré les pertes importantes à la traversée du carbone, l’état de surface
de la goutte d’eau. Cette mesure est basée sur une diﬀérence de phase entre l’onde émise et
l’onde reçue. Le radar CW à été choisi à cause de sa simplicité de mise en œuvre et sa facilité
d’intégration dans des dispositifs compacts.
Il est particulièrement intéressant, pour des questions de rapport signal à bruit, de cibler le
phénomène des ondes de Faraday (onde de surface de type sous harmonique) à la surface de
l’eau ; en eﬀet, ces ondes génèrent des sous harmoniques, ce qui permet aisément, dans le plan
des fréquences de séparer l’excitation mécanique de la structure (vibrant à une fréquence fm)
représenté par le signal sc(t) sur la ﬁgure 5.2, des vibrations de la goutte d’eau (majoritairement en
fm/2) représenté par le signal sw(t). Cette technique a fait ses preuves sur un modèle expérimental
simple constitué d’un tube vibrant verticalement (voir photographie sur la ﬁgure 5.3) qui a donné
des résultats très prometteurs qui sont présentés plus en détail dans le chapitre expérimental.
Ce dispositif à fait l’objet d’un dépôt de brevet [7]. Un autre avantage de ce type d’onde est
de permettre de s’aﬀranchir des problèmes de bruit liés aux non linéarités mécaniques : les non
linéarités mécaniques génèrent uniquement des harmoniques et non des sous harmoniques comme
nous le verrons par la suite.
Les ondes de Faraday, à la base de ce dispositif innovant, sont des ondes de surface non linéaires
qui apparaissent dans un réservoir soumis à une vibration verticale. Ces ondes créent un motif
d’onde stationnaire de fréquence égale à la moitié de la fréquence de forçage [8]. Les motifs de
surface de ces ondes sont assez curieux, il peuvent être soit en forme de chevron, soit hexagonaux,
soit carrés et même quasi cristallins (voir ﬁg. 5.4). Si l’amplitude du forçage mécanique est trop
forte, alors le motif d’onde stationnaire est brisé et le régime d’onde de surface devient chaotique.
5.3 État de l’art des méthodes non destructrices
Le but de cette section est de présenter les diverses méthodes utilisées aﬁn de détecter l’eau
mais aussi les diverses méthodes ou techniques multiphysiques couplant vibrations et électroma-
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Petit rśervoir
(seringue)
RADAR
Plateau
Vibrant
Fig. 5.3: Photographie du modèle expérimental simple
Fig. 5.4: Onde de Faraday dans un grand réservoir. Motif quasipériodique [9]
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gnétisme. Nous présenterons aussi les diverses utilisations des non linéarités mécaniques dans le
cadre du contrôle non destructif.
5.3.1 Les méthodes ultrasonores ou vibratoires
Les méthodes ultrasonores sont basées sur la mesure des caractéristiques de propagations
d’onde sonore dans un corps à étudier. Les ondes sonores, sont réﬂéchies, atténuées, ou dispersées
lors de la traversée du corps étudié, ce qui permet donc avec une certaine ﬁdélité de reconstruire
les interfaces et la nature du corps à étudier. L’exemple le plus marquant de ce type de méthode
est bien entendu les échographies médicales en particulier obstétrique.
Une autre méthode proche est la méthode vibratoire. Un corps est soumis à une vibration, et
l’on mesure alors la fréquence de resonnance. L’objet intact possède une fréquence de résonance
connue, alors que l’objet défaillant subira un léger décalage de cette fréquence. Cette mesure peut
être faite à l’oreille à l’aide par exemple d’un marteau. Un des exemples les plus connus de cette
méthode est le test des obus d’artillerie à l’aide d’un petit choc au marteau, permettant ainsi de
détecter les criques pouvant amener à l’explosion de l’obus dans le canon¬.
Dans le cadre de la détection de l’eau à l’exception des remarques orales des sociétés de
contrôle non destructifs présentées au début de ce chapitre et le brevet [1], la seule méthode spé-
ciﬁque que nous ayons trouvé dans la littérature est une méthode faisant intervenir une analyse
multifréquence. Le brevet [10] décrit une méthode permettant par analyse vibratoire de détermi-
ner le type, la quantité et le type de ﬂuide en présence dans une cavité. Cette méthode est basée
sur une analyse interféromètrique de la vitesse du son et de l’atténuation des ondes ultrasonores
à diverses fréquences. Cette méthode ne semble pas avoir donné lieu à commercialisation.
Les méthodes ultrasonores nécessitent aussi d’utiliser du gel entre le transducteur ultrasonore
et la pièce à inspecter, enﬁn d’améliorer la sensibilité du dispositif. La superﬁcie des ailes d’un
A380 étant de l’ordre de 845 m2, la quantité de gel nécessaire même à raison d’une couche de
1 mm est importante et représente donc un coût non négligeable.
5.3.2 Couplage électromagnétisme-mécanique vibratoire
L’idée de base de notre dispositif est d’utiliser un couplage électromagnétisme–mécanique
vibratoire aﬁn d’améliorer le seuil de détection. En eﬀet, la mesure radar seule du fait des pertes
dans le carbone ne donne pas des résultats satisfaisants. La mesure vibratoire module la mesure
radar et permet de discriminer dans le plan des fréquences les diﬀérents motifs de vibrations et
ainsi de détecter dans notre cas la réponse spéciﬁque de l’eau. En eﬀet, comme nous l’avons vu
précédemment, la vibration mécanique induit une modulation de la longueur géométrique vue
par l’onde électrique soit une modulation de type FM au niveau de l’onde électromagnétique
(voir l’équation (4.16)), soit avec les notations présentées dans le chapitre 4 :
s(t) = Aejωt+2jβℓ
k=+∞∑
k=−∞
Jk(2βAm)ejkωmt (5.1)
Avec ω la pulsation électrique, ωm la pulsation mécanique, Am l’amplitude mécanique, β la
constante de phase de l’onde électromagnétique et ℓ la longueur géométrique entre le radar et la
surface vibrante. Cette mesure de vibration dite encore micro doppler­ est assez ancienne. À titre
d’exemple, un dispositif micro doppler micro ondes est décrit dans [13], ou encore dans [14] dans
le domaine des alarmes de sécurité. L’analyse théorique de cet eﬀet est donnée par [15, 16]. Dans
le cas réel, où les vibrations ne sont pas strictement perpendiculaires au plan de l’onde électroma-
gnétique et où l’objet peut être en rotation, le spectre est beaucoup plus compliqué ; néanmoins
il est toujours possible de retrouver en bande de base la fréquence de vibration de l’objet (et des
surharmoniques). Le traitement du signal peut être un simple montage démodulateur comme on
¬Bien que cette méthode fût décrite de manière humoristique dans un film muet de Charlie Chaplin, elle a été
utilisée avec succès durant les deux guerres mondiales.
­Un micro doppler est un radar doppler dans lequel la vibration est petite comparée à la longueur d’onde.
Son utilisation est assez récente comparée au radar doppler classique qui est utilisé au moins depuis les années
1940 [11, 12].
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en trouve des milliers dans les radios analogiques ou être plus subtil comme, par exemple, en
utilisant des transformées de type temps-fréquences comme par exemple la pseudo-transformée
de Wigner-Ville moyennée [16].
L’idée d’utiliser une méthode couplée faisant intervenir à la fois une mesure vibratoire et
une mesure électromagnétique est assez ancienne et peut être retracée au contrôle non destructif
des pneumatiques, en particulier des défauts de fabrication. Cette idée dérive de l’idée plus
ancienne encore dans lequel le pneumatique à examiner par une méthode ultrasonore est mis
en rotation aﬁn de détecter par un eﬀet doppler le défaut [17]. L’approche RF [18] est alors le
prolongement naturel de cette méthode ultrasonore, tout ayant bien sûr l’avantage d’être sans
contact et donc plus économique. Ce brevet à fait l’objet de plusieurs améliorations mineures ces
dernières années [19, 20] de la part de la société Michelin¬. Il est même possible dans le cas des
pneumatiques d’induire une vibration sans contact en utilisant électro-aimant [21] ; en eﬀet la
bande de roulement des pneumatiques est armée de ﬁls d’acier qui sont magnétiques et peuvent
être mis en vibration par un simple eﬀet magnétique.
Un concept assez proche de notre idée est la détection de mines antipersonnelles (en particulier
les mines dite plastiques non détectables au détecteur de métaux) par un couplage mécanique–
électromagnétisme. Le champ de mines est mis en vibration et les mines sont détectées par radar
doppler, mettant en évidence leur réponse vibratoire particulière. En eﬀet les mines antiperson-
nelles sont des objets rigides incorporés dans un matériaux beaucoup plus souple. De plus les
mines sont généralement des objets de forme cylindrique et possèdent donc de fortes résonances
mécaniques, qui se diﬀérencient des éléments naturels enfouis dans le sol­. Le sol serait mis en
vibration par des camions vibreurs et les mines détectées par un radar passant au-dessus du
champs de mine, sans doute suspendu par un câble. Cette méthode fait l’objet de plusieurs bre-
vets [22–27] et est développée activement par le Geogia Tech Institute sur les fonds de l’armée
américaine. Les auteurs de ces diﬀérents brevets n’utilisent pas néanmoins des signaux de type
sous harmoniques. En plus de ce principe physique de couplage, l’équipe de Geogia Tech a aussi
développé des capteurs RF à haute résolution spatiale [28], permettant ainsi de localiser de ma-
nière plus précise les mines. L’étude globale du phénomène de couplage est étudiée à l’aide de la
FDTD dans la thèse de Schröder [29]. La méthode de type FDTD est la mieux adapté à ce
genre de problème car elle permet de modéliser facilement le couplage de la mécanique vibratoire
avec la modélisation radiofréquence. Cette méthode est aussi décrite en détail dans [30–34]. Le
signal acoustique est impulsionnel et le traitement du signal radio est assez simple (basé sur un
calcul d’énergie réﬂéchie) mais suﬃsamment robuste pour obtenir de très bons résultats [35]. Des
images en fausses couleurs des résultats obtenus sont reproduites sur la ﬁgure 5.5.
Fig. 5.5: Méthode acousto-eletromagnétique : détection d’une mine [30]. Image obtenu après
traitement du signal, cas experimental, la mine (factice) étant en pointillé.
Dans le cadre de la détection de liquide, il existe aussi une famille de brevets [36, 37] qui utilise
¬La méthode RF présente l’avantage dans le cas des pneumatiques de pouvoir être effectuée in situ en faisant
tout simplement tourner la chaîne de roulement. La méthode est ainsi très élégante et particulièrement économique.
­Il convient de noter que de l’avis de l’auteur, les ingénieurs en armement inventeront rapidement des mines
avec des formes plus compliquée afin d’éviter les fortes résonances mécaniques si cette méthode est un jour déployée.
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le couplage d’une excitation vibratoire et d’une mesure RF aﬁn de déterminer en fonction de la
réponse vibratoire de la frontière d’un récipient la pression à l’intérieur de ce même container. Le
mécanisme à l’œuvre est encore une fois un changement de la fréquence de résonance vibratoire
du récipient à cause de la présence de ﬂuides (ou même à la rigueur de solide).
Le couplage électromagnétisme-mécanique vibratoire présenté dans cette section est bien en-
tendu totalement diﬀérent de la mesure eﬀectuée à la fois par des moyens mécaniques et par des
moyens électromagnétiques, comme par exemple dans le brevet [38, 39]¬.
5.3.3 Non linéarités mécaniques et contrôle non destructif
Le deuxième point dur de notre dispositif est l’excitation de non linéarités mécaniques. Les
méthodes ultrasonores non linéaires sont bien connues en particulier la génération de superhar-
moniques c’est à dire une réponse fréquentielle en nf0, n ∈ N en réponse à une excitation en
f0. Ces méthodes permettent de détecter assez eﬃcacement un certain nombre de défauts [40,
41] et donne encore de nos jours lieu à publication et recherche. Ce type de technique permet
en particulier de détecter les fractures même si elles sont très petites comparées à la longueur
d’onde acoustique [42–44] et son utilisation est en cours d’évaluation dans l’industrie nucléaire
aﬁn de détecter les défauts sur les enveloppes des barres d’uranium [45]. Ce comportement est
lié comme nous le verrons dans le chapitre suivant à deux phénomènes :
– Le caractère non linéaire des équations de la mécanique des milieux continus.
– Certains types de défauts sont fortement non linéaires.
Le lecteur curieux pourra se référer aux deux documents de synthèse [46, 47].
Une autre utilisation des non linéarités consiste à utiliser la propriété du mélange fréquentiel,
c’est à dire le fait qu’exciter la non linéarité par deux fréquences pures (f1 et f2) crée en sortie
du système un signal somme et diﬀérence (nf1 ±mf2, (n,m) ∈ N2). Cette idée est intéressante
car les fréquences sommes et diﬀérences ressortent très clairement du bruit et leur détection ne
nécessite pas un traitement du signal évolué. En eﬀet les fréquences somme et diﬀérence sont
séparées très clairement dans le domaine fréquentiel de l’excitation, il suﬃt alors d’atténuer lors
de la mesure l’excitation (aﬁn d’éviter un problème de dynamique) et d’appliquer une simple
FFT. Cette technique de détection a été appliquée avec succès à la détection de mine par des
moyens ultrasonores [48], l’interface mine-sol étant particulièrement non linéaire. Cette méthode
basée sur le mélange de deux composantes fréquentielles par une non linéarité est aussi détaillée
dans [49, 50]. Ces techniques sont en particulier très eﬃcaces pour détecter les fractures, des
micro-fractures ou des problème d’interfaces [51, 52].
Les non linéarités mécaniques sont utilisées aussi dans le dispositif décrit par le brevet [53–55].
Ce dispositif consiste à faire vibrer une bouteille contenant un liquide et à mesurer la réponse
fréquentielle de cette bouteille à l’aide d’un accéléromètre. Ce brevet est néanmoins uniquement
basé sur une approche vibratoire et ne comprend pas de mesures par un radar. L’approche
vibratoire seule présente un inconvénient majeur, l’eau interagit peu avec les parois dans le cas
où la cellule est partiellement remplie et la réponse sera donc faible. Dans le cas où la cellule est
complètement ou presque complètement remplie (ce qui semble le cas de la famille de brevet [53]),
la réponse sous harmonique provient comme nous le verrons par la suite d’une forte interaction
ﬂuide/structure qui se manifeste au niveau de la structure, et non de la réponse particulière du
ﬂuide.
5.3.4 Conclusion
Les méthodes existantes de contrôle non destructif ne permettent pas de détecter l’eau de
manière eﬃcace. Notre méthode basée sur la génération d’une onde hydraulique non linéaire (sous-
harmonique) s’inspire de nombreuses méthodes antérieures. Néanmoins, à notre connaissance,
aucune des méthodes existantes à l’heure actuelle n’utilise les ondes de Faraday comme moyen de
détection de l’eau. La détection de cette onde par l’intermédiaire d’une onde électromagnétique
constitue de même une contribution originale.
¬Bien que cette distinction soit évidente pour l’auteur du manuscrit, elle n’apparaît pas évidente pour l’office
des brevets.
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5.4 Le RADAR Continuous wave
5.4.1 Principe du radar
Le RADAR est un dispositif utilisant les ondes radio aﬁn de déterminer la position et/ou la
vitesse d’un objet comme par exemple des bateaux ou des avions, ou même des cambrioleurs. La
position est mesurée à l’aide du temps de retour de l’onde, et la vitesse à l’aide de la diﬀérence
de fréquence, mesure dite Doppler.
Le RADAR de type continuous wave (CW) [56] est un radar qui émet tout le temps ou
quasiment tout le temps. Ce type de radar est très simple et est capable de détecter le décalage
de fréquence Doppler dans le signal retourné à partir d’une cible avançant ou s’éloignant du radar.
Bien que ce genre de radar ne puisse pas mesurer une distance absolue, il est très utilisé dans
les radars routier (police), les détecteur de mouvements, les alarmes antivols, les détonateurs de
proximités de missile, les système de guidage radar (comme le système sol-air Hawk).
Le principe de fonctionnement est très simple, une onde émise est multipliée avec l’onde reçue.
Dans notre cas d’étude c’est-à-dire le cas de la mesure d’une vibration, nous obtenons encore une
fois l’équation (4.16)), soit avec les notations présenté dans le chapitre 4 :
s(t) = Aejωt+2jβℓ
k=+∞∑
k=−∞
Jk(2βAm)ejkωmt (5.2)
Le signal vibratoire est donc en bande de base très facile à discriminer par une simple démodu-
lation FM ou même en récupérant la première raie (k = ±1), c’est à dire en utilisant un simple
ﬁltre passe bas. Le schéma de principe dans le cas monostatique et bistatique du RADAR CW
est donné par la ﬁgure 5.6
Bien entendu, le multiplieur n’est qu’une modélisation des dispositifs pratiques existant. En
pratique, la multiplication est eﬀectuée par un mélangeur, c’est-à-dire un dispositif électronique
qui possède une caractéristique courant tension non linéaire, bien souvent approximée par une
loi quadratique, ainsi un sinus pur générera une harmonique de rang pur, et deux sinus pur de
fréquences respectives f1 et f2 généreront les fréquences sommes et diﬀérences.
5.4.2 Les applications
5.4.2.1 Le RADAR routier
Les RADAR routier [57] opère suivant le principe du RADAR CW, bien souvent dans les
bandes X à Ka, suivant la réglementation locale sur l’usage des fréquences. Ils émettent suivant
un lobe de l’ordre de la quinzaine de degrés et leur sensibilité est suﬃsante pour eﬀectuer une
mesure à 800 m de la cible . La dynamique est large avec des diﬀérences de réﬂection de 30 dB
entre un grand camion et une moto. La distance à la cible n’est pas bien entendu mesurée, ce qui
provoque une incertitude sur la cible en train d’être mesurée¬. Malgré ces limitations ce type de
RADAR se vend à plusieurs milliers d’exemplaires et équipe progressivement le bord des routes.
L’émetteur est typiquement un oscillateur à diode Gunn qui émet entre 30 mW et 100 mW,
et une antenne à grand gain de l’ordre de 20 dB conçue pour émettre en polarisation circulaire.
Aﬁn d’éviter le phénomène de saturation des étages BF (après le ﬁltre BF), la plupart des
radars commercialisés utilisent plusieurs étages ampliﬁcateur correspondant à la détection des
cibles proches lointaine et médianes. La précision est de l’ordre de 1 km/h. Dans le cas d’un radar
mobile, la vitesse du véhicule est mesurée à l’aide des réﬂections parasites sur le sol et est rajoutée
à la vitesse du véhicule cible.
5.4.2.2 Les RADAR de détection de mouvement
Ce type de radar est utilisé pour détecter les mouvements et ainsi protéger un local des voleurs.
Bien souvent le radar est de type bi statique et le coupleur directionnel est simplement fabriqué
¬D’où le nombre de déchets photographique important pour les radars automatiques opérant sur le bord des
routes et autoroutes.
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(a) Schéma de principe d’un RADAR monostatique.
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(b) Schéma de principe d’un RADAR bistatique.
Fig. 5.6: Radar Continuous Wave
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à l’aide deux pistes suﬃsamment proches pour avoir un transfert d’énergie de l’une à l’autre.
L’antenne est bien souvent imprimée et de type patch. Le coût d’un tel montage ne dépasse pas
bien souvent la dizaine d’euros.
Un autre application de ce type de radar est de détecter les signes de vie dans une pièce [58]
et ainsi de prévenir par exemple la mort subite du nourrisson. Un RADAR est ainsi disposé au
dessus du lit du bébé et mesure les battements du cœur (qui sont une forme de vibration). En cas
d’arrêt de ce signal, une alarme retentit qui force le bébé à re-respirer par réﬂexe et les parents
à entreprendre immédiatement une réanimation. Le grand avantage de cette méthode est qu’elle
est sans contact laissant ainsi toute latitude au bébé de bouger et évite de coller des électrodes
potentiellement allergisantes sur la peau sensible des nouveaux nés.
5.4.3 Sensibilité du RADAR CW
Le radar CW est souvent utilisé aﬁn de d’améliorer la détection. En eﬀet, les bandes Doppler se
distinguent particulièrement bien de l’excitation initiale et permette ainsi de discriminer aisément
un objet en mouvement. C’est ainsi que l’eﬀet Doppler ultrasonore est utilisé de manière courante
dans le domaine médical, aﬁn de mesurer, par exemple, les paramètres cardiaques.
Des exemples de sensibilité de détection de ce type de RADAR sont donnés par la littérature.
Comme nous l’avons vu, ce radar est par exemple utilisé pour détecter les battement du cœur
au travers de la cage thoracique d’un nouveau né [59]. Les battements de coeur sont dans ce cas
là très minimes (de l’ordre du millimètre), et non directement accessibles. En particulier l’onde
doit subir une très forte réﬂection à la surface de la peau (le corps humain possède un εr moyen
de 50 [60]) et de fortes pertes à la traversé des tissus. Le signal radar détectant le battement du
coeur est alors très faible, mais encore mesurable. La recherche sur ce type de radar a commencé
dans les années 1970 [61, 62] et s’est développée aﬁn de détecter les personnes ensevelies dessous
des gravats lors d’un tremblement de terre à l’aide de la mesure de leur battement de cœur. Il
est ainsi possible de mesurer des signes de battements cardiaque à une distance de 30 m [63]
et derrière un tas de gravats consistant en des blocs de bétons armés, de la terre humide et de
grillage métallique d’une épaisseur de 3 m [64, 65].
Cette utilisation des paramètres biologiques aﬁn de détecter un être humain a aussi trouvé une
application dans le domaine militaire. Elle permet de détecter ainsi des tireurs d’élite embusqués
derrière les murs [66–68]. Ce type de RADAR est à l’heure actuelle déployé en Irak [69] sous le
nom de Radar Scope (voir la ﬁgure 5.7). De même, la société KAI sensors transpose [70] son
dispositif de mesure pour les nouveaux nés vers une application guerrière permettant de détecter
les battements de coeur au travers de mur¬.
Cette sensibilité exceptionnelle de ce type de RADAR peut être expliqué du fait que le RADAR
CW eﬀectue une corrélation entre le signal émis et le signal reçu, se comportant comme un ﬁltre
très sélectif. En eﬀet, en utilisant le schéma de la ﬁgure 5.6a, en supposant les éléments idéaux
et en notant e(t) le signal émis, r(t) le signal reçu par l’antenne, s(t) la sortie du ﬁltre et fc la
fréquence de coupure du ﬁltre passe bas :
s(t) =
1
fc
∫ ∞
−∞
e(t)r(t) sinc fc(t− τ) dτ (5.3)
Supposons maintenant que le signal r(t) soit composé d’une porteuse de même fréquence que
e(t) = cos(ωt) mais d’amplitude et de phase diﬀérentes, d’un signal modulé de fréquence in-
férieure à fc (sinus pour simpliﬁer) et d’un bruit blanc gaussien b(t), soit r(t) = A cos(ωt +
ϕ) [1 +m cos(ωmt)] + b(t)à la sortie du multiplicateur le signal est alors :
m(t) = e(t)r(t) = cos(ωt) {A cos(ωt+ ϕ) [1 +m cos(ωmt)] + b(t)} (5.4)
= A2 [cos(2ωt+ ϕ) + cosϕ] [1 +m cos(ωmt)] + b(t) cos(ωt) (5.5)
Le terme en 2ωt est éliminé par le ﬁltrage, ne reste plus alors que le terme en cosφ. Le bruit
est lui aussi extrêmement ﬁltré n’étant pas, par déﬁnition, corrélé à un cosinus pur (au sinus
¬Elle bénéficie pour cela d’une subvention plus que confortable de $850000.
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Fig. 5.7: Le dispositif de détection de présence au travers des murs RADAR Scope [69].
cardinal près). Ce type de RADAR est donc extrêmement sensible comparé à un RADAR im-
pulsionnel ou le ﬁltrage est beaucoup plus large. Ainsi, on considère en première approximation
et empiriquement que le rapport signal à bruit sans post-traitement doit être de l’ordre de 6 dB
pour un RADAR CW contrairement à un RADAR impulsionnel où le SNR doit être de l’ordre
de 13 dB [71].
5.4.4 Éléments sur le bilan de liaison
La majorité des pertes de signal radar se feront au travers du carbone. Bien que le RADAR
soit sensible, il convient de diminuer au maximum ces pertes. D’après, la littérature les pertes
seront d’au plus 40 dB dans la bande de fréquence utilisée [72]. Néanmoins, il sera en pratique
possible d’obtenir moins de pertes en remarquant qu’une partie importante des pertes est due à
la réﬂection de l’onde sur le carbone. En eﬀet, la mesure eﬀectuée dans la littérature consiste en
fait à déterminer les paramètres d’un blindage, soit la transmission de l’onde électromagnétique
au travers de la plaque de carbone à partir d’une onde plane venant de l’espace libre. Ainsi en
jouant sur l’adaptation de l’antenne il est possible de mieux coupler l’énergie à la structure. Il
convient de noter que les pertes dans les composites carbones augmentent fortement au delà d’une
certaine fréquence, il conviendra donc de travailler en dessous de cette fréquence de coupure.
Il faut aussi tenir compte de l’eﬃcacité de modulation, c’est-à-dire de la fraction d’énergie qui
est modulée par eﬀet vibratoire. Cette eﬃcacité a déjà été calculée et vaut approximativement
(voir équation (4.17)) :
em =
2πAm
λ
(5.6)
avec λ la longueur d’onde et Am la modulation mécanique. Il convient de noter qu’à amplitude
ﬁxe, il est intéressant d’augmenter la fréquence du RADAR aﬁn d’augmenter la sensibilité. Néan-
moins un compromis est à atteindre entre les pertes à cause de cette conversion et les pertes à
cause du carbone.
Il nous faut maintenant rajouter à ces pertes l’inﬂuence de la surface équivalente RADAR.
Malheureusement à l’heure actuelle il n’existe pas de théorie satisfaisante concernant la réﬂec-
tion RADAR en zone proche. En première approximation et très mauvaise approximation nous
pouvons prendre comme modèle de réﬂection celui d’une sphère de diamètre équivalent en zone
lointaine, sur laquelle on peut appliquer¬ les résultats de la théorie de Mie [73] (voir ﬁgure 5.8).
La surface équivalente RADAR est ainsi beaucoup plus petite que la surface projetée dans le cas
¬En considérant une réflection totale sur la goutte.
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Fig. 5.8: Surface équivalente radar d’une sphère totalement réﬂective en fonction de la fréquence
(normalisé). Aux bases fréquences elle peut être approximée par σ/(πR2) ≈ 9(βR)4 et
aux hautes fréquences par σ/(πR2) = 1 [73].
qui nous intéresse c’est-à-dire une goutte de 2.5 mm de rayon. Ainsi aﬁn d’améliorer la sensibilité
il conviendra aussi d’augmenter la fréquence électromagnétique de notre RADAR.
Un autre problème plus critique est la saturation des étages de réception à cause de la vibration
de la surface de carbone à la fréquence mécanique. Bien qu’il soit possible de ﬁltrer en aval, c’est-
à-dire après démodulation en utilisant des dispositif du même type que les égaliseurs utilisés
dans le monde musical, ce ﬁltrage n’empêche pas la compression c’est à dire les distorsions non
linéaires dues à la saturation de l’étage mélangeur. Néanmoins il est possible de contourner de
manière élégante ce problème, en plaçant cette surface au niveau d’un nœud de radiation, c’est-
à-dire à une distance électrique égale à un multiple de λ/2 du dispositif émettant. La puissance
électromagnétique étant nulle alors au niveau du plan de carbone, la réﬂection sera alors minime,
et pourra être aisément ﬁltré par un approche de type égaliseur sans sacriﬁer de la dynamique
au niveau du mélangeur.
5.4.5 Conclusion
Le radar CW nous apparaît être l’outil de choix pour la détection de la fréquence sous harmo-
nique comme dans notre cas de détection de l’eau. En eﬀet, il possède une très grande sensibilité,
ﬁltre de manière eﬃcace le signal dans le plan des fréquences et est une solution technique bas
coût. Le carbone entourant la zone à mesurer (l’eau) ne semble pas poser de problèmes particu-
liers, et les problèmes éventuels de dynamique pourront être surmontés par des solutions simples
de ﬁltrage.
En première approche une fréquence situé dans la bande ISM à 2.45 GHz nous semble raison-
nable.
5.5 Réponse fréquentielle du composite
Le principe de la détection de l’eau consiste à détecter une sous-harmonique. Cette sous
harmonique consiste ainsi à la signature de l’eau. Néanmoins le système physique ne se limite pas
à l’eau dans un tube inﬁniment rigide. En eﬀet l’eau est emprisonnée dans un système mécanique
complexe qui peut avoir sa propre réponse harmonique. Il convient donc de s’assurer que seule
la partie ﬂuide peut générer des sous-harmoniques.
L’étude du système vibratoire du système mécanique sec, relève de la mécanique des solides
5.5. RÉPONSE FRÉQUENTIELLE DU COMPOSITE 81
déformable. Dans cette section il sera présenté quelques résultats théorique concernant les ondes
dans les solides déformables, qui sera complété dans le chapitre expérimentation par une étude
expérimentale sur une plaque d’essais en composite.
Les notations utilisée sont celles de [74], et nous travaillerons dans le cas cartésien.
5.5.1 Théorie élastique classique
Dans cette section nous introduisons rapidement la théorie élastique classique aﬁn de déve-
lopper la partie non-linéaire.
La théorie de l’élasticité linéaire [75, 76] (hypothèse de petites variations) est basée sur trois
équations¬ :
– L’équation du mouvement qui exprime la seconde loi de Newton :
∂σik
∂xk
+ Fi = ρ
∂2ξi
∂t2
(5.7)
– Une équation liant la déformation élastique au déplacement :
εik =
1
2
(
∂ξi(
−→
X )
∂Xk
+
∂ξk(
−→
X )
∂Xi
)
≃ 1
2
(
∂ξi(−→x )
∂xk
+
∂ξk(−→x )
∂xi
)
(5.8)
– une équation constitutive appelée loi de Hooke liant contraintes internes et déformation
élastique :
σik = Ciklmεlm (5.9)
Où :
– σij est le tenseur des contraintes. Ce tenseur est symétrique (σij = σji).
– Xk pour la position de la particule en coordonnées de Lagrange.
– xk pour la position de la particule en coordonnées d’Euler.
– Fi sont les forces appliquées.
– ρ est la densité massique.
– ξi est la composante suivant i du vecteur déformation.
– Ciklm est un tenseur d’ordre 4 appelé tenseur du module d’élasticité de Cauchy satisfaisant
les propriétés de symétrie Ciklm = Ckilm = Cikml = Clmik.
– εij est le tenseur des petites déformations (symétrique εij = εji).
En utilisant les équations (5.8) et (5.9) dans l’équation (5.7) et en l’absence de terme source,
nous obtenons l’équation des ondes élastiques :
ρ
∂2ξi
∂t2
=
1
2
Ciklm
∂
∂xk
(
∂ξl
∂xm
+
∂ξm
∂xl
)
(5.10)
=
1
2
Ciklm
∂2ξl
∂xk∂xm
+
1
2
Ciklm
∂2ξm
∂xk∂xl
(5.11)
Or Ciklm est symétrique par rapport aux indices l et m ; le premier et le deuxième terme sont
donc identiques ; soit ﬁnalement l’équation suivante :
ρ
∂2ξi
∂t2
= Ciklm
∂2ξm
∂xk∂xl
(5.12)
Cette équation est linéaire et peut donc accepter une solution de type onde plane ui = ui(−→x )e−jωt.
Ainsi une excitation harmonique donnera une réponse harmonique. Dans le cadre des faibles per-
tubations, il n’existe pas de possibilité de générer des sous harmoniques par des ondes élastiques.
¬En utilisant les notations tensorielles dites d’Einstein
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5.5.2 Réponse non-linéaire d’un solide
5.5.3 Cas de l’élasticité finie
L’équation (5.8) n’est qu’une approximation de la réalité dans le cas où les déformation sont
faibles. Dans le cas des grandes déformation on considère le tenseur de Green-Lagrange :
eik =
1
2
(
∂Ui
∂xk
+
∂Uk
∂xi
+
∂Ul
∂xi
∂Ul
∂xk
)
(5.13)
en notant Ui la position et ui la vitesse. Le terme croisé est maintenant source de non linéarité
et dans le cas de faible déplacement peut être ignoré ramenant ainsi l’expression précédente sous
la forme de l’équation (5.8).
Cependant, ce terme croisé est un deuxième ordre devant les termes linéaires. On peut donc
appliquer une approche de type perturbation pour traiter le cas du régime harmonique [75].
Le tenseur des contraintes de Cauchy σ est déﬁni par :
ρ
Dui
Dt
=
∂σik
∂xk
(5.14)
Pour écrire ce bilan en coordonnées Lagrangiennes, on déﬁnit alors le tenseur contraintes de
Boussinesq πij :
σ =
ρ
ρ0
πFT (5.15)
En substituant Dui/Dt = ∂2Ui/∂t2 et l’identité d’Euler, Piola, Jacobi soit : ∇· [ρ/ρ0FT ] =
∇· (FT/detF) = 0, il vient :
ρ
∂2Ui
∂t2
= Fjk
∂πik
∂xk
=
∂πik
∂Xk
(5.16)
avec Pik écrit sous la forme d’une serie de Taylor (loi rhéologique empirique) :
πij = Cijkl
∂Uk
∂Xl
+
1
2
Mijklm
∂Uk
∂Xl
∂Um
∂Xn
+
1
3!
Mijklmnpq
∂Uk
∂Xl
∂Um
∂Xn
∂Up
∂Xq
+ . . . (5.17)
= Cjkmn
∂Um
∂Xn
+ π∗ij (5.18)
Soit ﬁnalement l’équation suivante :
ρ
∂2Ui
∂t2
− Ciklm ∂
2Um
∂Xk∂Xl
=
∂π∗ij
∂Xk
(5.19)
Cette équation est composée d’une part linéaire à gauche équivalente à l’équation (5.12) et d’un
terme perturbateur à droite non-linéaire. Cette équation peut être étudié par une approche de
type perturbation [75] et on peut montrer que si le matériel est excité à une fréquence f0 alors
il donnera naissance à des ondes surharmoniques. De même si le matériel est excité par deux
fréquences (f1, f2) il donnera naissance à des ondes à des fréquences (nf1 ±mf2, (n,m) ∈ N2).
Ce phénomène ne donne pas lieu à des sous harmoniques.
5.5.4 Phénomène hystérétique
La théorie précédente ne permet pas d’expliquer certains type de phénomènes élastiques, en
particulier il existe certains type de matériaux qui possède une mémoire, en particulier les bétons
et les roches. La relation entre la contrainte et la déformation présente alors une hysterésis (voir
ﬁgure 5.9).
La théorie classique développée précédemment ne permet pas de modéliser ce genre de phé-
nomène. Néanmoins, il est possible d’utiliser des modèles phénoménologique permettant de mo-
déliser ce genre de matériaux. On peut alors prouver que ce genre de matériau ne produit que
des super harmoniques [77].
5.6. LE DISPOSITIF D’ÉTUDE 83
5.5.5 Non linéarité au niveau des contacts
Les deux précédents eﬀets ont été les premiers étudiés dans le cadre de l’acoustique et de
l’analyse vibratoire. Cependant même pour des vibrations de forte amplitude (élongation de
l’ordre de 1× 10−4), la contribution des phénomènes précédents est de l’ordre de 1× 10−3. Ces
eﬀets ne sont pas négligeables dans le cas où l’onde acoustique se propage sur de longue distance
dans le matériel (eﬀet de conversion accumulative). De ce point de vue les matériaux classique
exhibe une non-linéarité de type distribuée [78].
Il a été cependant observé qu’une réponse non linéaire de forte amplitude peut exister au
niveau de certain type de fracture dans un matériel [40, 79–81], due à une non linéarité de
contact. En eﬀet un niveau de la fracture, l’élasticité en compression est beaucoup plus élevée que
l’élasticité en tension. La génération d’harmoniques est alors très importante. Plus surprenant,
il est possible que cette fracture crée des sous-harmoniques [78, 82–84]. Ce phénomène de sous-
harmoniques est aussi observé dans les matériaux granulaires [85].
Cette méthode de détection par sous harmoniques a déjà été utilisé avec succès pour la
détection de fracture fermée dans divers matériaux [86–89].
Néanmoins il convient de noter que cette génération de sous harmonique correspond en pre-
mier lieu à des conﬁguration de matériaux diﬃciles à obtenir, et qu’en second lieu cette sous
harmonique correspond à un matériau au caractéristiques mécaniques altérées.
Ce type de non linéarités est à rapprocher du contact Hertzien [75], c’est-à-dire le contact dans
notre cas entre le vibrateur et la pièce à inspecter. Ce contact peut générer assez facilement des
sous harmoniques mais une simple précontrainte mécanique, évite de manière simples ce problème.
La précontrainte mécanique peut être constitué d’une masse ou en spéciﬁant l’opérateur comme
dans le cas des sondes à ultrason d’appuyer lors de l’inspection. Ce type de biais de mesure peut
être en plus détecté à priori en utilisant un laser sur le bord du vibrateur permettant de mesurer
le mouvement du vibrateur par rapport à la pièce à inspecter. Ces capteurs peuvent être réalisé
à partir d’une simple diode LASER (capteur de type self-mixing) et donc être très économiques.
5.5.6 Conclusion
Les diﬀérents type de phénomènes mécaniques vibratoire au niveau du carbonne :
– Ne génèrent pas des sous-harmoniques mais uniquement des super-harmoniques.
– Correspondent à des matériaux déjà abimés et qui seront peu rencontrés en pratique.
Les sous-harmoniques constituent donc une signature du liquide enfermé dans la structure. Un
resumé graphique des diﬀérents phénomènes peut être trouvé sur la ﬁgure 5.9.
Le cas du contact hertzien, en théorie plus génant, peut être facilement résolu en pratique et
même détecté à priori.
Ces résultats théoriques ont été conﬁrmés par expérimentation sur une plaque de carbone
saine (voir la section 7.3 page 125).
5.6 Le dispositif d’étude
Le dispositif d’étude complet est composé d’une chaine mécanique assurant la vibration de la
plaque de composite, qui elle même peut être décomposée en une chaine de puissance fournissant
la puissance électrique à un actionneur mécanique. De l’autre côté la chaîne de détection est
composée d’un radar et de son ampliﬁcateur faible bruit, et pour l’aﬃchage d’un oscilloscope ou
un PC.
Ce dispositif d’étude fournit ainsi un ensemble de type maquette de laboratoire apte à tes-
ter le concept de détection et à fournir des résultats expérimentaux. Il est bien entendu très
rudimentaire n’ayant pas vocation à être industrialisé.
84 CHAPITRE 5. PRINCIPES D’UNE NOUVELLE MÉTHODE MULTIPHYSIQUE
Relations Linéaire 1er ordre 2e ordre Hystérétique
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Fig. 5.9: Diﬀérent cas de non linéarité mécanique pour un forçage monofréquentiel de pulsation
ω0 (adapté de [90])
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Fig. 5.10: Photographie du dispositif d’étude
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Fig. 5.11: Esquisse d’un dispositif intégré [7]. Un anneau piézoélectrique (407) met en vibration
mécanique la structure. L’intérieur (409) est creux et contient le radar (402), et son
électronique (403–404).
5.7 Perspectives
5.7.1 Électronique
À l’heure actuelle, le traitement du signal de notre dispositif est quasiment inexistant mis
à part une FFT ou une cross corrélation du signal. Le point traitement du signal est donc
amplement améliorable. En particulier, il est conviendra de tester plusieurs type de transformés
temps/fréquences. Il conviendra aussi de mettre au point un système expert apte à détecter
de manière automatique la présence d’eau et pourquoi pas imager sous forme de cartes 2D le
composite en mettant en valeur les positions contenant de l’eau (à l’aide d’un balayage xy par
exemple).
Il est aussi possible d’augmenter la sensibilité du RADAR en diminuant le bruit de scintillation
au niveau de la partie RF, bruit étant dominant pour les fréquences d’intérêt inférieures à 1 kHz.
Au niveau de la partie RF, il suﬃt pour cela de diminuer ou d’éliminer la composante DC lors du
mixage. En eﬀet, le bruit de scintillation est directement proportionnel au courant DC traversant
les composants non linéaires. Plusieurs topologies ont été mise au point et permettent en pratique
cette élimination, permettant ainsi de gagner de l’ordre de 9 dB au niveau du rapport signal à
bruit [91–93].
5.7.2 Mécanique
En l’état actuel l’outil expérimental n’est absolument pas intégré, la partie mécanique étant
complètement découplée de la partie traitement du signal. Il semble possible d’intégrer les deux
aspects dans un seul dispositif de genre coaxial, le capteur RADAR ce situant au centre du dis-
positif mécanique (cf ﬁgure 5.11). Ce capteur se présentant sous la forme d’un cylindre aiseiment
manipulable par l’opérateur, aurait en outre l’interêt de fournir l’excitation mécanique au plus
près de la mesure électromagnétique. En pratique, la source de vibration pourrait être réalisé à
l’aide de la technologie piézoélectrique.
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5.8 Conclusion
Une méthode de détection de l’eau libre dans les composites carbones a été présentée. Ce
dispositif innovant a fait l’objet d’un brevet international [7, 94]. Á notre connaissance, ce brevet
est la première publication utilisant à des ﬁns de contrôle non destructif les ondes de Faraday¬
Cette approche est basée sur une technique de type multiphysique associant une excitation
vibratoire, avec une mesure radar, permettant ainsi d’extraire de manière relativement aisée le
signal utile du bruit.
Le chapitre suivant présentera la théorie des ondes de Faraday en particulier dans les réser-
voir dans lesquels la capillarite est non négligeable, comme dans notre cas de réservoir de type
composite.
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Instabilités paramétriques d’un
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6.1 Introduction
Les ondes de Faraday sont des ondes non linéaires qui apparaissent à la surface d’un liquide
soumis à une vibration verticale. Elles ont été pour la première fois décrites dans un article de
Faraday [1], et ont été plus amplement étudiées par Lord Rayleigh [2, 3]. Lord Rayleigh
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remarqua en outre que soumettre un ﬂuide à une vibration mécanique, est équivalent à moduler
la gravité¬ [2].
La première modélisation du phénomène fut réalisée par Benjamin et Ursell dans [4], sous
l’hypothèse d’un ﬂux irrotationel (négligeant la dissipation). Les deux auteurs déterminèrent
que sous cette hypothèse la perturbation de surface libre peut être modélisée par une équation
de Mathieu, expliquant ainsi un siècle après la première expérimentation l’existence de sous
harmoniques.
A notre connaissance, il n’existe qu’une seule famille de brevets concernant les ondes de
Faraday [5, 6]. Ces deux brevets décrivent une méthode permettant de déplacer des petits objets
à la surface d’un liquide à l’aide d’un motifs d’ondes stationnaires de type Faraday. Les auteurs
de ces deux brevets, utilisent en fait un forcage à deux fréquences aﬁn de changer à leur guise le
motif d’onde stationnaire. Ce brevet dérive directement des travaux [7].
6.2 Vibration d’un réservoir : cas linéaire
6.2.1 Introduction
Le cas linéaire c’est-à-dire le cas des ondes de surface dont la fréquence de vibration est égale
à la fréquence de forçage n’est pas, bien évidement, un cas d’onde de Faraday. Néanmoins il
est utile car il permet de calculer les fréquences de résonance du ﬂuide et ainsi approcher les
fréquences de résonance des ondes de Faraday.
6.2.2 Modèle simplifié
6.2.2.1 Le problème de Laplace
Soit (O′, X ′, Y ′, Z ′) un repère cartésien stationnaire­ (un schéma explicitant les notations est
donné par la ﬁgure 6.1). Les équations d’Euler du mouvement du ﬂuide parfait, c’est-à-dire un
ﬂuide incompressible non visqueux peuvent s’écrire dans leur forme vectorielle :
∂
∂t
−→q +
(−→q ·−→∇)−→q = −1
ρ
−→∇P −−→∇(gZ ′) (6.1)
où −→q est la vitesse des particules ﬂuides, ∂−→q/∂t est l’accélération locale des particules ﬂuides ob-
servé à partir du référentiel stationnaire. Le terme (−→q ·−→∇)−→q représente l’accélération convective
du ﬂuide, ρ la masse volumique, P la pression du ﬂuide,
−→∇(gZ ′) le potentiel de gravité et −→∇
symbolise l’opérateur vectoriel nabla.
L’accélération convective peut s’écrire en remarquant que pour les ﬂuides irrotationnels
−→∇ ×−→q = 0 : (−→q ·−→∇)−→q = 1
2
−→∇q2 −−→q ×
(−→∇ ×−→q ) = 1
2
−→∇q2 (6.2)
De plus comme le ﬂuide est irrotationnel nous pouvons dériver sa vitesse à partir d’un potentiel
scalaire
−→
Φ tel que :
−→q = −−→∇Φ (6.3)
On peut alors réécrire l’équation (6.1) en utilisant les équations (6.2) et (6.3) ; soit :
−→∇
(
P
ρ
+
1
2
q2 + gZ ′ − ∂Φ
∂t
)
= 0 (6.4)
Soit encore en intégrant :
P
ρ
+
1
2
q2 + gZ ′ − ∂Φ
∂t
= C(t) (6.5)
¬Il remarqua aussi que le problème avait des similitudes avec un pendule dans lequel le point fixe est soumis
à une vibrations.
­Un excellent résumé peut être trouvé dans [8].
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Fig. 6.1: Réservoir rempli de liquide dans un référentiel ﬁxe et mobile.
où C(t) est une fonction arbitraire dépendant du temps. Cette équation est aussi appelée équation
de Kelvin pour un ﬂuide non stationnaire. Dans cette équation, Φ est une fonction de l’espace
et du temps, et sa dérivée en fonction du temps décrit le caractère non stationnaire du ﬂuide.
Cependant il convient de noter que ∂Φ/∂t peut être aussi interprété comme le travail réalisé par
une particule ﬂuide située en (X,Y, Z). De plus, comme le ﬂuide est considéré incompressible on
a
−→∇ ·−→q = 0, soit en utilisant l’équation (6.3) :
∇2Φ = 0 (6.6)
Le potentiel Φ ne peut donc être totalement arbitraire et doit donc satisfaire à l’équation de
Laplace (6.6).
Déﬁnissons maintenant le référentiel (OXY Z) dans lequel le réservoir est stationnaire et
tel que le plan (Oxy) coïncide avec la surface libre du liquide au repos. Soit
−→
V 0 = d
−−→
OO′/dt
déﬁnissant la vitesse du réservoir. Dans le nouveau référentiel (OXY Z) la dérivée du potentiel Φ
se transforme en utilisant (6.3) en (∂/∂t−−→V0·−→∇)Φ. En eﬀet, du point de vue de l’observateur le
point (X,Y, Z) sera animé d’une vitesse −V0. Soit, en réécrivant l’équation (6.5) dans le nouveau
référentiel (OXY Z) :
P
ρ
+
1
2
q2 + gZ ′ − ∂Φ
∂t
+
−→
V0·
−→∇Φ = C(t) (6.7)
Au niveau de la surface libre (Z ′ = ν(x, y, t)), la pression est égale à la pression atmosphérique
ou encore peut être prise comme nulle en remarquant qu’on peut l’intégrer dans C(t) ; soit en
utilisant une nouvelle fois (6.3) :
1
2
(
−→∇Φ·−→∇Φ) + gν − ∂Φ
∂t
+
−→
V0·
−→∇Φ = C(t) (6.8)
Soit encore en remarquant que C(t) peut être absorbé dans le potentiel Φ :
1
2
(
−→∇Φ·−→∇Φ) + gν − ∂Φ
∂t
+
−→
V0·
−→∇Φ = 0 (6.9)
Cette équation, appelée condition de la limite dynamique, donne la première condition de ferme-
ture du problème de Laplace.
Dans l’équation (6.7), −→q est encore déﬁni par rapport à l’ancien référentiel. Déﬁnissons main-
tenant −→q dans le nouveau référentiel :
−→q rel = −→q −−→V0 = −−→∇Φ−−→V0 (6.10)
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Au niveau de la surface libre, la vitesse d’une particule ﬂuide doit être prise égale à la vitesse de
la surface libre, ce qui peut s’exprimer comme :
−∂Φ
∂z
=
∂ν
∂t
+ −→q rel·−→∇n (6.11)
Cette équation déﬁnit alors la deuxième condition aux limites dite condition de la vitesse de la
surface libre.
Les autres conditions de fermeture de l’équation de Laplace font intervenir les conditions au
niveau du réservoir supposé parfait c’est-à-dire la vitesse du ﬂuide normale au réservoir doit être
la même que la vitesse normale du réservoir¬ ; soit en un point S de la surface du réservoir décrit
par son vecteur normal −→n S : −→∇Φ
∣∣∣
S
·−→n s = −→V0
∣∣∣
S
·−→n S (6.12)
L’équation de Laplace (6.6) ainsi que les trois équations de fermeture (6.9),(6.11) et (6.12)
déﬁnissent complètement le problème physique.
6.2.2.2 Application à un cylindre
Le problème de Laplace est un cas bien connu de système linéaire : une excitation à une
fréquence donnée donnera une réponse à la même fréquence. Ce système possède aussi une inﬁ-
nité de valeurs propre, qui caractérise la résonnance de la structure. Ces valeurs de résonnance
dépendent fortement de la géométrie. A titre d’exemple il peut être prouvé que dans le cas d’un
réservoir cylindrique de rayon R et rempli d’une hauteur h le potentiel peut s’écrire à l’aide des
harmoniques cylindriques :
Φ(r, θ, z, t) =
∑
m≥0,n≥0,s∈{0,1}
damns
dt
Gmns(kmnr, θ)
cosh [kmn(z + h)]
cosh(kmnh)
(6.13)
amns(t) est une fonction temporelle dépendante des conditions initiales. Appelons ξmn le produit
kmnR, les ξmn sont alors les racines de :
dJm(ξmn)
dξ
= 0 (6.14)
Les valeurs de ces racines sont données en annexe A. Les harmoniques cylindriques sont données
par :
Gmns(ξ, θ) =
{
cos(nθ)Jm(ξ) si s = 0
sin(nθ)Jm(ξ) si s = 1
(6.15)
Une représentation graphique des harmoniques cylindriques est donnée à l’annexe A.
À partir du nombre d’onde kmn, il est possible de déterminer les fréquences propres :
ω2mn =
[
g +
σk2mn
ρ
]
kmn tanh(kmnh) (6.16)
avec σ la tension de surface (σ = 0.0728 J/m2 pour de l’eau), g l’accélération de la gravité, et ρ
la densité (ρ = 1000 kg/m3 pour de l’eau). Ce qui peut s’écrire en faisant intervenir le nombre de
Bond Bo = ρgR2/σ qui est le rapport entre les forces capillaires et la force de la gravité :
ω2mn =
[
1 +
ξ2mn
Bo
]
gkmn tanh(kmnh) (6.17)
On s’aperçoit alors que la tension de surface augmente de manière très sensible la fréquence
propre. En eﬀet (6.16), se simpliﬁe alors dans le cas non capilaire (Bo≫ 1) en :
ω2mn = gkmn tanh(kmnh) (6.18)
¬La vitesse tangentielle est supposée libre.
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Fig. 6.2: Evolution de la fréquence propre des 20 premiers modes en fonction du nombre de bond
dans un reservoir de 2.5 mm remplie de 5 mm de ﬂuide soumis à la gravité terrestre.
Le comportement au faible Bo est alors totalement diﬀérent cette loi passant de ωmn ∝ k1/2mn pour
Bo≫ 1 à ωmn ∝ k3/2mn pour Bo≪ 1 :
ω2mn =
[
g
k2mn
+
σ
ρ
]
k3mn tanh(kmnh) (6.19)
À titre d’exemple un calcul qui correspondrait à notre cas d’étude, soit un récipient cylindrique
de rayon 2.5 mm, rempli de 5 mm d’eau (σ = 0.0728 J/m2, ρ = 1000 kg/m3), a été eﬀectué dans le
tableau 6.1 et sur la ﬁgure 6.2
La hauteur d’eau n’a que peu d’inﬂuence sur les fréquences propres dans notre cas de petit
réservoir. En eﬀet à 10% près pour x > 1.5, tanh x ≃ 1. Cette inﬂuence apparaît de plus en plus
négligeable pour les modes d’ordre supérieur (en eﬀet ξmn est croissant). Un exemple est donnée
sur la ﬁgure 6.3.
Le rayon du réservoir a quand à lui une importance plus importante, intervenant directement
dans le terme dominant gkmn de ω2mn. La variation de fréquences propres est alors une famille
d’hyperboles de type 1/
√
R. Les structures composites n’étant pas parfaites, et en particulier
la taille de la cellule n’étant pas strictement identique de cellule en cellule, un petit calcul de
variation est utile :
fmn(R+ δR) ≃ fmn(R)
[
1− 1
2
δR
R
+ o( δRR )
]
(6.20)
Il apparaît donc qu’une variation de R autour d’un rayon moyen, apportera une faible erreur au
niveau de la fréquence de résonance. Les courbes de variations des fréquences propres du réservoir
en fonction de R sont données par la ﬁgure 6.4.
6.2.2.3 Calcul des pertes
Il est nécessaire dans le cadre de la théorie développée dans le calcul des modes de Faraday de
connaitre les pertes des modes linéaires. La première approche due à Landau permet de connaitre
les pertes due à la surface libre [9, §25] :
ζmn = 2νk2mn (6.21)
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mode (ℓ) 0 1 2 3 4 5 6 7 8 9
mode (n,m) (1, 0) (2, 0) (0, 0) (3, 0) (4, 0) (1, 1) (5, 0) (2, 1) (0, 1) (6, 0)
fmn en Hz
selon (6.18)
14 17 20 20 23 23 25 26 26 27
fmn en Hz
selon (6.16)
30 61 84 96 135 136 178 190 204 225
Tab. 6.1: Fréquences de résonance des ℓ premier mode dans le cas linéaire sans et avec capillarité
pour de l’eau. R = 2.5 mm, h = 5 mm.
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Fig. 6.3: Évolution de la fréquence propre des 20 premiers modes en fonction de la hauteur d’eau
pour un recipient de 2.5 mm de rayon
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Fig. 6.4: Évolution de la fréquence propre des 20 premiers modes en fonction du rayon dans un
réservoir remplis avec 5 mm d’eau.
Ces pertes sont partielles, ne sont valable que dans le cas des grands réservoirs, et ne tiennent
pas compte des conditions au niveau des bords (couche limite). Malheureusement les expressions
disponible dans la littérature [8] ne sont plus valable (pertes négative) dans notre cas d’étude où
Bo ≃ 1.
6.2.2.4 Les limites
Ce modèle bien qu’utile et assez aisé d’utilisation ne permet pas de retrouver les fréquences
expérimentales. Les fréquences obtenus étant trop faibles par rapport à l’expérience, il convient
donc de rechercher un modèle plus satisfaisant adapté à notre problème, c’est-à-dire le cas où
Bo = 0.87, soit un cas dans lequel les phénomènes capillaires ne sont plus négligeables.
De plus, le choix du type de condition aux limites libres peut être discuté.
Pour cela un modèle tenant compte de la totalité des eﬀets capillaires doit être mis au point.
Modèle d’autant plus nécessaire que la valeur des pertes n’est pas connue précisément.
6.2.3 Le modèle de Kidambi
6.2.3.1 Le modèle physique
La base de fonction Le modèle développé ici est basé sur le travail [10]. On considère les petites
oscillations d’un liquide remplissant un réservoir cylindrique de rayon R. L’interface statique est
considéré faire un angle de θc au niveau de la ligne triple (explicité de manière graphique sur
la ﬁgure 6.5). La distance H est mesurée entre le bas du cylindre et la ligne triple. En utilisant
des distances normalisées par R et le temps par
√
R/g, en notant par Ω = Ωr + iΩi la fréquence
normalisée, les équations de Navier-Stockes linéarisées autour de l’état de repos s’écrivent :
∇·−→u = ∂ur
∂r
+
ur
r
+
1
r
∂uθ
∂θ
+
∂uz
∂z
= 0 Ω−→u = −−→∇p+ 1
Re
−→∇2−→u (6.22)
avec −→u le vecteur vitesse, p la pression réduite (incluant la gravité) et Re le nombre de Reynolds
(Re =
√
gR3/ν).
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ηs
z = 0
r
z
z = −H
θ
θc
Fig. 6.5: Schéma du modèle de Kidambi et notations.
L’idée est alors de chercher −→u sous la forme d’une décomposition de Helmotz :
−→u = −→∇Φ+−→∇ ×−→A (6.23)
On identiﬁe alors que p = −ΩΦ et que −→B = −→∇ × −→A doit satisfaire l’équation de Helmotz
vectorielle : −→∇2−→B = ΩRe−→B (6.24)
De plus en réinjectant φ dans l’équation d’incompressibilité on obtient que φ doit respecter
l’équation de Laplace :
∇2φ = 0 (6.25)
Les modes propres du Laplacien scalaire en cylindrique sont bien connus¬ :
φ(r, θ, z) = eikz
(
cosmθ
sinmθ
)
Jm(kr) (6.26)
Il existe deux champs vectoriels qui satisfont
−→∇2 = ΩRe−→B et −→∇ ·−→B = 0 en cylindrique [11, 12] :
−→
B 1 = ekz


−→e r
(
cosmθ
− sinmθ
)
[Jm−1(αr) + Jm+1(αr)]
−−→e θ
(
sinmθ
cosmθ
)
[Jm−1(αr) − Jm+1(αr)]

 (6.27)
−→
B 2 = ekz


k−→e r
(
cosmθ
− sinmθ
)
[Jm−1(αr) − Jm+1(αr)]
− k−→e θ
(
cosmθ
− sinmθ
)
[Jm−1(αr) + Jm+1(αr)] + 2α−→e z
(
cosmθ
sinmθ
)
Jm(αr)

 (6.28)
Avec­ α =
√
k2 − ΩRe.
Le champ de vitesse peut donc s’écrire :
−→u = C−→∇Φ +A−→B 1 +B−→B 2 (6.29)
¬La solution en Yn est implicitement éliminée du fait de la géométrie du problème.
­En remarquant que la solution α = −√k2 − ΩRe, laisse −→B 1 et −→B 2 inchangés ou les change en leurs opposés
suivant que m est pair ou impair, ne changeant pas ainsi la nature de la base. Ainsi seule la solution positive sera
retenue.
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Avec A, B, et C des constantes ﬁxées par les conditions aux limites sur les bords du cylindre. En
considérant que les modes symétrique¬, ce champ s’écrit composantes par composantes :
ur = ekz cosmθ [CkJ ′m(kr) +A (Jm−1(αr) + Jm+1(αr)) +Bk (Jm−1(αr) − Jm+1(αr))] (6.30)
uθ = −ekz sinmθ
[
Cmr Jm(kr)
+A (Jm−1(αr) + Jm+1(αr)) +Bk (Jm−1(αr) + Jm+1(αr))
]
(6.31)
uz = ekz cosmθ [CkJm(kr) + 2BαJm(αr)] (6.32)
Ou encore en abrégeant les notations :
ur = ekz cos(mθ)p1m(r) (6.33)
uθ = −ekz sin(mθ)p2m(r) (6.34)
uz = ekz cos(mθ)p3m(r) (6.35)
Ce système d’équation ne tient pas compte des conditions aux limites comme dans [10] imposons
que la vitesse soit nulle pour r = 1 soit : ur(1, θ, z) = uθ(1, θ, z) = uz(1, θ, z) = 0. Soit la relation :
4k2Jm−1(α)Jm(k)Jm+1(α)
+ kαJm(α) [Jm−1(k)− Jm+1(k)] [Jm−1(α) − Jm+1(α)]− 4m2Jm(k)J2m(α) = 0 (6.36)
Une subtilité numérique convient d’être notée, dans le cas qui nous intéresse k est complexe,
or pour des raisons numériques il convient diviser les fonctions de bessel par exp(|ℑk|) aﬁn
de conserver une précision suﬃsante [13]. Cette division peut être menée sans peine au niveau
de l’équation (6.36). Notons aussi que si k est solution de (6.36), et que Ck est une constante
arbitraire alors :
Ak = Ck
mJm(k)(1 − k2/α2)
Jm+1(α) − Jm−1(α) Bk = −Ck
k
2α
Jm(k)
Jm(α)
(6.37)
On remarque alors qu’appliquer une normalisation au Jm(k) dans l’expression du vecteur vitesse,
revient tout simplement à choisir Ck.
Pour m > 0, la solution α = 0 c’est à dire k = ±
√
ΩRe, doit être éliminée car menant à
la solution triviale A = B = C = 0. Pour m = 0 la solution α = 0 correspond alors ur =
cosmθ(A+ kB), uθ = − sinmθ(A+ kB) et uz = 0 soit A+ kB = 0 qui correspond à la solution
triviale.
L’équation (6.23) fournit une base pour notre problème. Les conditions de fermeture au niveau
de la surface et du fond peuvent être exprimée à l’aide de cette base. Pour cela décomposons φ
en 2Nv fonctions (Nv → +∞) :
φ = cosmθ
Nv∑
n=1
CnJm(knr)
(
an
cosh kn(z + h2 )
cosh(kn h2 )
+ dn
sinh kn(z + h2 )
sinh(kn h2 )
)
(6.38)
De même l’expression de −→u peut se décomposer en :
ur = cos(mθ)
Nv∑
n=1
[
p1m(r)
(
an
cosh kn(z + h2 )
cosh(kn h2 )
+ dn
sinh kn(z + h2 )
sinh(kn h2 )
)]
(6.39)
uθ = − sin(mθ)
Nv∑
n=1
[
p2m(r)
(
an
cosh kn(z + h2 )
cosh(kn h2 )
+ dn
sinh kn(z + h2 )
sinh(kn h2 )
)]
(6.40)
uz = cos(mθ)
Nv∑
n=1
[
p3m(r)
(
an
cosh kn(z + h2 )
cosh(kn h2 )
+ dn
sinh kn(z + h2 )
sinh(kn h2 )
)]
(6.41)
¬Les modes antisymétrique ayant par des considérations physiques la même fréquence complexe de résonance.
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Le ménisque On recherche les petites variations autour de l’état de repos du ménisque. Il
convient donc de calculer le proﬁl du ménisque statique ηs(r) à l’aide de l’équation diﬀérentielle
d’Euler-Lagrange en cylindrique sur r ∈ [0, 1] :
η′′s +
η′s
r
(1 + η′s
2) +Bo(ns − λ)(1 + η′s2)3/2 = 0 (6.42)
Soumis aux conditions aux limites η′s(1) = tan θc, ηs(1) = 0 avec θc l’angle de contact. λ est un
multiplieur de Lagrange tel que η′s(0, λ) = 0. On pose κs = Bo(ηs − λ).
La surface libre sera recherchée dans le cas où la ligne triple est ﬁxe, sous la forme d’une série
de Bessel-Fourrier[14], qui est une base complète orthogonale et satisfait de manière naturelle−→u (r = 1) = 0 :
η(r, θ) = cosmθ
Nv∑
n=1
gn
Jm(Ξmnr)
|Jm+1(Ξxn)| (6.43)
Avec Ξmn les racines de Jm et le facteur de normalisation tel que :∫ 1
0
r
Jm(Ξmnr)
|Jm+1(Ξxn)|
Jm(Ξmℓr)
|Jm+1(Ξxℓ)|dr =
1
2
δnℓ (6.44)
Les conditions aux limites Au niveau de la surface il n’apparaît pas de tension latérale, ce
qui se traduit au niveau de la surface statique par :(
∂ur
∂z
+
∂uz
∂r
)
(η′s − 1) + 2η′s
(
∂ur
∂z
− ∂uz
∂r
)
= 0 (6.45)
Qui une fois projeté dans les la bases du paragraphe précédent mène à l’équation :
Nv∑
n=1
[
β1n(r)an + γ
1
ndn
]
= 0 (6.46)
Les coeﬃcients β1n et γ
1
n sont donnés en annexe C à la section C.1.
De même l’absence de tension latérale se traduit par :
r
∂uθ
∂z
+
∂uz
∂θ
− η′s
(
∂ur
∂θ
− uθ + r∂uθ
∂r
)
= 0 (6.47)
Soit une fois projeté :
Nv∑
n=1
[
β2n(r)an + γ
2
ndn
]
= 0 (6.48)
La condition cinétique ce traduit par :
urη
′
s − uz +Ωη = 0 (6.49)
Soit une fois projeté :
Nv∑
n=1
[
β3n(r)an + γ
3
ndn
]
+Ω
Nv∑
n=1
ζ3n(r)gn = 0 (6.50)
La condition de contrainte normale au niveau de la surface du ménisque (z = ηs(r)) s’écrit :
p− 2
Re
1
1 + η′s
2
[
∂uz
∂z
+ η′s
2 ∂ur
∂r
− η′s
(
∂ur
∂z
+
∂uz
∂r
)]
− η
+
1
Bo
[
1
(1 + η′s
2)3/2
∂2η
∂r2
+
∂η
∂r
(
1 + 3η′s
2
r(1 + η′s
2)3/2
− 3η
′
sκs
1 + η′s
2
)
+
1
r2(1 + η′s
2)1/2
∂2η
∂θ2
]
= 0 (6.51)
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En utilisant p = −Ωφ et en multipliant l’expression par −r2√Re :
Ωr2
√
Reφ+
2r2√
Re
1
1 + η′s
2
[
∂uz
∂z
+ η′s
2 ∂ur
∂r
− η′s
(
∂ur
∂z
+
∂uz
∂r
)]
+ r2η
√
Re
−
√
Re
Bo
[
r2
(1 + η′s
2)3/2
∂2η
∂r2
+ r
∂η
∂r
(
1 + 3η′s
2
(1 + η′s
2)3/2
− r 3η
′
sκs
1 + η′s
2
)
+
1
(1 + η′s
2)1/2
∂2η
∂θ2
]
= 0 (6.52)
Ce qui mène après projection au système :
Ω
Nv∑
n=1
[
β4n(r)an + γ
4
ndn
]
+
Nv∑
n=1
[
β5n(r)an + γ
5
ndn
]
+
Nv∑
n=1
ζ5n(r)gn = 0 (6.53)
La condition de non glissement au fond du cylindre s’écrit :
ur = uθ = uz = 0 (6.54)
Soit après projection :
Nv∑
n=1
[
β6n(r)an + γ
6
ndn
]
= 0
Nv∑
n=1
[
β7n(r)an + γ
7
ndn
]
= 0
Nv∑
n=1
[
β8n(r)an + γ
8
ndn
]
= 0 (6.55)
Les fonctions d’essais La ligne triple étant ﬁxe, physiquement les modes seront proches de
ceux d’une membrane ﬁxe qui sont bien connus, de la forme pour un mode symétrique :
F (θ, r) = cosmθJm(Ξmnr) (6.56)
Nous projetterons donc les βin, les γ
i
n et les ζ
n
i sur la base complète et orthogonale [14] des M
fonction d’essais :
fm(r) = Jm(Ξmnr) (6.57)
Nous noterons alors βinm, les γ
i
nm et les ζ
i
nm les β
i
n, les γ
i
n et les ζ
n
i projeté sur la m-ième fonction
de la base.
Le problème aux valeurs propres Notons −→v le vecteur −→v = (a1, . . . , aNv , d1, . . . , dNv)T le
vecteur de dimension 2Nv des composantes vitesse, et −→g le vecteur de déplacement de la surface
libre −→g = (g1, . . . , gn)T . Les conditions aux limites peuvent alors s’écrire :
V 1−→v = 0 V 2−→v = 0 V 6−→v = 0 V 7−→v = 0 V 8−→v = 0 (6.58)
Avec V i les matrices M × 2Nv déﬁnies par V i(n,m) = βinm et V i(Nv + n,m) = γinm . En faisant
intervenir les matrices Qi de taille M ×N et déﬁnies par M i(n,m) = ζimn on peut exprimer les
deux relations restantes :
V 2−→v +ΩM3−→g = 0 V 5−→v +ΩM5−→g +ΩV 4−→v = 0 (6.59)
Le système en blocs se lit donc :

V 1 0
V 2 0
V 6 0
V 7 0
V 8 0
V 3 0
V 5 Q5


(−→v−→g
)
= −Ω


0 0
0 0
0 0
0 0
0 0
0 Q3
V4 0


(6.60)
En prenant M = 3Nv on obtient donc un système aux valeurs propres généralisées de type :
A−→x = λB−→x (6.61)
Ce système peut alors être résolu par une méthode numérique de type QZ [15, 16] par exemple,
qui a l’avantage de fonctionner même si A et B sont singulières.
Ce problème aux valeurs propre est non linéaire. En eﬀet, l’expression des αn change en
fonction du Ω obtenu dans l’équation (6.60), changeant ainsi l’expression de la base de fonction,
les expressions des pin et donc le problème (6.60).
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L’algorithme L’algorithme de résolution du problème non linéaire peut alors s’écrire :
Ω← Invicid(r, h) ⊲ Calcule la valeur initiale à l’aide de la théorie présenté en 6.2.2
repeat
Ωo ← Ω
kn ← Calculk(r,Re,Ω) ⊲ Calculer les kn en résolvant l’équation (6.36)
[V,Q]← calculVQ(r,Re,Bo, h, kn) ⊲ Calculer les matrices V et Q
Ω← QZ(V,Q) ⊲ Calcule Ω solution de (6.60)
until |Ω− Ωo| < ε ⊲ Jusqu’à converger
6.2.3.2 Application à notre cas d’étude
La théorie précédente a été appliquée à notre cas d’étude c’est à dire un réservoir de 2.5 mm
de rayon remplie de 5 mm d’eau. Soit h = 2 (réduit), Re = 392, Bo = 0.87.
Calcul des kn Les kn sont calculés en commençant aux faibles Re (Re ≃ 1) et en suivant
l’évolution des racines pour les Re plus élevés. L’approximation invicide donne f = 30 Hz et des
pertes en utilisant l’approximation de Landau, on obtient alors une pulsation réduite complexe
de Ω = 3 − i0.0174. Les solutions de l’équation (6.36) sont organisées suivant trois branches
(voir ﬁgure 6.6a), on remarque que les deux branches tel que ℑm kn > 0 deviennent quasiment
confondues pour les forts Re (ﬁgure 6.6b).
Calcul des fréquences propres Le programme a été testé dans le cas de grand reservoir puis
dans notre cas d’étude pour le premier mode (voir ﬁgure ??). La valeur pour Bo = 0.87 comme
nous le verrons par la suiote est bien corrélée à l’expérimentation.
6.2.3.3 Conditions aux limites de type glissante
Il est possible moyennant quelques modiﬁcations d’adapter la méthode précédente au cas
dans lequel les conditions aux limites sont de type glissante. La décomposition du champs de
vitesse (6.29) est encore valide, ne change alors que l’équation de dispersion (6.36). En eﬀet nous
imposons alors :
ur(1, θ, z) = 0
(
∂
∂r
− 1
r
)
uθ(1, θ, z) = 0
∂
∂r
uz = 0 (6.62)
Ces conditions aux limites imposent la relation de dispersion modale suivante :∣∣∣∣∣∣
kJ ′m(k) 2
m
α Jmα 2kJ
′
m(α)
−2mJm(k) +mkJ ′m(k) 2αJ ′′m(α) − 2J ′m(α) 2mJ ′m(α)− 4mα Jm(α)
k2J ′m(k) 0 2α
2J ′m(α)
∣∣∣∣∣∣ = 0 (6.63)
Dans le cas glissant Ak et Bk ont pour expression :
Ak = Ckkα
J ′m(k)(k
2
/α2 − 1)
2mJm(α)
Bk = −Ck k
2
2α2
J ′m(k)
J ′m(α)
(6.64)
La surface libre est recherchée sous la forme d’une série de Bessel-Dini [14] de paramètre K = 0
satisfaisant naturellement la condition au limite ∂η/∂r = 0 pour r = 1¬ :
η(r, θ) = cosmθ
(
1
2
g0 +
Nv∑
n=1
gn
Jm(ξmnr)
|Jm+1(ξmn)|
)
(6.65)
Avec ξmn les racines de J ′m et le facteur de normalisation tel que :∫ 1
0
r
Jm(ξmnr)
Nmn
Jm(ξmℓr)
Nmℓ
dr = δnℓ (6.66)
¬Notons que la serie de Bessel-Dini de manière générale contient un terme constant f(x) = g0 +∑
∞
n=1
gnJm(αmnx). Néanmoins le terme g0 est nul dans le cas où K +m > 0 soit dans ce cas m 6= 0.
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Fig. 6.6: Résolution de l’équation (6.36) pour Ω = 3− i0.0174.
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Fig. 6.7: Variation de la fréquence de résonance du premier mode et des pertes en fonction de Bo
dans le cas où les conditions aux limites sont de type Dirichlet homogène. Comparaison
avec la théorie simpliﬁée.
Avec Nmn déﬁni par :
N2mn =
2ξ2mn
(ξ2mn −m2)J2m(ξmn)
(6.67)
Il convient de noter que dans le cas, m = 0 le facteur de normalisation du terme constant est :∫ 1
0
rdr =
1
2
(6.68)
Les expressions des β et des γ ne changent pas par rapport au cas précédent sauf au fond où il
convient d’imposer
∂
∂z
uθ = 0
∂
∂z
ur = 0uz = 0 (6.69)
Changeant ainsi les expressions des β6,γ6,β7,γ7, β8, et γ8. Les nouvelles expressions sont données
à l’annexe C.2 page 150. Les résultats des calculs sont donnés par la ﬁgure 6.8.
6.2.3.4 Conclusion et perspectives
Cette nouvelle méthode donne des résultats qui sont corrélés avec l’expérience comme nous le
verrons par la suite. Ces calculs permettent ainsi de combler les manques de la méthode simpliﬁée.
Néanmoins il convient de continuer les recherches dans plusieurs directions :
– Il est possible de manière simple de faire intervenir au niveau des murs des conditions au
limites plus générales dites de Navier, qui physiquement correspondent à un cas intermé-
diaire entre les conditions ﬁxes et glissantes. Il suﬃt pour cela de refaire le même travail
que dans le cas glissant mais avec H 6= 0 dans l’expression de la série de Bessel-Dini.
– Plus intéressant, il semble possible de séparer la dynamique du ménisque et les conditions
au limites au niveau du bord. Ainsi la dynamique de la surface libre pourra s’exprimer sous
la forme d’une série de Bessel-Dini :
η(r, θ) = cosmθ
(
1
2
g0 +
Nv∑
n=1
gn
Jm(Ψmnr)
|Jm+1(Ψmn)|
)
(6.70)
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Fig. 6.8: Variation de la fréquence de résonance du premier mode et des pertes en fonction de
Bo dans le cas ou les conditions aux limites sont de type glissantes. Comparaison avec
la théorie simpliﬁée. On remarque l’accord parfait entre les deux méthodes.
Avec Ψmn permettant de satisfaire la condition η(r = 1, θ) = v 6= 0. L’idée est alors d’utiliser
comme base de fonction d’essais les M premier termes de la série de Bessel-Fourrier qui
converge uniformément dans L2 sur [0, 1[ et qui en r = 1 converge ponctuellement vers 0.
Ainsi le point r = 1, ne rentre pas en compte directement dans les calculs et nous lissons à
l’aide de cette base de fonction d’essais la discontinuité entre la surface libre et les bords.
Bien entendu, il se peut que des phénomènes deGibbs apparaissent mais cette modélisation
permettra sûrement de représenter de manière plus ﬁdèle la dynamique de la ligne triple,
mouvante alors que le ﬂuide est immobile au niveau des bords éloignés de la surface libre.
6.3 Excitation paramétrique d’un fluide : les ondes de Fa-
raday
6.3.1 Introduction
Les ondes de Faraday ou encore instabilité de Faraday sont des ondes non linéaires de type
sous harmoniques naissant à la surface d’un liquide. Historiquement elles furent au cœur d’un
débat académique dès leur découverte par Faraday [1], certains expérimentateurs ayant du mal à
reproduire les résultats de Faraday et ne retrouvant pas le caractère sous harmonique mais plutôt
le cas linéaire précèdent [17]. Ce débat à été clos par Lord Rayleigh qui a reproduit de manière
satisfaisante les expérimentations de Faraday [2, 3] et relié ce problème à l’étude des équations
de Mathieu [18], équations qui interviennent dans l’étude des oscillateurs paramétriques et en
particulier le pendule dans lequel le point ﬁxe est soumis à des vibrations.
Un oscillateur paramétrique est un oscillateur harmonique dans lequel un des paramètres
(par exemple la fréquence de résonance ou le terme d’amortissement) varie en fonction du temps.
Mathématiquement, ce type d’oscillateur peut se mettre sous la forme :
d2x
dt2
+ β(t)
dx
dt
+ ω2(t)x = 0 (6.71)
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Cette équation est linéaire en x(t). Par hypothèse les paramètres β et ω2 sont uniquement dé-
pendant du temps.
6.3.2 L’équation de Mathieu
Dans le cas d’un réservoir cylindrique et en négligeant les eﬀet visqueux il peut être prouvé
après un long développement analytique [4] que l’amplitude am obéit à l’équation du type de
Mathieu d’un forçage sinusoïdal de pulsation Ω et d’amplitude Z0 = f/Ω2 :
d2amn
dt2
+ kmn tanh(kmnh)
[
k2mnσ
ρ
+ g − f cos(Ωt)
]
amn = 0 (6.72)
avec kmn = ξmn/R. Qui peut se mettre sous la forme canonique d’une équation de Mathieu en
posant :
pmn =
4kmn tanh(kmnh)
Ω2
[
g +
k2mnσ
ρ
]
qmn =
2kmnf tanh(kmnh)
Ω2
T =
1
2
Ωt (6.73)
Soit :
d2amn
dT 2
+ [pmn − 2qmn cos(2T )]amn = 0 (6.74)
Soit encore sous la forme :
d2amn
dt2
+ ω2mn [1− 2α cos(Ωt)] amn = 0 (6.75)
En posant à partir de (6.72) :
ω2mn = gkmn tanh(kmnh)
[
1 +
ξ2mn
Bo
]
(6.76)
α =
Z0Ω2
2g
[
1 +
ξ2mn
Bo
]−1
= Z0Ω2
ω2mn(Bo→∞)
ω2mn
(6.77)
Avec ωmn(Bo→∞) la limite de ωmn quand Bo tend vers l’inﬁni (σ tendant vers 0). On retrouve
alors les pulsations propre du cas linéaire ci-dessus (voir l’équation (6.17)) qui correspond aux
fréquences de résonance du problème sans forçage (Z0 = 0). pnm et qmn peuvent alors se réécrire :
pnm =
[
ωmn
Ω
2
]2
qnm =
[
ωmn
Ω
2
]2
α (6.78)
Les équations introduites dans cette section possèdent deux inconvénients majeurs :
– Elles sont linéaires en amn. Si s est solution alors k ∈ C, ks sera solution. Elle ne permettent
donc pas de calculer les amplitudes.
– Elles ne possède pas de terme d’amortissement, et ne permettent donc pas de connaître
les taux de croissance des solutions instables, ni les amplitudes minimales permettant à
l’instabilité de démarrer.
Il est possible d’introduire dans l’équation (6.72) un terme d’amortissement, correspondant à des
pertes de volume :
d2amn
dt2
+ 2ζ
damn
dt
+ ω2mn [1− α cos(Ωt)] amn = 0 (6.79)
Le terme ζ qui représente la dispersion sera discuté plus tard.
6.3.3 Étude au premier ordre
6.3.3.1 Étude de l’équation de Mathieu classique
L’équation de Mathieu (6.74) est une équation du second ordre à coeﬃcients périodiques. Ses
solutions sont connues et sont une combinaison linéaire de la paire de fonctions dites de Mathieu :
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ce(p, q, x) appelée le cosinus de Mathieu (ou elliptique) et se(p, q, x) appelée le sinus de Mathieu
(ou elliptique) [19].
L’étude de la stabilité de ces solutions est plus intéressante, il peut être prouvé que les solutions
de cette équation peuvent être soit stables, soit instables. En eﬀet (6.74) peut s’écrire :
d
−→
X
dT
=
(
0 −ω2mn [1− α cos(Ωt)]
1 0
)−→
X (6.80)
avec
−→
X = (damn/dT , amn). Le système étant sous la forme :
d
−→
X
dT
= A(T )
−→
X (6.81)
avec A(T ) 2π périodique. On peut alors appliquer le théorème de Floquet [20]. La solution
générale de l’équation de Mathieu est alors [21] :
−→
X =
−→
X+e
iµTP (T ) +
−→
X−e−iµTP (−T ), (6.82)
Avec P (T ) une fonction périodique,
−→
X+ et
−→
X− deux vecteurs complexe, µ un complexe dépendant
de pnm et qnm, i2 = −1. Il parait alors évident, à la vue de (6.82), que pour T ∈ R+, seules les
solutions pour lesquelles ℜe iµ > 0 sont instables. Comme T est un fait un temps normalisé, on
déduit donc que la même condition s’applique pour t > 0. Calculer µ est loin d’être trivial et est
encore de nos jour sujet à recherche [22–24]. Il est néanmoins possible de tracer un diagramme
de stabilité de l’équation de Mathieu (voir ﬁgure 6.9, limité aux cas de notre problème qnm > 0
et pnm > 0) c’est à dire les zones pour lesquelles µ est réel.
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Fig. 6.9: Diagramme de stabilité de l’équation de Mathieu. Les regions ombrées sont stables.
Calcul eﬀectué à l’aide de [23]. Résultats identiques à [19].
Le diagramme de stabilité de Mathieu (voir ﬁgure 6.10) de manière plus physique en se rame-
nant au ωmn sur l’axe des pnm. Il apparaît donc des résonances pour Ω = 2ωmn,Ω = ωmn, 3Ω =
2ωmn, . . . Néanmoins la plage de fréquences pour lesquelles ces résonances apparaissent diminue
avec le rang de l’harmonique. Il convient de noter que ce phénomène n’est pas à rapprocher du
cas de l’oscillateur harmonique. Les modes d’ordre supérieur (Ω = ωmn, 3Ω = 2ωmn, . . . ) seront
donc d’une faible utilité pratique.
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Fig. 6.10: Diagramme de stabilité de l’équation de Mathieu en fonction de ωmn. Les zones grisées
sont stables. La limite de stabilité est en rouge.
En eﬀet dans le cas de l’oscillateur harmonique, ce sont les pertes au travers du coeﬃcient
de qualité Q qui diminuent la plage de résonance. Dans notre cas les pertes sont nulles et c’est
uniquement le couplage entre le forçage et le système qui diminue la plage de résonance. Une
façon physique de voir ce phénomène est de voir tout simplement que plus la fréquence augmente
plus il est diﬃcile de synchroniser l’arrivée de l’énergie de l’extérieur du système (considérée
sinusoïdale) avec les variations de l’énergie interne.
Le fait que les résonances a Ω = ωmn, 3Ω = 2ωmn, . . . soient diﬃcilement excitables ne veut
pas dire que l’amplitude ne possédera pas d’harmonique d’ordres supérieurs. En eﬀet, si on regarde
l’équation (6.82), la stabilité donnée par µ est totalement indépendant du contenu harmonique
donnée par P (T ) ( P (T ) n’est autrement dit pas un sinus ou un cosinus pur)
Les modes de couplage d’ordre supérieur étant en pratique diﬃcile à exciter, d’autant plus
que les pertes stabiliseront encore plus le système, il conviendra donc de se concentrer sur les
couplages de type sous-harmoniques et d’étudier le diagramme de stabilité pour les diﬀérentes
fréquences propres du système.
Un diagramme dénormalisé comportant les 12 premiers modes dans notre cas d’étude est alors
donnée par la ﬁgure 6.11.
Remarquons aussi que même pour des amplitudes faibles (voir ﬁgure 6.12), il existe un phé-
nomène de compétition de mode. Le modèle physique explicité ici ne permet pas de déterminer
si la dégénérescence sera levée et quel type de réponse aura le système.
6.3.3.2 Étude de l’influence de la dissipation
Transformation de l’équation différentielle Transformons encore une fois l’équation (6.79)
dans une forme canonique, en reposant les mêmes transformations de variable que (6.73), soit :
d2amn
dT 2
+ 2rnm
damn
dT
+ [pmn − 2qmn cos(2T )]amn = 0 (6.83)
avec :
rnm =
2ζmn
Ω
(6.84)
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Fig. 6.11: Diagramme de stabilité des 12 premiers modes dans le cas où le ﬂuide peut être
modélisé par une équation de Mathieu dans un réservoir de 2.5 mm de rayon rempli
de 5 mm d’eau. La surface libre sera animé d’un mouvement de pulsation Ω/2. Les zones
instables sont ombrées. Il peut être noté que le mode ℓ = 4 et ℓ = 5 sont quasiment
confondus.
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Fig. 6.12: Diagramme de stabilité des quatre premiers modes dans le cas où le ﬂuide peut être
modélisé par une équation de Mathieu dans un réservoir de 2.5 mm de rayon rempli
de 5 mm d’eau. La surface libre sera animée d’un mouvement de pulsation Ω/2. Les
zones instables sont ombrées.
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Soit en posant un changement de variable suivant par analogie aux pertes classiques :
amn = e−rnmTAmn (6.85)
Soit :
e−rnmT
d2Amn
dT 2
+ 2qmne−rnmT cos(ΩT )Amn + pnme−rnmTAmn − r2nme−rnmTAmn = 0 (6.86)
Il est alors possible de simpliﬁer par exp(−rmnt) et de revenir à la forme classique de l’équation
de Mathieu en posant¬ :
Pnm = pnm − rnm =
(
ω′mn
Ω
2
)2
Qmn = qmn ω′2mn = ω
2
mn − ζ2mn (6.87)
Soit l’équation classique de Mathieu :
d2Amn
dT 2
+ [Pmn − 2Qmn cos(2T )]Amn = 0 (6.88)
Il est aussi possible d’exprimer rnm en fonction de Pnm :
rnm =
2ζmn
Ω
=
ζmn
ω′mn
√
Pnm (6.89)
On peut donc appliquer le calcul du coeﬃcient µ de la section précédente, en notant néanmoins
que la solution générale est alors maintenant :
Amn = A+e(iµ−rnm)TP (T ) +A−e(−iµ−rnm)TP (−T ) (6.90)
L’instabilité ne peut maintenant se développer que si ℜe (jµ− rnm) > 0. Il est alors possible de
tracer des graphes de stabilité. Le diagramme de la ﬁgure 6.9 subira donc quelques modiﬁcations :
– Un décalage des langues d’instabilité sur l’axe des fréquences par un facteur
√
1− ζ2mn/ω2mn.
Pour les pertes faibles ce décalage sera négligeable.
– Une diminution des zones instables. En particulier, l’instabilité ne pourra exister pour des
amplitudes arbitrairement petites.
– Les modes de résonance d’ordre supérieur à une fréquence donnée, seront plus atténués que
les modes d’ordres inférieurs. Ces modes déjà défavorisés par la sélectivité en fréquence le
seront encore plus à cause des pertes.
On a eﬀectué ce travail pour plusieurs valeurs de facteurs de pertes sur la ﬁgure 6.13.
Il peut être démontré par une approche pertubative dans le cas des équations de Mathieu
atténuée [25] que l’amplitude minimale aﬁn d’être instable pour le cas rnm − pmn ≪ 1 est :
Q2nm = (Pmn − 1)2 + (2rnm)2 (6.91)
Soit un minimum en :
Q∗nm = 2rnm + o(rnm) (6.92)
En dénormalisant, nous trouvons alors l’amplitude minimale nécessaire sous les hypothèses pré-
cédentes :
Z∗ ≈ rnm
kmn tanh(kmnh)
≈ ζmn
ωmnkmn tanh(kmnh)
(6.93)
Soit en arrangeant pour faire apparaître kmn :
Z∗ ≈ ζmn
k
5/2
mn [tanh(kmnh)]
3/2
√(
σ
ρ +
g
k2mn
) (6.94)
Il apparaît donc sous l’hypothèse des faibles pertes, que travailler à des nombres d’ondes impor-
tants diminuera les pertes de manière sensible. Notons que si l’on néglige la capilarité (Bo≫ 1)
alors nous obtenons un résultat très diﬀérent Z∗ ∝ √kmn.
¬Notons que Pnm évolue maintenant sur l’intervalle [−rnm,∞]
6.3. EXCITATION PARAMÉTRIQUE D’UN FLUIDE : LES ONDES DE FARADAY 113
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
0 1 2 3 4 5 6 7 8 9 10 11 12
P
n
m
Qnm
2ζmn/ω′mn = 0
2ζmn/ω′mn = 1× 10−3
2ζmn/ω′mn = 1× 10−2
2ζmn/ω′mn = 1× 10−1
2ζmn/ω′mn = 1
Fig. 6.13: Limite de stabilité de l’équation de Mathieu pour diﬀérentes valeurs de pertes. Calcul
eﬀectué à l’aide de [23].
mode 1 2 3 4 5 6 7
rmn(Pnm = 1) ×
10−2 sans capilarité 3 10 16 25 34 50 66
rmn(Pnm = 1) ×
10−2 avec capilarité 0.89 1.23 1.48 1.71 1.90 2.07 2.23
Tab. 6.2: Atténuation sans et avec capillarité pour un ﬂuide de type eau de hauteur 5 mm dans
un réservoir de 2.5 mm. Calcul eﬀectué à l’aide de l’équation (6.89).
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Le modèle de Landau Les calculs précédents n’ont permis que de modiﬁer l’équation de
Mathieu aﬁn de tenir compte des pertes. Néanmoins le facteur de pertes ζmn n’est point spéciﬁé.
Une première approche consiste à calculer les pertes en utilisant l’approche de Landau [9,
§25], soit :
ζmn = 2νk2mn (6.95)
Un calcul récapitulant le facteur de pertes pour diﬀérents modes avec et sans capillarité a été
eﬀectué dans le tableau 6.2. On remarque alors que la capilarité diminue sensiblement le facteur
de pertes volumique ce qui peut paraître surprenant. Une explication plus visuelle est donnée par
la ﬁgure 6.14. On remarque alors que la capillarité évite aux pertes de diverger. La variation des
fréquences propres dues aux pertes est comme prévue très faible (voir tableau 6.2).
mode (ℓ) 0 1 2 3 4
mode (n,m) (1, 0) (2, 0) (0, 0) (3, 0) (4, 0)
f ′mn en Hz 30 61 84 96 135
Correction
relative
|f ′mp−fmp|/fmp
1.62× 10−5 3.08× 10−5 3.98× 10−5 4.41× 10−5 5.67× 10−5
Tab. 6.3: Étude de l’inﬂuence des pertes sur les fréquences propres pour de l’eau de hauteur
5 mm dans un reservoir de 2.5 mm de rayon. fmp est la fréquence propre dans le cas
sans pertes, f ′mp avec pertes. L’inﬂuence est comme prévue négligeable.
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Fig. 6.14: Calcul de la dissipation en fonction du rayon du récipient pour le premier mode.
L’apport de la capillarité est évident.
Soit dans le cas dissipatif classique en remplaçant rnm par son expression en fonction de kmn
et en remarquant que dans le cas faible perte ω′mn ≈ ωmn :
Z∗ ≈ 2ν√
kmn [tanh(kmnh)]
3/2
√(
σ
ρ +
g
k2mn
) (6.96)
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Notons que si l’on néglige la capillarité (σ/ρ ≪ 1) alors nous obtenons un résultat très diﬀérent
Z∗ ∝ √kmn. Les applications numériques sont données par le tableau 6.4.
mode (ℓ) 0 1 2 3 4 5 6
Z∗mn (µm) 7.75 6.42 5.82 5.59 5.01 5.00 4.58
Tab. 6.4: Amplitude nécessaire pour exciter l’instabilité pour un ﬂuide de type eau de hauteur
5 mm dans un réservoir de 2.5 mm de rayon à 20 ◦C.
La température jouera un rôle important. En eﬀet la loi de ν est une loi de type puissance en
température ; soit pour de l’eau [26] :
νρ = A10
B
T−C = 2.414× 10−5 × 10 247.8T−140 (6.97)
σ suit une loi de Eötvös [27] :
σ = 0.07275(1− 0.002(T − 291)) (6.98)
Le pire cas sera pour T = 0 ◦C pour lequel Z∗ = 10.0 µm dans le cas d’un réservoir de 2.5 mm
de rayon, et rempli de 5 mm d’eau. La ﬁgure 6.15 récapitule l’inﬂuence de la température.
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Fig. 6.15: Inﬂuence de la température sur l’amplitude minimale d’instabilité. Réservoir de
2.5 mm de rayon, et rempli de 5 mm d’eau. Courbe pour le premier mode.
Il est possible maintenant de tracer les diagrammes de modes pour une température de 20 ◦C.
À titre de comparaison le diagramme de stabilité des quatre premiers modes a été tracé dans le
cas sans pertes et dans le cas avec pertes sur la ﬁgure 6.16.
Malheureusement les fréquences obtenues ne collent pas avec celles de l’expérience. Il nous
faut donc utiliser les modes linéaires correspondants au cas ou la vitesse est nulle au bord.
6.3.4 Utilisation du modèle linéaire
Il est possible d’utiliser les résultats du modèle de Kidambi, en remplaçant ωmn par la valeur
trouvée dans le cas linéaire dans l’équation (6.75). Le raisonnement physique est conservé car le
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Fig. 6.16: Diagramme de stabilité des quatre premiers modes dans le cas où le ﬂuide peut être
modélisé par une équation de Mathieu en tenant compte de pertes de type Landau
dans un réservoir de 2.5 mm de rayon remplis de 5 mm d’eau. La surface libre sera
animée d’un mouvement de pulsation Ω/2. La frontière de la zone instable est tracée
en trait plein. Les anciens domaines de stabilité sont indiqués par des pointillés.
mode de Faraday est décrit en injectant le mode linéaire dans l’équation de la surface libre ce qui
donne alors l”équation de Mathieu. On obtient alors la courbe de stabilité pour le mode ℓ = 1
donné par la ﬁgure 6.17. Cette solution est alors plus proche de l’expérimental.
6.3.5 Vers un modèle plus complet
L’utilisation du modèle de Kidambi s’est limité à réutiliser les fréquences du mode linéaire dans
l’équation de Mathieu. Cette méthode bien que simple et donnant des résultats expérimentaux
corrects n’est pas totalement complète. Il semble être possible d’utiliser le modèle de Kidambi
aﬁn de dériver l’onde de Faraday en eﬀectuant quelques modiﬁcations. Bien que les équations
du modèle soient quasiment identiques au cas linéaire (ils s’expriment de manière linéaire dans
le domaine de Laplace), l’équation décrivant la surface libre est alors très fortement non linéaire
(elle couple les modes entre eux) et nécessite alors un traitement particulier. Il est possible qu’une
approche de type harmonic-balance en traitant dans le domaine temporel l’équation de la surface
libre et les autres équations dans le domaine de Laplace (et modal) puisse donner des résultats
intéressants.
6.4 Cas d’un réservoir entièrement rempli de fluide
Si le réservoir est entièrement rempli de ﬂuide, la surface libre n’existe pas et l’onde de Faraday
n’existe pas. Ce cas peut donc poser en théorie des problèmes à notre méthode de détection. En
pratique néanmoins deux phénomènes font qu’il est possible de détecter des sous harmoniques :
– Les cellules ne sont jamais pleines. L’eau en gelant peut détruire les murs des cellules
lorsqu’elles atteignent un taux de remplissage d’environ 90% (la glace à une densité de
0.917 kg/m3).
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Fig. 6.17: Diagramme de stabilité du mode ℓ = 1 en utilisant les résultats du cas linéaire.
– Dans le cas où l’eau n’a pas encore gelé, les murs de la cellule étant souples peuvent rentrer
en résonance paramétrique avec l’eau, générant ainsi des sous harmoniques [8].
Le deuxième cas étant en pratique exceptionnel dans notre cas, nous renverrons donc les lecteurs
curieux à la littérature.
6.5 Simulation
La simulation du phénomène de Faraday est délicate. En premier lieu car c’est un phénomène
non linéaire, ce qui en lui même rend la simulation moins aisée. En outre, cette non linéarité
étant de type sous harmonique, elle introduit en elle-même des diﬃcultés.
Au point de vue hydraulique, il est nécessaire comme nous le verrons dans la suite de cette
section de tenir compte de l’eﬀet des forces de surface. L’absence de la tension de surface dans
la modélisation se traduisant par une croissance non bornée de l’instabilité. Cependant, tenir
compte des forces de surface n’est pas une mince aﬀaire et plusieurs formulations numérique sont
possibles chacune apportant son lot de problèmes et d’avantages. A titre d’exemple, les forces au
niveau de la surface peuvent être données par :
–
−→
f σ = aiσκ−→n i pour le code TURBIT-VOF, où ai est la concentration volumique d’aire
interfaciale, σ la tension superﬁcielle, κ = −−→∇ ·−→n i est deux fois la moyenne de la courbure
à l’interface, et −→n i est le vecteur normal à la surface [28].
–
∥∥∥−→fσ∥∥∥ = σκ′ pour le code STARCD, avec αL le taux de remplissage de la cellule numérique
et κ′ = −−→∇ ·
( −→∇αL∥∥−→∇αL∥∥
)
[29].
–
−→
f σ = σκ−→n i
∥∥∥−→∇αL∥∥∥ pour le code CFX [30].
–
−→
f σ =
ρmσκ
′
−→∇αL
1
2
(ρg+ρl)
pour le code FLUENT, avec ρm la densité moyenne, ρg la densité du gaz,
ρl la densité du liquide [31]
D’autre problèmes numériques peuvent aussi se présenter lors de la reconstruction de la surface
libre. Deux approches sont possibles, une approche utilisant une équation diﬀérentielle pour suivre
la surface, et une approche basée sur une reconstruction géométrique à chaque pas de temps. Sur
118 CHAPITRE 6. INSTABILITÉS PARAMÉTRIQUES D’UN MATÉRIAU DIPHASIQUE
des cas simples la diﬀérences entre les deux approches peut être de l’ordre de 20% sur les vitesses
au niveau de la surface libre [32].
De plus, il convient de remarquer que peu de codes de calcul sont suﬃsamment souples pour
permettre de rendre la gravité non constante. Ce qui complique d’autant plus le choix des logiciels
de simulation.
Il convient de signaler que ce dernier critère est beaucoup plus impératif que les précédents.
En eﬀet, nous n’obtiendrons que des résultats qualitatifs par simulation car :
– La mesure de l’angle triple dans la cellule ne peut être connue de manière certaine. Il
est délicat de réaliser ce genre de mesure pour un matériau plan classique [33] et devient
aﬀreusement délicate dans notre cas de matériaux réels.
– Il existe des variations importantes de fabrication à l’intérieur d’un composite, le compor-
tement capillaire de l’eau sera donc diﬀérent à l’intérieur d’un même composite.
– Notre méthode doit s’appliquer à tous les types de composites cellulaires et non à un type
particulier et bien déﬁni.
6.5.1 Simulation complète avec star-ccm+
Une première approche de simulation a été tentée avec le logiciel COMSOL [34]. Néanmoins,
les simulations n’étaient pas satisfaisantes et dépassaient les capacités mémoire de nos machines¬.
Il a donc été décidé de se replier vers le logiciel star-ccm++.
Le logiciel star-ccm++ [35] est un logiciel de mécanique des ﬂuides générique permettant de
résoudre un très grand nombre de problèmes de mécanique des ﬂuides. Le grand avantage de ce
logiciel est son moteur de script permettant en utilisant du code java de modiﬁer les paramètres
de simulations de manière souple. Avantage non négligeable de ce logiciel, il permet d’eﬀectuer
des simulations en axisymétrique, limitant ainsi la charge de calcul. Il résout les équations de la
mécanique des ﬂuides suivant une méthode de type volumes ﬁnis avec un maillage ﬁxe.
Les temps caractéristiques de la capillarité sont de l’ordre de la 1 µs. Il est d’ailleurs possible
de le montrer numériquement : la surface est quasiment stable au bout de 1× 10−4 s en partant
de la condition de surface plane (non physique). Le pas de calcul sera donc pris de l’ordre de
1 µs.
Nous avons eﬀectué une simulation d’un tube de 7 mm de hauteur et de 1 mm de rayon, rempli
de 5 mm d’eau liquide. Le maillage est donné par la ﬁgure 6.18. La position de la surface libre fut
calculé en utilisant la position de la dernières cellule le long de la verticale telle que Vf > 0.5, avec
Vf le volume de ﬂuide. La résolution de cette reconstruction est donc limité a la taille de la cellule
ce qui apparaît lors du calcul (voir ﬁgure 6.18). Néanmoins ce n’est pas en pratique un problème
car le maillage est suﬃsamment ﬁn (dans notre cas de maillage 25 µm au niveau de l’interface),
et que le gain de forçage est important. Le maillage est beaucoup plus limitant au point de vue
de l’amplitude de forçage, il faut s’assurer que le forcage sera d’amplitude supérieure à la taille
d’une cellule, aﬁn de réellement moduler la surface lors du démarrage de l’onde. Néanmoins pour
des questions d’eﬃcacité de calcul, il n’est pas possible d’avoir des tailles de mailles trop petites
(un calcul avec des tailles raisonnables pouvant durer plus d’une semaine). Les conditions aux
limites sont de type glissantes, ce qui encore une fois ne tient pas compte de tous les phénomènes
physiques.
Après simulation en tenant compte que l’angle au niveau de la ligne triple est de 70 °, valeur
usuelle observée sur le carbone on obtient les résultats de la simulation correspondants bien à
une onde sous-harmonique (voir ﬁgure 6.19).
6.5.2 Conclusion et perspectives
La simulation par un code générique donne des résultats consistants avec la théorie analytique.
Néanmoins, le calcul est très lent et ne permet pas pour des raisons pratiques de tracer un
diagramme de stabilité.
¬La licence de ce logiciel a été aussi annulée en cours de thèse car non économiquement viable. Sa non sélection
pour des critères techniques a donc été un choix heureux.
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Fig. 6.18: Maillage axisymétrique d’un tube de 1 mm de rayon rempli par 5 mm d’eau.
Il conviendra aussi de tester de nouveaux codes de calcul, en particulier le code de calcul
maison de l’IMFT JADIM [36].
6.6 Conclusion
Les modèles hydrauliques présentés dans cette section permettent de mieux appréhender le
phénomène physique fondamental à la base de notre dispositif : l’onde de Faraday. Cette étude
ouvre un vaste champ de recherche en mécanique des ﬂuides.
Dans le cadre de notre dispositif nous devrons retenir que les conditions aux limites, et
la tension de surface jouent un rôle prépondérant sur la fréquence de résonance de l’onde de
Farraday. Un dispositif mécanique agile en fréquence nous semble donc être la clef du succès de
notre dispositif.
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7.1 Introduction
Le but de ce chapitre est de fournir les résultats expérimentaux concernant l’étude de faisa-
bilité et l’étude théorique des ondes de Faraday. Ce chapitre est décomposé en quatre sections :
– Une première section permettant de bien vériﬁer la sensibilité du RADAR. Nous nous
attacherons en particulier à démontrer que le RADAR est tout à fait apte à détecter de
faibles mouvements et ce même au travers du carbone.
– Une deuxième partie visant à vériﬁer que la structure mécanique sèche ne génère pas de
sous-harmoniques et qu’ainsi la présence de la sous-harmonique signiﬁe la présence d’eau
dans la structure.
– Une troisième partie vériﬁant quelques résultats sur les ondes linéaires dans les petits réser-
voir. Nous utiliserons en particulier une caméra rapide aﬁn de visualiser les motifs d’ondes.
– Une quatrième partie validant le dispositif total. Nous détaillerons en particulier les résultats
concernant un modèle simpliﬁé, avant de passer au cas d’une maquette de laboratoire.
Enﬁn nous conclurons et nous ouvrirons quelques perspectives, en particulier sur les techniques
expérimentales.
7.2 Le RADAR
7.2.1 Atténuation des ondes électromagnétique dans le carbone
Une des diﬃcultés identiﬁées de notre dispositif est l’atténuation de l’onde électromagnétique
à cause du carbone. Aﬁn de quantiﬁer ces pertes, un dispositif expérimental simple a été mis
en oeuvre. Il consiste à eﬀectuer une mesure de propagation entre deux petites boucles avec et
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sans carbone et à eﬀectuer la diﬀérence entre les deux mesures (voir la photographie 7.1). Ainsi
la contribution du carbone à l’atténuation est déterminée. Cette méthode est à rapprocher de la
méthode de mesure en espace libre détaillée au niveau de la section 4.2.2 page 46. Cependant,
ici, nous ne sommes pas directement intéressés par les paramètres primaires (ε, µ, σ), mais
uniquement par les caractéristiques de propagation au travers du carbone. De plus, une mesure
qualitative est amplement suﬃsante ; en eﬀet, l’état de surface du carbone est très rugueux et assez
aléatoire ce qui provoquera une dispersion de la mesure. En outre, il ne nous est pas possible de
moyenner ces résultats, n’ayant pas assez d’échantillons à notre disposition. Néanmoins, comme
précisé dans l’étude de faisabilité seul un ordre de grandeur compte étant donné que nous ne
maîtrisons pas le type de matériaux carbone qui est disposé sur les avions.
La mesure pour une plaque de peau de composite carbone 0 °/90 ° est donné par la ﬁgure 7.3.
On remarque que les pertes pour les fréquences utilisées aux alentour de 2.5 GHz est de 15 dB
ce qui ne gênera pas outre mesure notre radar. Les oscillations lors de la mesure sont dues à la
longueur de la ligne coaxiale au delà du plan de calibration. La mesure en dessous de 1 GHz est
non signiﬁcative, la dimension de la plaque étant proche de la résonance.
Plan de
Calibration
Antenne
de mesure
Fig. 7.1: Photographie du dispositif de mesure de l’atténuation de la peau carbone. Dispositif à
vide.
Fig. 7.2: Photographie du dispositif de mesure de l’atténuation de la peau carbone. Dispositif
avec la peau de carbone en place.
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Fig. 7.3: Mesure de l’atténuation due au carbone. Les diﬀérentes couleurs correspondent à diﬀé-
rentes boucles.
7.2.2 Test de sensibilité du radar
Aﬁn de tester la sensibilité du radar, un test simple a été mis au point. Il consiste à détecter
la vibration d’un diapason à l’aide d’un RADAR au travers d’une plaque de composite carbone.
Les résultats dans le domaine temporel du test sont donnés par la ﬁgure 7.4. La sensibilité du
RADAR est ainsi très satisfaisante, détectant la présence du diapason malgrè des pertes deux
fois plus importantes que dans les cas réels (en eﬀet le composite est composé de deux plaques
en carbone).
7.2.3 Conclusion et améliorations
Les deux mesures précédentes démontrent que le procédé de mesure utilisant un radar est
viable pour mesurer de faibles oscillations même au travers d’une plaque carbone. La mesure
d’atténuation au travers du carbone est amplement améliorable en particulier au travers d’une
campagne de mesure sur un grand nombre d’échantillons. Il conviendra aussi d’eﬀectuer des
mesures en guide coaxial pour les fréquences inférieures à 1 GHz.
7.3 Le système mécanique
Le système mécanique a été testé pour vériﬁer s’il est capable de générer des sous harmoniques
à sec. À cet eﬀet un dispositif expérimental, explicité sur la ﬁgure 7.5, a été mis au point ; il
consiste à mettre en vibration une plaque de carbone encastrée et à mesurer la réponse vibratoire
de la plaque à l’aide d’un interféromètre Laser. Aﬁn d’éviter tout problème de contact hertzien
(rebond), le vibrateur est mis en précontrainte par une presse hydraulique.
L’évolution temporelle de la position de la surface est mesurée par le laser à une distance de
10 cm de l’application de l’excitation vibratoire. L’excitation vibratoire est réglée de telle sorte
que l’amplitude mesurée soit de 400 µm crête à crête. L’amplitude de la sous-harmonique est
calculée à partir d’une méthode de type cross corrélation.
Les résultats de mesure sont donnés par la ﬁgure 7.6. Le niveau de sous harmonique présent
est au maximum de 25 dB, pour des niveaux d’excitation vibratoire amplement supérieurs à ceux
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Fig. 7.4: Signal temporel associé à la vibration d’un diapason. Une plaque de carbone est interpo-
sée entre le diapason et le RADAR. On remarque encore bien le 440 Hz malgrè le bruit
important. L’atténuation est deux fois plus importante que dans notre cas d’étude.
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Encastrements
Plaque sous test
Inteféromètre Laser
Vibrateur
Presse hydraulique
Fig. 7.5: Dispositif expérimental pour le test des sous harmoniques sur matériau sain
utilisés en pratique pour notre dispositif. En pratique ce niveau de sous harmonique est situé
dans le bruit de mesure lié, en particulier, à la sensibilité de l’oscilloscope et du laser¬.
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Fig. 7.6: Niveau de la sous harmonique 1/2 par rapport au fondamental (dBc) en fonction de la
fréquence d’excitation.
Nous pouvons donc conclure que le matériau sain ne génère pas expérimentalement de sous
harmoniques.
7.4 Le système hydraulique
Aﬁn de vériﬁer le cas linéaire nous avons créé un dispositif expérimental simple. Un pot vibrant
met en vibration un cylindre rempli de liquide qui est ﬁlmé par une caméra rapide (pouvant
réaliser des ﬁlms jusqu’à 1000 images par seconde). Pour des raisons de reproductibilité des
résultats le cylindre est une seringue à insuline modiﬁée (de 2.5 mm de rayon) qui est translucide
et permet ainsi de ﬁlmer la surface libre. Le dispositif expérimental complet est reproduit sur la
ﬁgure 7.7.
¬Le problème de sensibilité au niveau de l’oscilloscope peut être résolu à l’aide d’un filtrage et d’un traitement
du signal plus poussé. Malheureusement le laser utilisé ne donne pas accès directement à la mesure brute mais à
une mesure déjà prétraité, interdisant ainsi toute amélioration de ses caractéristiques.
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Réservoir
Générateur
Pot vibrant
Ampliﬁcateur
Fig. 7.7: Photo du premier mode linéaire
Un des problèmes expérimentaux rencontré fût que les seringues sont traitées avec du Téﬂon
aﬁn que les liquides n’accrochent pas et ainsi permettent un meilleur écoulement lors de l’injec-
tion. Malheureusement il ne fut pas possible de retrouver les fréquences de résonances ni du cas
glissement libre, ni du cas ou l’écoulement est nul au bord. Après un ponçage minutieux de la
surface latérale, il fut alors possible de retrouver facilement les fréquences du cas sans glissement.
En particulier la fréquence du premier mode est bien 63.5 Hz à la place de 64 Hz de la théorie de
Kidambi. Une photo du premier mode est disponible sur la ﬁgure 7.8.
Fig. 7.8: Premier mode linéaire à 63.5 Hz dans le cas d’un réservoir poncé de rayon 2.5 mm
rempli de 5 mm d’eau. Photo extraite d’un ﬁlm à 250 images par seconde à la résolution
maximale. .
Dans le cas où le réservoir est non poncé nous trouvons une fréquence de résonance pour le pre-
mier mode de 42 Hz qui est situé entre la fréquence théorique pour les murs glissants et les murs
non glissants¬. Il apparaît donc que les conditions aux limites en particulier au niveau du mé-
nisque, jouent un rôle très important dans la détermination des fréquences de résonance. L’agilité
en fréquence du dispositif vibrant apparaît donc très importante. Les déterminations théoriques
permettant de connaître les deux bornes extrêmes du domaine fréquentiel. Il conviendra de conti-
nuer ces recherches et des les étoﬀer en particulier par une recherche et une cartographie de tous
les modes.
¬La seringue est traitée à l’aide d’un produit spécial pour permettre à la solution injectée de glisser sur les
bords
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7.5 Le système de détection
7.5.1 Expérimentations sur un tube cylindrique
Le système de détection des ondes de Faraday a été testé tout d’abord sur le modèle simpliﬁe
c’est-à-dire le tube rempli d’eau mis en vibrations par un pot vibrant et soumis à une mesure au
travers d’un RADAR. Les résultats obtenus sont plutôt probants, on remarque un léger décalage
de la fréquence vers les fréquences plus basses (la meilleure observation est obtenue aux alentour
de 120 Hz au lieu de 128 Hz). Les spectres de mesure obtenus sont données par la ﬁgure 7.10.
Une photographie de l’onde de surface résultante est donnée par la ﬁgure 7.9. On remarque en
plus de la sous-harmonique 1/2 la présence d’une sous harmonique 1/4 et 3/4.
Fig. 7.9: Photographie du modèle expérimental en présence de sous-harmoniques.
7.5.2 Expérimentation sur un modèle avec du carbone
Cette expérimentation correspond à ce que les industriels appellent la maquette de laboratoire.
Cette maquette a été décrite sur la ﬁgure 5.10. L’eau est insérée dans le composite à l’aide
d’une seringue et le trou est délicatement rebouché. La surface est alors excitée par un vibrateur
percutant, et un capteur balaye la surface en vue de la détecter. Les résultats de mesures sont
données sur la ﬁgure 7.11. Bien que la mesure soit bruitée à cause du carbone, les résultats de
mesure sont très intéressants et ont donné lieu à un contrat pour une action de recherche avec
un industriel. Un transfert de licences est d’ailleurs, en cours de négociation.
On peut remarquer que les résultats de la mesure en particulier les fréquences de résonances
sont diﬀérentes du modèle simpliﬁé. Ce décalage peut être expliqué de la façon suivante :
– Les cellules sont hexagonales ce qui provoque un changement des fréquences propres.
– Le ﬂuide eau est pollué par des résidus de fabrication restés prisonnier des cellules. Les
cellules sont en particulier recouvertes d’une sorte de matière huileuse lors de la fabrication.
Ce résidu diminue la tension de surface et donc la fréquence propre.
– La taille des cellules est légèrement plus grande que dans le modèle idéal.
7.5.3 Conclusion et perspectives
La méthode basée sur la détection de sous-harmoniques est bien capable de détecter la présence
d’eau dans le cas réel c’est à dire à l’intérieur du composite. Les résultats même bruts sont très
satisfaisants avec entre le témoin et le cas où l’eau est présente une diﬀérence de 10 dB.
L’amélioration de la mesure peut être eﬀectuée dans trois directions :
– Un ﬁltrage analogique du fondamental aﬁn d’augmenter la dynamique de notre dispositif.
– Un traitement du signal plus poussé permettant d’améliorer le rapport signal à bruit.
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Sous Harmoniques
Fondamental
(a) En présence d’eau
(b) Témoin
Fig. 7.10: Spectres obtenus lors de la mesure du modèle simpliﬁé. On remarque la présence de
sous harmoniques en présence d’eau.
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Fig. 7.11: Spectres obtenus lors de la mesure sur la maquette de laboratoire. L’excitation se situe
à 83 Hz, on remarque alors l’augmentation de 10 dB de la sous-harmonique au environ
de 40 Hz.
– La mise en place d’un système d’évaluation de la mesure permettant de donner le résultat
de la mesure sous forme binaire : présence ou absence d’eau.
7.6 Conclusion
Cette étude expérimentale a permis de lever les doutes sur la faisabilité de notre dispositif de
détection. L’étude sur les ondes de Faraday bien que permettant de vériﬁer certains aspect de
nos codes de calcul nécessite d’être étoﬀée. En particulier il conviendra d’eﬀectuer des mesures
pour diﬀérents ﬂuides, et surtout de déterminer expérimentalement les domaines de stabilité. Ce
programme ambitieux s’inscrit dans un programme de recherche plus long et nécessitera sans
doute une collaboration plus poussée avec des laboratoires de mécanique des ﬂuides.
La maquette de laboratoire donne des résultats satisfaisants au niveau de composites réels
de type aviation. Il conviendra de conﬁrmer ces bons résultats en comparant en particulier notre
méthodes aux méthodes existantes. Une étude statistique devra être aussi menée aﬁn de déter-
miner les taux de faux positifs/faux négatifs et ainsi d’évaluer la ﬁabilité et la susceptibilité de
notre dispositif.
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Chapitre 8
Conclusion
Dans le cadre de ce travail quatre nouvelles méthodes de contrôle non destructif des composites
carbones ont été mise au point. Les trois premières méthodes, faisant appel à une approche
purement électromagnétique, sont aptes à détecter les impacts sur des composites. La quatrième
méthode basée sur la détection d’une non linéarité très particulière est capable de détecter l’eau
dans les cellules du composite. Bien que cette dernière méthode soit encore au stade de maquette
de laboratoire, un accord de licence de brevet est en cours avec une ﬁliale d’EADS.
Les recherches sur ces dispositifs sont néanmoins loin d’être closes. En particulier, dans le
cadre des trois première méthodes il conviendra de mener une étude statistiques aﬁn de les
valider à grande échelle et sur divers type de composites. Dans le cadre des recherches sur les
ondes de Faraday, il conviendra d’approfondir notre connaissance sur les ondes de Farraday et
en particulier les domaine de stabilité théoriques et expérimentaux en raﬃnant les méthodes
que nous avons utilisées. Enﬁn notre dispositif multiphysique nécessite d’être industrialisé. En
particulier il est nécessaire de le miniaturiser et de l’intégrer.
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Annexe A
Harmoniques cylindriques
Les harmoniques cylindriques respectant les conditions aux limites de notre problème, sont
données par la formule suivante :
Gmns(r, θ) =
{
cos(mθ)Jm(r) si s = 0
sin(mθ)Jm(r) si s = 1
(A.1)
Les conditions au limites faut intervenir le nombre d’onde kmn solution de :
dJm(kmnrR )
dr
∣∣∣∣∣
r=R
= 0 (A.2)
Avec R le rayon du cylindre. On en déduit donc que kmn = ξmn/R Avec ξmn les solutions de
l’équation :
J ′m(ξmn) = 0. (A.3)
Les premiers zeros des fonctions de Bessels sont données dans les tables A.1 et A.2. Les harmo-
niques c’est à dire les fonction Gmns(kmnr, θ) sont représenté sur les ﬁgures suivantes.
0 1 2 3 4 5
0 3.8317 1.8412 3.0542 4.2012 5.3175 6.4156
1 7.0156 5.3314 6.7061 8.0152 9.2824 10.5199
2 10.1735 8.5363 9.9695 11.3459 12.6819 13.9872
3 13.3237 11.7060 13.1704 14.5858 15.9641 17.3128
4 16.4706 14.8636 16.3475 17.7887 19.1960 20.5755
Tab. A.1: Tables des premiers zeros de J ′m.
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(a) m = 0, n = 0, s = 0 (b) m = 0, n = 1, s = 0 (c) m = 0, n = 2, s = 0
(d) m = 0, n = 3, s = 0 (e) m = 0, n = 4, s = 0
Fig. A.1: Harmoniques cylindriques (m = 0)
(a) m = 1, n = 0, s = 0 (b) m = 1, n = 1, s = 0 (c) m = 1, n = 2, s = 0
(d) m = 1, n = 3, s = 0 (e) m = 1, n = 4, s = 0
Fig. A.2: Harmoniques cylindriques (m = 1)
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(a) m = 2, n = 0, s = 0 (b) m = 2, n = 1, s = 0 (c) m = 2, n = 2, s = 0
(d) m = 2, n = 3, s = 0 (e) m = 2, n = 4, s = 0
Fig. A.3: Harmoniques cylindriques (m = 2)
(a) m = 3, n = 0, s = 0 (b) m = 3, n = 1, s = 0 (c) m = 3, n = 2, s = 0
(d) m = 3, n = 3, s = 0 (e) m = 3, n = 4, s = 0
Fig. A.4: Harmoniques cylindriques (m = 3)
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ℓ 0 1 2 3 4
(m,n) (1, 0) (2, 0) (0, 0) (3, 0) (4, 0)
kmn 1.8412 3.0542 3.8317 4.2012 5.3175
ℓ 5 6 7 8 9
(m,n) (1, 1) (5, 0) (2, 1) (0, 1) (6, 0)
kmn 5.331 6.416 6.706 7.016 7.501
ℓ 10 11 12 13 14
(m,n) (3, 1) (1, 2) (7, 0) (4, 1) (8, 0)
kmn 8.015 8.536 7.501 9.282 9.647
ℓ 15 16 17 18 19
(m,n) (2, 2) (0, 2) (5, 1) (9, 0) (3, 2)
kmn 9.970 10.174 10.520 10.711 11.346
Tab. A.2: Tables des ℓ premiers zeros de J ′m classé par ordre croissant independement de l’ordre.
(a) m = 4, n = 0, s = 0 (b) m = 4, n = 1, s = 0 (c) m = 4, n = 2, s = 0
(d) m = 4, n = 3, s = 0 (e) m = 4, n = 4, s = 0
Fig. A.5: Harmoniques cylindriques (m = 4)
Annexe B
L’impacteur
Cette section regroupe les plans de l’impacteur pour les essais d’anistropie (plan global sur
la ﬁgure B.2, plans détaillés sur les ﬁgures B.3 à B.7). Une photographie du dispositif ﬁnal est
disponible sur la ﬁgure B.1.
Fig. B.1: Photographie de l’impacteur.
.
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Fig. B.2: Plan global de l’impacteur.
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Fig. B.3: Plan de la pièce d’adaptation CH01.
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Fig. B.4: Plan de la pièce de support CH02 et CH03.
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Fig. B.5: Plan de la pièce de maintien CH4.
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Fig. B.6: Plan de la pièce de guidage de la bille.
147
148 ANNEXE B. L’IMPACTEUR
Annexe C
Calculs associés au problème
hydraulique
C.1 Calcul des expressions intervenant dans le problème
aux valeurs propres la ligne triple étant fixe
La condition d’absence de tension latérale fait intervenir les coeﬃcients :
β1n(r) =


[
(η′x(r) − 1)(knp1n(r) + p3′n (r))
] sinh kn(z + h2 )
cosh(kn h2 )
+ 2η′s
[
p1′n (r) − knp3(r)
] cosh kn(z + h2 )
cosh(kn h2 )

 (C.1)
γ1n(r) =


[
(η′x(r) − 1)(knp1n(r) + p3′n (r))
] cosh kn(z + h2 )
sinh(kn h2 )
+ 2η′s
[
p1′n (r)− knp3n(r)
] sinh kn(z + h2 )
sinh(kn h2 )

 (C.2)
La deuxième condition fait intervenir les coeﬃcients :
β2n(r) =


[
knrp
2
n(r) +mp
3
n(r)
] sinh kn(z + h2 )
cosh(kn h2 )
− η′s
[
mp1n(r) − p2n(r) + rp2′n (r)
] cosh kn(z + h2 )
cosh(kn h2 )

 (C.3)
γ2n(r) =


[
knrp
2
n(r) +mp
3
n(r)
] cosh kn(z + h2 )
sinh(kn h2 )
− η′s
[
mp1n(r) − p2n(r) + rp2′n (r)
] sinh kn(z + h2 )
sinh(kn h2 )

 (C.4)
La condition cinétique se traduit par :
β3n(r) = η
′
s(r)p
1
n(r)
cosh kn(z + h2 )
cosh(kn h2 )
− p3n(r)
sinh kn(z + h2 )
cosh(kn h2 )
(C.5)
γ3n(r) = η
′
s(r)p
1
n(r)
sinh kn(z + h2 )
sinh(kn h2 )
− p3n(r)
cosh kn(z + h2 )
sinh(kn h2 )
(C.6)
ζ3n =
Jm(ξmnr)
|Jm+1(ξmn)| (C.7)
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La condition à la surface se traduit par :
β4n = Cnr
2
√
ReJm(knr)
cosh kn(z + h2 )
cosh(kn h2 )
(C.8)
γ4n = Cnr
2
√
ReJm(knr)
sinh kn(z + h2 )
sinh(kn h2 )
(C.9)
Et :
β5n =
2r2√
Re
1
1 + η′s
2


[
knp
3
n(r) + η
′
s
2(r)p1′n (r)
] cosh kn(z + h2 )
cosh(kn h2 )
− [η′s(r)knp1n(r) + η′s(r)p3′n (r)] sinh kn(z + h2 )cosh(kn h2 )

 (C.10)
γ5n =
2r2√
Re
1
1 + η′s
2


[
knp
3
n(r) + η
′
s
2(r)p1′n (r)
] sinh kn(z + h2 )
sinh(kn h2 )
− [η′s(r)knp1n(r) + η′s(r)p3′n (r)] cosh kn(z + h2 )sinh(kn h2 )

 (C.11)
ζ5n =


−
√
Re
Bo |Jm+1(ξmn)|


r2
ξ2mnJ
′′
m(ξmnr)
(1 + η′s
2)3/2
− m
2Jm(ξmnr)
(1 + η′s
2)1/2
+ rξmnJ ′m(ξmnr)
(
1 + 3η′s
2
(1 + η′s
2)3/2
− r 3η
′
sκs
1 + η′s
2
)


+ r2
√
Re
Jm(ξmnr)
|Jm+1(ξmn)|


(C.12)
La condition de non glissement au fond se traduit par :
β6n(r) = p
1
n(r) β
7
n(r) = p
2
n(r) β
8
n(r) = −p3n(r) tanh kn h2 (C.13)
γ6n(r) = −p1n(r) γ7n(r) = −p2n(r) γ8n(r) = p3n(r) coth kn h2 (C.14)
C.2 Calcul des expressions intervenant dans le problème
aux valeurs propres condition aux limites glissantes
La condition de glissement au fond s’exprime :
β6n(r) = p
1
n(r)kn tanh kn
h
2
β7n(r) = p
2
n(r)kn tanh kn
h
2 β
8
n(r) = −p3n(r) tanh kn h2 (C.15)
γ6n(r) = −p1n(r)kn coth kn
h
2
γ7n(r) = −p2n(r)kn coth kn h2 γ8n(r) = p3n(r) coth kn h2 (C.16)
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Résumé : La recherche de défauts dans les matériaux est un sujet complexe et important,
en particulier lorsque la sécurité est en jeu comme dans le domaine aéronautique. Cette thèse
s’inscrit dans cette problématique et s’organise en deux parties.
La première partie est dédié à la détection des défaut dans les composites carbones par trois
nouvelles méthodes radiofréquences permettant de détecter, en particulier, les impacts sur les
peaux des composites carbones. La deuxième partie est consacrée à la détection des inﬁltra-
tions d’eau dans les composites alvéolaires par une méthode multiphysique couplant une onde
hydraulique non linéaire et une détection par un RADAR CW.
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Abstract : Detecting default inside material is a complex and important topic, particularly
when the safety is at riske like for instance in the aeronautic ﬁeld. This phd thesis is divided in
two parts.
In a ﬁrst part, mainly we will present three new RF methods allowing to detect, for example,
impact damages on carbon composite skins. In a second part we will present a new method aimed
to detect water ingress in cellular composite. This new method is based on the interaction of a
nonb-linear water wawe with a RADAR.
