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Существует большое число математических моделей в естествознании, приводящих к
стохастическим дифференциальным уравнениям (СДУ)
dx(t) = f(x, t) dt+ g(x, t) dw(t) (1)
с начальным условием x(t0) = x0, где w(t) — винеровский процесс.
Описание с помощью СДУ моделей взаимодействующих популяций, таких как «хищ-
ник — жертва», симбиоз, конкуренция и их модификации рассмотрены в [1, 2].
Во многих приложениях часто требуется найти точное выражение или аппроксимацию
функции плотности вероятности перехода (ФПВП) для стохастической переменной x(t), мо-
ментов для ФПВП, математического ожидания функции от решения уравнения (1) и других
величин. Для вычисления этих величин можно использовать методы решения стохастиче-
ских дифференциальных уравнений [3, 4], уравнения Фоккера — Планка и численные методы
решения этих уравнений [5]. Для этих целей можно также использовать метод функциональ-
ного интегрирования.
В данной работе рассматривается представление ФПВП через функциональный инте-
грал с помощью техники Onsager — Machlup функционалов [5–8]. Рассматривается также
метод приближенного вычисления функциональных интегралов, основанный на использова-
нии разложения действия относительно классической траектории.
В общем случае мы не можем найти ФПВП на малом промежутке времени ∆t соответ-
ствующую произвольному стохастическому дифференциальному уравнению. Однако можно
найти выражение для ФПВП на малом промежутке времени ∆t, которое верно с точно-
стью до слагаемых имеющих относительно ∆t порядок выше первого. Это выражение для
уравнения (1) в случае схемы Ито и функций независящих от времени имеет вид [8]
p(x, t+∆t, y, t) ≈ 1√
2pig2(y)∆t
exp
{
− (x− y − (f(y)−
1
2g
′
(y)g(y))∆t)2
2g2(y)∆t
}
. (2)
Используя выражение (2) и переходя к формуле с постоянным коэффициентом при x˙(τ)2
можно записать ФПВП в виде
p(x, t, x0, t0) = Z[0] =
1
g(ϕ(y))
Z¯[0],
Z¯[0] =
∫
D[y] exp
{
− 1
2
t∫
t0
(
y˙(τ)− f(ϕ(y(τ)))−
1
2g
′
(ϕ(y(τ)))g(ϕ(y(τ)))
g(ϕ(y(τ)))
)2
dτ
}
, (3)
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D[y] = lim
N→∞
N−1∏
i=1
dyi√
2pi∆t
1√
2pi∆t
,
dG(y)
dy
=
1
g(y)
, G(ϕ(y)) = y.
Выражение D[y] формально расходится и имеет смысл только вместе с экспонентой
под знаком интеграла в (3), а строго математически функциональный интеграл в правой
части равенства (3) определяется как предел интегралов конечной кратности. Функционал
в показателе экспоненты в формуле (3) называется Onsager — Machlup функционал.
Функциональный интеграл в формуле (3) мы рассматриваем не как интеграл большой
кратности с интегрированием по большому числу переменных. а как интеграл по функ-
циям или траекториям удовлетворяющим условиям y(t0) = ϕ−1(x0), y(t) = ϕ−1(x). Для
вычисления этих интегралов можно использовать методы разработанные в [9–11]. В данной
работе рассматривается еще один метод вычисления функциональных интегралов, при кото-
ром выражение в показателе экспоненты в формуле (3) рассматривается как действие S =
=
∫ t
t0
L(y˙, y, τ) dτ, а L(y˙, y, τ) рассматривается как лагранжиан системы. Используя принцип
наименьшего действия [12] можно из всех возможных траекторий выделить классическую
траекторию yкл, для которой действие S принимает экстремальное значение. Классическая
траектория находится как решение уравнения Эйлера — Лагранжа
d
dt
(
∂L
∂y˙
)
− ∂L
∂y
= 0.
Используя разложение действия S относительно классической траектории yкл
S[y(τ)] ≈ S[yкл(τ)] + 12δ
2S[yкл(τ)] = S[yкл(τ)] +
1
2
t∫
t0
δyΛδy dτ.
где y = yкл + δy, оператор Λ известен и получается при вычислении вариации второго
порядка от действия S, вычисление интеграла (3) сводится к вычислению интеграла
Z¯[0] ≈
∫
D[δy] exp
{
− S[yкл(τ)]− 12
t∫
t0
δyΛδy dτ
}
. (4)
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В качестве примера локального начального приближения задачи Коши
u′(x) = f(x, u(x)), u(t) = y, t 6 x 6 t+ τ,
на шаге численного интегрирования h 6 τ используется линейная задача вида
y′(x) = Ay(x) + a(x), y(t) = y,
где A = fu(t, y), a(x) = f(t, y)−Ay = a, либо a(x) = a+ (x− t)fx(t, y).
Последующие уточнения приближенного решения и его производной строятся на основе
соотношений
ε(x)=−ξ∗(x)+
x∫
t
[f(z, y(z)+ε(z))−f(z, y(z))] dz, ε′(x)=−r∗(x)+f(x, y(x)+ε(x))−f(x, y(x)),
где ε(x) = u(x)− y(x) (u(t) = y(t)), обратная интегральная невязка ξ∗(x) имеет вид
ξ∗(x) = y(x)− y −
x∫
t
f(z, y(z)) dz,
а соответствующая обратная дифференциальная невязка задается в форме
r∗(x) = Ay(x) + a(x)− f(x, y(x)).
Обсуждается проблема плохой обусловленности матрицы A, а также случай ее вырож-
денности. Рассматриваемый подход распространяется на общий случай использования в ка-
честве начального приближения любого одношагового метода численного решения началь-
ной задачи.
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