Marked-point process models have recently been used to capture the coding properties of neural populations from multi-unit electrophysiological recordings without spike sorting. These 'clusterless' models have been shown in some instances to better describe the firing properties of neural populations than collections of receptive field models for sorted neurons and to lead to better decoding results. To assess their quality, we previously proposed a goodness-of-fit technique for markedpoint process models based on time-rescaling, which for a correct model, produces a set of uniform samples over a random region of space. However, assessing uniformity over such a region can be challenging, especially in high dimensions.
uniformity tests in a simulation study. Proofs for each transformation are provided in the Appendix section. We have made the MATLAB code used for the analyses in this paper publicly available through our Github repository at https://github.com/YousefiLab/Marked-PointProcess-Goodness-of-Fit
Introduction
In recent years, marked point process models have become increasingly common in the analysis of population neural spiking activity [1] [2] [3] . For multi-unit spike data, these models directly relate the occurrences of spikes with particular waveform features to the biological, behavioral, or cognitive variables encoded by the population, without the need for a separate spike-sorting step. For this reason, these are sometimes called 'clusterless' neural models. Clusterless models have been shown to capture coding properties for spikes that cannot be sorted with confidence and to lead to improved population decoding results in place field data from rat hippocampus during spatial navigation tasks [1] [2] [3] . Additionally, avoiding a computationally intensive spike-sorting step allows for neural decoding to be implemented in real-time, closed-loop experiments.
A critical element of any statistical modeling procedure is the ability to assess the goodness-of-fit between a fitted model and the data. For point process models of sorted spike train data, effective goodness-of-fit methods have been developed based on the time-rescaling theorem [4, 5] . Previously, we developed an extension of the time-rescaling theorem for marked point processes, which given the correct model, rescales the observed spike and mark data to a uniform distribution in a random subset of a space of the marks and rescaled times [6] . We can then use established statistical tests for uniformity to assess whether the model used for rescaling is consistent with the observed data. However, several challenges still limit the efficient application of these methods to marked point process models, in some cases. For models with high-dimensional marks representing the waveform features, computing the space in which the rescaled data should be uniform can be computationally expensive [6] . Since this space is random and typically not convex, the number of statistical tests for uniformity is limited to those that can be applied in general spaces. Finally, of the multitude of uniformity tests, it is often not clear which should be applied to the rescaled data.
Here, we propose several extensions to this goodness-of-fit approach based on combinations of time and mark scaling, which for a correct model, transform the observed spike and waveform data to uniformly distributed samples in a hypercube. This in turn, simplifies and opens up more options for assessing uniformity. We discuss properties of each transformation and demonstrate which aspects of model lack-of-fit are better captured using each. Finally, we perform a simulation analysis to compare and contrast the transformations proposed here -along with the multiple uniformity tests -to assess different models' fit to the simulated data.
Our goal here is not to identify one single, best transformation and uniformity test for assessing goodness-of-fit of marked point process models; instead, we aim to provide a toolbox of methods to identify multiple ways in which a model may fail to capture structure in the data and to provide guidance about which methods are most likely to be useful in different situations. We also developed an interactive and easyto-use toolbox for the transformations and uniformity tests described here, to assist other researchers in applying these goodness-of-fit techniques in their analysis of neural spike trains.
The paper is organized as follows: we first introduce each transformation in detail and briefly discuss their core properties. We then discuss different uniformity tests and their main attributes. We then go through a simulation example and compare goodness-of-fit results for the true and a set of alternative generative models. We finish the paper with theoretical proofs that the transformations under the correct model yield uniform samples.
Marked-Point Process to Uniform Transformation
In this section, we introduce two transformations that take a dataset of spike times and waveforms from a marked point process model to a set of identically distributed uniform samples on the hypercube A marked point process model is defined by a joint mark intensity function (JMIF), . Using this joint mark intensity, we can compute the ground intensity,
is the full space of marks, which defines the intensity of observing any spike at time ‫ݐ‬ . Similarly, we can define the mark intensity,
For an observation interval,
, we observe a sequence of spike events at times
. We assume this joint mark intensity function is integrable over both time and mark space. The notation we use to define the data and model components are listed in Table 1 . • Select a mark dimension ordering:
• Compute the ground intensity:
Compute the conditional mark density: 
Mark Density Conditional Intensity Transform (MDCI)
This algorithm requires rescaling time separately for each spike, based on its joint mark intensity. This can potentially break the ordering of spikes with different waveform features, while spikes with similar waveforms will tend to maintain their relative ordering. Next, the algorithm sequentially rescales each mark dimension, again based on a Rosenblatt transformation [7] . Like IRCM, we can choose any ordering for the mark features, or select a random ordering. Distinct from IRCM, this transformation does not depend on the time of the spike, only on its mark value.
The table below describes this mapping, which is called Mark Density Conditional
Intensity Transform or MDCI.
Algorithm 2 Mark Density Conditional Intensity Transform (MDCI)
• Select a mark dimension ordering:
• Compute the mark density function:
Compute the rescaled intensity: The key difference between the IRCM and MDCI transforms is that the IRCM transforms the inter-spike intervals independent of their marks and then transforms each mark based on the intensity of spikes with that waveform at the observed time, while the MDCI transforms the marks independent of when the corresponding spikes occur and then transforms time differently for each spike waveform. For neural spiking models, the IRCM examines the intervals between spikes, and tends to mix the marks so that spikes with similar waveforms may end up far apart in the transformed mark space; inversely, the MDCI tends to leave spikes with similar waveforms nearby in the transformed mark space, while mixing up the spike timing from different neurons. Another important difference is that, for the correct model, the IRCM generates i.i.d. uniform samples while the MDCI samples are not independent. However, the set of all the unordered MDCI samples do have a joint uniform distribution. We therefore expect these transforms to allow us to determine separate aspects of lack of fit. The misfit associated with the model of individual neurons or particular waveform features might be better assessed using MDCI while misfit associated with interactions between neurons might be better assessed using IRCM. We investigate these expectations in the Simulation section below.
In this section, we described two algorithms which take marked point process data and map them to uniformly distributed samples in a hypercube,
based on their joint mark intensity. These methods allow for marks of arbitrary dimension. In Appendix B we describe one additional transformation, which applies in the specific case where the mark is scalar.
Uniformity Tests
There are a multitude of established uniformity tests for one-dimensional data;
however, the number of established, robust, multi-dimensional uniformity tests is more limited. Pearson's chi-square test can be used to assess uniformity by partitioning the space into discrete components and computing the number of samples in each [8, 9] . Another approach is to apply a multivariate Kolmogorov- [11, 12] . Using Monte Carlo simulation, it is known that the finitesample distribution of these statistics can be well approximated by a standard normal distribution [11, 12] . Two other approaches to assessing multivariate uniformity are based on distances between samples and the boundary of the hypercube [13] and distances between nearest samples, which leads to the computation of Ripley's K function [14] [15] [16] . Fan [17] describes a test based on the ‫ܮ‬ ଶ distance between the kernel density estimate of the underlying probability density and the uniform distribution. Other tests include those built upon order statistics [18] , Friedman-Rafsky's minimal spanning tree [19] , or a weighted ‫ܭ‬ -function [20] [21] [22] . There are several other multivariate uniformity tests which are not presented here; a comprehensive discussion of scalar and multivariate uniformity tests can be found in [23] . There are also uniformity tests specifically designed for two-and threedimensional spaces including complete spatial randomness or bivariate Cramer-von Mises tests that are described in [24] [25] [26] .
Here, we investigate a few of these approaches in terms of their ability to detect model misfit in rescaled samples from the spike transformations described above;
the tests are a Pearson's chi-square test [8] , a multivariate KS test [10] , the distanceto-boundary method [13] , a discrepancy-based test [11] , a test based on Ripley's ‫ܭ‬ function [14] [15] [16] , and a test using minimum spanning trees (MST) [27, 28] . The tests are described in detail in the cited literature and are expressed algorithmically in Table 2 . These tests tend to be straightforward to implement with a few exceptions;
Ripley's ‫ܭ‬ -function becomes computationally expensive to test in more than two dimensions; Pearson's chi-square requires defining a set of sub-regions of the hypercube. The remaining tests do not require any parameters to be selected except for the test significance level. 
Multivariate

Kolmogorov-Smirnov test [10]
1. Define 
The data transformations require the selection of an ordering of the mark dimensions; the uniformity tests can be applied to one particular ordering or can be modified to allow for assessment across multiple permutations of orderings. In such cases, the test procedures should be adjusted for multiple comparisons [29] .
Simulation Study
In this section, we demonstrate an application of the IRCM and MDCI transformations along with the multiple uniformity tests described in the Table 2 to assess their ability to measure goodness-of-fit in simulation data. We first describe how the simulation data is generated, and then examine the transformations and goodness-of-fit results.
Simulation Data
We generate simulated spiking data using a marked-point process intensity model consisting of two connected neurons encoding a simulated position variable, and on previous spiking; each neuron has a refractory period and neuron 2 has an excitatory influence on neuron 1. We generate the simulated spike data in discrete time using a step size of 1 millisecond, based on the following joint mark intensity function
where, 
represents the receptive fields of neuron 1 and 2,
and ߪ , ௫ ଶ define the field center and width, and ܽ define the peak firing rates. The excitatory influence of neuron 2 on neuron 1 is defined by
is the set containing all the spike times of neuron 2 and ‫ݎ‬ is the time lag of the peak effect of each neuron 2 spike on neuron 1. The variable ܽ ଷ defines the peak excitatory influence from neuron 2 on the firing rate of neuron 1. The history dependent terms for each neuron, are defined by
where,
is the total number of spikes up to, but not including, time ‫ݐ‬ and ܵ is the set containing the spike times for each neuron. The mark process for each neuron is a scalar random variable with distribution
The marks are normally distributed with a time-dependent mean and a known variance
. The time-dependent mean for each neuron is defined by
is the time-independent component of the mean and ܶ is the total time interval for the experiment. Table 3 shows the numerical values of the model free parameters. We note that these parameters are assumed to be known in both the true and mis-specified models. Here, we are focusing on assessing lack-of-fit due to model misspecification rather than due to parameter estimation error. Mean of receptive field model for neuron 1
Mean of receptive field model for neuron 2 2 To assess how the IRCM and MDCI transformations, and the selected uniformity tests can capture the extent or lack of goodness-of-fit for marked-point process data, we generate simulated spike data using the joint marked intensity model described in Equations (2) - (7); we compare the assessed goodness-of-fit of a set of alternative models, including the true model and a number of mis-specified models, to fit this data. The true model is the one specified by Equations (2) - (7) and the parameter values in Table 3 . The first mis-specified model uses the correct place and mark structure for each neuron and the interaction between them, but omits the refractory period for each neuron; the JMIF is
The second mis-specified model lacks only the excitatory influence of neuron 2 on neuron 1; its JMIF is
The final mis-specified model includes all components, but lacks the temporal drift in the mark distribution for both neurons; its JMIF is
are the means and Figure 1A . For the true model (Figure 2A) , the transformed points are shuffled in both the rescaled time and mark axes. Visually, the transformed points appear uniformly distributed over the square; we will assess this quantitatively using multiple uniformity tests in the next section. Figure 2B shows the transformed data using the first mis-specified model, which lacks the refractory behavior of each neuron. When this inhibitory history term is omitted, the ground intensity function is over-estimated immediately after each spike, which increases the values of u . Since the missing inhibitory term does not affect the marks, the transformed data points in v axis do not show clear deviation from uniformity. Figure 2C shows the mapping result for the model missing the excitatory influence from neuron 2 to neuron 1. In this mis-specified model, a subset of the transformed data points is shifted toward lower values of u , since the intensity for neuron 1's marks are underestimated immediately after neuron 2 spikes. In addition, since the influence of excitatory term is only on neuron 1, it is primarily the red to yellow rescaled points that are concentrated near the origin. Figure 2D shows the rescaled data using the alternative model missing the drift in the mark structure. Here, there is no apparent lack of uniformity among the points, but there is a clear pattern wherein the yellow and green points from the end of the simulation session tend to cluster near the origin and the red and blue points from earlier in the session tend to cluster near the opposite corner of the square. This suggests that simple tests of uniformity might be insufficient to detect this lack-of-fit based on the IRCM transformation. In this case, including tests for independence between rescaled samples may provide a more complete view of model fit to the observed data. Figure 3B shows the rescaled points for the mis-specified model lacking refractoriness. Visually, there is no clear evidence of lack of uniformity among the samples, suggesting that tests based on this transform may lack statistical power to reject this mis-specified model. When the excitatory influence of neuron 2 on neuron 1 is omitted from the model ( Figure 3C ), a subtle deviation from uniformity in observed in the resulting transformed data; the fewer spikes from neuron 2 (blue to green points) occupy as much area as the more prevalent spikes from neuron 1 (red to yellow points) suggest a lack of uniformity along the v axis. Figure 3D the missing mark drift model shows more apparent lack-of-fit through the MDCI transformation. It remains to be seen whether this apparent lack-of-fit is captured quantitatively using each of the uniformity tests described previously; we explore this in the following Section.
Transformation results
Uniformity Test Results
Tables 4 and 5 provide the results of the uniformity tests described in Table 2 The results presented in Tables 4 and 5 suggest that there is no single combination of transform and uniformity test that will identify all forms of model lack-of-fit. For this simulation, the IRCM transformation makes it simple to identify lack of fit due to incorrect history dependence structure -either missing refractoriness or neural interactions -using any of the uniformity tests. However, it remains difficult to detect lack-of-fit due to missing the mark dynamics; while the distance-to-boundary test detects the mis-fit at the ߙ ൌ 0 . 0 5 significance level, this result would not hold up to correction for multiple tests. The MDCI transformation is not able to detect mis-fit in the missing refractoriness model using any of the uniformity tests, but both the Pearson and multivariate KS tests are able to detect lack of fit due to missing neural interactions and missing mark dynamics at very small significance levels.
These results also suggest that certain uniformity tests may achieve substantially higher statistical power over others for the types of lack-of-fit often encountered in neural models. While all of the tests were able to identify the mis-specified models missing history dependent components via the IRCM transformation, the Pearson and multivariate KS tests provided much lower p-values for detecting the missing interaction and constant mark models' mis-fit under the MDCI transformation. This suggests that different combinations of transformations and uniformity and independence tests can provide different views on goodness-of-fit that can be used together to provide a more complete picture of the quality of a model.
While the IRCM transformed samples in the constant mark model do not show obvious lack of uniformity in Fig. 2D , these samples do show obvious dependenceas seen through the structure in the dot colors. The rescaling theorem for this transformation guarantees that under the true model, these samples will be independent. We can therefore apply correlation tests to these samples to further assess model goodness-of-fit. To demonstrate, we used a correlation test between consecutive samples based on a Fisher transform [30] , defined by
where ‫ݎ‬ is the correlation coefficient between 
Discussion
A fundamental component of any statistical model is the ability to evaluate the quality of its fit to observed data. While the marked point process framework has the potential to provide holistic models of the coding properties of a neural population while avoiding a computationally expensive spike-sorting procedure, until recently methods for assessing their goodness-of-fit have been lacking. Our preceding work to extend the time-rescaling theorem [5] to marked point process neural models has provided a preliminary approach to address this problem [6] but further work was necessary to make the approach computationally efficient in higher dimensions, to enable the use of more statistically powerful test methods, and to understand which tests are most useful for capturing different aspects of model misspecification.
In this paper, we proposed two new transformations -IRCM and MDCI -that combine rescaling in both the time and mark spaces, to produce samples that are uniformly distributed in a hypercube for the correct marked point process model.
This removes one of the most troublesome issues with our prior method, the fact that time-rescaling produced uniform samples in a random space that could be computationally challenging to compute, precluded multiple uniformity tests, and made those tests that could be performed more computationally challenging. In particular, these methods can reduce concerns in designing population coding models that using high dimensional spike features will make model assessment intractable; instead the focus of waveform feature selection for these models can be on finding the features that best explain the population coding properties. This transformation is likely to be particularly sensitive to misspecification of interactions between neurons as in our simulation example. The MDCI transformation rescales the spike waveform features irrespective of when they occur and then rescales the spike times in a manner that depends upon their waveforms.
This transformation tends to keep spikes from a single neuron nearby, and is likely to be sensitive to misspecification of the coding properties of individual neurons.
The fact that the IRCM makes the rescaled samples independent allows us to use correlation tests as further goodness-of-fit measures. The fact that the MDCI keeps marks from individual neurons nearby allows us to identify regions of nonuniformity in the hypercube to determine which waveforms have spiking that is poorly fit by the model. Together, these transformations provide complimentary approaches for model assessment and refinement.
In addition to having multiple, complimentary transformations for the data, we have multiple tests for uniformity and dependence with which to assess the transformed samples. Here, we explored six well-established uniformity tests to examine how different forms of model misspecification could be captured using combinations of these transforms and tests. As expected, the true model did not lead to significant lack of uniformity in either transformation based on any of the tests we explored.
Similarly, for the true model, our correlation test did not detect dependence in the A toolbox that includes multiple approaches, including different rescaling transformations and tests provides substantially more statistical power than any one approach on its own.
Ultimately, insight into which goodness-of-fit methods are most useful for these clusterless coding models will require extensive analysis of real neural population spiking data. Based on the many advantages of the clusterless modeling approachthe reduction of bias in receptive field estimation [31] , the ability to use spikes cannot be sorted with confidence [2] , the ability to fit models in real time for during the recording sessions -and the experimental trend toward recording larger populations and closed-loop experiments, we anticipate that clusterless modeling approaches and methods to assess their quality will become increasingly important.
In order to enable experimentalists to apply these algorithms in their data analysis, we have made the MATLAB code for these transformations along with the uniformity tests explored here available through our Github repository at
Appendix A. Rescaling Theorem Proofs
In this paper, we introduced IRCM and MDCI algorithms. In this section we present the theoretical proof for these algorithms in two separate subsections.
Appendix A.1. Interval-Rescaling Conditional Mark Distribution (IRCM)
In this section, we provide a set of new transformations and their properties in transforming observed marked-point process data points to uniformly distributed samples in hypercube. We take different methodologies to prove properties of these transformations; we either use change of variables' theorem [32] or derive the distribution of observed joint mark and spike events under these transformations in these proofs. We assume that we have a sequence of marked-point process with observed marks
and with a joint mark intensity function
The joint probability of observing 
where, □ Not that the last element becomes a sure event in The uniformity test results for the MRCI algorithm are reported in the Table A1 .
Given the result in the table, Chi-Square Pearson and Multivariate KS tests reject the null hypothesis for all alternative models. The Distance-To Boundary, Discrepancy, Ripley Statistics and MST tests only reject the null hypothesis for inhibitory independent model and fail to reject the null hypothesis for other miss-specified models. The results here are in accordance to the previous result in Tables 5 and 6, where Chi-Square Pearson and Multivariate KS tests show to be statistically stronger tests. The statement that we should try a combination of uniformity tests to build a stronger confidence in the goodness-of-fit result holds for this transformation as well. 
