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Abstract
This paper presents a new fast multipole boundary element method (FM-BEM) for solving
the acoustic transmission problems in 2D periodic media. We divide the periodic media into
many fundamental blocks, and then construct the boundary integral equations in the fundamental
block. The fast multipole algorithm is proposed for the square and hexagon periodic systems, the
convergence of the algorithm is analyzed. We then apply the proposed method to the acoustic
transmission problems for liquid phononic crystals and derive the acoustic band gaps of the
phononic crystals. By comparing the results with those from plane wave expansion method, we
conclude that our method is efficient and accurate.
keywords: fast multipole method, boundary element method, acoustic transmission problem,
phononic crystal, acoustic band gap
1 Introduction
Acoustic transmission problem is widely used in various areas, such as sonar, phononic crystal and
nondestructive testing. Acoustic problem is a classical problem that was frequently solved by the
boundary element method (BEM). Kress [1–4] proposed an indirect BEM for solving acoustic scatter-
ing and transmission problems, the solution of the problem is expressed as the form of single and/or
double layer potentials, boundary integral equation is then constructed by the boundary condition.
However, since BEM produces dense and nonsymmetric linear system of equation, its computational
efficiency has been a serious problem for solving large-scale models.
The fast multipole method (FMM) [5,6] is an effective method to accelerate the solution of BEM.
In recent years, the fast multipole boundary element method (FM-BEM) has been developed to solve
a variety of problems that are computationally intensive, such as potential problems, Stokes flow
problems and acoustic wave problems. Some applications of FM-BEM in acoustic wave problems can
be found in [7–10]. In [7], Liu summarized the theory of FM-BEM and its applications in engineering,
this book is particularly useful to researchers newly working on this subject.
∗E-mail address: mwh@nwu.edu.cn(Wenhui Meng).
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Wave propagation in periodic media is frequently encountered in engineering problems, such as
phononic crystals and photonic crystals. Several methods have been used to study the wave transmis-
sion characteristics in periodic media, such as the plane wave expansion (PWE) method [11], transfer
matrix (TM) method [12], finite difference time domain (FDTD) method [13], multiple-scattering
theory (MST) [14], and so on. But these methods have certain drawbacks and limitations. Compared
to the above methods, FM-BEM has the characteristics of fast solving speed, high precision and wide
adaptability.
In recent years, BEM has been widely used to analyze the acoustic and electromagnetic problems
in periodic medium [15–20]. However, there is little existing work studying the applications of FMM
in this field. Otani and Nishimura devote themselves to using the FM-BEM to solve acoustic and
electromagnetic scattering problems in periodic medium [18–20]. Since the transmission problem leads
to mixed boundary conditions, it follows that the boundary integral equation is more complex than
that of the scattering problem.
In this paper, a periodic FM-BEM is proposed for solving the acoustic transmission problem in
the infinite periodic medium. In Section 2, according to the periodic arrangement of scatterers, the
periodic media is divided into many equal fundamental blocks, each fundamental block covers M
scatterers. The transmission problem for infinite number of scatterers is then transformed into that
forM scatterers in the fundamental block. For the transmission boundary condition, we construct the
boundary integral equations by the method of Kress. Section 3 present a periodic FMM for solving
the boundary integral equations, and analyze the error of the algorithm. Finally, the present method
is applied to calculate the acoustic band gaps of water and mercury phononic crystals, exact band
gaps are obtained.
2 The periodic boundary integral equations
Consider the time-harmonic acoustic wave propagation in a composite media with periodic fiber
arrangements of an infinite spatial length. The matrix and fibers are homogeneous and isotropic, the
cross section of fibers may wish to be denoted by the region Ωi(i = 1, 2, · · · ) and the boundary curve
of Ωi is Γi. Suppose the length of the periodic media is L in the x-direction and is infinite in the
y-direction (see Fig.1).
Consider the incident wave uinc(x) = eikx·d with d = (cos θ, sin θ), where θ is the incident angle.
Thus, the refracted wave ui(x) and scattered wave u
s(x) obey the following Helmholtz equations:
 ∆u
s(x) + k2us(x) = 0, x ∈ Ω0,
∆ui(x) + k
2
1ui(x) = 0, x ∈ Ωi, i = 1, 2, · · · ,
(1)
where Ω0 = R
2\⋃Ωi denotes the region of the matrix. Suppose c1 and c2 are wave velocities in
scatterer and matrix respectively, thus we have k1 = ω/c1 and k = ω/c2, where ω is the radian
frequency of the incident wave.
The continuity of the pressure and of the normal velocity across the interface leads to the trans-
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Fig.1 The square periodic structure (left) and the hexagon periodic structure (right).
mission boundary conditions
ui(x) = u(x),
1
ρ1
∂ui
∂ν
(x) =
1
ρ2
∂u
∂ν
(x), x ∈ Γi, i = 1, 2, · · · , (2)
where ν is the unit outward normal to Γi, u(x) is the total field
u(x) = uinc(x) + us(x), x ∈ Ω0,
and ρ1, ρ2 are the densities of scatterer and matrix respectively.
Divide the periodic media into many equal fundamental blocks with length H in the y-direction.
In each fundamental block, total of M fibers are arranged to form a lattice, containing MH level rows
and ML vertical columns of fibers, such as Fig.1 for MH = 2,ML = 4. This leads to the following
quasi-period conditions:
u(x± h) = αu(x), ∂u
∂ν
(x± h) = α∂u
∂ν
(x), x ∈ Γi, i = 1, 2, · · · ,M, (3)
where α = eikh·d and h = (0, H).
To solve the problem (1)-(3), first introduce the single and double-layer potentials:
Slϕi(x) :=
∫
Γi
Φl(x,y)ϕi(y)ds(y), x ∈ R2\Γi,
Dlφi(x) :=
∫
Γi
∂Φl(x,y)
∂ν(y)
φi(y)ds(y), x ∈ R2\Γi,
where ϕi and φi are continuous functions defined on Γi, Φ1 and Φ2 are the fundamental solutions of
Helmholtz equation, expressed as
Φ1(x,y) =
i
4
H
(1)
0 (k1|x− y|), x 6= y.
Φ2(x,y) =
i
4
H
(1)
0 (k|x− y|), x 6= y.
We seek the solution to (1)-(3) in the form of combined single and double-layer potentials:
us(x) =
∞∑
i=1
{
D2φi(x) − iηS2ϕi(x)
}
, x ∈ Ω0, (4)
ui(x) = D1φi(x)− iηS1ϕi(x), x ∈ Ωi, i = 1, 2, · · · , (5)
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where η is a real constant. Let the solutions us(x) and ui(x) satisfy the boundary conditions (2),
according to the jump relations for single and double-layer potentials [1], we derive the following
integral equations:

φi(x)−D1φi(x) + iηS1ϕi(x) +
∞∑
j=1
{
D2φj(x) − iηS2ϕj(x)
}
= −uinc(x),
iη(1 + ̺)
2
ϕi(x)− ̺T1φi(x) + i̺ηK1ϕi(x) +
∞∑
j=1
{
T2φj(x)− iηK2ϕj(x)
}
= −∂u
inc
∂ν
(x),
(6)
where x ∈ Γi(i = 1, 2, · · · ), ̺ = ρ2/ρ1, and
Klϕi(x) :=
∫
Γi
∂Φl(x,y)
∂ν(x)
ϕi(y)ds(y), x ∈ R2\Γi,
Tlφi(x) :=
∂
∂ν(x)
∫
Γi
∂Φl(x,y)
∂ν(y)
φi(y)ds(y), x ∈ R2\Γi.
in addition, by the period conditions (3), the scattered field us(x) can be written as the form:
us(x) =
∞∑
i=1
∫
Γi
{
∂Φ2(x,y)
∂ν(y)
φi(y) − iηΦ2(x,y)ϕi(y)
}
ds(y)
=
M∑
i=1
∞∑
m=−∞
αm
∫
Γi
{
∂Φ2(x,y +mh)
∂ν(y)
φi(y)− iηΦ2(x,y +mh)ϕi(y)
}
ds(y). (7)
Thus, for x ∈ Γi(i = 1, 2, · · · ,M), the integral equations (6) can be converted into

φi(x) −D1φi(x) + iηS1ϕi(x) +
M∑
j=1
{
D2φj(x)− iηS2ϕj(x)
}
= −uinc(x),
iη(1 + ̺)
2
ϕi(x)− ̺T1φi(x) + i̺ηK1ϕi(x) +
M∑
j=1
{
T 2φj(x)− iηK2ϕj(x)
}
= −∂u
inc
∂ν
(x),
(8)
where S2, D2,K2, T 2 are the periodic potentials:
S2ϕi(x) :=
∞∑
m=−∞
αm
∫
Γi
Φ2(x,y +mh)ϕi(y)ds(y),
D2φi(x) :=
∞∑
m=−∞
αm
∫
Γi
∂Φ2(x,y +mh)
∂ν(y)
φi(y)ds(y),
K2ϕi(x) :=
∞∑
m=−∞
αm
∫
Γi
∂Φ2(x,y +mh)
∂ν(x)
ϕi(y)ds(y),
T 2φi(x) :=
∞∑
m=−∞
αm
∂
∂ν(x)
∫
Γi
∂Φ2(x,y +mh)
∂ν(y)
φi(y)ds(y).
In [22], we prove that S2, D2,K2, T 2 are uniformly convergent when kH(1± sin θ) 6= 2nπ(n ∈ N), but
the convergence rates are O(1/√q), where q is the truncation order. We may adjust to improve the
convergence rate of the scheme.
For x ∈ Γi(i = 1, 2, · · · ,M), the boundary integral equations (8) can be written as
(I −A)Ψ = B, (9)
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where
A =


D1 −D2 iη(S2 − S1) −D2 iηS2 · · · · · ·
2i(T 2 − ̺T1)
η(1 + ̺)
2(K2 − ̺K1)
1 + ̺
2iT 2
η(1 + ̺)
2K2
1 + ̺
· · · · · ·
...
...
. . .
. . .
...
...
· · · · · · −D2 iηS2 D1 −D2 iη(S2 − S1)
· · · · · · 2iT 2
η(1 + ̺)
2K2
1 + ̺
2i(T 2 − ̺T1)
η(1 + ̺)
2(K2 − ̺K1)
1 + ̺


and
Ψ = (φ1, ϕ1, φ2, ϕ2, · · · , φM , ϕM )⊤,
B = (−uinc
∣∣∣
Γ1
,
2i∂uinc
η(1 + ̺)∂ν
∣∣∣
Γ1
, · · · ,−uinc
∣∣∣
ΓM
,
2i∂uinc
η(1 + ̺)∂ν
∣∣∣
ΓM
)⊤.
It can be seen that (9) is a Fredholm system of integral equations of the second kind, thus it
is uniquely solvable. In next section, a periodic FMM is proposed to accelerate the solution of the
equations.
3 The periodic FMM
3.1 The periodic tree structure
Section 3.1 shows that we can only construct the tree structure in the fundamental block and its
adjacent blocks. Since the scatterers are periodic arrangement in the fundamental block, it follows
that we can construct a tree structure in a unit lattice and then copy it to other unit lattice of the
fundamental block. We call the tree structure in unit lattice as the basic tree (see Fig.2).
For the square lattice, the traditional square quad-tree structure is available. In the basic tree,
the relationships between cells can be determined by traditional way. But how to determine the
relationships between the cells in different basic tree?
Fig.2 The periodic tree structure for the square unit lattice.
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Suppose that Qs and Qf are the basic trees including the source point x and field point y respec-
tively. If Qs and Qf share at least one vertex, then they are called adjacent trees, otherwise called
far trees.
(1) If Qs and Qf are adjacent, then the relationships of their cells can be determined by traditional
way. Fig.4 shows the M2M, M2L and L2L translations between two adjacent basic trees.
Fig.3 FMM translations between the adjacent basic trees.
(2) If Qs and Qf are far, then their level 0 cells are well separated or far away. The M2L translation
can be applied between the level 0 cells. As shown in Fig.4.
Fig.4 FMM translations between the far basic trees.
For the hexagon lattice, we can construct regular triangle quad-tree structure. We first divide the
regular hexagonal lattice (level 0 cell) into six equal regular triangles (level 1 cells), and then divide
each regular triangle (level 1 cell) into four small equal regular triangles (level 2 cells). In this way, a
quad-tree structure can also be constructed (see Fig.5).
Fig.5 The regular triangle quadtree structure.
The determination of the relationships between the cells in the triangular tree is quite similar to
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that in the square tree and so is omitted.
3.2 Expansions and translations
We first give the expansions and translations used in FMM and analyze their errors. Then, for square
periodic and hexagon periodic arrangements of scatterers, the corresponding periodic tree structure
is established, the convergence order of the FMM for different tree structure is given. In the following
analysis, the boundary of each scatterer is divided into N elements, the expansions and translations
are truncated from −p to p.
The multipole expansions, local expansions and translations of the coefficients for S1, D1,K1, T1
have been given in [7]. Thus, we only consider the expansions and translations for S2, D2,K2 and T 2.
The following Graf’s addition theorem [22] will be used.
Bm(|x− y|)e±imθx−y =
∞∑
n=−∞
Bm+n(|x|)e±i(m+n)θxJn(|y|)e∓inθy , |y| < |x|, (10)
where m ∈ Z, B denotes J, Y,H(1) or H(2), θx−y is the angle between x− y and the x axis. When
B = J , the restriction |y| < |x| is unnecessary. We denote the remainder term of (10) as
RBm,p(x,y) :=
( ∞∑
n=p+1
+
−p−1∑
n=−∞
)
Bm+n(|x|)e±i(m+n)θxJn(|y|)e∓inθy .
For convenience, we let
H±n (x) := H(1)n (|x|)e±inθx , J±n (x) := Jn(|x|)e±inθx , n ∈ Z.
First consider the expansions and translations for S2. If the boundary Γi is divided into N elements
∆Γj , j = 1, 2, · · · , N , then we have
S2ϕi(x) =
∫
Γi
∞∑
m=−∞
αmΦ2(x,y +mh)ϕi(y)ds(y)
=
i
4
N∑
j=1
∫
∆Γj
∞∑
m=−∞
αmH
(1)
0 (k|x− y −mh|)ϕi(y)ds(y),
where y ∈ ∆Γj . Suppose the tree structure for Γi has been constructed and D is a cell of the tree that
covers the source point x, the cell C with centroid OC is a well separated cell of D and y ∈ ∆Γj ⊂ C.
From (10), when |y −OC | < |x−OC −mh|, we obtain the following multipole expansion (ME):∫
∆Γj
∞∑
m=−∞
αmH
(1)
0 (k|x− y −mh|)ϕi(y)ds(y)
=
∫
∆Γj
∞∑
m=−∞
αm
( ∞∑
n=−∞
H+n
(
k(x−OC −mh)
)J−n (k(y −OC))
)
ϕi(y)ds(y)
=
p∑
n=−p
∞∑
m=−∞
αmH+n
(
k(x−OC −mh)
)
Mn(OC) + EME(x, p), (11)
where
Mn(OC) :=
∫
∆Γj
J−n
(
k(y −OC)
)
ϕi(y)ds(y), y ∈ ∆Γj
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is the multipole moment (MM) and
EME(x, p) :=
∫
∆Γj
∞∑
m=−∞
αmRH0,p
(
k(x−OC −mh), k(y −OC)
)
ϕi(y)ds(y). (12)
Let CS denotes a child of C and OCS is the centroid of CS. From (10), for each y ∈ ∆Γj ⊂ CS,
we have the following M2M translation:
Mn(OC) =
∫
∆Γj
J −n
(
k(y −OC)
)
ϕi(y)ds(y)
=
∫
∆Γj
( ∞∑
l=−∞
J −l
(
k(y −OCS)
)J −n−l(k(OCS −OC))
)
ϕi(y)ds(y)
=
p∑
l=−p
Ml(OCS)J −n−l
(
k(OCS −OC)
)
+ EM2M (OC , n, p),
where
EM2M (OC , n, p) :=
∫
∆Γj
RJn,p
(
k(OCS −OC), k(OCS − y)
)
ϕi(y)ds(y).
For the main part of the multipole expansion (11), when |x−OD| < |OD −OC −mh|, we obtain
the local expansion (LE):
p∑
n=−p
∞∑
m=−∞
αmH+n
(
k(x−OC −mh)
)
Mn(OC)
=
p∑
n=−p
∞∑
m=−∞
αm
( ∞∑
l=−∞
J+l
(
k(x−OD)
)H+n−l(k(OD −OC −mh))
)
Mn(OC)
=
p∑
l=−p
Ll(OD)J+l
(
k(x−OD)
)
+ EM2L(x,OD, p),
where
Ll(OD) :=
p∑
n=−p
∞∑
m=−∞
αmH+n−l
(
k(OD −OC −mh)
)
Mn(OC)
is the M2L translation and
EM2L(x,OD, p) :=
p∑
n=−p
∞∑
m=−∞
αmRHn,p
(
k(OD −OC −mh), k(OD − x)
)
Mn(OC). (13)
Suppose DP is the parent of D and ODP is the centroid of DP. From (10), for each x ∈ D ⊂ DP ,
we have
p∑
l=−p
Ll(ODP)J +l
(
k(x−ODP)
)
=
p∑
l=−p
Ll(ODP)
( ∞∑
n=−∞
J+n
(
k(x−OD)
)J +l−n(k(OD −ODP))
)
=
p∑
n=−p
Ln(OD)J +n
(
k(x−OD)
)
+ EL2L(x,OD, p),
where
Ln(OD) =
p∑
l=−p
Ll(ODP)J +l−n
(
k(OD −ODP)
)
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is the L2L translation and
EL2L(x,OD, p) :=
p∑
l=−p
Ll(ODP)RJl,p
(
k(OD −ODP), k(OD − x)
)
.
In the above analysis, EME , EM2M , EM2L, EL2L denote the truncation errors of the ME, M2M,
M2L and L2L respectively.
From [23], we see that EM2M and EL2L is more smaller than EME and EM2L, thus we only give
the estimation of the convergence of EME and EM2L.
Theorem 1 Let D be a cell of the tree structure and let C be a well separated cell of D. For each
source point x ∈ D, when kH(1± sin θ) 6= 2nπ and H ≥ |x−OC |,
∣∣EME(x, p)∣∣ = O
(
γp
p
)
,
where
γ := max
y∈∆Γj
{ |y −OC |
|x−OC −mh|
∣∣∣∣m = −1, 0, 1
}
.
Proof. It can be seen from (12),
∣∣EME(x, p)∣∣ ≤
∫
∆Γj
∞∑
m=−∞
∣∣RH0,p(k(x−OC −mh), k(y −OC))∣∣ |ϕi(y)|ds(y), (14)
In [23], we have proved that
∣∣RH0,p(k(x−OC −mh), k(y −OC))∣∣ = O
(
γpm
p
)
, (15)
where
γm :=
|y −OC |
|x−OC −mh| .
When m ≥ 2 and H ≥ |x−OC |,
γ±m =
|y −OC |
|x−OC ±mh| ≤
|y −OC|
mH − |x−OC | ≤
|y −OC |
(m− 1)|x−OC | =
γ0
m− 1 ,
thus, we have
∞∑
m=−∞
γpm ≤ γp−1 + γp1 +
(
1 + 2
∞∑
m=2
1
(m− 1)p
)
γp0 ,
since when p ≥ 2,
∞∑
m=2
1
(m− 1)p ≤
π2
6
,
it follows that ∞∑
m=−∞
γpm
p
= O
(
γp
p
)
, (16)
where γ = max{γ−1, γ0, γ1}. From (14) (15) and (16), we prove the theorem. ✷
The same proof remains valid for EM2L(x,OD, p). From (13),
∣∣EM2L(x,OD, p)∣∣ ≤ ∞∑
m=−∞
∣∣∣∣∣
p∑
n=−p
RHn,p
(
k(OD −OC −mh), k(OD − x)
)
Mn(OC)
∣∣∣∣∣ ,
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by [23], we have ∣∣∣∣∣
p∑
n=−p
RHn,p
(
k(OD −OC −mh), k(OD − x)
)
Mn(OC)
∣∣∣∣∣ = O
(
λpm
p
)
,
where
λm :=
|x−OD|
|OD −OC −mh| exp
(
3|y−OC |
2|OD −OC −mh|
)
.
We can also derive the estimation of the convergence order of EM2L(x,OD, p) as follows.
Theorem 2 For each source point x ∈ D, when kH(1± sin θ) 6= 2nπ and H ≥ |OD −OC |,
∣∣EM2L(x,OD, p)∣∣ = O
(
λp
p
)
,
where λ := max {λ−1, λ0, λ1}.
Proof. When m ≥ 2 and H ≥ |OD −OC |,
λ±m ≤ |x−OD|
(m− 1)|OD −OC | exp
(
3|y −OC |
2|OD −OC |
)
=
λ0
m− 1 ,
which proves the theorem. ✷
The above two theorems show that the convergence order of the error of FMM for S2 is O(τp/p),
where τ = max {γ, λ}.
For the square and triangular quad-tree structures proposed in Section 3.1, the values of γ and
λ can be easily calculated and are shown in Table 1, where L = LD − LC , LD and LC are the layer
numbers of cells D and C respectively, L = 0 corresponds to the symmetric tree and L > 0 corresponds
to the asymmetric tree.
Table 1. Values of γ, λ, τ for two tree structures.
square tree triangular tree
L = 0 L = 1 L = 2 L = 0 L = 1
γ 0.4714 0.7071 0.9428 0.4000 0.7559
λ 0.6009 0.6374 0.6640 0.6663 0.6863
τ 0.6009 0.7071 0.9428 0.6663 0.7559
The derivations of the expansions and translations for D2,K2, T 2 are quite similar to that for S2
and so is omitted. Many formulas for D2,K2, T 2 are the same as that for S2, thus we only show the
different parts as follows.
Expansions and moments for D2:
MM : Mn(OC) =
∫
∆Γj
∂J −n
(
k(y −OC)
)
∂ν(y)
φi(y)ds(y),
EME(x, p) =
∫
∆Γj
∞∑
m=−∞
αm
∂RH0,p
(
k(x−OC −mh), k(y −OC)
)
∂ν(y)
ϕi(y)ds(y),
EM2M (OC , n, p) =
∫
∆Γj
∂RJn,p
(
k(OCS −OC), k(OCS − y)
)
∂ν(y)
ϕi(y)ds(y).
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Expansions and moments for K2:
ME :
p∑
n=−p
∞∑
m=−∞
αm
∂H+n
(
k(x−OC −mh)
)
∂ν(x)
Mn(OC),
MM : Mn(OC) =
∫
∆Γj
J −n
(
k(y −OC)
)
ϕi(y)ds(y),
LE :
p∑
l=−p
Ll(OD)
∂J +l
(
k(x−OD)
)
∂ν(x)
,
EME(x, p) =
∫
∆Γj
∞∑
m=−∞
αm
∂RH0,p
(
k(x−OC −mh), k(y −OC)
)
∂ν(x)
ϕi(y)ds(y),
EM2L(x,OD, p) =
p∑
n=−p
∞∑
m=−∞
αm
∂RHn,p
(
k(OD −OC −mh), k(OD − x)
)
∂ν(x)
Mn(OC),
EL2L(x,OD, p) =
p∑
l=−p
Ll(ODP)
∂RJl,p
(
k(OD −ODP), k(OD − x)
)
∂ν(x)
.
Expansions and moments for T 2:
ME :
p∑
n=−p
∞∑
m=−∞
αm
∂H+n
(
k(x−OC −mh)
)
∂ν(x)
Mn(OC),
MM : Mn(OC) =
∫
∆Γj
∂J−n
(
k(y −OC)
)
∂ν(y)
φi(y)ds(y),
LE :
p∑
l=−p
Ll(OD)
∂J+l
(
k(x−OD)
)
∂ν(x)
,
EME(x, p) =
∂
∂ν(x)
∫
∆Γj
∞∑
m=−∞
αm
∂RH0,p
(
k(x−OC −mh), k(y −OC)
)
∂ν(y)
ϕi(y)ds(y),
EM2M (OC , n, p) =
∫
∆Γj
∂RJn,p
(
k(OCS −OC), k(OCS − y)
)
∂ν(y)
ϕi(y)ds(y),
EM2L(x,OD, p) =
p∑
n=−p
∞∑
m=−∞
αm
∂RHn,p
(
k(OD −OC −mh), k(OD − x)
)
∂ν(x)
Mn(OC),
EL2L(x,OD, p) =
p∑
l=−p
Ll(ODP)
∂RJl,p
(
k(OD −ODP), k(OD − x)
)
∂ν(x)
.
In addition, from the recurrence relation [22]
2B′n(z) = Bn−1(z)−Bn+1(z),
we can also derive that the convergence orders of the errors of FMM for D2,K2, T 2 are O(τp), O(τp)
and O(pτp) respectively.
3.3 Fast computation of the M2L translation
Lemma 1 shows that a larger truncation number q is needed to ensure the accuracy of the algorithm.
This leads to a huge amount of computation for the M2L translation:
Ll(OD) =
p∑
n=−p
( ∞∑
m=−∞
αmH
(1)
l−n(k|OD −OC −mh|)ei(l−n)θOD−OC−mh
)
Mn(OC).
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We will show the fast computation of the sum:
∞∑
m=−∞
αmH(1)n (k|OD −OC −mh|)einθOD−OC−mh . n ∈ Z.
In [18], the Fourier transform was applied to accelerate the computation of the periodic Green’s
function for Helmholtz equation. For each integer q ≥ 1 and x,y ∈ R2,
+∞∑
m=q+1
eimβH
(1)
0 (k|x− y −mh|) =
2
i
∫ +∞
−∞
eiqβ+i(x1−y1)t+(x2−y2−qH)µ
µ(eHµ−iβ − 1) dt,
−q−1∑
m=−∞
eimβH
(1)
0 (k|x− y −mh|) =
2
i
∫ +∞
−∞
e−iqβ+i(x1−y1)t+(y2−x2−qH)µ
µ(eHµ+iβ − 1) dt,
where β = kH sin θ, x = (x1, x2),y = (y1, y2),h = (0, H) and µ =
√
t2 − k2. Since for each n ≥ 0,
H(1)n (k|x|)einθx =
1
(−k)n
(
∂
∂x1
+ i
∂
∂x2
)n
H
(1)
0 (k|x|),
H
(1)
−n(k|x|)e−inθx =
1
kn
(
∂
∂x1
− i ∂
∂x2
)n
H
(1)
0 (k|x|),
it follows that
+∞∑
m=q+1
eimβH
(1)
±n(k|x− y −mh|)e±inθx−y−mh =
2
i1+nkn
∫ +∞
−∞
eiqβ+i(x1−y1)t+(x2−y2−qH)µ(µ± t)n
µ(eHµ−iβ − 1) dt,
−q−1∑
m=−∞
eimβH
(1)
±n(k|x− y −mh|)e±inθx−y−mh =
2i1+n
kn
∫ +∞
−∞
e−iqβ+i(y1−x1)t+(y2−x2−qH)µ(µ± t)n
µ(eHµ+iβ − 1) dt.
Thus, we have
+∞∑
m=−∞
αmH
(1)
±n(k|x− y −mh|)e±inθx−y−mh
=
q∑
m=−q
αmH
(1)
±n(k|x− y −mh|)e±inθx−y−mh
+
2
i1+nkn
∫ +∞
−∞
eiqβ+i(x1−y1)t+(x2−y2−qH)µ(µ± t)n
µ(eHµ−iβ − 1) dt
+
2i1+n
kn
∫ +∞
−∞
e−iqβ+i(y1−x1)t+(y2−x2−qH)µ(µ± t)n
µ(eHµ+iβ − 1) dt. (17)
Since the integrands in (17) has poles on the real axis (t = ±k), we use the curve
C : t = ±
√
u2 − 2iku u > 0
as the path of integration, hence∫ +∞
0
eiqβ+i(x1−y1)t+(x2−y2−qH)µ(µ+ t)n
µ(eHµ−iβ − 1) dt
=
∫ +∞
0
eiqβ+i(x1−y1)
√
u2−2iku+(x2−y2−qH)(u−ik) (u− ik +√u2 − 2iku)n
(u − ik)(eHu−iHk−iβ − 1) du. (18)
Note that the integrand in (18) is analytic when kH(1 + sin θ) 6= 2nπ.
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In this paper, the integrals are computed by the quadrature rule given in [24], that is
∫ +∞
0
f(x, u)du ≈
P∑
i=1
ωif(x, ui), (19)
where ωi and ui are weights and nodes respectively. The remainder term of the quadrature rule for
(18) can be written as
Rn,ω :=
∫ +∞
ω
eiqβ+i(x1−y1)
√
u2−2iku+(x2−y2−qH)(u−ik) (u− ik +√u2 − 2iku)n
(u− ik)(eHu−iHk−iβ − 1) du,
where
ω =
P∑
i=1
ωi.
We give the estimate for the bound on Rn,ω in the following theorem.
Theorem 3 Let kH(1 + sin θ) 6= 2nπ and ω ≥ max{ln 2/H, k}, when q ≥ 2(n− 1)/Hω,
|Rn,ω| ≤
4ekL
(√
2 +
√
3
)n
qH
wn−1e−qHω .
Proof. Let
√
u2 − 2iku = A+ iB, an easy computation shows that
A2 =
u2 +
√
u4 + 4k2u2
2
, B2 =
2k2u2
u2 +
√
u4 + 4k2u2
,
thus we can derive that |A| ≤ √u2 + k2 and |B| ≤ k.
Since |x2 − y2| < H and |x1 − y1| < L, it follows that∣∣∣∣∣e
iqβ+i(x1−y1)
√
u2−2iku+(x2−y2−qH)(u−ik) (u− ik +√u2 − 2iku)n
(u − ik)(eHu−iHk−iβ − 1)
∣∣∣∣∣
≤ e
B(y1−x1)+(x2−y2)u (√u2 + k2 +√A2 +B2)n
eqHu(eHu − 1)√u2 + k2
≤ 2e
kL
(√
u2 + k2 +
√
u2 + 2k2
)n
eqHu
√
u2 + k2
≤ 2
(√
2 +
√
3
)n
ekLun−1
eqHu
In the above estimate, Hu ≥ ln 2 and u ≥ k is used. Thus, when ω ≥ max{ln 2/H, k}, we have
|Rn,ω| ≤ 2
(√
2 +
√
3
)n
ekL
∫ +∞
ω
un−1e−qHudu = 2ekL
(√
2 +
√
3
qH
)n
Γ(n, qHω), (20)
where Γ(n, ·) is the incomplete gamma function. From [22], we see that
Γ(n, qHω) = (qHω)n−1e−qHω

m−1∑
j=0
(n− 1)(n− 2) · · · (n− j)
(qHω)j
+ εm(n, qHω)

 ,
and when m ≥ n− 1,
|εm(n, qHω)| ≤ |(n− 1)(n− 2) · · · (n−m)|
(qHω)m
.
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Setting m = n− 1, we derive
|Γ(n, qHω)| ≤ (qHω)n−1e−qHω
n−1∑
j=0
(n− 1)(n− 2) · · · (n− j)
(qHω)j
, (21)
and when qHω ≥ 2(n− 1),
n−1∑
j=0
(n− 1)(n− 2) · · · (n− j)
(qHω)j
≤
n−1∑
j=0
(
n− 1
qHω
)j
<
qHω
qHω − n+ 1 ≤ 2. (22)
Form (20), (21) and (22), we prove the theorem. ✷
It is worth mentioning that, with the exception of Rn,ω, the error of quadrature rule (19) also
includes the following term: ∫ ω
0
f(x, u)du−
P∑
i=1
ωif(x, ui).
However, this error depends only on the selection of ωi and ui, and which can provide high accuracy.
Theorem 3 shows that the treatment (17) is more efficient than the direct calculation O(1/√q).
However, when n is large, the error decays slowly, it follows that a larger q is needed to meet the the
accuracy requirement. For a given tolerance error ǫ, we can determine q by the following formula:
q = max
{[
ln 4 + kL+ n ln(
√
2 +
√
3)ω − ln ǫ
Hω
]
+ 1,
[
2n− 2
Hω
]
+ 1
}
. (23)
4 Applications in liquid phononic crystals
It is well known that the acoustic wave propagation in liquid phononic crystal satisfies the boundary
value problem (1)-(3). In this section, the proposed periodic FM-BEM will be used to compute the to-
tal acoustic field u(x) in the water (ρ = 1000kg/m3, c = 1500m/s) and mercury (ρ = 13600kg/m3, c =
1450m/s) phononic crystals. We use the preconditioned GMRES to solve the discretized integral
equations, and the numerical experiments were conducted using a FORTRAN program, where the
truncation number p = 10 and q is calculated by (23).
Suppose the incident wave uinc(x) is incident horizontally from the left side, i.e. d = (1, 0). We first
compute the scattered field us(x) on the right side (x1 = L) and then derive the energy transmission
coefficient as follows:
ETC =
1
kH
∫ H
0
∣∣∣∣ ∂u∂x1 (L, x2)
∣∣∣∣ dx2,
where x = (x1, x2) and u(x) = u
inc(x) + us(x). We calculate ETC for different incident frequencies,
when ETC is extremely small, the stop band will be displayed.
The first numerical experiment is about the water/mercury system (the arrays of water scatterers
are in the mercury matrix) with circular scatterer in square lattice, where the lattice constant a = 0.5,
MH = 6,ML = 4, the boundary of each scatterer is discretized to 256 points. Since the wave number
k = ω/c, it follows that k = 1.0345k1. In Fig.7, the energy transmission coefficients are plotted as
the functions of ka/2π for the filling fraction 35% and 50%, the complete band gaps (ETC < 3%) are
clearly shown in the figure.
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Fig.6 ETC for the water/mercury system with circular scatterer in square lattice.
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Fig.7 ETC for the water/mercury system with circular scatterer in hexagon lattice.
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Fig.8 ETC for the water/mercury system with the round square scatterer in a square lattice.
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The second numerical experiment is about the water/mercury system with circular scatterer in
hexagon lattice, where the lattice constant is also a = 0.5, and MH = 6,ML = 4. The results are
plotted in Fig.8.
In the next numerical experiment, we select a round square scatterer with the boundary curve:
Γ :
(
r(3 + 2 sin2 θ) cos θ, r(3 + 2 cos2 θ) sin θ
)
, 0 ≤ θ ≤ 2π,
the area of the scatterer is 23πr2/2. Fig.9 shows the ETC for the water/mercury system with the
round square scatterer in a square lattice.
The detailed band gaps for the above three numerical experiments are shown in Table 3. These
results are very close to those obtained by PWE with 1681 plane waves [17].
Table 3. Band gaps for the water/mercury systems.
scatterer/lattice filling fraction 35% filling fraction 50%
circular/square [0.2305, 0.7244] [1.0394, 1.2178] [0.2305, 0.6915] [0.8479, 1.1772]
circular/triangle [0.2652, 0.8555] [1.2319, 1.4202] [0.2567, 0.7785] [0.8983, 1.2319]
round square/square [0.2305, 0.7244] [1.0948, 1.1607] [0.2305, 0.6668] [0.8149, 1.1689]
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Fig.9 ETC for the mercury/water system with square lattice for filling fraction 35%.
At last, we consider the mercury/water system with circular scatterer in square lattice, the lattice
constant is also 0.5. The energy transmission coefficients are plotted in Fig.10. It is seen that the band
gaps of mercury/water system are much narrower than that of water/mercury system. In addition,
the stop band is not visible for ML = 4, with the increase of ML (ML = 10), not only the stop band
is more visible, but also the edge of the stop band is sharper.
Numerical experiments show that the present FM-BEM can calculate the acoustic band gap of 2D
liquid phononic crystal efficiently and accurately for arbitrary material combination and scatterers’
shape. The idea of this paper can also be used to calculate the acoustic band gap of 2D solid phononic
crystals and mixed solid-liquid phononic crystals.
It should be pointed out that, as can be seen from Fig.7-10, the results for high frequency seem to
be unsatisfactory. This is because we choose the same truncation number p for different frequencies.
In fact, since Jn(z) and Yn(z) are fluctuating functions when n < z, it follows that the truncation
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error of Graf’s addition theorem is also fluctuating. With the increase of frequency, a larger truncation
number p should be taken to meet the accuracy requirement, this will also increase the computational
complexity of the algorithm.
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