Abstract. Let / be a prime number and m a divisor of /-1. Then the Gauss period w = f + Çx + if +•■• + {/* , where ( = e2n'll and A is a primitive wth root of unity modulo /, generates a subfield K of Q(f ) of degree (/ -1)1 m . In this paper we study the reciprocal minimal polynomial Fi,m(X) = NK/q(1 -ojX) of (w over Q. It will be shown that for fixed m and every N we have FLm(X) = (Bm(X)'/(l -mX))l/m (mod**) for all but finitely many "exceptional primes" / (depending on m and N), where
Statement of results
Let / be an odd prime number1 and I -X = m-d a decomposition of / -1 into positive factors. Then there is a unique cyclic extension Kd/Q of degree d ramified only at /. It is contained in the cyclotomic field Q(Ç) (Ç = primitive /th root of unity) and is generated over Q by the Gaussian period°> = TrQ«)/Jc, = C + CA + C"2 + • • • + Cx""', where X £ (Z//Z)x is a primitive mth root of unity modulo /. The minimal polynomial of oe, fi,m{X)=l\(x -(c + ^ + c^ + .-. + i^-1')), where ¿% denotes a set of coset representatives for (Z//Z)x modulo (X), gives an explicit irreducible polynomial of degree d with cyclic Galois group and discriminant a power of /. We include / and m rather than / and d into the notation because we will be studying the coefficients of these polynomials for m fixed and / varying. Specifically, we will show that for m and n fixed the «th coefficient "from the end" of fi,m(X) is a polynomial in / for all but finitely many "exceptional" primes /, and we will describe the computation of this polynomial and of the set of exceptional primes. The statement about the nth coefficient being a polynomial in / for / large, and some of our other results, were first proved by Gurak [1, 2] ; we will give a detailed comparison with Gurak's work at the end of § 1.
To state the basic result conveniently, we turn fi<m(X) around, setting Fl,m(X) = Xdfl,m{X-x)= \\(X -(Ç' + ÇAr + iA2r + ---+ ir"'r)*)-Clearly, this reciprocal polynomial also has cyclic Galois group and generates the field Kd. holds for all but finitely many primes I = X (mod m).
Here, "all but finitely many" means all primes not belonging to a computable finite set depending only on m and N. The computation of Am and Bm will be given in §2. The beginnings of these power series for m < 10 are given in Table 1 . Theorem 1 implies that for fixed m and n the «th coefficient of F i <m(X) is a polynomial of degree < n in / except for a finite number of exceptional primes /. If m is a power of a prime number p , then Bm(X) is in fact a power series in Xp , as we can see in Table 1 and will prove in Theorem 2. In this case it follows that the power series in question has degree at most [n/p] rather than n and in particular is actually a constant for n < p , is linear Table 1 . Coefficients of Am(X) and Bm(X), m < 10 xw   126  -14  4435  0  46240  -4728  331282  -11052  1497407  -125478  5955040  0  18557553   -672916  52492327  0  38  0   289 2416  -55 -48  20428  -1500  179188  -3360   1587720  -58450  14328461  -214560  130327089  -2809859 Clearly, the theorem is equivalent to saying that the nth coefficient of the logarithm of Ftm(X) is a linear function of / for all but finitely many / (for fixed m and n ). More precisely, write
(it turns out that ßm(n) is integral and nonnegative, which is the reason for including the minus sign and the factor X/n ); then Theorem 1, except for the integrality statement, is equivalent to In the notation of this theorem, the set of exceptional primes in Theorem 1 is simply {}n<N^m(n), and the "new" exceptional primes for given n are the elements of the set <3^(«) = %>m{n)\ U"<<" ^m(n'). Examples of the sets £^(«) for m < 12 and some small values of n are given in Table 3 (when this set contains 25 or more primes, we have given only its first three and last three elements and its cardinality). The way to determine these sets will be explained in §3.
In general, the coefficients ßm(n), and hence the power series Bm(X) and Am(X) occurring in Theorem 1, are difficult to determine. A simple description of these coefficients in certain special cases is given by the following theorem: In particular, the coefficients ßm(n) for m = p (p prime) and m = 4 given by ifn = 0 (mod p), (6) ßP(n) = { {n/p)\p 0 otherwise. ifn = 0 (mod 2),
If m = pJ (p prime, j > X), then the coefficient ßm(n) is nonzero only if p divides n.
The cases m = 3 and 4 of this theorem were proved by D. and E. Lehmer [3] and the case m = p by S. Gurak [2] (Corollary 2, p. 322). If m = 2, then we can sum the series Y,ß2(n)X"/n explicitly to give closed formulas for the power series A2(X) and B2(X). However, here one can give much more information than in Theorem 1, since f¡¡2 can be calculated in closed form, essentially as a Chebyshev polynomial (Theorem 3). The result, which will be proven in §4, is the formula
It was essentially known to Gauss (Disquisitiones Arithmeticae, Article 337).
As mentioned in the beginning of the section, several of our results overlap with the results in the papers [ 1 ] and [2] by S. Gurak, whose existence we learned about after completing our work. Specifically, Gurak proves in [1] that the coefficient of X" in FLm(X) is Pm,n(l) for primes I > n^ (4>= Eulertotient function), where Pm,n is a polynomial of degree < n/p (p = smallest prime factor of m). Equation (10) of [1] (resp. equation (28) of [2] ) is equivalent to our Theorem 1' and thus to all parts of Theorem 1 except for the integrality of the power series Am and 77m . The explicit description of these power series in the special cases m = p and m = 4 were also given in [2] , as mentioned after Theorem 2. The description of the algorithm for finding the exceptional sets ê'm(n), and the numerical computations concerning them, are new.
Proof of Theorem 1
Using the Taylor series of log( 1 -T) around T = 0, we find iogFl,m(x) = -f;(Yt(cr+?r+cx2r+---+em-lr)n)Ç-Replacing the inner sum by one over all r £ (Z//Z)x simply multiplies it by m, since the value of the summand is independent of the choice of coset representative r, and there are m cosets. Hence, the inner sum equals to obtain this formula, we have added and subtracted a term corresponding to r = 0 and then used the fact that Yi,r (mod /) Cfcr equals / if k = 0 (mod /) and vanishes otherwise.
We now define coefficients ßm(n) ( n > X ) by ßm(n) = #{(/,,... ,in)e (Z/mZ)" | A¿' + • • • + A¿» = 0},
where Ao = e2%,lm is a primitive root of unity in the complex number field rather than in the finite field F/. We will show that ßi>m(n) = ßm(n) for all but finitely many primes /= 1 (mod m), for fixed m and n . This implies Theorem 1' and hence, with Bm(X) defined by equation (3), Theorem 1 (except for the asserted integrality of the power series Am and Bm ), because for / = md + X prime and sufficiently large (depending on N and m ) we have
= Xo%Am(X) + dXo%Bm(X) (mod**).
Let Ow(x) be the mth cyclotomic polynomial, i.e., the irreducible monic polynomial (of degree q>(m), the Euler totient function of m ) of Ao over Q. Then a polynomial P(x) with rational coefficients vanishes at Ao if and only if it is divisible by <Pm(x). Thus,
where Px(x) denotes the polynomial x'1 H-x'n. (Strictly speaking, this is not a polynomial unless we choose actual integer representatives of the classes iv (mod m), say 0 < i\v < m , but obviously the condition that Om divide Px is independent of this choice, since Q>m(x)\(xm -X).) Obviously, every «-tuple i contributing to ßm(n) also contributes to ßi,m(n), since A e F7X is a root of the polynomial Om(x) and hence of all of its multiples. Hence, /S/>m(«) is at least as large as ßm(n), but might be larger. However, the fact that <Pm(.x) is irreducible over Q means that the g.c.d. of 3>m(x) with any polynomial P(x) not divisible by it is 1. In particular, if i is an index in (Z/wZ)" not counted in ßm(n), i.e., one for which PX is not divisible by Om , then there are polynomials with rational coefficients g(x) and h(x) (depending on m and n ) such that g(x)<S>m(x) + h(x)Px(x) = 1 . If the prime / = 1 (mod m) does not occur in the denominator of any coefficient of g or h , then we can reduce this equation (mod /), and the fact that <Pm(A) vanishes then implies that P¡ (A) is also nonzero modulo /. The condition that / does not occur in the denominators of g or h is equivalent to the condition that / should not divide the resultant of <I>m and 7>¡ (essentially, the smallest positive integer 7? such that the equation g(x)&m(x) + h(x)Px(x) = R is solvable with polynomials g, h £ Z[x]). Therefore, Theorem 1' is true if we take for Wm(n) the union overall ie (Z/mZ)" with í>m {P¡ of the set of primes l=X (mod m) dividing the resultant of <Pm and Px.
It remains to prove the integrality of the coefficients of the power series Am(X) and Bm(X). Pick an integer N > 0. By Theorem 1, there is an integer do (depending on m and N) such that the first N coefficients of AmBm are equal to those of F¡ m , and hence integral, for all d > do for which / = md + X is prime. If dx and d2 are two such values of d, then it follows by division (since the power series Am and Bm start with 1) that Bm^~dl also has integral coefficients up to degree N. But if Bm and Bhm have integral coefficients, then so does Bm' ), where (a, b) denotes the g.c.d. of a and b, because this g.c.d. can be written as ar + bs for some integers r and 5.
This proves that Bm(X)p has integral coefficients up to order N, where p is the greatest common divisor of all of the differences dx -d2 with d¡ > do and mdi + 1 prime. Dirichlet's theorem on primes in arithmetic progression implies that p equals 1 if m is even and 2 if m is odd. (Indeed, it is obvious that this value of p divides all d, and hence all differences of d, with the stated property. Conversely, the definition of p says that all sufficiently large primes / which are congruent to 1 modulo m are in fact congruent to a fixed number l\ modulo pm, and hence-by Dirichlet's theorem-that there is only one arithmetic progression {kpm + c}k>x with (c, pm) = X and c= X (mod m). But this implies that <p(pm) = (p(m) and hence that p = X if m is even, p\2 if m is odd.) Therefore, Bm has integral coefficients up to degree N for large d with md + X prime, so the fact that ^m77^ also has integral coefficients up to this degree implies that Am does as well. Since N was arbitrary, it follows that Am(X) has integral coefficients, as claimed, and then Bm(X) must, too, because of equation (1). (For m odd, the first part of our argument gave only the integrality of the coefficients of the square of Bm .) This completes the proof of Theorem 1.
Remark. For m > X define
Then Theorem 2 implies that Cm(X) has integral coefficients when m is prime (since then Cm(X) = Bm(Xx/m)~x ). Numerical calculations for small m suggested that this remains true also for m composite. Maxim Kontsevich showed us how to prove the stronger assertion that Cm(X)x^m~x)}-has integral coefficients. This is best possible, since Cm(X) begins with 1 + (m -X)\X + 0(X2).
Proof of Theorem 2 and determination of the exceptional set
In this section we discuss the computation of the coefficients ßm(n) and ßi,min) and the determination of the primes / for which they differ.
Obviously, the polynomial P-,(x) corresponding to i = (ix, ... , i") depends only on the set i up to permutation and hence on the numbers n, = #{v \ iv = i} , 0 < i < m -1 . These numbers «, satisfy «, > 0 and «o H-r-nm-X = n ; conversely, for any such integers «, there are n!/(no!---Mm-iO corresponding «-tuples i, for each of which Px(x) is the polynomial «0+«iX-l-\-nm_xxm~x .
Hence,
The third condition in the summation can be replaced by «o + «iAo + • • • + «"j-iAq"-1 = 0, and if Ao is replaced in this with the mth root of unity A e Z//Z, then the same expression gives a formula for ßi,m(n).
We now consider m of some special types. If m = p is prime, then the cyclotomic polynomial <POT is the polynomial 1+xh-\-xp~x of degree m -X, so the last condition under the summation sign in (8) Multiplying this by Xn¡n\ and summing over «, we obtain the generating function given in (4). Obviously, (6) is a special case of (4), but we have preferred to give it separately since it is simpler and since here one can give a closed formula for each ßm(n). This is also the case for m = 4, where equation (4) gives ß4(n) = 0 for « odd and «*>-e ^=(2;)t(:)2=(2;)2.
proving equation (7). Finally, if m = 2p with p an odd prime, then <&m(x) = (xp + X)/(x +1) = X -x + x2-h x"~x, and it is easily checked that «0 + «i-XH-\-n2p-xX2p~x is divisible by this if and only if (no, «i , ... , n2p-X) has the form («o, «i, ... , «p-i, «o + r, «i -r, ... , «p_i + r) for some integers «o, ... , np-x and r satisfying 2(«o H-1-np-X) + r = n; this easily leads to (5) by setting A = no -\-1-«p_i if r > 0, ^ = «oH-hnp-X + r if r < 0. In general, the smaller the difference between m -X and <p(m) the easier it is to analyze the divisibility condition in (8) and hence to give an explicit description of the coefficients ßm(n).
Finally, we discuss the computation of the exceptional set 2>m(ri). For fixed values of m and «, we consider «-tuples i = (ix,... , i") £ (Z/mZ)" and denote by R¡ the resultant of the polynomials P\ and <bm(x). This resultant is easily computed as the norm of the algebraic number /'¡(Ao), i.e., as the product of the numbers /'¡(A) as X ranges over the primitive mth roots of unity in C. The number of «-tuples i with 7?¡ = 0 is ßm(n), and the primes / = 0 (mod m) dividing any nonzero Rx are the members of the exceptional set £>m{n) ■ Obviously two values of i which are equivalent under (i) permutation of the ij 's, (ii) translations i¡ >-» ij + c (mod m) for any c £ (Z/mZ), or (iii) scalings /¡ >-> kij (mod m) for any k £ (Z/mZ)* give the same value of 7?¡, so we need only compute the resultants for inequivalent values of i. Table 4 shows the results of this computation for all inequivalent «-tuples i in the cases (m, n) =(7,5), (11,4), and (12,3), illustrating the way that the corresponding entries of Table 3 were computed. (Note that only the prime divisors of 7?¡ congruent to 1 modulo m must be taken-this is automatic if the prime occurs to the first power-and also that the primes occurring for a given value of « may be new exceptional primes for any «' < n.) However, in these three examples there are only about a dozen inequivalent «-tuples i, whereas, for example, computing the final entry in Table 3 required looking at over thirty thousand inequivalent orbits.
The case m = 2
In this case we find from ( ,
and using the binomial theorem. This proves the equivalence of (9)-(12). Using the integrality of Bjr(X) and the same argument as at the end of §2, we can show that each of the four expressions in square brackets is a power series with integral coefficients (and similarly for s > 3 ). This generalizes the integrality statement of Theorem 1. It remains to prove the integrality of B^(X) for any set J£. But this follows easily from the corresponding statement for \Jf\ = X . Indeed, a wellknown and easily proved integrality criterion says that a power series of the form exp(X)^=1 ß(n)X"/n) has integral coefficients if and only if the coefficients /?(«) are integers such that /?(«) = ß(n/p) (mod pv) whenever p"\n, v > X. The integrality of Bm(X) implies that the numbers /?(«) = ßm(n) satisfy these congruences. It follows that the numbers /?(«) = ßj?(n) also do and hence that B^(X) e Z[[X]].
All of the contents of this section except for the statements about integrality can be found essentially in [2] (Corollary 4, Prop. 3, and their proofs).
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