[1] The Gravity Recovery and Climate Experiment (GRACE) derived gravity solutions contain errors mostly due to instrument noise, anisotropic spatial sampling, and temporal aliasing. Improving the quality of satellite gravimetry observations, in terms of using more sensitive sensors and/or increasing the spatial isotropy, has been discussed in the context of the designed scenarios of future satellite gravimetry missions. Temporal aliasing caused by incomplete reducing of background models, however, is still a factor that affects the quality of the gravity field solutions. This paper specifically explores the possible physical, geometrical, and numerical modifications of the three-dimensional (3-D) integration approach to eliminate the high-frequency atmospheric effects from satellite gravimetry observations. The new modified 3-D approach is then applied to compute new sets of atmospheric dealiasing products, using atmospheric fields from the European Centre for Medium-Range Weather Forecasts (ECMWF) operational analysis model and ERA-Interim reanalysis. Impacts of modifications are compared to the prelaunch baseline and the current error-curve of GRACE as well as an error-curve of a Bender-type multiorbit satellite configuration. Specifically, we found that using latitude-dependent radius, latitude-and altitude-dependent gravity accelerations along with numerical modifications have a considerable impact on the 3-D integral. Comparing the new products to those of GRACE Atmosphere and Ocean Dealiasing level-1B shows a nonnegligible difference with respect to the prelaunch baseline of GRACE and a possible Bender-type mission up to harmonic degrees 13 and 50, respectively. A big difference is also found between the derived dealiasing products from ECMWF operational analysis and ERA-Interim indicating the importance of input parameters on the final atmospheric dealiasing products. 
Introduction
[2] The Gravity Recovery and Climate Experiment (GRACE) has provided valuable information about the global integral effects of mass redistributions within the Earth system and the references in it]. Yet, GRACE-derived gravity field solutions display errors due to instrument noise (K-band ranging system and GPS) [Sheard et al., 2012] , anisotropic spatial sampling of the mission [Schrama et al., 2007; Sneeuw et al., 2004] , and temporal aliasing caused by incomplete reduction of shortterm mass variations by models .
Increasing the spatial sampling isotropy has become a major issue in designing future missions dedicated to pursue the task of GRACE. The GRACE Follow-On (GRACE-FO) mission, scheduled for launch in 2017, still adopts the GRACE design of two satellites flying in one orbital plane. More sophisticated formation types are under discussion for a new generation of gravity missions beyond 2020. The options are investigated in a variety of studies, e.g., Wiese et al. [2009] , Elsaka [2010] , Anselmi [2010] , and NG2 Team [2011] . These studies include single pair formations with a permanently changing link direction as well as parallel flights of two GRACE-type missions, e.g., combining one single pair in a polar orbit with another pair flying in a relatively lower inclination of 63 ı as proposed by Bender et al. [2003] . Future gravity missions will thus have the potential to observe the temporal variations of the Earth's gravity field with a better accuracy, e.g., in Visser et al. [2010] and Elsaka et al. [2012] .
[3] Isolating the long-term and seasonal hydrological signals is one of the major applications of time-variable satellite gravimetry products . Therefore, recovering monthly mean gravity field solutions, from the observations of satellite gravimetry missions, requires a careful reduction of the short-term (e.g., subdaily to monthly) variations of the atmosphere and the oceans due to their dominant effects [Han et al., 2004] . Within the processing of satellite gravimetry data, it is common to reduce the high-frequency nontidal oceanic and atmospheric mass redistributions from the level-1 measurements by using "background" models [Reigber et al., 2005; Flechtner, 2007; Mayer-Gürr et al., 2010a] . Otherwise, such highfrequency mass changes will be aliased into long wavelength signals leading to misinterpretation of hydrological signals [Velicogna et al., 2001] .
[4] GeoForschungsZentrum (GFZ) Potsdam routinely produces nontidal high-frequency atmospheric and oceanic mass variation products called GRACE Atmosphere and Ocean Dealiasing level-1B (GRACE-AOD1B) products [Flechtner, 2007] . Karbon et al. [2011] showed that the current data-processing strategy of the GRACE-AOD1B [Flechtner, 2007] is sufficient for the current accuracy of GRACE monthly solutions. It should be mentioned here that, for the processing of the ITG-GRACE2010 monthly gravity solutions at Bonn University, the daily Kalman filterbased GRACE solutions [Kurtenbach et al., 2009] have been used to successfully improve the dealiasing procedure [Mayer-Gürr et al., 2010b] .
[5] The dealiasing process, however, represents still a concern for the quality of the gravity field solutions. For instance, several studies show that the accuracy of GRACE is above the simulated prelaunch baseline [see, e.g., Meyer et al., 2010] , for which the errors within the dealiasing procedure are believed to be one of the potential causes. Comparing surface pressure fields derived from the National Centers for Environmental Prediction (NCEP) and the European Center for Medium-Range Weather Forecast (ECMWF), Salstein et al. [2008] showed the high uncertainty of atmospheric products over most parts of Asia, Central Africa, high latitude oceans, and Antarctic. Through simulations, Thompson et al. [2004] showed that the impact of high-frequency atmospheric and oceanic errors can reach up to 2 mm in terms of geoid heights at a spatial resolution of 500 km. Impacts of the atmospheric spatiotemporal variations and their errors on the observations of satellite gravimetry missions are discussed in Gruber et al. [2009] , who stated that considering the uncertainties of computed atmospheric dealiasing products is crucial. Zenner et al. [2010 Zenner et al. [ , 2012 showed that including errors of the atmospheric and oceanic models in the procedure of computing dealiasing products has an impact that is strong enough to be sensed by the GRACE satellites.
[6] Based on the mentioned studies, therefore, improving the dealiasing products in order to reduce the temporal aliasing and obtain more accurate gravity fields is essential. The quest is even more critical for next-generation gravity missions which aim to determine the geoid with an accuracy of 1 mm [Anselmi, 2010; NG2 Team, 2011] . Nerem et al. [2006] , Pierce et al. [2008] , and Dehne et al. [2009] stated that, as a result of using more advanced laser-ranging devices in a GRACE-FO mission, the precision of the range rate measurements may be in the range of 0.6 nms -1 instead of the current 0.2 ms -1 precision of the GRACE microwave system [see also Loomis et al., 2012] . Provided that all other short-term mass variations are perfectly known, a future four-satellite mission of the Bender-type configuration will even be sufficiently sensitive to detect 1 m degree variance error in a background model, up to degree 50 [NG2 Team, 2011] . In section 4, therefore, we will discuss the effects of geometrical, numerical, and physical approximations for computing the atmospheric dealiasing products which may pose a limitation for exploiting the full accuracy of the satellite gravimetry measuring systems.
[7] To improve dealiasing products, Flechtner et al. [2010] refer to experiments performed with the AOD RL04 baroclinic Ocean Model for Circulation and Tides (OMCT) model and three-hourly ECMWF forecasts. Although results appeared promising from theory, improvements were not clearly visible in the final gravity fields. Therefore, AOD RL05 is only based on a revised version of the OMCT model but still relies on six-hourly ECMWF atmospheric models (see, www.gfz-potsdam.de/aod1b).
[8] This paper, specifically, focuses on the atmospheric part of the dealiasing products, in which surface pressure, geopotential, temperature, and specific humidity fields from the ECMWF operational analysis (ECMWFop) are extracted and converted to potential coefficients. This conversion has been realized using a three-dimensional (3-D) integration approach including various approximations [Swenson and Wahr, 2002; Boy and Chao, 2005; Flechtner, 2007] . To investigate this procedure, first, the previous 3-D formulations of the atmospheric loading effects described in Boy and Chao [2005] and Flechtner [2007] were revisited (section 3.2). Then, possible modifications of the 3-D integration, with considering a more realistic physical and geometrical Earth's shape, were discussed (section 3.3). Numerical aspects of the computations were also investigated and improved (section 3.4). All physical and geometrical assumptions within the modified 3-D model were compared to the prelaunch baseline and the current errorcurve of GRACE monthly fields (section 4). In addition, a predicted error-curve of a Bender-type satellite configuration was used to assess the effect of atmospheric dealiasing products on the scenario of future gravimetry missions [NG2 Team, 2011] .
[9] The main changes within the new 3-D integration method, called "ITG-3D" in this paper, over the common approach used for computing the atmospheric part of GRACE-AOD1B are threefold: (1) geometrical modification including ellipsoidal radius r e (Â ) instead of a constant radius, incorporating geoid heights from the ITGGRACE2010s static solution instead of using the surface geopotential from ECMWF, as well as using a more accurate transformation for computing radial coordinates [Office of the Federal Coordinator for Meteorological Services and Supporting Research (OFCM) , 1997]; (2) physical modification including the more accurate latitudeand altitude-dependent gravity acceleration formula by Heiskanen and Moritz [1967] within the vertical integration instead of a simple linear approximation of the latitudedependent gravity acceleration; and finally, (3) numerical improvements, i.e., considering subintervals between each model level for better performing the vertical integration, as well as using the Gauss-Legendre Quadrature (GLQ) method [Krylov, 1962] for improving the computation of the desired atmospheric dealiasing spherical harmonics by horizontal integration.
[10] The modified 3-D integration approach was then used to compute new sets of atmospheric dealiasing products based on ECMWFop and ERA-Interim, covering the period 2001 to 2009 (sections 4.2 and 4.3). The impacts of input atmospheric parameters on the new products were numerically assessed by comparing the atmospheric dealiasing products derived from ECMWFop to those of ERA-Interim (section 4.3).
[11] The remaining part of the manuscript is organized as follows: Atmospheric data derived from the ECMWFop along with ERA-Interim reanalysis data are described in section 2. In section 3, first, the previous formulations of the atmospheric loading effects described in Boy and Chao [2005] and Flechtner [2007] based on 3-D approaches are revisited (section 3.2), and their possible modifications are discussed (sections 3.3 and 3.4). Section 4 is devoted to the numerical results of the study, including the impact of assumptions on radial coordinates and gravity acceleration, the influence of each physical and geometrical assumptions on the modified ITG-3-D method as well as the impacts of atmospheric parameters on the new computed atmospheric dealiasing products. Section 5 discusses our findings and concludes the study.
Data

ECMWFop
[12] ECMWFop is one of the premiere models for medium-range and seasonal-forecasting purposes [Stockdale et al., 1998 ]. This study used the atmospheric fields of ECMWFop, from 2001 to 2009, including pressure P s and geopotentialˆs over the Earth's surface as well as temperature T and specific humidity S defined at model levels k. Since 1 February 2006, the number of levels in the model has been increased from k = 0:60 to k = 0:91. This change improved the vertical resolution of the model to better account for the main atmospheric mass changes within the lower and midtroposphere (where the pressure layers follow the Earth's surface). With 91 model levels, the top model coverage of ECMWFop was extended from 0.1 hPa ( 65 km) to 0.01 hPa ( 80 km). Atmospheric parameters among others are available on a reduced Gaussian grid (N160 grids with spatial resolution of about 0.5 ı ) with temporal resolution of every 6 h (at 00:00 h, 06:00 h, 12:00 h, and 18:00 h). Details about the reduced Gaussian grids can be found from ECMWF website (http://www.ecmwf.int/products/data/technical/gaussian/). ECMWFop products were downloaded from the Information System and Data Center (ISDC), GeoForschungsZentrum (GFZ), Potsdam (http://isdc.gfz-potsdam.de/ index.php).
ERA-Interim
[13] ERA-Interim is the latest global atmospheric reanalysis data set, produced by ECMWF, covering the period 1989 up to now. The quality of ERA-Interim has been improved as a result of better modeling, input data, and assimilation methods. Lorenz and Kunstmann [2012] recently pointed out that ERA-Interim, when compared to other reanalysis products, e.g., Modern Era Retrospective-Analysis for Research and Applications (from the National Aeronautics and Space Administration) and Climate Forecast System Reanalysis (from NCEP), shows more reasonable closure of the terrestrial and atmospheric water balance as well as higher agreement with in situ data sets. ERA-Interim, therefore, provides a global model of atmospheric changes that encompasses many essential climate variables in a physically consistent framework, with only a short time delay compared to operational models [Dee et al., 2011] . This study used the ERA-Interim data obtained from the official website of ECMWF (http://www.ecmwf.int/research/era/do/get/ era-interim). These products are the reanalyzed version of the ECMWF data assimilation and forecasting products, while the vertical levels are 37 pressure levels [Berrisford et al., 2009] . The required parameters of ERA-Interim are available on N128 reduced Gaussian grids (about 0.7 ı spatial resolution) with temporal resolution of every 6 h (at 00:00 h, 06:00 h, 12:00 h, and 18:00 h).
Methodology
[14] Atmospheric dealiasing products are the sets of gravity spherical harmonic coefficients C nm (t) and S nm (t), computed up to degree n and order m (e.g., in GRACE-AOD1B, m = n = 100), which reflect the atmospheric spatiotemporal mass variations for a certain time t [Boy and Chao, 2005; Flechtner, 2007] 
( 1) In equation (1), k 0 n are the load Love numbers [Dong et al., 1996; Farrel, 1972] , a is the semi-major axis of the reference ellipsoid [e.g., the Geodetic Reference System 1980 (GRS80)], M is the mass of the Earth, Â and are the colatitude and longitude, t is the time, d is the surface element, and P nm are the fully normalized associated Legendre polynomials. The factor 1 + k 0 n takes into account the direct effect of gravitational attraction by air mass and the indirect elastic loading effect [Boy and Chao, 2005] . The vertical integral I n (Â , , t) in equation (1) reflects atmospheric mass variations and is derived from
where r is the distance to the Earth's center of mass, (Â , , r, t) models the atmospheric density distributions. I n (Â , ) is a degree-dependent mean field that should be subtracted from the integral in order to remove the long wavelength atmospheric variations. In practice, the term I n is a mean field from vertical integration that is computed by the temporal averaging of equation (2), without considering the I n term, over a certain period. Consequently, geoid height variations (N) caused by atmospheric mass variations can be computed following the approach of Wahr et al. [1998] .
Relationship Between Density and Atmospheric Parameters
[15] In practice, a direct measurement of the density term, (Â , , r, t) in equation (2), is not available. Therefore, for computing I n [equation (2)], it is common to use the conventional relationship between the multilevel outputs of operational atmospheric models and density changes [White, 2001] . In fact, most of the numerical atmospheric models with spatial resolution of larger than 20 km [Haltiner and Williams, 1979] use the hydrostatic equation (i.e., air pressure at any height in the atmosphere is caused by the weight of all of the air mass above that height) to approximate global atmospheric flow [Gill, 1999] . Therefore, the relationship between pressure and height is derived from
with g being the mean Earth surface gravity acceleration, dP is the vertical pressure changes, and z is the height from the surface of the Earth.
[16] Replacing I n in equation (2) with the right-hand side of equation (3), therefore, can be done with various assumptions such as considering only a thin layer pressure (known as 2-D methods) or considering the vertical structure of atmosphere (known as 3-D methods) [cf. Boy and Chao, 2005] .
Revisiting Previous Three-Dimensional (3-D) Methods
[17] Several studies have shown that for removing atmospheric mass variation from satellite gravimetry observations, the 3-D structure of the atmosphere cannot be neglected [e.g., Boy and Chao, 2005; Flechtner, 2007; Gruber et al., 2009] . Assuming that there is no vertical pressure gradient between model levels, I n on the spherical Earth is derived from the downward integration of the gravitational force acting on a column of atmospheric air
. (4) In equation (4), g(z) has been implemented as g(z) = g a r 2 , with g being the constant gravity acceleration at the equator and r = a + z [Swenson and Wahr, 2002] . Note that the distance of a point to the Earth's center of mass (r) on a more realistic Earth is approximately
with ellipsoidal radius r e (Â), geoid height (Â , ) , and orthometric height of the point above the mean geoid z(Â , ) [Peters, 2007] .
[18] Since in atmospheric models, the vertical coordinate is the geopotential height instead of the geometrical height [White, 2001] , for computing equation ( 4), Flechtner [2007] formulated the relationship between geopotential height (denoted here byˆg) and altitude z aŝ
and therefore,
[19] In equations (6) and (7), the spatial variability of g is neglected. Thus,ˆg is only altitude-dependent.
[20] Having computed z from equation (7) and replacing r e in equation (5) by the major semi-axis of the reference ellipsoid yields r(Â , ) = a 1-ˆg a + (Â , ). Thus, I n from equation (4) becomes
where k is the model level. Since in the last equation, the distance of the points are referred to a spherical reference surface (r e = a), and g is assumed to be constant, equation (8) is called "3D-Spherical-Earth" in Table 1 . To compute pressure changes dP in equation (8), air pressure is derived at model boundaries, using the "model constants" a k+1/2 and b k+1/2 (provided by atmospheric models) as follows:
with P s being the surface pressure [White, 2001] . The model constants reflect the vertical coordinate of the atmospheric model in which the model equations are discretized.ˆg k+1/2 in equation (8) is derived aŝ [Simmons and Burridge, 1981] .
[21] T v is the virtual temperature derived from
with S and T being respectively the specific humidity and temperature derived from atmospheric models [White, 2001; Flechtner, 2007] .
[22] According to the conventions of the World Meteorological Organization [WMO, 2006] , the theoretical value of the gravity acceleration that is used in equation (6) should be derived from local acceleration of gravity at a certain point with consideration of a suitable Bouguer correction [Heiskanen and Moritz, 1967] . Alternatively, this value can be replaced from a geodetic model, e.g., GRS80 [WMO, 2006] . Fagiolini et al. [2007] suggested to use a linear approximation of the latitude-dependent gravity from Heiskanen and Moritz [1967] , i.e.,
with e and p being the normal gravity accelerations on the equator and poles, respectively. Inserting g(Â ) in Figure 1a shows the errors toward the North Pole (75 ı N < latitude < 90 ı N), and Figure 1b shows the errors toward the South Pole (75 ı S < latitude < 90 ı S). In both graphs, red color shows those regions in which the ordinary integration for computing spherical harmonics exhibits larger error percentages, while the blue color shows the opposite.
equation (8), the inner integral of the GRACE-AOD1B products was modified (F. Flechtner (GFZ, Potsdam), 2012 pers. communication) as
Note that (Â , ) in equations (8) and (13) has been derived from surface geopotential data, using atmospheric models, (Â, ) =ˆs g .
[23] Equation (13) ("3D-AOD1B" in Table 1 ) is mathematically equivalent to the one Boy and Chao [2005] suggested to estimate I n I n (Â , ) =
Modifying the Formulation of 3-D Methods
[24] This study suggests to modify I n in equation (14) with considering a more realistic geometrical and physical shape of the Earth, i.e., (1) using equation (5) with r e (Â ) from GRS80 and geoid height from ITG-GRACE2010s, and (2) using a better approximation of the latitude-and altitudedependent gravity acceleration in equation (14). Therefore, equation (14) is modified as
which is referred as "3-D-ITG-inner integral" in Table 1 . The impacts of the suggested improvements in equation (15) [26] 1. Similar to 3-D-AOD1B, pressure values at all model boundaries were computed from equation (9).
[27] 2. Virtual temperatures at each model levels were computed from equation (11).
[28] 3. Combining the hydrostatic equation and the gas law [White, 2001] , geopotential heights for all model levels were derived from equation (10) with considering a rescaled geopotential ˆg s =ˆs/g 45 , according to WMO [2006] .
[29] 4. Transforming the geopotential heights into geometric heights was done according to the conventions of OFCM [1997, Appendix D] ,
with ellipsoidal radius r e (Â ). Unlike 3-D-AOD1B, the latitude-dependent gravity g(Â ) in equation (16) was derived using the second-order expansion of g(Â ) [Heiskanen and Moritz, 1967] , with incorporating flattening (f), the ratio of the centrifugal acceleration (m) and the normal gravity at the equator ( e ) from GRS80,
with f 2 = -f+ fm [Heiskanen and Moritz, 1967, p. 79] . The impact of g(Â ), derived from equation (17), on atmospheric dealiasing products is discussed in section 4.1.
[30] 5. The latitude-and altitude-dependent gravity acceleration in equation (15) was derived from
Improving the Numerical Integration 3.4.1. Resolving Spherical Harmonics From Gridded Data
[31] Once the inner integral I n was computed from one of the methods in Table 1 , equation (2) will be evaluated. For deriving the desired spherical harmonics from equation (1), therefore, one will have to apply a 2-D integration on gridded spatial domains. For computing spherical harmonics of GRACE-AOD1B products, Flechtner [2007] used a bilinear interpolation (http://www.ecmwf.int/publications/manuals/libraries/ interpolation/index.html) to transform the atmospheric parameters of ECMWFop from their original reduced Gaussian grids to equiangular grids with 0.5 ı resolution. Then, the regular grids were smoothed by computing block mean values. The desired spherical harmonics, finally, were derived using an ordinary 2-D integration in equation (1) [Flechtner, 2007] . Note that performing block mean values before implementing the 2-D integration considerably improves the numerical derivations of spherical harmonics [Fagiolini et al., 2007] . Similar arguments, for improving the performance of 2-D integration on nonsmooth data sets, can be found in, e.g., Wang et al. [2006] .
[32] Using a synthetic example, however, one can see that implementing an ordinary integration method on regular grids provides less accurate zonal coefficients, i.e., the maximum computation errors are distributed toward the poles [Colombo, 1981; Sneeuw, 1994] . To reduce such behavior, this study used the Gauss-Legendre Quadrature (GLQ) method as it is described in Krylov [1962] to derive spherical harmonics [from equation (1)]. A quadrature rule is an approximation of the 2-D integral as a weighted sum of the specified points within the domain of integration. Keeping in mind that in an ordinary integration, the numerical summation is equally weighted, Colombo [1981] shows that introducing weights within the GLQ approach, improves the performance of 2-D integration for computing spherical harmonics from sampled grid points (for details, see, e.g., Eicker [2008] , pp. 80-82).
[33] To illustrate what we gain with implementing GLQ instead of an ordinary 2-D integration for computing the final products, we synthesized a surface pressure field on 1 January 2001 at 00:00 h up to degree and order 100 using an ordinary 2-D integration and GLQ. Before implementing the integrations, for both approaches, the pressure field was transformed to an 0.5 ı equiangular grid and smoothed by computing block mean values. Our results showed that for 70% of the grid points, the synthesized values from GLQ exhibit fewer errors than the results of an ordinary 2-D integration. These differences are bigger in the high-latitude regions (75 ı N < latitude < 90 ı N and 75 ı S < latitude < 90 ı S), where Figure 1 shows the differences between the error percentage of the ordinary integration and the error percentage of GLQ. The magnitudes of the differences in Figure 1 reach up to 2% error percentage around the polar regions, which is equivalent to 0.5 hPa.
Inner Integral
[34] Atmospheric parameters such as specific humidity and temperature do not change linearly from the Earth's surface to the highest model level [see, e.g., White, 2001; WMO, 2006] . Therefore, the terms within the inner integral I n [e.g., in equation (15)] do not vary linearly with respect to the pressure changes dP. To improve the numerical performance of the inner integral, we refined the vertical resolution by considering i=5 subintervals between each model level dP
Then, the values of I n were linearly interpolated to the new subintervals, and it was numerically solved. i=5 was found experimentally as an optimal number of subsections which compromised the computation time and the improvement of the results. Note that by introducing subintervals, we aim at improving the accuracy of the numerical integration of the vertical integral. This does not add actual information to the model itself nor is it meant to smooth the profiles of the model.
[35] Figures 2a and 2b show the difference between computing equation (15) with and without vertical refinements, in terms of geoid height using the ECMWFop data on 1 January 2001 at 00:00 h. The spatial difference shows a mean difference, which with considering the degree one and zero coefficients reaches up to 0.7 mm and without considering them reaches up to 0.07 mm, in terms of geoid heights. In the following, the approach that is used for computing the desired atmospheric dealiasing spherical harmonics [equation (1)] with considering I n from equation (15) (3-D-ITG-inner integral in Table 1 ), while the mentioned vertical refinement and GLQ are applied, is called ITG-3-D approach.
[36] To study the temporal effect of the vertical refinement, we used the ECMWFop data for the period of 2001 to 2009. Then, atmospheric dealiasing coefficients were computed using the ITG-3-D approach. Since C 00 is linked to the total atmospheric mass change (M = a 2 C00g G , with a being the equatorial radius of the Earth and G is the gravitational constant), the time series of C 00 computed from ITG-3-D along with C 00 from GRACE-AOD1B are shown in Figure 2c . The results indicate that our estimation of the atmospheric C 00 is less sensitive than GRACE-AOD1B products to the leap caused by switching ECMWF's levels from 60 to 91 on 1 February 2006. Note that the same argument is also true for the other computed coefficients. However, the other coefficients, themselves, are much less sensitive to the switching of the number of model levels. The derived results
Bender Configuration
Current error-curve of GRACE Pre-launch base-line of GRACE Ellipsoidal latitude-dependent radius vs. mean ellipsoidal radius Geoid heights from ITG-GRACE2010s vs. geopotential heights from IFS Eq. (18) Figure 3 . Impact of different geometrical and physical assumptions on atmospheric dealiasing products, based on the ECMWFop data on 1 January 2001 at 00:00 h, in terms of degree standard deviations of geoid height. Dotted lines show the sensitivity of gravity missions. Solid blue line denotes the difference between using a latitudedependent radius r e (Â ) instead of the semi-major axis of GRS80 (a) within equation (15). This impact was caused by the major geometrical difference between our suggested equations (15) and (14). Solid green line denotes the difference between using geoid heights from ITG-GRACE2010s to compute the distance of atmospheric computation point to the Earth's center of mass instead of converting geopotential heights from the operational model. Solid red line denotes the difference between using a latitude-and altitudedependent [equation (18)] and a constant gravity acceleration. This impact is counted as the physical modification. Solid magenta and solid yellow lines denote the impact of using g(Â , z) instead of latitude-dependent gravity acceleration g(Â ) derived from equations (12) and (17), respectively. Solid black line denotes the difference between using g(Â ) from equations (17) and (12). in Figure 2c also convinced us that the vertical refinement was a proper choice because the temporal evolution of the atmospheric mass (in ITG-3-D) is less affected by the bias between the model with 60 and 91 levels. We feel this is relevant since it proves that switching the model levels from 60 to 91 mainly refines the vertical resolution of the model and probably does not represent a significant change of the global atmospheric mass distribution itself.
Numerical Results
Impact of Geometrical and Physical Assumptions on 3-D Integration
[37] As discussed in section 3, the geometric distance of the atmospheric computation points to the Earth's (15), with considering the discussed numerical improvements from section 3.4, in equation (1)] and GRACE-AOD1B [inserting equation (13), without further numerical modifications, in equation (1)]. The difference is above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender mission up to degrees 13 and 50, respectively.
center of mass and the assumptions of gravity acceleration of the Earth are two factors within the introduced 3-D modeling approaches in Table 1 . To compare these impacts with the sensitivity of satellite gravimetry missions, we computed I n [equation (15)] with respect to the different assumptions on the radius of the Earth, geoid heights, and gravity acceleration. Figure 3 shows the results, in terms of standard deviations for geoid heights, using the ECMWFop data on 1 January 2001 at 00:00 h.
[38] Note that, for all the comparisons presented in this study, the pre-launch baseline of GRACE was derived from the results of Kim [2000] , while its actual monthly errorcurve was taken from ITG-GRACE2010 unconstrained monthly solutions [Mayer-Gürr, 2006 and Mayer-Gürr et al., 2010c] . The error-curve of the Bender configuration was computed in a full-scale simulation taking into account all critical instrumental errors, but neglecting any mismodeling of the short-term mass variations (dealiasing errors) [NG2 Team, 2011] . Even for a mission with launch date after 2020, this assumption is optimistic, but it relates the errorcurve directly to the GRACE baseline which was computed in the same way [cf. Kim, 2000] .
[39] From our results, the largest impact is related to the difference between using a latitude-dependent radius r e (Â ) instead of the semi-major axis of GRS80 (a) within equation (15). This impact was caused by the major geometrical difference between equation (14) and our suggested equation (15), which is found above the current error-curve of GRACE up to degree 9. The prelaunch baseline errors of GRACE and the instrumental error-curve of a possible Bender-type configuration respectively are below the mentioned geometrical effect up to degrees 37 and 90. This result shall prove the importance of using the latitudedependent radius in computing atmospheric dealiasing products for reducing the current GRACE observation. The large magnitude of this impact is due to the difference between the ellipsoidal and spherical radius which reaches up to maximum 22 km (Figure 3) .
[40] The impact of using geoid heights from ITGGRACE2010s to compute the distance of the atmospheric computation point to the Earth's center of mass in equation (15), instead of converting geopotential heights from ECMWFop was found below the current error-curve of GRACE. It was, however, above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender mission up to degrees 31 and 89, respectively. These results emphasize the importance of geometrical assumptions on the final dealiasing products.
[41] The difference between using a latitude-and altitudedependent and a constant gravity acceleration [g(Â, z) and g] in I n was found above the current error-curve of GRACE, its prelaunch baseline and the error-curve of Bender up to degrees 4, 10, and 39, respectively. We also computed the differences between latitude-and altitude-dependent gravity acceleration [g(Â, z)] and two different formulations of latitude-dependent gravity acceleration [equations (12) and (17)]. The differences were above the current error-curve and the prelaunch baseline of the GRACE mission up to degree 3 and above of a Bender-type mission up to degree 25. The difference between using g(Â ) from equation (17) and the linear approximation of g(Â ) [equation (12)] itself has a nonnegligible impact on the low-degree coefficients of a Bender mission, especially for the zonal coefficients up to degree 8. Since the largest magnitude of the difference was detected for the C 20 -coefficient, considering this impact for reducing GRACE observations might also be of interest ( Figure 3) . As a result, our study suggests considering latitude-and altitude-dependence gravity accelerations as well as a latitude-dependence radius within the computation of the inner integral. Figure 5c , in terms of degree standard deviations. Dotted lines show the sensitivity of gravity missions. Solid blue and solid green lines denote the dealiasing products computed using ITG-3-D and the atmospheric part of AOD1B, respectively. Solid magenta line in Figure 5b denotes the daily difference which is above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender-type mission up to degrees 13 and 43, respectively. Solid magenta line in Figure 5d denotes the monthly difference, whose amplitude is reduced (compared to the daily difference) due to averaging. Monthly difference is found above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender mission respectively up to degrees 7 and 40.
Comparisons Between ITG-3-D and GRACE-AOD1B Products
[42] In the following, we compare the suggested ITG-3-D approach for computing atmospheric dealiasing products to that of GRACE-AOD1B in three ways: (1) Computing differences for six-hourly dealiasing products, to compare the impact of the two approaches for revealing short wavelength atmospheric variability. This impact is relevant since dealiasing products would be directly reduced from the level 1 measurement, while high-frequency (sixhourly) mass redistributions are undersampled by satellite passes. (2) Computing daily averaged differences, to compare their impacts with respect to short-period atmospheric mass redistributions. (3) Computing averaged differences over 30 day intervals, in order to approximate the average effect of the products on monthly solutions. The monthly impact is of interest since, for computing gravity solutions from the observations of satellite gravimetry missions, it is common to average measurements collected over, e.g., 30 day periods. It should be mentioned here that, in the process of computing GRACE-AOD1B products, the mean term I n for the years 2001 and 2002 is reduced within the computation of the dealiasing products [Flechtner, 2007; Flechtner et al., 2010] . This reduction itself has an impact on the computation of spherical harmonics in equation (1). In section 4.4, we will discuss this impact on the computation of the new dealiasing products. To reduce the effect of the mean field reduction on the comparisons that are shown in this paper, the term I n has been separately computed with respect to the chosen method from Table 1 and is removed within computing equation (2). [43] Figure 4 shows the difference between atmospheric loading computed from ITG-3-D [inserting equation (15), with considering the discussed numerical improvements from section 3.4, in equation (1)] and GRACE-AOD1B [inserting equation (13), without further numerical modifications, in equation (1) (15) and (13) without considering I n ]. The result shows a nonnegligible difference between the suggested method and GRACE-AOD1B up to degrees 13 and 50 respectively with compared to the prelaunch baseline of GRACE and the instrumental errorcurve of a Bender mission. The differences in Figure 4b are presented in terms of degree standard deviations of geoid height.
[44] For computing daily anomalies, from both ITG-3-D and GRACE-AOD1B, four products of each day were temporally averaged. Figures 5a and 5b compare the differences between the daily anomalies on 1 January 2011. The spatial pattern of the daily difference shows a range of -0.4 to 0.4 mm (Figure 5a ). Figure 5b shows the impacts of the daily anomaly, in terms of degree standard deviations of geoid height, where the difference is found above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender-type mission up to degrees 13 and 43, respectively (Figure 5b) .
[45] Monthly anomalies consist of temporal averages of the six-hourly dealiasing products over arbitrary months. Figures 5c and 5d show the difference of monthly anomalies computed from ITG-3-D and GRACE-AOD1B on January 2001. The spatial pattern of differences is illustrated in Figure 5c , showing a range of -0.25 to 0.05 mm, in terms of geoid height. Monthly anomalies and their differences, in terms of degree standard deviations of geoid height, are summarized in Figure 5d . The results show that the monthly difference is above the prelaunch baseline of GRACE and the instrumental error-curve of a Bender mission up to degrees 7 and 40, respectively (Figure 5d ).
[46] Comparing the patterns in Figures 5a and 5b respectively to those of Figures 5c and 5d , one can see that due to the averaging of the monthly anomaly, the amplitude of differences are reduced. Yet, the derived monthly differences are still considerable for computing satellite gravimetry products with millimeter precision, in terms of geoid height [see NG2 Team, 2011] . Note also that, even for the current GRACE mission, the required accuracy of monthly cumulative error is less than 0.42 mm, in geoid height, for a solution up to degree and order 70 (http://op. gfz-potsdam.de/grace/gravity/gravity.html). Therefore, we believe that, even though the derived differences between ITG-3-D and GRACE-AOD1B are in the range of submillimeters, they should be considered within the reprocessing of the current GRACE gravity field solutions.
[47] In order to illustrate the impact of using the different approaches to compute monthly gravity fields, we computed monthly mean differences between ITG-3-D and GRACE-AOD1B, similar to Figure 5c , for the whole year 2001. The results, in terms of geoid height, are shown in Figure6, indicating large differences over high latitude regions specifically toward the polar regions.
Atmospheric Dealiasing Products Based on ERA-Interim
[48] Comparing atmospheric fields from ERA-Interim with ECMWFop shows that there is a significant difference in their surface pressure fields (P s ). For instance, the averaged surface pressure differences for January 2001 is shown in Figure7, in which a maximum difference of 3 to 4 hPa was detected. Salstein et al. [2008] also reported a similar magnitude of difference between the pressure fields of NCEP and ECMWFop.
[49] In order to illustrate the impact of the input atmospheric parameters on the computation of the atmospheric dealiasing products, we used data sets from ERA-Interim reanalysis. Then, a new set of atmospheric dealiasing products, based on our ITG-3-D approach and ERA-Interim data, was computed. Monthly averaged differences between the dealiasing products derived from ERA-Interim and those of ECMWFop, for the year 2001, are shown in Figure 8 .
[50] The spatial patterns of Figure 8 show that the differences are mostly distributed over Antarctica and the southern oceans (see, e.g., the patterns of January, February, April, and July in Figure 8 ) and also over steep orography (e.g., Central Asia in July and August). The magnitude of the differences reaches up to 1 mm, in terms of geoid height, which is only caused by using of ERA-Interim instead of the operational fields for the computation of dealiasing products. There might also be some seasonal differences between the dealiasing products computed from ERA-Interim and those of the operational model (Figure 8 ), which have impacts on the final gravity field products. Addressing such differences and their impacts needs further research.
Impact of Atmospheric Dealiasing on a Monthly GRACE Solution
[51] In the following, we compare the impact of different atmospheric dealiasing products on a GRACE monthly solution. For this computation, we used GRACE level-1B data of January 2009. To remove high-frequency hydrologic and oceanic mass changes from the level-1B data, the daily Kalman-filter ITG-GRACE solutions as well as the oceanic part of the GRACE-AOD1B RL04 were used, respectively. For reducing high-frequency atmospheric changes, however, we used different dealiasing products including the following: (1) the atmospheric part of GRACE-AOD1B (AOD1B/ECMWFop/mean2001+2002), (2) our ITG-3-D products based on ECMWFop, while a mean atmospheric field of 2001 and 2002 was reduced during the computation procedure (ITG-3D/ECMWFop/mean2001+2002), (3) our ITG-3-D products computed based on ECMWFop, while a mean atmospheric field of January 2009 was reduced during the computations (ITG-3D/ECMWFop/meanJan2009), and (4) the same product as (2) but based on the ERAInterim data (ITG-3D/ERA/mean2001+2002). (5) the same product as (3) but based on the ERA-Interim data (ITG-3D/ERA/meanJan2009). Therefore, using the five mentioned atmospheric dealiasing products, five gravity field solutions on January 2009, up to degree and order 90, were computed following Mayer-Gürr [2006] . The differences between the computed solutions, in terms of geoid height, are summarized in Figure 9 . [52] The difference between two solutions that are reduced by product ii and the GRACE-AOD1B was found above the prelaunch baseline of GRACE up to degree 6, indicating its usefulness for the processing of GRACE-FO and future missions. In fact, the error-curve of the new computed GRACE-RL05 [Dahle et al., 2012] monthly solutions is much closer to the prelaunch baseline of GRACE than the current error-curve of GRACE we showed here. Therefore, the ITG-3-D products might also be beneficial for reprocessing of the mission GRACE data.
[53] The difference between using products ii and iv in the solution of January 2009 was found above the prelaunch baseline of GRACE, up to degree 67. This impact indicates the importance of input atmospheric fields (i.e., ERA-Interim instead of ECMWFop) on a GRACE gravity field solution. However, neither the impact of the modeling modification nor the reanalysis data are above the current accuracy of GRACE monthly gravity field solutions.
[54] As mentioned before, the atmospheric mean field removed during the computation of the atmospheric dealiasing products itself is a factor that affects the dealiasing products. To assess such effect on the GRACE solution, the difference of two solutions, computed by reducing products ii and iii, as well as the difference between two solutions based on products iv and v. The results show that the impact of the mean field is above the current error-curve of GRACE up to degree 11 (Figure 9 ). The reason for this difference is that high-frequency mass variations are better represented in those atmospheric products in which the monthly I n are removed during the computation procedure, rather than the 2 year I n . As a result, those GRACE mean fields that are computed while removing the mean of the corresponding month indicate less RMS than those based on 2 year mean reduction. This might be concluded as improvement with respect to error reduction. From a hydrological perspective, however, one should keep in mind that incorrectly removed long wavelength atmospheric mass variabilities (e.g., atmospheric mass changes with the period of 1 month to several years) also have an adverse effect on the interpretation of gravity signals presented in the final gravity field solutions. Therefore, including those differences in the process of computing atmospheric dealiasing products is still an issue which needs further research. . Solid blue line denotes the difference between using product ii and product iv which shows the impact of the input atmospheric fields (i.e., ERA-Interim instead of ECMWFop). Solid green line denotes the difference between two solutions that are reduced by our ITG-3-D method (product ii) and the GRACE-AOD1B (product i), showing the impact of the modifications. Solid black and solid magenta lines denote the difference between two solutions that are computed by reducing products ii and iii and products iv and v. Both lines show the impact of mean reduction.
Discussions and Conclusions
[55] Within this study, previous 3-D modeling approaches for calculating high-frequency atmospheric gravitational effects from operational atmospheric models were revisited. Impacts of different geometric, physical, and numerical approximations within the 3-D integration method were discussed. The results were compared with the prelaunch baselines of GRACE and its actual error-curve as well as the instrumental error-curve of a possible Bender-type configuration of future gravity field missions. Based on our results, the method called ITG-3-D, which takes the structure of the atmosphere and the shape of the Earth in a more realistic way into account, shows some significant differences compared to the previous methods of computing atmospheric dealiasing products. Considering the notable noise reduction and signal improvement of GRACE-RL05 products compared to its precursor RL04, the error-curve of the GRACE mission is now much closer to its prelaunch baseline. Therefore, considering the ITG-3-D method for reducing the atmospheric aliasing effect might be desirable.
[56] Our results from ERA-Interim also showed that computing dealiasing products with respect to a reanalysis model (i.e., ERA-Interim) can considerably change the final dealiasing products and consequently change the desired gravity field solutions. This result suggests that apart from an improved computation approach, impacts of the input parameters themselves represent an issue which needs more investigations. Due to more rigorous numerical procedures, we believe that the new method (ITG-3-D) represents a step toward computing more accurate dealiasing products, although only extended validation experiments will be able to prove this claim.
