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Abstract
We consider a status update communication system consisting of a source-destination link. A stochas-
tic process is observed at the source, where samples are extracted at random time instances, and delivered
to the destination, thus, providing status updates for the source. In this paper, we expand the concept of
information ageing by introducing the cost of update delay (CoUD) metric to characterize the cost of
having stale information at the destination. The CoUD captures the freshness of the information at the
destination and can be used to reflect the information structure of the source. Moreover, we introduce the
value of information of update (VoIU) metric that captures the reduction of CoUD upon reception of an
update. Using the CoUD, its by-product metric called peak cost of update delay (PCoUD), and the VoIU,
we evaluate the performance of an M/M/1 system in various settings that consider exact expressions and
bounds. Our results indicate that the performance of CoUD differs depending on the cost assigned per
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2time unit, however the optimal policy remains the same for linear ageing and varies for non-linear ageing.
When it comes to the VoIU the performance difference appears only when the cost increases non-linearly
with time. The study illustrates the importance of the newly introduced variants of age, furthermore
supported in the case of VoIU by its tractability.
Index terms
Age of information, status sampling network, data freshness, queueing analysis, performance analysis.
I. INTRODUCTION
A wide range of applications, from sensor networking to the stock market, requires the timely
monitoring of a remote system. To quantify the freshness of such information, the concept of age
of information (AoI) was introduced in [2], [3]. To define age consider that a monitored node
generates status updates, timestamps them and transmits them over some network to a destination.
Then, the age of the information the destination has for the source, or more simply AoI, is the time
that elapsed from the generation of the last received status update. The notion of data freshness
goes back to real-time databases studies [3]–[6]. Keeping the average AoI small corresponds to
having fresh information.
Part of AoI research has so far focused on the use of different queueing models through which
the status updates may be processed. The average age has been investigated in [2] for the M/M/1,
D/M/1, and M/D/1 queues. Minimizing AoI over the space of all update generation and service
time distributions was analysed in [7], [8]. In [9] the authors investigate the performance of
M/M/1, M/M/2, and M/M/∞ cases, adding to the system model a more complex network feature.
In their work packets travel over a network that may have out-of-order delivery, for example due to
route diversity. Thus the notion of obsolete, non-informative, packets arises. Multiple sources are
studied in [10]–[12], where the authors characterize how the serving facility can be shared among
multiple update sources. In [13], the notion of peak age of information (PAoI) was introduced and
characterized. In [14], the authors consider the problem of optimizing the PAoI by controlling the
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3arrival rate of update messages and derive properties of the optimal solution for the M/G/1 and
M/G/1/1 models.
Controlling the messages’ handling policy can increase the performance, starting from a sim-
ple last-generated-first-served (LGFS) service discipline [15], [16], to more complicated packet
management that discards non-informative packets [13], [17]–[20]. In [21] the authors introduce
a packet deadline as a control mechanism and study its impact on the average age of an M/M/1/2
system. In [22], the authors consider the scenario where the timings of the status updates also
carry an independent message and study the tradeoff between the achievable message rate and
the achievable average AoI. In [23] the authors consider multiple servers where each server
can be viewed as a wireless link. They prove that a preemptive LGFS service simultaneous
optimizes the age, throughput, and delay performance in infinite buffer queueing systems. In
[24]–[27] the minimization of age is done over general multihop networks. A wireless network
with heterogeneous traffic is considered in [28]–[30]. Another control policy is to assume that the
source is monitoring the network servers’ idle/busy state and is able to generate status updates at
any time, as in [31]–[34]. Aging control policies in hybrid networks are studied in [35], [36].
Apart from system considerations such as the the arrival process, the queueing model, and
the service process, the characteristics of the source observed process can play an important role
in the chosen frequency of status update transmissions. In fact, depending on the context, age
can be modified to migrate to an effective age, different for each application. Non-linear utility
functions in the context of dynamic content distribution were considered in the past in [37]–[41],
however the queueing aspect along with freshness is not captured. In [42], [43], a so called age
penalty/utility function was employed to describe the level of dissatisfaction for having aged status
updates at the destination. In [44], the authors use the mutual information between the real-time
source value and the delivered samples at the receiver to quantify the freshness of the information
contained in the delivered samples. In [45], an incremental update scheme for real time status
updates which exploits temporal correlation between consecutive messages is considered. In [46] it
was proven that for a Wiener process sampling that minimizes AoI is not optimal for prediction. In
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4[47], [48], the authors propose various effective age metrics to minimize the estimation/prediction
error. Exploring the correlation among multiple sources has been studied in [49], [50]. For a more
broad view of the works on AoI we direct the reader to our summary article in [51].
A. Contribution
The need to go beyond AoI to characterize the level of “dissatisfaction” for data staleness has
been first reflected in [32], where an age penalty was introduced. However, there is also a need
to capture not only the application demand for fresh data, but also the source signal properties as
well. Pushing forward, we introduce the cost of update delay (CoUD) metric for three sample case
functions that can be easily tuned through a parameter. For each case, we derive the time average
cost for an M/M/1 model with a first-come-first-served (FCFS) queue discipline. In addition,
we derive upper bounds to the average CoUD that may be used for further system design and
optimization, and establish their association with the by-product of CoUD, called, peak cost of
update delay (PCoUD). Although in [32] penalty functions are said to be determined by the
application, we go further and associate the cost of staleness with the statistics of the source.
Before defining this association, we first need to elaborate on the requirement of small AoI.
Why are we interested in small AoI? Consider that we are observing a system at time instant t.
However, the most recent value of the observed process available is the one that had arrived at
t−∆, for some random ∆. Now assume that the destination node wants to estimate the information
at time t. If the samples at t and t − ∆ are independent, the knowledge of t − ∆ is not useful
for the estimation and age simply indicates delay. However, if the samples at t and t − ∆ are
dependent, then the value of ∆ will affect the accuracy of the estimation. A smaller ∆ can lead
to a more accurate estimation. Our work is a first step towards exploring this potential usage of
AoI.
Next, we introduce a novel metric called value of information of update (VoIU) to capture the
degree of importance of the information received at the destination. A newly received update
reduces the uncertainty of the destination about the current value of the observed stochastic
process, and VoIU captures that reduction that is directly related to the time elapsed since the
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5last update reception. Following this approach, we take into consideration not only the probability
of a reception event, but also the impact of the event on our knowledge of the evolution of the
process.
Small CoUD corresponds to timely information while VoIU represents the impact of the received
information in reducing the CoUD. Therefore, in a communication system it would be highly
desirable to minimize the average CoUD, and at the same time maximize the average VoIU. To
this end we derive the average VoIU for the M/M/1 queue and discuss how the optimal server
utilization with respect to VoIU can be used in relation with the CoUD average analysis.
II. SYSTEM MODEL AND DEFINITIONS
We consider a system in which a source generates status updates in the form of packets at
random intervals. These packets contain the status update information and a timestamp of their
generation time. The generated packets are queued and then transmitted over a link according to
an FCFS queue discipline, to reach a remote destination.
To assess the freshness of the randomly generated updates, Kaul et al. [2] defined age of
information, ∆(t) = t− u(t), to be the difference of the current time instant and the timestamp
of the last received update. In this paper, we expand the notion of age by defining cost of update
delay (CoUD)
C(t) = fs(t− u(t)), (1)
to be a stochastic process that increases as a function of time between received updates. We
introduce a non-negative, monotonically increasing category of functions fs(t), having fs(0) = 0,
to represent the evolution of the cost of update delay according to the characteristics of the source
data. In the absence of status updates at the destination, this staleness metric increases as a function
of time, while upon reception of a new status update, the cost drops to a smaller value that is
equal to the delay of that update. Different CoUD functions enable us to capture the freshness
of the process under observation, and implicitly the autocorrelation structure of the source signal.
This has further implications that go beyond the scope of this work.
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Fig. 1: Example of the linear CoUD evolution over time.
Update i is generated at time ti and is received by the destination at time t
′
i. The cost of
information absence at the destination increases as a function fs(t) of time. Note that age as
coined by Kaul is a special cost case, where the cost is counted in time units, as shown in Fig. 1.
In this paper we consider that the cost can take any form of a “payment” function that can also
assign to it any relevant unit.
The ith interarrival time Yi = ti − ti−1 is the time elapsed between the generation of update i
and the previous update generation and is a random variable. Moreover, Ti = t
′
i− ti is the system
time of update i corresponding to the sum of the waiting time at the queue and the service time.
Note that the random variables Yi and Ti are real system time measures and are independent of
the way we choose to calculate the cost of update delay i.e., of fs(t).
The value of CoUD achieved immediately before receiving the ith update is called, in analogy
to the peak age [52], peak cost of update delay (PCoUD), and is defined as
Ai = fs(t
′
i − ti−1). (2)
At time t′i, the cost C(t
′
i) is reset to fs(t
′
i − ti) and we introduce the value of information of
update (VoIU) i as
Vi =
fs(t
′
i − ti−1)− fs(t
′
i − ti)
fs(t′i − ti−1)
, (3)
to measure the degree of importance of the status update received at the destination. Intuitively,
this metric depends on two system parameters at the time of observation: (i) the cost of update
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Fig. 2: Example of the exponential CoUD evolution over time.
delay at the destination (ii) the time that the received update was generated. This can be easily
shown to be similarly expressed as a dependence on: (i) the interarrival time of the last two packets
received (ii) the current reception time.
A. CoUD Properties
To explore a wide array of potential uses of the notion of cost, we investigate three sample
cases for the fs(·) function
fs(t) = αt, (4)
fs(t) = e
αt − 1, (5)
fs(t) = log(αt+ 1), (6)
for α > 0. As mentioned earlier, we can not fully leverage CoUD if we do not assume that
the samples of the observed stochastic process are dependent. With this in mind, we propose
the selection of the fs(·) function of CoUD according to the autocorrelation of the process.
More specifically, if the autocorrelation is small, we suggest the exponential function, in order
to penalize the increase of system time between updates, which would significantly affect the
reconstruction potential of the process. If the autocorrelation is large, the logarithmic function is
more appropriate. For intermediate values the linear case can be a reasonable choice.
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Fig. 3: Example of the logarithmic CoUD evolution over time.
Remark. Observe that it would not make sense to have the exponential cost increase beyond the
maximum value of the prediction error. In the special case that the observed process is stationary
this is constant and equal to the variance of the process as the cost goes to infinity. Recall that
one of the motivations of the works on AoI is the remote estimation and reconstruction of the
source signal.
The autocorrelation R(t1, t2) = E[x(t1)x
∗(t2)] of a stochastic process is a positive definite
function, that is
∑
i,j βiβ
∗
jR(ti, tj) > 0, for any βi and βj . Tuning the parameter α in (4)-
(6) properly enables us to associate with accuracy the right fs(·) function to a corresponding
autocorrelation. Next, we focus on VoIU and analyze it for each case of fs(t) separately.
III. VALUE OF INFORMATION OF UPDATE ANALYSIS
The value of information of update is a bounded fraction that takes values in the real interval
[0, 1], with 0 representing the minimum benefit of an update and 1 the maximum. In a system
where status updates are instantaneously available from the source to the destination, VoIU is
given by:
Vi = lim
t′i→ti
fs(t
′
i − ti−1)− fs(t
′
i − ti)
fs(t′i − ti−1)
= 1. (7)
The interpretation of this property is that in the extreme case when the system time is insignificant
and a packet reaches the destination as soon as it is generated, we assign to the VoIU metric the
maximum value reflecting that the reception occurs without value loss.
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9We first derive useful results for the general case without considering specific queueing models.
For the first case, fs(t) = αt, expression (3) yields
VP,i =
Yi
Yi + Ti
. (8)
Note that for α = 1 the cost of update delay corresponds to the timeliness of each status update
arriving and is the so called age of information. The cost reductions {D1, . . . , Dn}, depicted in
Fig. 1, correspond to the interarrival times {Y1, . . . , Yn}, and also the limits, limYi→+∞ VP,i = 1,
and limTi→+∞ VP,i = 0, agree with the definition. Next, for fs(t) = e
αt − 1, shown in Fig. 2, the
definition of VoIU is
VE,i =
eα(Yi+Ti) − eαTi
eα(Yi+Ti) − 1
, (9)
and the corresponding limits are limYi→+∞ VE,i = 1, and limTi→+∞ VE,i = 1 − e
−αYi , where
limYi→0(1− e
−αYi) = 0, and limYi→+∞(1− e
−αYi) = 1. At last, for the case fs(t) = log(αt+ 1),
depicted in Fig. 3, we obtain
VL,i =
log(α(Yi + Ti) + 1)− log(αTi + 1)
log(α(Yi + Ti) + 1)
, (10)
and the corresponding limits are limYi→+∞ VL,i = 1, limTi→+∞ VL,i = 0.
The results above can be interpreted as follows. As the interarrival time of the received packets
becomes large, the value of information of the updates takes its maximum value, underlining the
importance to have a new update as soon as possible. On the other hand, when the system time
gets significantly large, we expect that the received update is not as timely as we would prefer in
order to maintain the freshness of the system, hence we assign to the VoIU metric the minimum
value.
Suppose that our interval of observation is (0, T ). Then, the time average VoIU (normalized
by the duration of time interval) is given by
VT =
1
T
N(T )∑
i=1
Vi. (11)
Without loss of generality we assume that the first packet generation was at the time instant t0 and
the observation begins at t = 0 with an empty queue and the value C(0) = C0. Moreover, the obser-
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vation interval ends with the service completion of N(T ) samples, withN(T ) = max{n | tn ≤ T }
denoting the number of arrivals by time T .
The time average value in (11) is an important metric taken into consideration when evaluating
the performance of a network of status updates and should be calculated for each case of fs(t)
separately. The time average VoIU for the three considered cases can be rewritten as
VT =
N(T )
T
1
N(T )
N(T )∑
i=1
Vi. (12)
Additionally, defining the steady-state time average arrival rate as
λ = lim
T →∞
N(T )
T
(13)
and noticing that N(T ) → ∞ as T → ∞, and that the sample average will converge to its
corresponding stochastic average due to the assumed ergodicity of Vi, we conclude with the
expression
V = lim
T →∞
VT = λ E[V ], (14)
where E[·] is the expectation operator. Next, we focus on CoUD and analyze it for each case of
fs(t) separately.
IV. COST OF UPDATE DELAY ANALYSIS
We first derive useful results for the general case without considering specific queueing models.
The time average CoUD of (1) in this scenario can be calculated as the sum of the disjoint Q1,
Qi for i ≥ 2, and the area of width Tn over the time interval (tn, t
′
n), denoted by Q˜. This
decomposition yields
CT =
Q1 + Q˜+
∑N(T )
i=2 Qi
T
. (15)
Below we derive the average CoUD for the three cases of the fs(t) function that we have considered
and find the optimum server policy for each one of them.
For fs(t) = αt, the area Qi for i ≥ 2 is a trapezoid equal to the difference of two triangles,
hence
QP,i =
1
2
α(Ti + Yi)
2 −
1
2
αT 2i = α
[
YiTi +
Y 2i
2
]
. (16)
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Next, for fs(t) = e
αt − 1, the area Qi yields
QE,i =
∫ t′i
ti−1
(eα(t−ti−1) − 1) dt−
∫ t′i
ti
(eα(t−ti) − 1) dt =
1
α
[
eα(Yi+Ti) − eαTi
]
− Yi. (17)
And lastly, for fs(t) = log(αt+ 1) we obtain
QL,i =
∫ t′i
ti−1
log((α(t− ti−1) + 1) dt−
∫ t′i
ti
log(α(t− ti) + 1) dt =
=
1
α
[
(α(Yi + Ti) + 1) log(α(Yi + Ti) + 1)− (αTi + 1) log(αTi + 1)
]
− Yi. (18)
The time average CoUD for the three cases can be rewritten as
CT =
Q¯
T
+
N(T )− 1
T
1
N(T )− 1
N(T )∑
i=2
Qi (19)
where, Q¯ = Q1 + Q˜ and Q¯/T is a term that will vanish as T → ∞. Then, similarly to the VoIU
analysis, we conclude with the expression
C = lim
T →∞
CT = λ E[Q]. (20)
In addition, an alternative formula of the time average CoUD can be written in terms of the
stationary distribution C(t) of the CoUD as
C = lim
T →∞
CT =
∫ ∞
0
fs(t) dC(t). (21)
V. COUD AND PCOUD COMPUTATION FOR THE M/M/1 SYSTEM
For an M/M/1 system, status updates are generated according to a Poisson process with mean
λ, thus the interarrival times Yi are independent and identically distributed (i.i.d.) exponential
random variables with E[Y ] = 1/λ. The service times are i.i.d. exponentially distributed with
mean E[S] = 1/µ and the server utilization is ρ = λ
µ
. Furthermore, the distribution of the system
time T for the M/M/1 system is given by PT (t) = µ(1− ρ)e
−µ(1−ρ)t, t ≥ 0, and it represents an
exponential probability density function (pdf) with mean E[T ] = 1/(µ− ρ).
Theorem 1. For the fs(t) = αt case, the average CoUD for the M/M/1 system with an FCFS
queue discipline is given by
CP = α
1
µ
(
1 +
1
ρ
+
ρ2
1− ρ
)
, (22)
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and the average PCoUD is given by
AP = α
(
1
λ
+
1
µ− λ
)
. (23)
Proof: The proof is given in Appendix A.
Remark. For α = 1 the results in (22) and (23) are the AoI of an M/M/1 queue that is found in
[2] and the PAoI of an M/M/1 queue that is found in [14], respectively.
Corollary 1. The covariance Cov[·] of the waiting time W and the interarrival time Y is equal
to the covariance of the system time T and the interarrival time Y , and is given by the negative
term
Cov[W,Y ] = E[(W − E[W ])(Y − E[Y ])] = Cov[T, Y ] = E[(T − E[T ])(Y − E[Y ])] =
= −
1
µ2
. (24)
Corollary 2. For the fs(t) = αt case, the average CoUD for the M/M/1 system with an FCFS
queue discipline is upper bounded by
CP ≤ λα
(
1
λ
1
µ(1− ρ)
+
1
λ2
)
. (25)
Let Y¯ be a random variable that is i.i.d. with Y and independent of T . The upper bound for the
average CoUD in (25) equals the average PCoUD E
[
α(Y¯ + T )
]
.
Proof: The proof is straightforward from the analysis in Theorem 1 and is thus omitted.
Next, for the exponential case we have the following theorem.
Theorem 2. For the fs(t) = e
αt−1 case, the average CoUD for the M/M/1 system with an FCFS
queue discipline is given by
CE = µ(ρ− 1)
(
α(α− (λ+ µ))
(λ− α)(α− µ)2
+
1
α− µ(1− ρ)
+
1
µ(1− ρ)
)
, (26)
and the average PCoUD is given by
AE =
α (3a2µ− a3 + α (λ2 − λµ− 3µ2) + µ3)
(λ− α)(α− µ)2(µ− λ− α)
, (27)
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where α < λ and α < µ− λ.
Proof: The proof is given in Appendix B.
Corollary 3. For the fs(t) = e
αt − 1 case, the average CoUD for the M/M/1 system with an
FCFS queue discipline is upper bounded by
CE ≤ λ
1
α
(
µ(1− ρ)
α− µ(1− ρ)
(
λ
α− λ
+ 1
))
− 1, (28)
where α < λ and α < µ − λ. Let Y¯ be a random variable that is i.i.d. with Y and independent
of T . The upper bound for the average CoUD in (28) equals the upper bound for the average
PCoUD E
[
eα(Y¯ +T ) − 1
]
.
Proof: The proof is given in Appendix C.
Finally, for the logarithmic case we have the following theorem.
Theorem 3. For the fs(t) = log (αt+ 1) case, the average CoUD for the M/M/1 system with an
FCFS queue discipline is given by
CL =
1
α(λ− µ)2
(
e−
µρ
α
(
µ(1− ρ)Ei
[
−
µ
a
] (
αµ+ λ2 − λµ
)
e
µ(ρ+1)
α − αµ2(1− ρ)Ei
[
−
λ
α
]
e
λ+µρ
α
− αeµ/α(λ− µ)2Ei
[
−
µ(1− ρ)
α
])
− αλ(1− ρ)(µ− λ)
)
, (29)
and the average PCoUD is given by
AL =
1
αλ(λ− µ)
(
e−
µρ
α
(
α(µ− λ)
(
µeµ/αEi
[
−
µ(1− ρ)
α
]
+ λe
µρ
α
)
−Ei
[
−
µ
α
] (
α
(
λ2 − λµ+ µ2
)
+ λµ(λ− µ)
)
e
µ(ρ+1)
α
)
+ αλµeλ/aEi
[
−
λ
α
])
, (30)
where Ei denotes the exponential integral defined as
Ei[x] = −
∫ ∞
−x
e−t
t
dt. (31)
Proof: The proof is along the lines of the proof in Appendix B and is therefore omitted.
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Corollary 4. For the fs(t) = log (αt+ 1) case, the average CoUD for the M/M/1 system with an
FCFS queue discipline is upper bounded by
CL ≤ λ
e
µ−λ
α
(
λEi
[
λ−µ
α
]
+ (λ− µ)Ei
[
−λ
α
]
e
2λ−µ
α
)
λ(µ− 2λ)
, (32)
where Ei denotes the exponential integral defined in (31). The limit of (32) as λ approaches µ/2
gives
CL ≤ λ
2α− e
µ
2α (2α− µ)Ei
(
− µ
2α
)
αµ
. (33)
Let Y¯ be a random variable that is i.i.d. with Y and independent of T . The average CoUD upper
bound in (32) equals the lower bound for the average PCoUD E
[
log(α(Y¯ + T ) + 1)
]
.
Proof: The proof is given in Appendix D.
VI. VALUE OF INFORMATION OF UPDATE COMPUTATION FOR THE M/M/1 SYSTEM
Following the same procedure as in the CoUD metric, we compute the average VoIU given by
(14), for the M/M/1 system with an FCFS queue discipline.
Theorem 4. For the fs(t) = αt case, the average VoIU for the M/M/1 system with an FCFS
queue discipline is approximated by
VP = λ
(1− ρ)
2ρ
2F1
(
1, 2;3;2−
1
ρ
)
, (34)
where 2F1 is the hypergeometric function defined by the power series
2F1 (a, b;c;z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
, (35)
for |z| < 1 and by analytic continuation elsewhere. Here (q)n is the Pochhammer symbol, which
is defined by
(q)n =


1 , if n = 0
q(q + 1) · · · (q + n− 1) , if n > 0.
(36)
Proof: The proof is given in Appendix E.
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Fig. 4: Average CoUD and VoIU vs. the server utilization for the M/M/1 system with µ = 1,
linear case.
Remark. For the cases fs(t) = e
αt − 1 and fs(t) = log(αt + 1), we compute numerically the
expected values E
[
VE
]
and E
[
VL
]
, respectively, by
E
[
eα(Y+T ) − eαT
eα(Y +T ) − 1
]
=
∫ ∞
0
E
[
eα(Y +T ) − eαT
eα(Y+T ) − 1
∣∣∣Y = y]λe−λy dy, (37)
E
[
log(α(Y + T ) + 1)− log(αT + 1)
log(α(Y + T ) + 1)
]
=
=
∫ ∞
0
E
[
log(α(Y + T ) + 1)− log(αT + 1)
log(α(Y + T ) + 1)
∣∣∣Y = y]λe−λy dy. (38)
Note that the correlation between Y and T is neglected however besides the analytical results
we provide a simulation evaluation in Section VII.
VII. NUMERICAL RESULTS
In this section, we evaluate the performance of the system in terms of the CoUD, the PCoUD,
and the VoIU metrics, as calculated in the previous section. In addition, we develop a MATLAB-
based event driven simulator where each case runs for 106 timeslots, to validate the analytical
results. We consider an M/M/1 system model with average arrival rate λ, average service rate µ,
and server utilization ρ = λ
µ
.
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Fig. 5: Average CoUD vs. the service rate vs. the arrival rate for the M/M/1 system, linear case
with α = 1.
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Fig. 6: Average CoUD vs. the server utilization for the M/M/1 system with µ = 1, linear case
with α = 0.1.
In Fig. 4, we illustrate the variation of the average CoUD and VoIU with the server utilization ρ,
for the linear case. Solid and dotted lines with markers correspond to the analytical and simulated
results, respectively. Recall that for fs(t) = αt the VoIU is independent of the parameter α,
therefore for multiple CoUD curves corresponds only one VoIU curve. This indicates that if the
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Fig. 7: Average CoUD (left) and PCoUD (right) vs. the server utilization for the M/M/1 system
with µ = 1, exponential case with α = 0.1.
cost per time unit is linearly increased, higher cost leads to higher average CoUD, but the same
average VoIU. This is because we assign to each unit of time the same cost. Increasing α results
in a proportional increase of the average CoUD, however the optimal server policy is the same for
every function. In particular, differentiating (22) with respect to ρ and setting ∂CP /∂ρ = 0, we
obtain the optimal utilization ρ∗ = 0.53101. Moreover, the optimal policy with respect to VoIU is
different than the one for CoUD with the former being greater. Differentiating (34) with respect
to ρ and then setting ∂VP/∂ρ = 0, we obtain the optimal utilization ρ
∗ = 0.614369. This policy
utilizes the network resources to the maximum while ensuring that the freshness of the information
at the destination remains at a close-to-optimal value.
In Fig. 5, we plot the average CoUD versus the arrival rate and the service rate of the queue
for the linear cost function, with α = 1. In the critical points where the stability condition of the
queue is violated implying infinite queueing delay, we get the illustrated sawtooth pattern.
In Fig. 6-8b, we examine the tightness of our bounds and verify the analytical results through
simulations. The average CoUD and PCoUD are depicted as functions of the server utilization
ρ, with µ = 1, where solid lines, dashed lines, and markers, correspond to the exact results, the
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Fig. 8: Average CoUD (left) and PCoUD (right) vs. the server utilization for the M/M/1 system
with µ = 1, logarithmic case for α = 0.1.
bounds in Corollaries 2, 3, and 4, and the simulated CoUD and PCoUD, respectively. Moreover,
we plot upper and lower bounds that derive from Jensen’s inequality that states the following: If X
is a random variable and φ is a convex function, then ϕ (E[X ]) ≤ E [ϕ(X)]. We observe that our
bounds are tight, especially to the PCoUD. In the case of the non-linear CoUD, increasing α results
in a non-proportional increase of the average CoUD, therefore the optimal server policy changes
depending on α. For instance, differentiating (26) with respect to λ and setting ∂CE/∂λ = 0, we
obtain the optimal utilization ρ∗ = 0.529098 for α = 0.1, and ρ∗ = 0.521131 for α = 0.3. For the
logarithmic case, differentiating (29) with respect to λ and setting ∂CL/∂λ = 0, we obtain the
optimal utilization ρ∗ = 0.531717 for α = 0.1, and ρ∗ = 0.532039 for α = 0.3. However, in the
case of the PoUD we find that for all functions PCoUD is minimized by ρ∗ = 0.5.
In Fig. 9, the average CoUD and PCoUD are depicted as functions of the server utilization
for the linear, exponential, and logarithmic functions with parameter α = 0.1. Solid lines and
dotted lines with markers correspond to the analytical and simulated results, respectively. All
three functions have similar behaviour, with the minimum CoUD achieved when ρ ≈ 0.5. Over
all values of ρ, the exponential fs yields the highest CoUD, followed by the linear fs and then the
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Fig. 9: Average CoUD (left) and PCoUD (right) vs. the server utilization for the M/M/1 system
with µ = 1, and different function cases for α = 0.1.
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Fig. 10: Average VoIU vs. the server utilization for the M/M/1 system with µ = 1, and different
function cases.
logarithmic fs, that is, CE > CP > CL. However, as ρ deviates from the optimum, we see that
the exponential function becomes sharper than the linear function, and the logarithmic function
becomes smoother. For smaller utilizations where status updates are not frequent enough and
for higher utilization where packets spend more time in the system due to backlogs, CoUD is
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Fig. 11: The VoIU vs. the cost reduction, for α = 0.3.
increased. The difference in this increase is due to the fact that each function sets its own cost
per time unit resulting in more rapid growth for the exponential average CoUD and less intense
growth for the logarithmic CoUD.
Fig. 10a presents the numerical evaluation of the quantities VP , VE , and VL, for three values
of the parameter α, 0.1, 0.5, and 1. Solid lines and dotted lines with markers correspond to the
analytical and simulated VoIU, respectively. As we shift from fs(t) = log(t+1) to fs(t) = e
0.1t−1,
VoIU becomes greater over all ρ and all functions follow a similar behaviour. For all cases,
the maximum VoIU is achieved when ρ ≈ 0.6. Note that VoIU is directly related to CoUD.
However, taking the linear function as a point of reference, the analysis of the average CoUD and
VoIU indicates that choosing an exponential function would result in higher CoUD and VoIU,
while choosing the logarithmic function would result in lower CoUD and VoIU. This tradeoff
considers two objectives: (i) timeliness, (ii) timeliness and transmission resources (i.e., bandwidth).
In Fig. 10b we draw a vertical absolute-difference bar at each server utilization value. The values
of the absolute difference between the analytical and the simulated results determine the length
of each bar above and below the server utilization points.
In Fig. 11 we plot the VoIU vs the cost reduction Dk, depicted in Fig. 1-3, for two values
of PCoUD and the three fs cases, for α = 0.3. Specifically, given the event that the sum of the
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Fig. 12: Average CoUD vs. the parameter α for the M/M/1 system with µ = 1, linear case.
interarrival time and system time of packet k is Yk+Tk = 10 or Yk+Tk = 100, we are interested in
the effect that the cost reduction would have on VoIU. In the linear case, VoIU increases linearly
with the cost reduction both for PCoUD=fs(10) and PCoUD=fs(100). In case the linear PCoUD
and cost reduction are of the same order of magnitude, we observe that VoIU assumes values
over its entire range, while in the case where the cost reduction is an order of magnitude lower
than the value of PCoUD, the VoIU ranges from 0 to 0.1. In the exponential and logarithmic
cases however, we observe that VoIU increases with the cost reduction inversely proportional to
the corresponding function, while maintaining the monotonicity. Note also that the exponential
VoIU for PCoUD=fs(100) is relatively close to the exponential VoIU for PCoUD=fs(10), which
indicates the necessity of newly received status updates even when the decrease in CoUD is small
compared to PCoUD. For fixed cost reduction, the exponential function has the largest value of
VoI and the logarithmic function the smallest, as noted earlier.
In Fig. 12-14, the average CoUD is shown as a function of the tuning parameter α for the
three fs cases and different server utilizations ρ, for µ = 1. Recall that for fs(t) = e
αt − 1, we
require that α < λ and α < µ − λ as indicated in Theorem 2. We observe that the linear cost
function increases linearly with α, the exponential cost function increases exponentially with α,
and equivalently, the logarithmic cost function increases logarithmically with α. This indicates
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Fig. 13: Average CoUD vs. the parameter α for the M/M/1 system with µ = 1, α < λ, and
α < µ− λ, exponential case.
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Fig. 14: Comparison of the average CoUD vs. the parameter α for the M/M/1 system with µ = 1,
logarithmic case.
how a change in the value of α will affect differently the three cases.
VIII. SUMMARY AND FUTURE DIRECTIONS
In this study, we have considered the characterization of the information transmitted over a
source-destination link, modelled as an M/M/1 queue. To capture freshness, we introduce the
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CoUD metric through three cost functions that can be chosen in relation with the autocorrelation
of the process under observation. To characterize the importance of an update, we define VoIU that
measures the reduction of CoUD and therefore of uncertainty. Either can be used depending on
the application. We analysed the relation between CoUD and VoIU and observed that convex and
concave CoUD functions lead to a tradeoff between CoUD and VoIU, while linearity reflects only
on the CoUD. Moreover, we derived exact expressions, upper bounds in relation with PCoUD,
and the optimal policies, in various settings.
Depending on the application we can choose the utilization that has as an objective either the
minimization of CoUD or the maximization of VoIU. A key in the flexibility of these notions
is the potential for usage of non-linear functions to represent them, giving ground to establish
differentiated service classes in monitoring systems. In the linear CoUD case, VoIU is independent
of the cost assigned per time unit. In the exponential and logarithmic cases however, there is a
tradeoff between CoUD and VoIU. That is, the smaller the average CoUD, the smaller the average
VoIU. For high correlation among the samples, choosing fs(t) = log(αt+1) decreases their value
of information and equivalently choosing fs(t) = e
αt−1 in low correlation has the opposite effect.
In the future, we will extend this work to capture the association of specific source structures with
the different cost functions.
APPENDIX A
PROOF OF THEOREM 1
To compute the average CoUD for the linear fs(·) case we utilize (20) and (16). Hence, the
terms E[Y 2] and E[Y T ] need to be calculated. We know that Y is exponentially distributed with
average arrival rate λ, so we have E[Y 2] = 2/λ2. For E[Y T ], consider that the system time of
update i is
Ti = Wi + Si, (39)
where Wi is the waiting time and Si is the service time of update i. Since, the service time Si is
independent of the ith interarrival time Yi, we can write
E[TiYi] = E[(Wi + Si)Yi] = E[WiYi] + E[Si]E[Yi], (40)
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where E[Si] = 1/µ and E[Yi] = 1/λ. Moreover, we can express the waiting time of update i as
the remaining system time of the previous update minus the elapsed time between the generation
of updates (i− 1) and i, i.e.,
Wi = (Ti−1 − Yi)
+. (41)
Note that if the queue is empty then Wi = 0. Also note that when the system reaches steady
state the system times are stochastically identical, i.e., T =st Ti−1 =
st Ti. Thus, the conditional
expectation of the waiting time Wi given Yi = y can be obtained as
E[Wi|Yi = y] = E[(Ti−1 − y)
+|Yi = y] = E[(T − y)
+]
=
∫ ∞
y
(t− y)fT (t) dt =
e−µ(1−ρ)y
µ(1− ρ)
. (42)
The expectation E[WiYi] is then obtained as
E[WiYi] =
∫ ∞
0
y E[Wi|Yi = y]fY (y) dy =
ρ
µ2(1− ρ)
. (43)
Utilizing (20), (16), (40), and (43), yields the average CoUD in (22).
To compute the average PCoUD for the linear fs(·) case we utilize (2). We know that Y is
exponentially distributed with average arrival rate λ, so we have E[Y ] = 1/λ. Moreover, we know
that T is exponentially distributed with parameter (µ− λ), so we have E[T ] = 1/(µ− λ). Then,
the average PCoUD in (23) follows.
Alternatively, the conditional expectation of the PCoUD Ai given Yi = y can be obtained as
E[Ai|Yi = y] = E[α(Ti + y)|Yi = y] = E[α(T + y)]
=
∫ ∞
0
α(t+ y)fT (t) dt = α
(
1
µ− λ
+ y
)
. (44)
Then, the expectation E[Ai] is obtained as
E[Ai] =
∫ ∞
0
E[Ai|Yi = y]fY (y) dy = α
(
1
λ
+
1
µ− λ
)
. (45)
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APPENDIX B
PROOF OF THEOREM 2
The Laplace transform of AoI for the M/M/1 system with an FCFS queue discipline is given
by [8]
C∗(s) =
λ(µ− λ) (λs+ (µ+ s)2)
(λ+ s)(µ+ s)2(s+ µ− λ)
. (46)
To obtain the pdf of CoUD for the M/M/1 system with an FCFS queue discipline we take the
inverse Laplace transform of (46) and we have that
C(t) =
(
λ2
λ− µ
− µ
)
e−µt +
λµ
µ− λ
e−λt − λµte−µt + µ(1− ρ)e−µ(1−ρ)t. (47)
Then, the average CoUD is given by
CE =
∫ ∞
0
(eαt − 1)C(t) dt. (48)
In the stationary FCFS M/GI/1 queue the Laplace transform of PAoI is given by [8, Lemma 24]
A∗(s) = T ∗(s)S∗(s)− T ∗(s+ λ)
sS∗(s)
s+ λ
. (49)
Then, the Laplace transform of PCoUD for the M/M/1 system with an FCFS queue discipline can
be obtained as
A∗(s) =
λµ(µ− λ)(µ+ 2s)
(λ+ s)(µ+ s)2(s+ µ− λ)
. (50)
To obtain the pdf of PCoUD for the M/M/1 system with an FCFS queue discipline we take the
inverse Laplace transform of (50) and we have that
A(t) =
µ(2λ2 − 2λµ+ µ2)
λ(λ− µ)
e−µt +
µ(µ− λ)
λ
e−(µ−λ)t +
λµ
µ− λ
e−λt − µ2te−µt. (51)
Then, the average PCoUD is given by
AE =
∫ ∞
0
(eαt − 1)A(t) dt. (52)
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APPENDIX C
PROOF OF COROLLARY 3
To compute the average CoUD bound for the exponential fs(·) case we utilize (20) and (17).
Hence, the terms E
[
eα(Y +T )
]
, E
[
eαT
]
, and E[Y ], need to be calculated. Since Y is exponentially
distributed with average arrival rate λ, we have E[Y ] = 1/λ. Let us consider a random variable
Y¯ that is i.i.d. with Y and independent of T . Then, for the expected value E[Q] we obtain the
terms
E
[
eαT
]
=


−µ(1−ρ)
α−µ(1−ρ)
, if α < µ(1− ρ),
+∞ , otherwise,
(53)
E
[
eα(Y¯ +T )
]
=
∫ ∞
0
E
[
eα(Y¯+T )
∣∣Y¯ = y] fY (y) dy =
=


µ(1−ρ)λ
[α−µ(1−ρ)](α−λ)
, if α < λ,
+∞ , otherwise,
(54)
where
E
[
eα(Y¯ +T )
∣∣Y¯ = y] =


−µ(1−ρ)
α−µ(1−ρ)
eay , if α < µ(1− ρ),
+∞ , otherwise.
(55)
Using the fact that Cov[Y, T ] ≤ 0, one can show that E[eα(Y +T )] ≤ E[eα(Y¯ +T )]. After applying
all the relevant expressions to (20), we find the average CoUD bound in (26).
Furthermore, we consider the Laplace transform of the interarrival times and system times [53]
Y ∗(s)
.
=
∫ ∞
0
e−stfY (t) dt =
λ
s+ λ
, (56)
T ∗(s)
.
=
∫ ∞
0
e−stfT (t) dt =
µ(1− ρ)
s+ µ(1− ρ)
. (57)
to obtain the Laplace of the PCoUD A = α(Y¯ + T ) as
A∗(s) =
αλ(λ− µ)
(λ+ s)(λ− µ− s)
. (58)
Taking the inverse Laplace transform of (58) yields
A(t) =
αλ(λ− µ)e−λt
(
1− e2λt−µt
)
2λ− µ
. (59)
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Finally, using the distribution of PCoUD in (59) we have that
E
[
eα(Y¯ +T ) − 1
]
=
∫ ∞
0
(ea(y¯+t) − 1)A(t)dt =
α(µ− α)
(α− λ)(α + λ− µ)
, (60)
equals the upper bound in (26). This completes the proof.
APPENDIX D
PROOF OF COROLLARY 4
To compute the average CoUD bound for the logarithmic fs(·) case we utilize (20) and (18).
Hence, the terms E [(α(Y + T ) + 1) log(α(Y + T ) + 1)], E [(αT + 1) log(αT + 1)], and E[Y ],
need to be calculated. Since Y is exponentially distributed with average arrival rate λ, we have
E[Y ] = 1/λ. Let us consider a random variable Y¯ that is i.i.d. with Y and independent of T .
Then, the expected value E[Q] can be obtained by the following terms:
Starting from the second term of (18) we have
E
[
log(αT + 1)
]
=
∫
∞
0
log(αt+ 1)PT (t)dt = −e
µ(1−ρ)/αEi
[
−
µ(1− ρ)
α
]
, for λ < µ, (61)
where Ei denotes the exponential integral defined in (31). Moreover,
E
[
αT log(αT + 1)
]
= α
∫
∞
0
t log(αt+ 1)PT (t)dt =
= −
1
µ(1− ρ)
[
(α− µ(1− ρ))eµ(1−ρ)/α × Ei
[
−
µ(1− ρ)
α
]
− α
]
, for λ < µ. (62)
Finally, the first term of (18) is given by
E
[
(α(Y¯ + T ) + 1) log(α(Y¯ + T ) + 1)
]
=
=
∫ ∞
0
E
[
(α(Y¯ + T ) + 1) log(α(Y¯ + T ) + 1)
∣∣Y¯ = y] fY (y) dy = − λ
µ(1− ρ)
∫ ∞
0
[
αeµ(1−ρ)(1/α+y)
Ei
[
−
µ(1− ρ)(αy + 1)
α
]
− (αyµ(1− ρ) + α + µ(1− ρ)) log(αy + 1)− α
]
e−λydy. (63)
This can be separated into three parts i.e.,
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1.
−
λ
µ(1− ρ)
∫ ∞
0
αeµ(1−ρ)(1/α+y)Ei
[
−
µ(1− ρ)(αy + 1)
α
]
e−λydy =
= −
λ
µ(1− ρ)
αeµ(1−ρ)/α
∫
∞
0
e[µ(1−ρ)−λ]yEi
[
− µ(1− ρ)y −
µ(1− ρ)
α
]
dy =
=
λ
µ(1− ρ)
αeµ(1−ρ)/α
1
µ− 2λ
(
Ei
[
−
µ(1− ρ)
α
]
− e(2λ−µ)/αEi
[
−
λ
α
])
. (64)
2.
λ
µ(1− ρ)
∫
∞
0
(αyµ(1− ρ) + α+ µ(1− ρ)) log(ay + 1)e−λydy =
= λα
∫ ∞
0
y log(ay + 1)e−λydy +
λ(α + µ(1− ρ))
µ(1− ρ)
∫ ∞
0
log(ay + 1)e−λydy. (65)
2a.
λα
∫ ∞
0
y log(ay + 1)e−λydy = −
1
λ
[
(α− λ)eλ/αEi
[
−
λ
α
]
− α
]
. (66)
2b.
λ(α + µ(1− ρ))
µ(1− ρ)
∫ ∞
0
log(ay + 1)e−λydy = −
1
µ(1− ρ)
(α + µ(1− ρ))eλ/αEi
[
−
λ
α
]
. (67)
3.
λ
µ(1− ρ)
∫
∞
0
αe−λy =
1
µ(1− ρ)
α. (68)
After applying all the relevant expressions to (20), we find the average CoUD bound in (32).
Using the fact that Cov[Y, T ] ≤ 0, one can show that E[log(α(Y + T ) + 1)] ≥ E[log(α(Y¯ +
T ) + 1)]. Moreover, using the distribution of PCoUD in (59) we have that
E
[
log(α(Y¯ + T ) + 1)
]
=
∫ ∞
0
log(a(y¯ + t) + 1)A(t)dt =
=
e−
λ
α
(
e
2λ
α (λ− µ)Ei
[
λ
α
]
+ λeµ/αEi
[
µ−λ
α
])
2λ− µ
, λ 6= µ/2. (69)
The limit of (69) as λ approaches µ/2 is
2α−e
µ
2α (2α−µ)Ei(− µ2α)
αµ
. The expression in (69) equals the
upper bound in (32). This completes the proof.
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APPENDIX E
PROOF OF THEOREM 4
For the fs(t) = αt case, the expected value E[V ] conditioned on the interarrival time Y = y
can be obtained as
E
[
Y
Y + T
∣∣∣Y = y] = E [ y
y + T
]
=
∫
∞
0
y
y + t
PT (t)dt =
= −yµ(1− ρ)eyµ(1−ρ)Ei(−µ(1− ρ)y)), (70)
for (µ− λ) > 0.
Furthermore, using the iterated expectation and the probability density function of Y , (70)
implies
E
[
VP
]
=
(1− ρ)
2ρ
2F1
(
1, 2;3;2−
1
ρ
)
, (71)
where the integral is calculated with the help of [54, 6.228] and 2F1 is the hypergeometric function.
Applying the obtained expression to (14), we find the average VoIU in (34).
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