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EXISTENCE OF SCALING LIMIT PHASE TRANSITION IN A
TWO-DIMENSIONAL RANDOM POLYMER MODEL
LUIS R. LUCINGER AND R. VILA†
Abstract. In this paper we prove a scaling limit phase transition for a class of
two-dimensional random polymers.
1. Introduction
In this paper we consider two-dimensional random polymers, which are defined
as follows. Given N ∈ N, a N -th step polymer S is an element of WN given by
WN :=
{S = (S0,S1, . . . ,SN) : Si ∈ Z2, S0 = 0 and ‖Si+1 − Si‖1 = 1},
where ‖ · ‖1 denotes the taxicab norm (or Manhattan distance). Its probability
distribution is defined by a Gibbs measure, at the inverse temperature β > 0, given
by
P
β
N({S}) =
1
ZN (β) exp
(− βHN(S)),(1)
where ZN(β) =
∑
S exp
(−βHN (S)) is a normalization factor and the Hamiltonian
is
HN(S) =
∑
16i<j6N
Vij · 〈Xi,Xj〉,(2)
with Xi := Si−Si−1, Vij > 0 and 〈·, ·〉 the usual inner product. Here we assume that
the interaction Vij depends only on the distance between i, j ∈ N, i.e., Vij = V (|i−j|)
and satisfies the following regularity condition∑
i∈N
V (i) < +∞.
Such random polymers have received considerable attention in the literature bring-
ing together physics, chemistry, and more recently biophysics. In Caracciolo et
al. [7], the authors considered this type of a random polymer model, where the
two body interactions decay as a power-law. Their model interpolates between
the lattice Edwards model and an ordinary simple random walk (SRW). Under
the assumption of 1 6 d 6 4, the authors proved the existence of an exponent
γ = γ(d, α), for the end-to-end distance, such that
∑
S ‖SN‖2PβN(S) ∼ cN2γ holds.
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In Butta` et al. [6], by considering an appropriate scale, the authors showed that
the end-to-end distance of a two-dimensional random polymer with a self repelling
interaction of Kac-type undergoes a diffusive-ballistic phase transition. In Procacci
et al. [24], the authors considered a self repelling model with the Hamiltonian given
by
∑
16i<j6N V˜ij · 〈Si − Sj ,Si − Sj〉, where the interactions V˜ij = 1/|i − j|α, with
3 < α 6 4. They proved that their model is diffusive at sufficiently high tempera-
tures and ballistic at sufficiently low temperatures. Random polymer models with
some similarity to the model proposed in Procacci et al. [24] have been studied in
Bouchaud et al. [5]; Caracciolo et al. [7]; van der Hofstad et al. [26]; and Marinari
and Parisi [22]. Recently, Cioletti et al. [8] considered a similar random poly-
mer model, where the Hamiltonian is given by (2) and interactions are of the form
Vij = 1/|i− j|α, 1 < α 6 2. The authors proved the existence of a ballistic-diffusive
phase transition in terms of the inverse temperature β, by comparing their long-
range polymer model with two independent copies of a long-range one-dimensional
ferromagnetic Ising model. In addition, they obtained a Central Limit Theorem
(CLT) for a similar model with drift.
Let us give an informal explanation why we called the polymer models in [8] and
[24] similar, although the mentioned phase transitions, require α to be in different
intervals. The idea is to look at these random polymer models as spin models in
the lattice N. In [8] the spin variables are (Xi)i∈N, and in [24] the spin variables
are (Si)i∈N. Rewriting the model in [24] by using spin variables (Xi)i∈N, we get for
configurations which are “small” perturbations of a ground state that∑
16i<j6N
V˜ij · 〈Si − Sj ,Si − Sj〉 =
∑
16i<j6N
V˜ij
j∑
k=i+1
j∑
l=i+1
〈Xk,Xl〉
∼
∑
16i<j6N˜
Vij |i− j|2 · 〈Xi,Xj〉,
which explains why α ∈ (1, 2] in [8] and α ∈ (3, 4] in [24].
In the present paper we prove a phase transition in terms of suitable scaling limits.
We consider a class of power-law decaying interactions as in [8], and we prove that
the critical inverse temperature where the polymer model behavior changes is equal
to βc, the critical inverse temperature of a related one-dimensional Ising model.
Roughly speaking, we prove the existence of a critical point βc ∈ (0,+∞) such that
the scaling limit of our random polymer model converges in the Wasserstein distance
(see the beginning of the next section for its definition) to the planar standard
Brownian motion in the subcritical regime β < βc. Moreover, we also prove that
it does not scale to the Brownian motion when β > βc. To be more precise, the
statements of the main result of this paper are the following. Let S ∈ WN be a
random polymer and consider the stochastic process
Wn(t) := 1
σ
√
n
{Sk + (nt− k)(Sk+1 − Sk)}, k
n
6 t <
k + 1
n
, t ∈ [0, 1].
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Theorem 1.1 (Phase transition). Consider the two-dimensional random polymer
model defined by the Gibbs measure (1)-(2), where the interaction Vij = |i − j|−α,
and 1 < α 6 2 is fixed. For each 0 < p 6 2 the following holds:
(1) if β < βc, then lim
n→∞
dp(Wn(t),B2(t)) = 0;
(2) if β > βc, then lim inf
n→∞
dp(Wn(t),B2(t)) > 0;
where B2(t) = (B
1
t , B
2
t ) is the planar standard Brownian motion.
We emphasize that the convergence obtained in Theorem 1.1 is stronger than the
convergence in distribution. Moreover, by a result of Bickel and Freedman [4], it
also implies convergence of moments.
This paper is organized as follows. In Section 2 we introduce the Wasserstein
distances and recall some of their basic results. Later, in Section 3, we prove an
abstract theorem about the scaling limits of positively correlated random variables.
We first consider one-dimensional processes and provide an application on the long-
range Ising Model. Next we consider m-dimensional processes and use this version
to prove our main result in the last section.
2. Wasserstein Distance
The Wasserstein distance [27] is also known as Monge-Kantorovich-Rubinstein
distance [19], Mallows distance [21] or optimal transport distance in optimization [3].
It is, among other things, a useful tool in order to derive CLT type results including
the case of heavy-tailed stable distributions (see Johnson and Samworth[18]; and
Dorea and Oliveira [11]). To define it, let (X , d) be a complete metric space and
let P(X ) be the set of all probability measures µ on the Borel σ-field of X . The
Wasserstein distance of order p > 0 between two probability measures µ1, µ2 ∈ P(X )
is defined as
dp(µ1, µ2) =
{
inf
ν∈Π(µ1,µ2)
∫
X×X
dp(x, y) ν(dx, dy)
}1/p
,
where Π(µ1, µ2) is the set of all Borel probability measures on X ×X with marginals
µ1 and µ2, respectively.
Note that in the case where X = B is a finite-dimensional Euclidean space, with
its standard norm ‖ · ‖, the Wasserstein distance of order p > 0 between Borel
probability measures µ1 and µ2 is alternatively given by
(3) dp(µ1, µ2) = inf
(X,Y )
{E‖X − Y ‖p}1/p ,
where the infimum is taken over all B-valued random variables (r.v.’s) X and Y ,
where X has law µ1 and Y has law µ2. When convenient, we write dp(X, Y ) instead
of dp(µ1, µ2) and we shall remark that this particular case is enough for the purpose
of this work.
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For p > 1, the Wasserstein distance defines a metric on a subspace of P(B)
and bears a close connection with weak convergence. Let Γp(B) be the set of all
probability measures µ ∈ P(B) such that ∫B ‖x‖p dµ(x) < +∞.
Theorem 2.1 (Bickel and Freedman [4]). Let p > 1, and µ and {µn}n≥1 in Γp(B).
Then, limn→∞ dp(µn, µ) = 0 if and only if, for every bounded continuous function
g : B → R, we have,
lim
n→∞
∫
B
g(x) dµn(x) =
∫
B
g(x) dµ(x) and lim
n→∞
∫
B
‖x‖p dµn(x) =
∫
B
‖x‖p dµ(x).
Assume X
d
= F , Y
d
= G and (X, Y )
d
= H , where H(x, y) = min{F (x), G(y)}.
Then the following representation result, known as the representation Theorem,
whose proof can be found in Dorea and Ferreira [10], will be helpful to evaluate
dp(F,G) when B is the real line.
Theorem 2.2. For p > 1 we have
dp(F,G) =
{∫
R2
|x− y|pdH(x, y)
}1/p
=: {EH |X − Y |p}1/p.
This theorem will be used in our one-dimensional setting. When moving the
discussion to them-dimensional setting, the following generalization will be required,
see Bickel and Freedman [4].
Theorem 2.3. Let X and Y be the coordinate functions on B × B. The infimum
of dp(µ1, µ2) is attained by ∫
B×B
‖x− y‖pdπ(x, y),
for some probability π on B × B such that πX−1 = µ1 and πY −1 = µ2.
3. Convergence in Wasserstein distance
In this section, we consider one-dimensional and m-dimensional random processes
defined on some underlying complete probability space (Ω,F ,P). In what follows,
N denotes the set of positive integers and for x ∈ R, ⌊x⌋ denotes the greatest integer
less than or equal to x. Let X := {Xi : i ∈ N} be a m-dimensional stochastic
process,
Sn :=
n∑
i=1
Xi and Yj,n :=
jℓn∑
k=(j−1)ℓn+1
Xk, j = 1, . . . , mn,(4)
where the first mn = ⌊n/ℓn⌋ blocks have size ℓn large enough such that
lim
n→∞
ℓn =∞, lim
n→∞
n
ℓn
=∞ and lim
n→∞
ℓ3n
mn
= 0.(5)
The condition (5) is satisfied, for example, if we take ℓn = n
δ with δ < 1/4.
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Given t > 0, we denote by Zt(n) the stabilized partial sum of the r.v.’s Xi’s. That
is,
Zt(n) :=
S⌊nt⌋
σ
√
n
,(6)
where σ2 ∈ (0,+∞). When t = 1, we simply write Zn instead of Z1(n).
3.1. Dimension one. The stochastic process X is said positively associated (see
Esary et al.[14]) if, given two coordinate-wise non-decreasing functions f, g : Rn → R
and i1, . . . , in ∈ N, we have
Cov
(
f(Xi1 , . . . , Xin), g(Xi1, . . . , Xin)
)
> 0,
provided the covariance exists, and by a coordinate-wise non-decreasing function we
mean a function f such that
f(x1, . . . , xn) 6 f(y1, . . . , yn),
whenever xj 6 yj for all j = 1, . . . , n.
Lemma 3.1 (Newman and Wright [23]). Let X be positively associated. If all Xj’s
have finite second moment, then the characteristic functions φj(rj) = E exp{irjXj}
and φ(r1, · · · , rn) = E exp{i
∑n
j=1 rjXj} satisfy∣∣∣∣∣φ(r1, · · · , rn)−
n∏
j=1
φj(rj)
∣∣∣∣∣ 6 12 ∑
16j 6=k6n
|rjrk|Cov(Xj, Xk).
For the sake of clarity, if X
d
= F and Y
d
= G, then the Wasserstein distance
between their distribution functions F and G will be denoted by dp(X, Y ).
Theorem 3.2. Let X be a centered, one-dimensional positively associated and sta-
tionary stochastic process. Assume that the following conditions are satisfied:
lim
n→∞
1
n
Var(Sn) = σ
2 ∈ (0,+∞),(7)
lim
n→∞
1
mnℓn
mn∑
j=1
Var(Yj,n) = σ
2 and(8)
E|Xj|3 < C∗ < +∞, ∀j ∈ N.(9)
Then for each 0 < p 6 2,
lim
n→∞
dp(Zn, Z) = 0 and lim
n→∞
E|Zn|p = E|Z|p,(10)
where Z ∼ N(0, 1).
6 LUIS R. LUCINGER AND R. VILA
†
Proof. By Minkowski’s inequality and by (3),
d2(Zn, Z) 6 E
1/2
n (Zn) + E
1/2
n (Z),
where En(X) := E
(
1
σ
√
mnℓn
Smnℓn−X
)2
for any real-valued random variable X . Then
lim
n→∞
d2(Zn, Z) = 0, whenever lim
n→∞
En(Zn) = 0 and lim
n→∞
En(Z) = 0.(11)
Consider the blocks (4) and assume that the block size ℓn satisfies (5). We will
first prove that limn→∞ En(Zn) = 0. For this, using properties of variance and the
positivity of covariances, we have
En(Zn) =
1
σ2
Var
(
mnℓn∑
j=1
( 1√
n
− 1√
mnℓn
)
Xj +
n∑
j=mnℓn+1
1√
n
Xj
)
6
2
σ2
( 1√
mnℓn
− 1√
n
)2 mnℓn∑
i,j=1
Cov(Xi, Xj) +
2
nσ2
n∑
i,j=mnℓn+1
Cov(Xi, Xj).
By inequality
(
1√
mnℓn
± 1√
n
)2
6 ℓn
nmn(
√
mnℓn∓√n)2 , the rhs of above inequality is
6
2
nσ2
( ℓn√
mnℓn +
√
n
)2 1
mnℓn
mnℓn∑
i,j=1
Cov(Xi, Xj)
+
2
σ2
(n−mnℓn
n
) 1
n−mnℓn
n∑
i,j=mnℓn+1
Cov(Xi, Xj).
Then, by (7) En(Zn)→ 0 as n→∞.
The next step is to prove that limn→∞ En(Z) = 0. In fact, if
In(t) :=
∣∣∣∣∣E exp{i t√mnℓn
mn∑
j=1
Yj,n
}
−
mn∏
j=1
E exp
{
i
t√
mnℓn
Yj,n
}∣∣∣∣∣ , t ∈ R,
by Lemma 3.1,
In(t) 6
|t|
2mnℓn
mn∑
i,j=1
i 6=j
Cov(Yi,n, Yj,n) =
|t|
2
( 1
mnℓn
Var
(mnℓn∑
j=1
Xj
)
− 1
mnℓn
mn∑
i=1
Var(Yi,n)
)
.
Taking n → ∞ in the above inequality, by (7)-(8) follows that limn→∞ In(t) = 0.
That is, the blocks Yj,n/
√
mnℓn j = 1, . . . , mn are asymptotically independent. On
the other hand, denoting Mn :=
∑mn
j=1 Yj,n/σ
√
mnℓn and using the independence of
the blocks, it follows from (8) that
lim
n→∞
Var(Mn) = lim
n→∞
1
σ2mnℓn
mn∑
j=1
Var(Yj,n) = 1.(12)
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For each fixed n, by using Minkowski’s inequality and (9) we get E|Yj,n|3 6 ℓ3nC∗.
Since the Yj,n’s are zero-mean and independent r.v.’s with finite third moment, it
follows from Berry-Esseen’s Theorem (see, e.g., Feller [15]) that
sup
x∈R
∣∣∣∣∣P( Mn√Var(Mn) 6 x
)
− Φ(x)
∣∣∣∣∣ 6 6mnℓ3nC∗(σ2mnℓn)3/2{Var(Mn)}3/2 , Φ d= N(0, 1).
By (5) and (12) the rhs of the above inequality tends to zero, when n → ∞.
Therefore, Mn/
√
Var(Mn) D→ Z, where D→ denotes convergence in distribution.
Then, by (12) and by Slutsky’s Theorem, Sn D→ Z and limn→∞Var (Sn) = 1 or
equivalently (see Theorem 2.1) limn→∞ d2(Mn, Z) = 0.
From Theorem 2.2 follows that there exists a r.v. Z∗ d= Φ such that the joint
distribution of (Mn, Z∗) is given by H(x, y) = min{FMn(x),Φ(y)} and
d2(Mn, Z) = E(Mn − Z∗)2 → 0 as n→∞ ⇔ En(Z)→ 0 as n→∞.
Hence, by (11) limn→∞ d2(Zn, Z) = 0. Therefore, by Theorem 2.2 there exists
Z˜∗ d= Φ such that
d2(Zn, Z) = E(Zn − Z˜∗)2 → 0 as n→∞.
From the definition of Wasserstein distance (3) and Lyapunov’s inequality we have
for 0 < p 6 2,
dp(Zn, Z) 6
{
E|Zn − Z˜∗|p
}1/p → 0 as n→∞.

Corollary 3.3. Under the conditions of Theorem 3.2, for each 0 < p 6 2 we have
lim
n→∞
dp(Zt(n), Bt) = 0 and lim
n→∞
E|Zt(n)|p = E|Bt|p, t ∈ [0, 1],(13)
where Bt is the standard one-dimensional Brownian motion.
Proof. Assume first that p = 2. By Theorem 3.2 we have limn→∞ d2(Zn, Z) = 0 or
equivalently
Zn
D→ Z, Z ∼ N(0, 1), and lim
n→∞
Var(Zn) = 1.(14)
Since,
1
σ
√
n
S⌊nt⌋ =
√
⌊nt⌋
n
1
σ
√⌊nt⌋S⌊nt⌋ and limn→∞ ⌊nt⌋n = t,
by (14) and Slutsky’s Theorem we obtain Zt(n)
D→ Bt and limn→∞Var(Zt(n)) = t.
By Theorem 2.1, it follows that limn→∞ d2(Zt(n), Bt) = 0.
As in the proof of Theorem 3.2, the Lyapunov inequality completes the proof for
0 < p < 2. 
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Applications of Theorem 3.2. The examples and discussion presented in this
section are inspired by the ones in the preprint Cioletti et al. [9].
For the volume ΛN = {1, 2, . . . , N}, the Gibbs measure of the one-dimensional
Ising model with free boundary conditions, at inverse temperature β > 0 on ΛN , is
given by
µβN(σ) =
1
ZN(β)
exp
(
β
∑
1≤i<j≤N
Vijσiσj
)
,(15)
where σ = (σ1, . . . , σN ) ∈ {−1, 1}N , the interactions Vij being the same we used to
define our two-dimensional random polymer model (2) and
ZN(β) =
∑
σ
exp
(
β
∑
16i<j6N
Vijσiσj
)
is the normalization factor.
Let µβ be the thermodynamical limit of µβΛ when Λ→ N. The susceptibility χ(β)
of the Ising model at the inverse temperature β is defined by
χ(β) :=
∞∑
n=1
{
µβ(σ1σn)− µβ(σ1)µβ(σn)
}
.(16)
LetX = {Xi : i ∈ N} be a stochastic process defined on Ω = {−1, 1}N, where the
variables Xi are projections, i.e., for σ = (σ1, σ2, . . .) ∈ {−1, 1}N we have Xi(σ) =
σi, ∀i.
Example 3.4. For fixed L > 0, define Vij as:
Vij = V, i, j ∈ N s.t. 0 < |i− j| 6 L,
where V > 0 is a constant. In this case, it is well-known that the set of the Gibbs
measures G (β) is a singleton. It can be verified that X on (Ω,F , µ) is not a se-
quence of independent r.v.’s by applying the GKS-II inequality. Moreover, one can
verify that X on (Ω,F , µ) is stationary and positively associated by using the FKG
inequality; see Fortuin et al. [16]. From the Lieb-Simon inequality (cf. Lieb [20] and
Simon [25]) follows that the susceptibility χ(β) < +∞ (for a more recent version see
Duminil-Copin and Tassion [12]). By a straightforward calculation, we have
lim
n→∞
1
n
Var(Sn) = Var(σ1) + 2 lim
n→∞
1
n
n∑
j=2
j−1∑
i=1
Cov(σ1, σj) = χ(β)
and similarly limn→∞
∑mn
j=1Var(Yj,n)/mnℓn = χ(β). Therefore, all the hypotheses of
Theorem 3.2 hold. Moreover, the convergences (10) and (13) also hold for 0 < p 6 2.
Example 3.5. For all i ∈ N we define Vii = 0 and
Vij = β|i− j|−α, i, j ∈ N and i 6= j
where β > 0 and α > 1. The analysis in terms of the parameter α is twofold. The
first one is 1 < α 6 2 and the second is α > 2.
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Suppose that 1 < α 6 2. In this case there is a real number βc(α) ∈ (0,+∞) called
critical point such that, for all β < βc(α) the set of the Gibbs measures G (β) is a
singleton (see Dyson [13]; and Fro¨hlich and Spencer [17]) and the unique probability
measure µβ,α has the FKG property and the stochastic process X = {Xi : i ∈ N}
on (Ω,F , µβ,α) is associated and stationary. At high temperature the covariance
Covµβ,α(X0, Xi) decays polynomially with the same rate as the interaction decay, and
since α > 1, in particular the susceptibility χ(µβ,α) is finite. The conditions (7)-(9)
are checked in analogy to that made in Example 3.4. In this case, the convergences
(10) and (13) hold for 0 < p 6 2. On the other hand, for all β > βc(α), the set G (β)
has infinitely many elements. Then, we can not ensure that the stochastic process
X on (Ω,F , µ) is stationary for any µ ∈ G (β). Moreover, the susceptibility is not
finite anymore.
The case α > 2 is similar to the case 1 < α 6 2 and β < βc(α), but no restriction
on the parameter β is needed to ensure the uniqueness of the Gibbs measures and
the other used properties.
3.2. Higher dimensions. Given m ∈ N, let {(X1i , . . . , Xmi ) : i ∈ N} be a m-
dimensional stationary random process with independent coordinates. We define
Sjn :=
n∑
i=1
Xji , Z
j
t (n) :=
Sj⌊nt⌋
σ
√
n
, j = 1, . . . , m,(17)
Smn := (S
1
n, . . . , S
m
n ) and Z
m
n (t) := (Z
1
t (n), . . . , Z
m
t (n)), where σ
2 ∈ (0,+∞).
Theorem 3.6. Let {Xji : i ∈ N}, j = 1, . . . , m be a centered, one-dimensional posi-
tively associated and stationary random process satisfying the hypotheses of Theorem
3.2. Then, for each 0 < p 6 2 we have
lim
n→∞
dp(Z
m
n (t),Bm(t)) = 0 and lim
n→∞
E‖Zmn (t)‖p = E‖Bm(t)‖p,
where Bm(t) = (B
1
t , . . . , B
m
t ) is the m-dimensional standard Brownian motion.
Proof. In view of Theorem 2.2, there exists an r.v. Bj,∗t
d
= Bjt such that the joint
distribution of (Zjt (n), B
j,∗
t ) is given by H(x, y) = min{FZjt (n)(x), FBj,∗t (y)} and
d2(Z
j
t (n), B
j,∗
t ) = E(Z
j
t (n)−Bj,∗t )2, j = 1, . . . , m.
By the above identity and by Minkowski’s inequality,
d2(Z
m
n (t),Bm(t)) 6
{
E
∥∥Zmn (t)−Bm(t)∥∥2}1/2
6
m∑
j=1
{
E(Zjt (n)−Bjt )2
}1/2
=
m∑
j=1
d2(Z
j
t (n), B
j
t ).(18)
Combining this inequality with (13), we obtain the convergence of order p = 2.
As in the proof of Theorem 3.2, the Lyapunov inequality completes the proof for
0 < p < 2. 
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Theorem 3.7. Under the conditions of Theorem 3.6, consider the random process
Wn,m(t) :=
1
σ
√
2n
{
Smk + (nt− k)(Smk+1 − Smk )
}
,
k
n
6 t <
k + 1
n
, t ∈ [0, 1].
Then, for each 0 < p 6 2 we have
lim
n→∞
dp(Wn,m(t),Bm(t)) = 0 and lim
n→∞
E‖Wn,m(t)‖p = E‖Bm(t)‖p,
where Bm(t) = (B
1
t , . . . , B
m
t ) is the m-dimensional standard Brownian motion.
Proof. The inequality k
n
6 t < k+1
n
implies that k = ⌊nt⌋. Then,
Wn,m(t) =
1√
2
{
Zmn (t) +
(nt− ⌊nt⌋)
σ
√
n
(Sm⌊nt⌋+1 − Sm⌊nt⌋)
}
=:
1√
2
{Zmn (t) +ψmn (t)} .
Note that ∥∥ψmn (t)∥∥2 = (nt− ⌊nt⌋)σ√n
m∑
j=1
(Xjk+1)
2.(19)
By the above decomposition of Wn,m(t) and Minkowski’s inequality,
d2(Wn,m(t),Bm(t)) 6
1√
2
{
E‖Wn,m(t)−Bm(t)‖2
}1/2
6
1√
2
{
E‖Zmn (t)−Bm(t)‖2
}1/2
+
1√
2
{
E‖ψmn (t)‖2
}1/2
6
1√
2
m∑
j=1
d2(Z
j
t (n), B
j
t ) +
1√
2
{
(nt− ⌊nt⌋)
σ
√
n
m∑
j=1
Var(Xjk+1)
}1/2
,
where in the last inequality we used (18) and (19). Taking n → ∞ in the above
inequality and using Corollary 3.3, we get limn→∞ d2(Wn,m(t),Bm(t)) = 0. 
The main result of this paper is an application of the results of this section for a
two-dimensional random polymer model presented in the next section.
4. Proof of Theorem 1.1
In this section, we consider the random polymer model on Z2 given by the Gibbs
measure (1)-(2), where the interaction Vij = |i− j|−α, and 1 < α 6 2.
It is very well-known (see Dyson [13]) that below the critical temperature the one-
dimensional Ising model with such interactions exhibits a first-order phase transition
in the magnetic field and that at the critical temperature there is either a second-
order or a mixed first-order-second-order (Thouless effect) transition (see Aizenman
et al. [2]). We will prove that below this critical value βc (respectively, above the
critical inverse temperature), the random polymer model, after a rescaling, converges
(respectively, does not converge) in Wasserstein distance to the planar standard
Brownian motion, leaving open the problem of asymptotic behavior of the random
polymers in the critical phase.
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4.1. Proof of Item 1. Let T : R2 → R2 be the rotation through an angle π/4.
If S = (S1, . . . ,Sn) ∈ Wn and Xi = Si+1 − Si, then for each step Xi there are
σ
(1)
i , σ
(2)
i ∈ {−1, 1} so that
TXi = σ(1)i
e1√
2
+ σ
(2)
i
e2√
2
.(20)
Let µβ be the thermodynamical limit of µβΛ when Λ→ N, and χ(β) the suscepti-
bility of the Ising model at the inverse temperature β defined in (16). Since Vij > 0,
it follows from the FKG inequality [16] that χ(β) > 0 and that the sequence of r.v.’s
{σ(j)i : i ∈ N}, j = 1, 2, are associated with respect to the infinite-volume Gibbs
measure µβ.
Let Sjk =
∑k
i=1X
j
i with X
j
i := σ
(j)
i , j = 1, 2. From (20) follows that TWn(t) has
the following expression
TWn(t) = 1√
2nχ(β)
2∑
j=1
(
Sj⌊nt⌋ + (nt− ⌊nt⌋)(Sj⌊nt⌋+1 − Sj⌊nt⌋)
)
ej
= Wn,2(t),
whereWn,2(t) is the random process defined in Theorem 3.7 withm = 2 and e1, e2 are
elements of the canonical basis of R2. From Aizenman-Barsky-Ferna´ndez’s Theorem
(Aizenman et al. [1], see also Duminil-Copin and Tassion [12]) follows that the
susceptibility is finite as long as β < βc. Let G (β) be the set of all infinite-volume
Gibbs measures. It is well-known that the set G (β) = {µβ} is a singleton for any
β < βc. In this case, this unique measure µ
β is translation invariant and therefore
the r.v’s {Xji : i ∈ N}, j = 1, 2, form a stationary sequence. Since these r.v.’s
are uniformly bounded, they have finite third moment and so (9) is valid. The
conditions (7) and (8) of Theorem 3.2 are proved analogously to Example 3.4, so all
the hypotheses of Theorem 3.7 hold. Therefore,
lim
n→∞
dp(Wn,2(t),B2(t)) = 0.(21)
On the other hand, since T is invertible and its inverse is a linear transformation,
denoted by T−1, we have Wn(t) = T−1Wn,2(t). Combining this equality with Item
(8.3) of reference Mallows [21] and with the fact that the distribution of the Brownian
motion is invariant under rotations in the plane, we obtain
d2(Wn(t),B2(t)) = d2
(
T−1Wn,2(t),B2(t)
)
6 ‖T−1‖ · d2
(
Wn,2(t),B2(t)
)
.
By taking n→∞, in the above inequality, we get from (21) that d2(Wn(t),B2(t))→
0.
Again, by applying the Lyapunov’s inequality we complete the proof for 0 < p <
2. 
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4.2. Proof of Item 2. By Theorem 2.1 it is sufficient to prove thatWn(t) D9 B2(t)
for each β > βc. The proof is by contradiction. Suppose that Wn(t) D→ B2(t). So
for each t ∈ R, we have
lim
n→∞
E‖Wn(t)‖21 = E‖B2(t)‖21 = 2t.(22)
From now, to simplify the notation we write Wn(t) as
Wn(t) =
{
1
σ
√
n
S⌊nt⌋ + (nt− ⌊nt⌋)
σ
√
n
(S⌊nt⌋+1 − S⌊nt⌋)
}
=:
1
σ
√
n
S⌊nt⌋ + ψn(t).
For any t > 0, the mean square of Wn(t) is given by
E‖Wn(t)‖21 =
1
nσ2
E‖S⌊nt⌋‖21 +
1
σ
√
n
E〈S⌊nt⌋, ψn(t)〉+ E‖ψn(t)‖21
=
1
nσ2
E‖S⌊nt⌋‖21 +
√
nt− ⌊nt⌋
σ
√
n
E
〈
S⌊nt⌋√⌊nt⌋ , ψn(t)
〉
+ E‖ψn(t)‖21
=: an(t) + bn(t) + cn(t).
It is simple to check that ψn(t) =
(nt−⌊nt⌋)
σ
√
n
(S⌊nt⌋+1−S⌊nt⌋) D→ 0 and limn→∞ cn(t) = 0.
We also have limn→∞ bn(t) = 0, since
S⌊nt⌋√⌊nt⌋ D→ B2(t) and
√
nt− ⌊nt⌋
σ
√
n
→ 0.
Finally, applying the main theorem of Cioletti et al. [8] on the thermodynamic limit,
we get
1
2
m∗(β)2 6
1
⌊nt⌋2E‖S⌊nt⌋‖
2
1 6 1.
This shows that for any ε > 0 there exists N0 so that, if n > N0, then
⌊nt⌋2
2nσ2
m∗(β)
2
6 an(t) 6
⌊nt⌋2
nσ2
+ ε,
which implies limn→∞ an(t) = +∞. Hence, for each t > 0,
lim
n→∞
E‖Wn(t)‖21 = +∞,
which contradicts (22), thus finishing the proof. 
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