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The rapid influx of solar energy and the desire to utilize carbon dioxide (CO2) will require 
large-scale energy storage and CO2 conversion technologies. Electrocatalytic devices can 
substantially impact both challenges, but improvements to electrocatalyst cost, activity, and 
selectivity are needed. Transition metal carbides provide a unique framework to reduce the loading 
of expensive catalyst metals while tuning the electrocatalytic activity and selectivity. Transition 
metal nitrides have many similar properties as carbides, and their synthesis inherently avoids the 
unwanted carbonaceous overlayer associated with carbide synthesis.  Here it is shown that carbides 
and nitrides enable lower platinum-group metal (PGM) loadings and improve the activity and 
selectivity of electrocatalysts for reactions of water electrolysis and electrochemical CO2 
reduction. 
Atom-thick layers of Pt were deposited onto niobium carbide (NbC) thin films to assess 
hydrogen evolution reaction (HER) activity. The Pt/NbC thin film, with one monolayer of Pt on 
NbC, performed similarly to bulk Pt. This correlated well with density functional theory (DFT) 
calculations of the hydrogen binding energy on the Pt/NbC surface.  
Potential applications of transition metal nitrides as electrocatalyst support materials were 
explored by synthesizing thin film nitrides of niobium and tungsten. The stability of each nitride 
was evaluated across broad potential-pH regimes to create a pseudo-Pourbaix diagram for each 
one. The films were each modified with atom-thick layers of Pt and were evaluated for HER 
performance in acid and alkaline electrolyte. Thin layers of Pt on WN and NbN showed Pt-like 
 
 
HER performance in acid and are promising candidates for high-surface area catalysts. To address 
the issue of high iridium (Ir) loading for the oxygen evolution reaction (OER) at the water 
electrolyzer anode, core-shell Ir-metal nitride particles were synthesized that contained 50% of the 
Ir mass loading of benchmark IrO2 particles. Iridium-iron nitride (Ir/Fe4N) showed increased 
activity on a mass-Ir basis and on a per-site basis, compared to IrO2. The core-shell morphology 
and stability under reaction conditions were confirmed with electron microscopy and in-situ X-ray 
absorption spectroscopy.  
Electrochemical reduction of CO2 to a mixture of CO and H2 (synthesis gas) was achieved 
on the palladium hydride (PdH) electrocatalyst. The product mixture can then be used as feedstock 
for the Fischer–Tropsch process and methanol synthesis. The syngas production performance was 
optimized by evaluating shape controlled PdH particles, bimetallic PdH, and PdH supported on 
transition metal carbides. At each step, the phase transition from Pd to PdH was monitored under 
reaction conditions with synchrotron-based X-ray absorption spectroscopy and X-ray diffraction. 
We also performed an overall carbon balance for catalytic transformation of CO2 to methanol via 
four reaction schemes, including one relying on electrocatalytic syngas production. The analysis 
revealed that hybrid electrocatalytic/thermocatalytic processes are most promising for resulting in 
overall CO2 reduction, but current densities of recently reported electrocatalysts need to increase 
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1.1 Electrocatalytic Devices 
Electrochemical devices that store and convert energy are key enablers of clean energy and 
CO2 utilization.  As solar energy capacity rapidly increases, electrochemical transformation 
reactions such as water electrolysis and CO2 conversion become more economically feasible. 
Figure 1.1 illustrates the potential application of electrolyzers and fuel cells for energy grid 
stabilization. First, some portion of solar energy is stored with water electrolyzers or CO2 
electrochemical conversion.  Then, stored hydrogen from the electrolyzer can be transformed with 
a fuel cell to usable energy for power or transportation. The products from the CO2 conversion can 
also be used as transportation fuels. Electrocatalysis plays a critical role in maximizing efficiency 
and lowering the cost of these devices. Many state-of-the-art electrocatalysts are based on 
platinum-group metals (PGMs), which are expensive and scarce.  Many research efforts have 
focused on reducing the PGM loading for a variety of electrochemical reactions.  To determine the 
best path toward achieving this goal, it is important to understand the amount of PGMs required 





Figure 1.1. Illustration of potential utilization of transition metal carbide (TMC) as low-cost 
electrocatalysts for energy storage and conversion devices. This figure was adapted from B. M. 
Tackett, W. Sheng and J. G. Chen, Joule, 2017, 1, 253–263. 
Solar energy capacity is projected to increase by roughly 1200 GW between 2015 and 
2040, accounting for 25 percent of new global energy capacity over that time period, according to 
the International Energy Agency (IEA).1   Large increases in intermittent solar capacity create 
energy grid challenges – energy generated in excess of demand can cause traditional baseload 
power plants to either shut down or sell their energy at negative cost to avoid grid overload.2,3 
Intermittent energy sources are often curtailed to avoid this, but curtailment reduces efficiency and 
incurs economic penalties.3 Storing excess energy on both the utility scale and distributed scale 
should alleviate this problem and facilitate solar energy use.3,4  The economic feasibility of this 




discussion of the current catalytic requirements for energy storage (water electrolyzers and CO2 
electroreduction cells) and energy conversion devices (electrochemical fuel cells).  Then, transition 
metal carbides (TMCs) utilization is introduced as a means to potentially reduce catalytic cost and 
improve activity for these applications. Lastly, transition metal nitrides (TMNs) are introduced 
because of their similar properties to carbides, that could potentially overcome a critical materials 
challenge encountered with TMCs. 
1.1.1 Catalytic Requirements for Devices 
Storing energy in chemical bonds, such as in H2 or CO gas molecules, is an attractive 
solution because gas storage in steel tanks is easily scalable by increasing gas pressure.  This is an 
advantage over batteries, where storage capacity is directly related to the size of the battery unit. 
H2 can be generated from water electrolysis using a polymer electrolyte membrane (PEM) cell that 
is more compact and versatile than a traditional alkaline water electrolyzer. If the storage 
requirements for all 1200 GW new solar capacity should be fulfilled by water electrolyzers, these 
devices would need to collectively produce 2700 t-H2 / h by 2040. Assuming an average 
requirement of 50 kWh / kg-H2,
5 the average PEM water electrolyzer installation capacity should 
be 5.4 GWinstalled / year to meet projected solar energy growth. The corresponding PGM 
electrocatalyst requirement, using current technology, is listed in Table 1.1. The demand of 2.7-













Table 1.1. Electrocatalyst requirements for projected 5.4 GW / year PEM electrolyzer growth     
System Power density 
(W/cm2) 















3 - 4 6,7 
IrOx 2 
6 2.7 – 3.6 6.1 8 
Electrolyzer 
cathode 
Pt/C 0.05 - 1 5,9,10 0.07 – 1.8 218 8 
 
Excess energy can also be stored by converting CO2 to CO, a reaction that could also help 
address environmental concerns of CO2 emission. There is a desire to capture 540 million tons 
(Mt) of CO2  per year by 2025 to meet the “2 Degree Scenario” defined by the IEA.
11 Progress in 
this area is lacking – only 28 Mt CO2 capture capacity was installed by the end of 2015.
11 Currently, 
enhanced oil recovery is the only market driving the growth of CO2 capture.
11 Increased CO2 
capture requires regulatory incentives and market demand, with the latter being potentially driven 
by the transportation fuels market if there were an economical way to convert CO2 to fuel.  The 
IEA Sankey Diagram (iea.org/sankey) reports 952 million tons of oil equivalent (Mtoe) consumed 
in 2014 for road transportation alone.  This equates to nearly 3000 Mt CO2 – a market much larger 
than the 540 Mt CO2 capture target.  Electrochemical reduction of CO2 to CO, which can then be 
converted to liquid fuels, is one path toward achieving large-scale CO2 utilization.  There are 
currently no commercial catalysts for this reaction, due to the low activity of conventional 
monometallic electrocatalysts. Research into novel electrocatalyst formulations and morphologies 




Electrocatalysts also play a critical role in energy conversion that transforms chemical 
bonds into usable energy. Hydrogen fuel cells (HFCs) allow stored hydrogen to be converted to 
electricity on the distributed scale. The efficiency and durability of H2 fuel cells heavily rely on 
PGM. The US Department of Energy (DOE) evaluates fuel cell requirements to power road 
transportation.12 For an 80-kWnet direct H2-PEM automotive fuel cell system and  a maximum 
manufacturing volume of 500,000 unit/year, it would require a 7.2 ton/year production of Pt, which 
would not sustain a sizeable market for PEM fuel cell (PEMFC)-powered automotives.13  Direct 
alcohol fuel cells are also important energy conversion devices that may offer higher energy 
density.  PGM electrocatalysts are active for these units as well, but CO poisoning becomes a 
problem when oxidizing alcohols.   
1.1.2 Transition Metal Carbides as Electrocatalysts 
Current global energy trends require energy storage and conversion systems on the GW 
scale.  As summarized above, for water electrolyzers and HFCs alone, the state-of-the-art 
technologies will need >10 tons PGM yearly to meet this demand. That could strain Ir supply and 
increase device cost due to high Pt pricing.  One promising way to reduce PGM loading is by 
supporting low loading of PGM metals on TMCs by taking advantage of the synergistic 
interactions between PGM and TMC. Currently, PGM nanoparticles are supported on activated 
carbon or carbon black, which allows for relatively good particle dispersion and electrical 
conductivity. However, carbon support is prone to corrosion under electrochemical oxidative 
environment, causing the detachment of supported metal particles. The weak interaction between 
PGM particles and carbon also leads to the migration and agglomeration of metal particles. These 




Using TMCs instead of carbon can potentially improve PGM stability and enable much 
lower PGM loading. TMCs are attractive because of their low cost, high stability, and good activity 
for many chemical reactions.  Early transition metals are 2-3 orders of magnitude more abundant 
and less expensive than PGMs,15 and TMCs are also known to have Pt-like electronic structures,16 
often enabling a monolayer (one atomic layer) of PGMs to act as if they were in a bulk PGM 
morphology. In addition, because the binding energy of PGM-TMC is much larger than that of 
PGM-C, supporting PGM on TMC substrates would reduce the extent of metal particle 
agglomeration. Furthermore, the surface properties of PGM can be tuned by selecting different 
substrate carbides or metal overlayers. TMCs are also stable over wide potential-pH regimes, 
suitable for various fuel cell and electrolysis reactions, as seen in Figure 1.2. Therefore, metal 
modified TMCs offer a versatile framework to optimize electrocatalytic activity for a variety of 
energy storage and conversion reactions.   The following sections in this Chapter outline the 
possibilities for using these materials as alternative electrocatalysts to reduce PGM loading while 
maintaining catalytic activities for energy storage and conversion. Section 1.2.5 discusses the main 
materials challenge associated with utilizing TMC electrocatalysts, and transition metal nitrides 





Figure 1.2. Potential-pH stability regimes for TMCs as a function of parent metal oxygen binding 
energy (OBE).  The dashed lines represent typical potential ranges for various electrochemical 
reactions. The actual electrocatalyst stability should also depend on the overpotentials required for 
each reaction. This figure was reprinted with permission from Y. C. Kimmel, X. Xu, W. Yu, X. 
Yang and J. G. Chen, ACS Catal., 2014, 4, 1558–1562. Copyright 2014 American Chemical 
Society. 
1.2 Applications of TMC and Metal-Modified TMC Electrocatalysts 
1.2.1 Hydrogen Evolution and Hydrogen Oxidation Reactions 
Renewable energy storage can be accomplished by the electrolysis of water to hydrogen 
and oxygen gas (Equation 1.1). The hydrogen can be stored and later used to produce energy using 
a HFC via the reverse reaction of Equation 1.1. The hydrogen is produced at the electrolyzer 
cathode via the hydrogen evolution reaction (HER, Equation 1.2), and the fuel cell anode performs 
the hydrogen oxidation reaction (HOR, reverse Equation 1.2).  
Equation 1.1 𝐻2𝑂 ↔  𝐻2 +  
1
2
𝑂2   
Equation 1.2 2𝐻+ +  2𝑒− ↔  𝐻2, E0 = 0 V  




− ↔ 𝐻2𝑂, E0 = 1.23 V   
Both electrolysis devices and HFCs are centered around a PEM that allows for compact 
design and high current densities.  Currently, the most commercially viable PEMs transport 
protons across the membrane, creating an acidic environment. Pt has a high HER activity at low 
pH, and the state-of-the-art catalyst for proton HFCs and water electrolyzers is Pt/C.  Typically, 5 




g-1. The high surface area carbon provides electrical conductivity and allows Pt to be initially well-
dispersed, using a simple wet-impregnation synthesis.  The HER in a proton exchange membrane 
electrolyzer is catalyzed with small amounts of Pt/C that make up less than 10% of stack cost.5,6 
However, it is still desirable to increase electrocatalyst stability, reduce Pt loading, and develop 
non-precious metal electrocatalysts. 
Low-cost TMCs alone bind hydrogen too strongly to achieve high HER/HOR activity. But 
TMCs modified with monolayer amounts of Pt or other metals provide an opportunity to optimize 
activity at the hydrogen electrode by tuning the hydrogen binding energy (HBE) of the 
electrocatalysts (Figure 1.3).   This monolayer loading has the potential to reduce Pt loadings by 
around 1 order of magnitude compared to a 5 nm bulk Pt particle. Supporting metals on TMCs 
also provides enhanced stability at the hydrogen electrode in both acidic and alkaline (anion 
exchange membrane) environments that could reduce Pt attrition rates and effectively lower Pt 





Figure 1.3. Experimentally-measured (a) acid and (b) alkaline HER activity on metal-modified 
TMC surfaces as a function of DFT-calculated Gibbs free energy of hydrogen adsorption (ΔGH). 
(c) Alkaline HER activity as a function of Gibbs free energy of hydroxyl adsorption (ΔGOH). The 
plots show that hydrogen binding energy is an effective descriptor for HER activity in acid and 
alkaline electrolyte, and OH binding energy does not have a strong correlation with HER activity.18 
This figure is reprinted with permission from Q. Zhang, Z. Jiang, B. M. Tackett, S. R. Denny, B. 
Tian, X. Chen, B. Wang and J. G. Chen, ACS Catal., 2019, 9, 2415–2422. Copyright 2019 




For the HER, metal-modified TMCs also present an opportunity to design impurity tolerant 
HER catalysts capable of electrolyzing impure water. The “pure water constraint” on electrolyzers 
could be prohibitive to widespread use.  It is desirable that electrocatalysts should at least tolerate 
common impurities found in tap water.  HER electrocatalyst poisoning is relatively unexplored, 
but the same design principles that make metal-modified TMCs attractive for tuning HER activity 
would also make this class of materials ideal for optimizing impurity tolerance.  Tolerant 
electrocatalysts should minimize impurity binding energies while maximizing HER activity.  
Density functional theory (DFT) calculations can screen combinations of metals and TMC 
supports to find promising candidates.  Early work shows Pt/NbC thin films are tolerant to tap 
water impurity ions under operating conditions.19  More rigorous impurity tolerance testing for 
HER electrocatalysts should include varying concentrations of impurity ions under wider potential 
regimes. 
Anion exchange membrane devices are promising for reducing PGM loading at the oxygen 
electrode for electrolyzers and fuel cells, but they present challenges for the hydrogen electrode. 
HER overpotential losses are significantly greater in alkaline than in acid electrolyzers, even on 
state-of-the-art Pt catalysts.  According to alkaline HER/HOR Pt-mass activities calculated by 
Sheng et al., an anion exchange membrane electrolyzer would need at least 20 times more  Pt than 
an acid cell to have an overpotential < 10 mV at an operating current of 1.5 A cm-2.20 Metal-
modified TMCs have the potential to drastically reduce or eliminate the Pt loading for alkaline 
HER.  Optimizing HER activity in acid with monolayer metal on TMCs has been demonstrated 
extensively on thin films (Figure 1.3a) and also on industrially relevant core-shell metal modified 
TMC nanoparticles21. And recently, the same correlation between HER activity and hydrogen 




electrolyte (Figure 1.3b).18  This is a good primary indication that monolayer Pt on TMCs should 
be effective as low-Pt loading alkaline HER electrocatalysts, but further experimental and 
theoretical studies of metal-modified TMCs in alkaline, especially on high surface area powder 
catalysts, are needed to confirm their utility. 
Like the acid electrolyzer, the cost of Pt/C at the hydrogen electrode in a proton exchange 
membrane fuel cell is relatively low, owing to the facile reaction kinetics in acidic environment. 
However, Pt-based HOR electrocatalysts suffer from CO poisoning in the ppm range, which is a 
crucial issue for H2 streams produced from methane reforming.  The interaction of Pt and TMCs 
reduces the CO binding energy and consequently improves the CO tolerance of precious metal 
nanoparticles22,23 and thin films.24 It has yet to be seen whether Pt-modified TMCs will maintain 
CO tolerance during long-term operation, but the improvement over carbon-supported Pt in short-
term studies makes metal modified TMCs very attractive for this application. 
The motivation to develop anion exchange membrane HFCs is driven by less oxidizing 
ORR conditions at high pH that facilitate the use of non-precious metals.  Similar to the alkaline 
electrolyzer, high pH slows kinetics at the hydrogen electrode, requiring more than 20 times the 
Pt loading to achieve the same efficiency as the acid cell.20  The same principles discussed for 
designing low-Pt or PGM-free alkaline HER electrocatalysts also apply here.  That is, Pt loading 
can be reduced by orders of magnitude with monolayer Pt on TMCs, and the capability to tune 
HBE on metal-modified TMCs makes discovery of non-precious electrocatalysts a possibility. 
1.2.2 Oxygen Reduction and Oxygen Evolution Reactions 
The requirement of significant PGM loading at the oxygen electrode (Equation 1.3) limits 




been developed for the ORR in both acidic and alkaline environment, most of them have been 
evaluated as a half cell reaction using conventional electrochemical cells. Few have been applied 
in a membrane electrode assembly (MEA) under real fuel cell operational conditions to show 
comparable output power densities and long-term durability as Pt-catalyzed fuel cells. The strong 
oxidative potential at the oxygen electrode requires that the catalysts must have the long-term anti-
corrosion ability.  
As mentioned in the introduction, benchmark Pt-based catalysts supported on carbon are 
prone to loss of surface area and degradation under oxidative environments due to several means: 
1) Ostwald-ripening, 2) migration of weakly attached metal on carbon support, and 3) metal 
detachment due to carbon corrosion. 14 A general approach is to replace high surface area carbon 
with a more robust material, which can not only promote the activity of the supported Pt-based 
catalysts, but also have strong interaction with the overlayer metals.  Several conductive substrates, 
such as metal nitrides and metal sulfides, may also be suitable supports.  However, the most in-
depth analyses in the literature on the fundamentals of these metal-support interactions are focused 
on TMCs.  
DFT calculations have shown that the ORR activity is correlated to the adsorption energies 
of O/OH on the metal surfaces, which in turn relates with the surface d-band center of the overlayer 
metals.25 Supporting Pt on TMC can tune the surface d-band structure due to the modification of 
the Pt overlayer by the underneath TMC substrate. Hendon et. al. used ab initio thermal annealing 
method to study the d-band of various surface Pt coverage on Ti0.1W0.9C, which was realized 
through a heat, quench, and exfoliation method.26 As demonstrated in Figure 1.4, the surface Pt d-
band center of 0.75 ML Pt coverage on Ti0.1W0.9C is slightly lowered than the bulk Pt(111) surface 




eV. When increasing the surface Pt coverage up to 2 ML, the surface Pt overlayer can still 
experience the tuning effect from the underneath Ti0.1W0.9C.  
 
Figure 1.4. The effect of Pt/TMC overlayer coverage on the surface d-band center. This figure was 
reprinted with permission from C. H. Hendon, S. T. Hunt, M. Milina, K. T. Butler, A. Walsh and 
Y. Roman-Leshkov, J. Phys. Chem. Lett., 2016, 7, 4475–4482. Copyright 2016 American 
Chemical Society. 
Yates et al. investigated the adsorption of Pt overlayer on a series of TMC surfaces, 
including TiC, TaC, NbC and WC, as well as the adsorption energy of O* on the supported Pt 
overlayer.27 The results show that Pt adsorption on these TMC surfaces is thermodynamically 
favorable. The mismatch of the lattice parameters between the Pt overlayer and the supporting 
TMC and the charge transfer from TMC to Pt both affect the Pt surface d-band center values. Thus, 
the Pt/TMC system offers the opportunity to tune the binding energy of O/OH and consequently 
the ORR activity.   
The benchmark OER catalysts, IrO2 and alloys of RuO2, are electrochemically stable in 




the Ir and Ru amount in the PEM electrolyzers remains a challenge.  Additionally, activated carbon 
cannot be used as a support for these catalysts, due to the highly oxidizing potentials.  This makes 
carbides an attractive support option; however, only three TMCs (TiC, TaC and ZrC) can 
potentially possess the required electrochemical stability (Figure 1.2) to support IrO2 and RuO2. 
For example, Ir thin film has been deposited onto TiC through magnetron sputtering, aiming at 
reducing the Ir amount for PEM water electrolyzers.28 Nevertheless, such a Ir/TiC structure has an 
Ir overlayer thickness of 70 nm, which is too thick to result in significant Ir reduction. This is 
probably limited by the preparation technique of magnetron sputtering, where precise control of 
thickness may be challenging. A thin but full coverage of IrO2 or RuO2 on the TMC substrate in a 
core-shell particle morphology should provide sufficient protection of the underneath TMC. 
Theoretical and experimental investigations on how the TMC core affects the OER performance 
of the IrO2 and RuO2 overlayers should provide insight into the feasibility of reducing the PGM 
loading in the OER electrocatalysts.  
1.2.3 CO2 Electroreduction 
The electrochemical reduction of CO2 to CO, which can be subsequently used as a 
component of syngas (a mixture of CO and H2)  for the Fischer-Tropsch (FT) process, offers one 
route to make liquid fuels.29 Current FT feedstocks are typically produced by energy intensive 
steam reforming of methane (SRM) around 825 oC. A typical SRM efficiency of 70% corresponds 
to roughly 321 kJ/mol-CO produced.30,31   For electrochemical conversion of CO2 to CO to be 
viable for fuel synthesis, the energy input should be equal to or lower than that of conventional 





For electrochemical CO2 reduction to be comparable on an energy basis with SRM, the cell 
potential should be 1.67 V, as shown in Equation 1.4, where the final term represents the number 
of electrons needed for conversion of CO2 to CO. 










] = 1.67 𝑉  
Equation 1.5 𝐶𝑂2 + 2𝐻
+ + 2𝑒− →  𝐶𝑂 +  𝐻2𝑂, E0 = −0.1 V vs. RHE 
 
The two-electron process (Equation 1.5) has an equilibrium potential close to that of the HER.  In 
a water-containing environment, the counterpart anode reaction will likely be the OER.  State-of-
the-art OER electrocatalysts operate around 1.5 V, so the CO2 reduction electrode should operate 
at −0.2 V, corresponding to an overpotential of only −0.1 V. 
Gold is one of the best known electrocatalysts for electrochemical CO2 reduction to CO.  
However, even the most active gold materials only show current densities of 1 mA cm-2geo
 at η = 
−0.1 V.32  This is not sufficient for large scale CO production.  DFT calculations show that at 
overpotentials of −0.35 V, the best monometallic surfaces are at least one order of magnitude less 
active than the predicted maximum.33 This is because the binding energy of two key adsorption 
intermediates (CO and COOH) scale in such a way that activity cannot be optimized on a 
monofunctional surface.  DFT calculations indicate that TMCs may provide a means to break this 
scaling relationship and achieve optimum binding energy independently for CO and COOH,34 
suggesting the possibility of utilizing metal-modified TMCs for the electrochemical reduction of 
CO2 to CO. One explanation for the departure from monometallic scaling relations suggests that 
the directional d-band electronic components are different for adsorbates on specific binding sites.  
In comparison, in the case of Pt, the d-band components are the same.35 Another potential 




interfacial sites.  Varying the combination of TMC substrate and supported metals with different 
binding energies for key intermediates at the interfacial sites would likely offer the possibility of 
breaking the scaling relations observed for monometallics.  More systematic DFT calculations and 
experimental studies would be required to verify this hypothesis.  This would also require well-
controlled synthesis techniques, such as atomic layer deposition, to create patterned surfaces that 
maximize interfacial sites. 
CO2 can also be electrochemically reduced directly to C1–C3 hydrocarbons and 
oxygenates.  These molecules are typically more valuable than CO and could be used as 
commodity chemicals or for energy generation without further processing.  Producing larger 
molecules, as opposed to CO, also has the advantage of avoiding the subsequent energy intensive 
FT process. This makes the overpotential requirement less stringent than CO production. Cu is the 
only pure metal that produces these molecules with any appreciable selectivity. However, using 
multifunctional electrocatalysts to independently scale adsorbed intermediate binding energies has 
been identified as the key to optimize product activity and selectivity.32 As previously discussed, 
TMCs are promising candidates for breaking the scaling relations and tuning binding energies 
independently.  Experimental results show that TMC supports can modify CO binding energy on 
Pt,36 so tuning other adsorbate binding energies should be possible with different metal/TMC 
combinations 
1.2.4 Alcohol Oxidation   
Direct alcohol fuel cells (DAFCs) using methanol and ethanol as the fuel are another 
energy conversion system.  Compared to HFCs, DAFCs offer the advantages of easy handling and 




present the output power density remains very low, owing to the sluggish anode alcohol oxidation 
reaction and the cathode ORR. During the sequential dehydrogenation of  methanol oxidation 
reaction (MOR) on the Pt catalyst surface, the reaction intermediate of CO binds to Pt so strongly 
that it completely poisons the catalyst surface.37 To facilitate CO removal, an oxyphilic metal such 
as Ru is alloyed with Pt, because Ru is active in dissociating water and promotes the reactions 
between CO on Pt and OH on Ru to generate CO2. Reducing the CO adsorption energy or 
activating water dissociation may influence the overall MOR performance. 
Sheng et al. studied the methanol dehydrogenation on Pt overlayer on the WC(0001) 
surface and found that CO adsorption energy was greatly reduced on Pt2ML/WC(0001).
38 Cui et al. 
found that the strong electron donating property of WC increases the electron density around Pt 
atoms anchoring to WC substrate. Pt thus becomes the center of the negative electron density, 
causing a weaker bond between adsorbed CO and Pt/WC.36 This agrees with the experimental 
observation of nearly 100 mV negative shifts in the onset potentials of the CO stripping and the 
MOR on Pt/WC compared to pure Pt/C.  DFT studies also demonstrate that CO oxidation on 
Pt/WC is most likely to take place on Pt sites though the Langmuir-Hinshelwood route instead of 
at the Pt/WC interface, where it is highly energetically unfavorable for CO on the Pt site to combine 
with OH species on the nearby WC sites.38 Using the same strategy, the benchmark MOR catalyst, 
PtRu, may be further modified by a WC support, owing to the electronic tuning effect. Hunt et al. 
investigated MOR over the WC@PtRu core shell nanoparticles, and the onset potential of the 
MOR was reduced to as low as 0.3 V.21  More specifically, the MOR activity of WC@PtRu at a 
potential of 0.6 V is 4 times that of commercial PtRu.  
In a direct ethanol fuel cell, the ethanol oxidation reaction (EOR) presents a greater 




CO intermediate. Pt can break the C-C bond but suffers from CO poisoning. Thus, the cell 
efficiency is greatly inhibited by the lack of highly efficient EOR electrocatalysts. DFT 
calculations and parallel surface science studies suggest that the Pt/WC surface is more active for 
C-C bond scission at low temperature than bulk Pt.39 Meanwhile, the CO desorption temperature 
is greatly reduced on Pt/WC, suggesting that Pt/WC is less likely to be poisoned by the CO 
intermediate during the EOR. Subsequent in-situ infrared reflection-absorption spectroscopy of 
the EOR on Pt/WC in 0.1 HClO4 confirmed a lack of the CO vibrational mode at 2045 cm
−1 and a 
much more intense CO2 band at 2341cm
−1 on Pt/WC, compared to bulk Pt. 39  A recent study on 
the EOR using Mo2C-supported Pt also showed a reduced onset potential of CO oxidation.
40 These 
studies suggest that the interaction between Pt and TMC can significantly influence the surface 
property of Pt and that other metal-modified TMCs should be explored for enhancing the EOR 
activity.   
1.2.5 Materials Challenge 
    TMC-supported PGM electrocatalysts are promising for a variety of reactions, but high 
temperature TMC synthesis is a challenge for achieving industrially relevant, high surface area 
particles.  Most research efforts attempt simple substitution of carbon support with TMC, with the 
expectation that the strong interaction between the Pt particles and TMC support can influence 
activity and stability. For example, polyacrylic weak-base anion-exchange resin has been used as 
the template to disperse metal salt precursors for  MoC,41 WC,42 Co3W3C
43 and Co6Mo6C2
44 
nanoparticles to support Pt particles for ORR. Instead, supporting PGM monolayers on TMC 
nanoparticles in a core-shell morphology should ideally optimize PGM usage and protect the TMC 




synthesized TMCs are typically covered with an unwanted carbonaceous overlayer that is difficult 
to remove without sintering the particles. 
A recent breakthrough demonstrates a well-controlled  WC@Pt core shell particle 
synthesis that enables the Pt shell to coat the WC particle without interference from carbon 
overlayers.21 Protection from particle sintering during high temperature metal precursor 
carburization is achieved through an encapsulating silica reverse microemulsion.  This 
encapsulation also enables a thin Pt layer to coat only the outside of the particle. Particle size and 
shell thickness could be engineered by tuning the WOx size and Pt precursor concentration. This 
synthesis procedure offers the possibility to produce TMC@Pt core-shell structures with TMCs 
that are stable under ORR conditions. Similarly, TMC@IrO2 and TMC@RuO2 core-shell 
structures could possibly protect the core TMC against corrosion. This synthesis procedure 
requires several steps and may be difficult to scale up. An alternative solution is to use transition 
metal nitrides. 
1.3 Transition Metal Nitrides as Electrocatalysts 
Transition metal nitrides have similar physical and electronic structures as transition metal 
carbides, as shown in Figure 1.5.45 Although there are fewer systematic fundamental studies on 
nitride electrocatalysts, their structures suggest they may display many of the attributes discussed 
in Section 1.2. The advantage of using nitrides is that their synthesis results in an inherently clean 
surface, due to the easy desorption of nitrogen from the surface, as depicted in Figure 1.5b. This 
facilitates high-surface area nitride particle synthesis that can then easily achieve intimate contact 
with ad-metals, which is difficult to achieve with carbides. In order to properly understand the 




electrochemical stability, theoretical intermediate binding energies, and support-metal interactions 
are needed. 
 
Figure 1.5. (a) The crystal structures of early transition metal carbides and nitrides, with white 
circles representing metal atoms and black circles representing either carbon or nitrogen atoms 
that occupy the interstitial spaces.43 Adapted with permission from J. G. Chen, Chem. Rev., 1996, 
96, 1477–1498. Copyright 1996 American Chemical Society. (b) A schematic showing the 
synthesis of carbides and nitrides, which results in an inherently clean nitride surface that is 
difficult to achieve with carbide synthesis. 
1.4 Dissertation Outline 
The preceding sections describe the potential application of transition metal carbides and 
nitrides as electrocatalyst materials for a variety of electrolyzer and fuel cell applications that 
enable energy storage and CO2 conversion.  The remainder of this Dissertation contains 7 chapters 







selectivity for specific reactions. Chapter 2 describes techniques used for synthesizing carbides 
and nitrides, and the theoretical and experimental methods used to evaluate their electrocatalytic 
performance. Chapter 3 evaluates the HER performance of atom-thick layers of Pt, Pd, and Ag on 
niobium carbide thin films in acid and alkaline electrolyte. The thin films are also tested in the 
presence of common impurity ions found in tap water. Chapter 4 explores the fundamental 
electrochemical stability of nitrides of tungsten and niobium across wide potential-pH regimes. 
The HER is again used as a probe reaction to understand the ability of nitrides to reduce Pt loading. 
Chapter 5 extends the thin film nitride experiments to high surface area core-shell particles by 
evaluating IrO2-metal nitride particles for the oxygen evolution reaction in acid electrolyte. This 
provides a complete picture for the use of carbides and nitrides at both the cathode and anode of a 
PEM water electrolyzer. 
Chapter 6 and Chapter 7 focus on the electrochemical reduction of CO2. Chapter 6 details 
synthesis gas (syngas) production on palladium hydride (PdH) electrocatalysts. PdH is uniquely 
capable of producing reaction-ready syngas ratios from electrochemical CO2 reduction, and the 
performance is optimized by evaluating shape controlled PdH particles, bimetallic PdH, and PdH 
supported on transition metal carbides. Chapter 7 provides a big-picture outlook for the catalytic 
transformation of CO2 to methanol. An overall carbon balance is performed on four conversion 
processes, including electrocatalytic, thermocatalytic, and hybrid schemes. This analysis reveals 
performance targets for CO2 electroreduction catalysts and suggests the most promising catalyst 
research paths to achieve sustainability goals. Lastly, Chapter 8 summarizes this work and points 
to future research directions for chemical energy storage and CO2 conversion electrocatalysis 





Parts of this chapter were adapted from B. M. Tackett, W. Sheng and J. G. Chen, Joule, 
2017, 1, 253–263. No permission was necessary to reproduce this publication for this thesis 
chapter. 
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2.1 Synthesis of Transition Metal Carbides and Nitrides 
2.1.1 Thin Films 
Transition metal carbides and nitrides are both formed by driving carbon atoms (for 
carbides) or nitrogen atoms (for nitrides) into the interstitial sites of the parent metal.1 Several 
methods exist for forming thin film carbides and nitrides2, but in this work, both materials are 
synthesized by temperature programmed reaction of metal foils in a horizontal quartz tube furnace. 
Prior to annealing, the metal foils are cleaned in ethanol and sodium hydroxide to remove surface 
oils and oxides, respectively. Metals are then cut to size and loaded into a quartz tube furnace, and 
a gas mixture, controlled by mass flow controllers, is flown through the tube. For carbides, a 20 
percent volume mixture of methane in hydrogen is used, and foils are slowly heated (over 8 hours) 
to 1273 K and held at the high temperature for 1 h.  The high temperature simultaneously 
decomposes the methane to elemental carbon on the metal surface and enables the hydrogen to 
reduce the metal to a carbide phase. This process inherently results in a carbonaceous overlayer 
remaining on the surface of the carbide film. To burn off the carbon, the temperature is ramped 
down to 1123 K and held for 20 minutes while the 100 percent hydrogen flows through the 
furnace.3 Samples are cooled to room temperature and passivated in 1 percent volume oxygen in 




For nitrides, 100 percent ammonia gas is flown through the quartz tube. For safety, this 
requires an ammonia cylinder contained within a gas cabinet, plumbed with all stainless-steel 
tubing and fixtures. The mass flow controller used for controlling ammonia flow rate was a Cole 
Parmer model suitable for corrosive gases. The flow controller and tube furnace were housed 
entirely inside a fume hood, and the furnace effluent was bubbled through concentrated sulfuric 
acid to minimize hood exposure to ammonia. In general, nitride thin films were synthesized by 
heating quickly to 1123 K and holding for 10 h. The films were then cooled naturally to room 
temperature under ammonia flow, before flushing thoroughly with Ar. No additional reduction 
step was used, because excess nitrogen easily desorbs from the surface. 
2.1.2 High-Surface Area Powders 
In general, powders are synthesized in a similar apparatus as the thin films, with similar 
gas mixtures for carbides and nitrides described in the previous section. Typically, chlorides, 
nitrates, or oxalates of the parent metal are used as precursors for powder carbide or nitride 
synthesis. The granular precursors are loaded into a quartz boat and then loaded into the tube 
furnace. Nitride powders were typically synthesized with a high temperature of 973 K, held for 4 
hours in before being cooled to room temperature and flushed with Ar. 
Carbide powders synthesis typically utilized a hard templating technique to prevent particle 
sintering and to maximize surface area. Precursors were mixed with MCM-41 silica in a mortar, 
and then ethanol or water was added to make a slurry. The slurry was stirred with the pestle until 
most of the liquid evaporated. This process was repeated 2 more times before the mixture was 
dried in a vacuum oven overnight. The mixture and evaporation process allow the precursors to 




sintering during carburization. The high temperature for powder carburization was typically 1173 
K. The resulting black powder was then washed in 2 M NaOH to etch away the silica structure. 
Then the washing solution was filtered, and the filter cake was vacuum dried to retrieve the carbide 
powder. This method resulted in carbides with a BET surface area on the order of 50 m2 g-1, which 
is more than an order of magnitude larger than commercially available carbide powders.4 
2.2 Metal Deposition 
2.2.1 Physical Vapor Deposition (PVD) on Thin Films 
Carbide and nitride thin films were modified with metals resulting in sub-monolayer to 
several monolayer coverages. The process was identical for carbides and nitrides and utilized 
physical vapor deposition of ad-metals under ultra-high vacuum conditions. The metal source was 
created by wrapping 1 mm diameter metal wire around a tungsten wire filament, which was then 
loaded into the deposition chamber. Under vacuum conditions, the filament and source were 
slowly outgassed by resistive heating, controlled by a power source. Once the source was 
outgassed, the thin film sample was exposed to the source under constant current for a specified 
time. 
The whole PVD apparatus was contained within an X-ray photoelectron spectroscopy 
(XPS) unit, to enable measurement of overlayer thickness without exposing the sample to 
atmosphere. After PVD, the sample was moved to the XPS analysis stage, and the spectra of the 




















In the equation, A refers to the overlayer material, and B refers to the substrate material. I is XPS 
signal intensity, quantified by peak areas. S is atomic sensitivity factor. λ is inelastic mean free 
path of a photoelectron traveling through the overlayer material with energy, E. These values are 
determined from the NIST Standard Reference Database 71. θ is the photoemission angle relative 
to the surface normal, considered to be zero for these calculations. d is the thickness of the 
overlayer. This equation was adapted from reference 5.  
 
2.2.2 Metal Loading on Powders 
Metals were loaded onto carbide powders via wet impregnations, or, in the case of the core-
shell particles in Chapter 5, co-precipitation prior to nitridation. For wet impregnation, the carbide 
powder was dispersed in an aqueous solvent via sonication. Then target amounts of a soluble salt 
of the ad-metal were added and dissolved in the slurry. While mixing, a reducing agent was added. 
This reducing agent was typically sodium borohydride or sodium hydroxide. The mixture was 
stirred and heated for up to 1 h, and then filtered, washed, and dried to obtain the final product.  
For the co-precipitation, described in Chapter 5, both metals were dissolved in water and 
reduced simultaneously with sodium borohydride to form alloy particles. The washed and dried 
powders were then annealed in the nitriding furnace, where the transition metal formed a nitride 
phase, and the precious metal phase-segregated and migrated to the shell of the particle. 
2.3 Electrochemical Testing 
All electrochemical measurements were performed with a Princeton Applied Research 
VERSAStat 4 Potentiostat. Saturated Calomel or Ag/AgCl references electrodes, manufactured by 




custom gas-tight H-Cell with a Nafion membrane separator. Solution resistance was calculated by 
electronic impedance spectroscopy (EIS), and that value was used for resistance correction during 
measurements were the potential was controlled by the instrument. 
2.4 Synchrotron-Based In-Situ Electrochemical Characterization 
A custom acrylic plate electrochemical cell was used for synchrotron experiments. The cell 
was approximately 40 mL in volume, with a window cut out in the center on both walls for the 
working electrode. The windows were both covered with Kapton tape, and the distance along the 
beam path from one window to the other was less than 2 mm. This short distance reduces X-ray 
absorption and scattering by the electrolyte, resulting in higher signal intensity. A monochromated 
X-ray beam was used for XRD and XAS experiments. 
XRD experiments were conducted at APS 17-BM beamline. An area detector was used, 
and integration, fitting, and refinement were achieved using the GSAS-II software. XAS 
experiments were conducted at APS 20-BM in either fluorescence or transmission mode.  
2.5 Density Functional Theory Calculations 
Density Functional Theory Calculations were conducted using the Vienna Ab-Initio 
Simulation Package (VASP). 6,7 Typical calculations for studies in this work were used to optimize 
carbide and nitride surfaces with and without ad-metals. The surfaces would then be optimized 
with adsorbed intermediates to determine binding energies. Calculations were spin polarized 8,9 
with a plane wave cut-off energy of 400 eV and a 3 x 3 x 1 Monkhorst-Pack grid. 10 A vacuum 
layer of ~10 Å thick was added perpendicular to the surface to minimize interactions between the 
surface and its periodic images. Binding energies were calculated similarly to the hydrogen 








where Eslab+H, Eslab, and EH2 are the total energies of slab with adsorbed H, clean slab, and H2 
molecule in gas phase, respectively.  More details about specific DFT calculations performed for 
this work are included in their respective chapters. 
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HYDROGEN EVOLUTION REACTION ON METAL-MODIFIED 
NIOBIUM CARBIDES 
3.1 Introduction 
Water electrolysis as a hydrogen source for energy storage is attractive because it 
does not rely on the energy-intensive steam reforming of fossil fuels and is carbon- and 
pollution-free when powered by solar or wind energy.  Polymer electrolyte membrane 
electrolyzers can achieve larger current densities and higher hydrogen purity than 
traditional alkaline electrolyzers, but they require large amounts of platinum-group metals 
to catalyze hydrogen evolution at the cell cathode 1–3.  Pt is the state-of-the-art catalyst, but 
its high cost and low abundance led to efforts to reduce Pt loading while maintaining high 
hydrogen evolution reaction (HER) activity 4.  Recent research in our group 5–7 focused on 
adding an atom-thick monolayer (ML) of precious metal onto transition metal carbide thin 
films – known to have bulk Pt-like electronic structures 8 – to minimize Pt-loading for the 
HER.  These studies analyzed ML Pt on tungsten carbide (WC), titanium carbide (TiC), 
and molybdenum carbide (Mo2C) in acidic electrolyte.  This work explores several novel 
aspects of utilizing niobium carbide (NbC) as an HER electrocatalyst: (1) determination of 
different metal modification effects of Pt, Pd, and Ag overlayers in an acidic environment; 
(2) direct comparison of the effect of acidic and alkaline electrolyte on the HER activity of 
Pt-modified NbC; and (3) investigation of ML Pt/NbC for the resistance of common 




 NbC was selected as the substrate for several reasons.    Similar to other early 
transition metals, Nb is orders of magnitude more abundant and less expensive than Pt 4.  
NbC is stable at HER potentials at both high and low pH values 9. And, unlike WC and 
TiC, NbC is easily synthesized from its oxide precursors at relatively low temperatures, 
leading to a high surface area catalyst with lower processing costs 10,11. 
 Electrocatalysts for alkaline HER are of interest because alkaline membrane 
electrolyzers are potentially less expensive than their acidic counterparts.  Alkaline media 
are less corrosive and therefore require less noble and less expensive catalysts compared to 
acid media. This is especially important at the electrolyzer anode, where inexpensive metals 
are as active as the precious metals required in acidic cell 12.  It is well known, however, 
that hydrogen evolution and oxidation kinetics are slower in base than in acid, requiring  
greater than an order of magnitude increase in Pt loading to achieve similar  cathode 
efficiency in alkaline electrolyzers compared to acid 13.  Thus, reducing the Pt loading to a 
single monolayer could have an even greater impact in alkaline than in acidic membrane 
electrolyzers.  
The effect of impurities on the performance of electrocatalysts is also important to the 
large-scale use of water electrolyzers.  Deionized water is currently required for membrane 
electrolyzers, but this is an inconvenience and an added cost 3.  It is desirable for electrocatalysts 
to at least be resistant to common impurities found in tap water.  With this cost in mind, the current 




3.2 Experimental and Theoretical Methods 
3.2.1 DFT Calculations 
Spin polarized density functional theory (DFT) 14,15 calculations were performed using 
Vienna Ab-Initio Simulation Package (VASP) code 16,17. A plane wave cut-off energy of 400 eV 
and 3 × 3 × 1 Monkhorst-Pack grid were used for total energy calculations 18. The interactions 
between electrons and nuclei were treated with all electron like projector augmented wave (PAW) 
potentials with the generalized gradient approximation (GGA) 19,20 using PW91 functionals 21. 
Ionic positions were optimized until Hellman-Feynman force on each ion was smaller than 0.01 
eV/Å.  
The surfaces of NbC(111), both with and without monolayer (ML) Pt, Pd, or Ag, were 
modeled using a four layer 3 × 3 surface slab. The Pt, Pd, and Ag/TMC(111) surfaces were 
modeled by adding monolayer of Pt, Pd, and Ag on top of TMC(111) surfaces, respectively.  A 
vacuum layer of ~12 Å thick was added in the slab cell along the direction perpendicular to the 
surface in order to minimize the artificial interactions between the surface and its periodic images. 
During geometry optimization, atoms in the top two layers were allowed to relax while the atoms 
in the bottom two layers were fixed. The binding energy of hydrogen (HBE) is calculated as in 
Equation 3.1.  




where Eslab+H, Eslab, and EH2 are the total energies of slab with adsorbed H, clean slab, and H2 




3.2.2 NbC Thin Film Synthesis 
Niobium foil (Alfa Aesar, 0.127mm thick, 99.97% excluding Ta) was cut to size, rinsed 
with acetone, soaked for several minutes in 0.3M NaOH, and then rinsed with DI water to remove 
impurities and oxides. Samples were heated in a quartz tube in a flowing CH4 and H2 environment, 
as described previously 9.  Pure H2 was flown for 15 minutes at 1123K prior to furnace cooling to 
reduce surface carbon.  Samples were passivated for one hour in 1% O2 in N2 before removal from 
the furnace. Resulting films were phase-pure face-centered cubic NbC, as determined by XRD 
analysis in a previous study that used an identical synthesis 9. 
3.2.3 Metal-Modified NbC Physical Vapor Deposition and Characterization 
NbC samples were loaded into an ultra-high vacuum (UHV) chamber equipped with x-ray 
photoelectron spectroscopy (XPS) and Pt, Pd, and Ag physical vapor deposition (PVD) sources.  
XPS scans and PVD procedures are described in previous work 9, and the metal overlayer coverage 
was quantified by a peak ratio measurement 22. 
3.2.4 Electrochemical Measurements 
Electrochemical tests were conducted in a single, 5-port glass cell (Pine) at room 
temperature.  0.5M sulfuric acid (H2SO4) and 0.1M potassium hydroxide (KOH) electrolyte 
solutions were prepared from 93-98% assay  H2SO4 (Fisher, trace metal grade) and KOH pellets 
(Sigma-Aldrich, 99.99% purity), respectively, with 18.2MΩcm deionized water. Solutions were 
freshly prepared for each set of samples, and de-aerated continuously throughout the experiment 
with an Ar stream.  A Pt wire was used as the counter electrode, and a Hg/Hg2SO4 reference 
electrode was used (all reported values in this work were corrected to the reversible hydrogen 




film was exposed to electrolyte. Samples were dipped in 0.3M NaOH in order to remove excess 
oxides and then rinsed in DI water before being loaded into the cell.  Once in the cell, carbide 
samples were first equilibrated by cyclic voltammetry (CV) 20 times at 200mV/s between 0.05V 
and 0.4V vs. RHE. Then, cathodic linear sweep voltammetry (LSV) was performed at 2mV/s 
starting from 0.15V vs. RHE. Pt and Ag foils were tested in the same manner, but the equilibration 
cycled between 0.05V and 1.4V.  Non-compensated solution resistance was accounted for using 
AC impedance spectroscopy. Each CV/LSV sequence was repeated two or three times per sample, 
totaling about 30 minutes of testing time. The last LSV curve for each sample was used for 
analysis. For the alkaline HER stability testing, a 10 minute HER test consisted of only one 
CV/LSV sequence, while a 60 minute test consisted of seven CV/LSV sequences. After 
electrochemical testing, thin film samples were rinsed with DI water, dried, and placed under 
vacuum for post-HER XPS scanning. 
3.2.5 Synthetic Tap Water Composition and Testing 
Synthetic tap water was prepared by adding ions found in drinking water (as described by 
Petrov et al.23) to deionized water.  Sodium bicarbonate, calcium chloride, sodium sulfate 
anhydrous, and sodium nitrate from Fisher (all ACS certified), and magnesium chloride from 
Arcos (pure) were added to deionized water to achieve the ionic molarities in Table 3.1. 
Table 3.1. Synthetic tap water composition 















Sulfuric acid (0.5M) and potassium hydroxide (0.1M) were prepared the same as 
previously, but synthetic tap water was used instead of deionized water. It should be noted that in 
the basic solution, HCO3
- is deprotonated and exists as the carbonate ion. Any pH change 
associated with the addition of the bicarbonate ion was accounted for by normalizing to an actual 
reversible hydrogen electrode (Pt wire in H2 saturated electrolyte) inserted into the cell after each 
electrochemical test was completed. Electrochemical measurements were performed in the same 
manner as above. 
3.3 Results and Discussion 
3.3.1 DFT Calculations of Hydrogen Binding Energy 
A Pt-like hydrogen binding energy (HBE) is a useful predictor that a material will 
be an active HER catalyst like Pt. Literature shows that HBE correlates with the exchange 
current density (i0), the experimental measure of HER and hydrogen oxidation reaction 
(HOR) activity, in both acidic 24,25 and alkaline environments 26.  The HBE values 
calculated from density functional theory (DFT) are shown in Table 3.2, revealing that ML 
Pt/NbC and Pd/NbC have similar HBE values to that of bulk Pt(111).  Table 3.2 also shows 
that Ag and Ag/NbC bind hydrogen too weakly to have sufficient hydrogen coverage and 
HER activity at low reducing potential. Based on DFT predictions, Pt/NbC and Pd/NbC 
were evaluated experimentally because of their favorable theoretical HBE values, and 





 Table 3.2. DFT calculated hydrogen binding energies (HBE) on metal, 
transition metal carbide (TMC), and metal-modified carbide surfaces 





PtML/NbC (111) -0.47 
PdML/NbC (111) -0.44 
AgML/NbC (111) 0.23 
 
3.3.2 Deposition of Pt, Pd, and Ag over NbC 
XPS peak areas were measured as a function of metal deposition time on NbC to 
determine whether the metal growth occurred by ML (layer-by-layer) or by particulate 
(island) formation. Similar experiments were conducted previously to estimate the metal 
growth mechanism for Pd/Mo2C, Pd/WC 
7, and Pt/WC 5,27.  Figure 3.1 shows that the rates 
of growth for Pt, Pd, and Ag were linear and exhibited only slight changes in slope with the 
addition of each monolayer.  This is characteristic of the layer-by-layer growth, as 
discussed by Humbert et al. for the Pt/WC system 27. 
 
Figure 3.1. Metal growth experiments for physical vapor deposition of Pt (a), Pd (b), and Ag (c) 
on NbC thin films measured with a PHI 5600 XPS system with Al X-ray source. This figure was 





3.3.3 HER Activity and Catalyst Stability in Acid Electrolyte 
Figure 3.2a shows the HER polarization curves for Pt/NbC in 0.5M H2SO4. Bulk Pt-
foil exhibited the highest activity, reaching -5mA/cm2 within less than 50mV.  The 
unmodified NbC showed low activity, requiring around 400mV to reach -5mA/cm2. The 
polarization curves for various coverage of Pt on NbC fell much closer to bulk Pt.  The 
exchange current densities for each sample were obtained by linearizing the cathodic Tafel 
equation (Equation 3.2) and plotting the overpotential vs. the log10 of the current density. 
The slope and intercept of the linear portions of the Tafel plots were used to calculate the 
log10 of the exchange current density, as seen in Equation 3.3. 
Equation 3.2 η = m log10(i) +  b  
Equation 3.3 b = −m log10(i0)  
The slope, y-intercept, current density, and overpotential are m, b, i, and η, respectively. 
For the HER, overpotential is equivalent to the measured potential vs. RHE. 
The log10(i0) values are plotted as a function of Pt coverage on NbC in Figure 3.2b.  
Increasing Pt coverage on NbC increased activity, until the activity reached a plateau at 2.5ML, 
close to the measured value for bulk Pt.  The Pt coverage trend was  similar to that obtained in 
previous studies on carbides 5–7. The log10(i0) of -3.2 for bulk Pt is also in agreement with previous 
studies 5,28. However, it should be noted that more recent work attributes this value to the activity 
derived from the diffusion limited current, and the HER i0 values for Pt in high transport acidic 
environments are reported several orders of magnitude higher 29.  Thus, the trends depicted here 





Figure 3.2.  Top – Hydrogen evolution reaction (HER) polarization curves in Ar-saturated 0.5 M 
H2SO4 for (a) Pt/NbC, (c) Pd/NbC, and (e) Ag/NbC thin films. Cathodic scans at 2 mV/s. Metal 
coverage on NbC indicated in legend. Bottom – Activity (log10(i0)) vs. metal overlayer coverage 
plots for (b) Pt/NbC in pure water (blue diamond) and synthetic tap water (red circle), (d) Pd/NbC, 
and (f) Ag/NbC obtained from Tafel analysis of acidic HER polarization curves. This figure was 
adapted from B. M. Tackett, Y. C. Kimmel and J. G. Chen, Int. J. Hydrogen Energy, 2016, 41, 
5948–5954. 
The HER activity for Pd/NbC in acid (Figure 3.2c) was less active than HER on 
Pt/NbC in acid.  Even high coverage Pd/NbC required greater than 100mV to reach  
-5mA/cm2. Bulk Pd was not tested due to its strong affinity for hydrogen absorption at low 
reducing potentials in acidic environments, which convolutes the HER current 30. A 
literature value for pure Pd HER exchange current density 31, derived from theoretical free 




3.2d) showed a similar trend as Pt/NbC, with the HER activity increasing with Pd coverage. 
Here, however, the i0 values reached a plateau about one order of magnitude lower than 
Pt/NbC. Based on the HBE values for Pd/NbC in Table 3.2, the exchange current density 
was expected to be close to that of bulk Pt.  One possibility for the lower activity of Pd/NbC 
may be explained by the formation of Pd hydride that could change the HER activity 29.  
However, it should be pointed out that the Pd thin films in the current study were estimated 
to be no more than 2.5 monolayers. A previous study reported that Pd thin films of less than 
3 monolayers should not have the ability to absorb hydrogen to form hydride 33.  Further 
studies are needed to understand the relatively low HER activity of Pd/NbC in acid. 
 Figure 3.2e shows the HER data for Ag/NbC in acid.  All samples, including bulk 
Ag, required around 400mV to reach -5mA/cm2.  This low activity supported the DFT 
predictions that HBE values are too weak on Ag surfaces for active HER.  Figure 3.2f 
shows that i0 values for all Ag/NbC coverage were several orders of magnitude lower than 
medium and high coverage of Pt/NbC and Pd/NbC. The figure also shows that there was 
no correlation between Ag coverage and the HER activity, which can be explained by the 
HBE of the surfaces.  The theoretical HBE for Ag, Ag/NbC, and NbC in Table 3.2 were all 
around 0.7eV from Pt (Ag and Ag/NbC on the weakly binding side, and NbC on the 
strongly binding side), which is near the peak of the HER volcano curve 25.  Thus, no matter 
what coverage of Ag on NbC is present, HER activity should remain the same, as seen in 
this experiment. 
The XPS measurements of the stability of the Pt/NbC, Pd/NbC, and Ag/NbC 
samples for HER in acidic electrolyte are shown in Figure 3.3, which compares the XPS 




under these conditions and maintained a similar coverage before and after the HER 
experiment.   Ag/NbC appeared to lose some coverage during the HER experiment, but this 
was not further investigated due to the low reactivity of all Ag/NbC samples. Although 
XPS results from the current study confirmed the stability of the Pt/NbC and Pd/NbC films 
before and after HER measurements, long term stability should be explored in future studies 
to determine the practical application of these electrocatalysts. 
 
Figure 3.3. Metal overlayer stability from XPS peak area measurements before and after HER acid 
testing for Pt/NbC in pure water (solid blue) and synthetic tap water (striped red) (a), Pd/NbC (b), 
and Ag/NbC (c). This figure was adapted from B. M. Tackett, Y. C. Kimmel and J. G. Chen, Int. 
J. Hydrogen Energy, 2016, 41, 5948–5954. 
3.3.4 HER Activity and Catalyst Stability in Alkaline Electrolyte 
The Pt/NbC film was the most suitable catalyst of the current study for HER in acid, 
based on high HER activity and overlayer stability. It was chosen to be further examined 
for HER suitability in alkaline conditions.  The alkaline HER is known to be much slower 
than in acid, and that is confirmed for Pt/NbC in Figure 3.4.  It took over 100mV for bulk 
Pt to reach a current density of -5mA/cm2, and the log10(i0) from the Tafel analysis (-3.68) 




i0 value for platinum was slightly lower than the literature value, which was likely a result 
of evolved hydrogen bubbles reducing the available electrochemical surface area on the 
thin film 13.  Similar to that observed in acid, the trend of increasing activity (log10(i0)) with 
increasing Pt coverage on NbC was observed in alkaline electrolyte, with a plateau near the 
bulk Pt value (Figure 3.4b).  
 
Figure 3.4. (a) HER polarization curves for Pt/NbC in Ar-saturated 0.1M KOH.  Cathodic scans 
at 2mV/s.  Pt coverage on NbC indicated in legend.  (b) Activity (log10(i0)) vs. Pt overlayer 
coverage plots for Pt/NbC  obtained from Tafel analysis of alkaline HER polarization curves in 
pure water (blue diamond) and synthetic tap water (red circle). This figure was adapted from B. 
M. Tackett, Y. C. Kimmel and J. G. Chen, Int. J. Hydrogen Energy, 2016, 41, 5948–5954. 
The XPS measurements before and after HER tests (Figure 3.5a) showed that the Pt signal 
decreased after HER testing.  This could be due to Pt either dissolving into electrolyte solution or 
agglomerating on the surface. If dissolution occurred, then Pt would have continued to dissolve 
with time; whereas if agglomeration occurred, then Pt coverage likely would have decreased until 
a critical agglomerate size was reached.  To determine the coverage reduction mode, two separate 
HER tests on ~1ML Pt/NbC samples were performed for 10 and 60 minutes, respectively, in 





Figure 3.5. Pt overlayer stability from XPS peak area measurements before and after alkaline HER 
testing for Pt/NbC in pure water (solid blue) and synthetic tap water (striped red) (a). Overlayer 
measurements from timed alkaline HER testing for Pt/NbC (b). This figure was adapted from B. 
M. Tackett, Y. C. Kimmel and J. G. Chen, Int. J. Hydrogen Energy, 2016, 41, 5948–5954. 
 The results in Figure 3.5a show that only a 35% coverage reduction was observed after 10 
minutes, while a ~50% reduction was observed at both 30 minutes and 60 minutes.  This indicated 
that Pt agglomerates were likely forming on the surface, which decreased the Pt active area, but 
these agglomerates remained stable at least up to an hour.  Longer time trials are needed to 
determine long-term stability. Surface characterization, possibly by atomic force microscopy, is 
needed to confirm the formation of Pt agglomerates.  Overall, the HER activity and stability 
indicate that Pt/NbC may be a suitable replacement for Pt in alkaline membrane electrolyzers.  
3.3.5 Pt/NbC Impurity Resistance  
In order to extend HER studies from deionized to tap water, the HER performance 
of Pt/NbC in the presence of common impurity ions in tap water was measured in both 
acidic and alkaline electrolytes.  The composition of the synthetic tap water used is in Table 




are shown as red circles in Figure 3.2b and Figure 3.4b, respectively.  In both cases, the 
Pt/NbC catalyst maintained similar activity as in deionized water, exhibiting good 
resistance to tap water impurity ions.  Additionally, the Pt/NbC overlayer stability in the 
presence of tap water ions before and after HER in acid and base, depicted in Figure 3.3a 
and Figure 3.5a, resembled the corresponding pure water results.  This indicates that 
overlayer stability is likely impacted more by solution pH than by tap water impurities.  
The impurity resistance of the Pt/NbC surface is likely due to low binding energies 
of impurity ions on Pt/NbC.  This means that protons would preferentially adsorb to the 
surface instead of impurities under relatively mild reducing conditions, allowing HER to 
proceed uninhibited. In the future, a DFT study of impurity ion binding energies could be 
used to support this hypothesis.  Thus, DFT-calculated impurity binding energy may also 
be an important design parameter for development of new impurity resistant 
electrocatalysts. 
3.4 Conclusions 
This work shows that HBE values calculated from DFT are good predictors of metal-
modified carbide catalysts for the HER activity in both acidic and alkaline conditions.  Pt/NbC 
shows high activity and stability for HER in acid.  The HER on Pt/NbC in alkaline electrolyte is 
slower than in acid, but Pt-like activity for alkaline HER can also be achieved with monolayer 
loadings of Pt on NbC.  The catalyst is also resistant to common impurity ions found in tap water.  
Overall, results from the current study suggest that Pt/NbC is a potential replacement for Pt in both 




should be performed to further assess its usability as a low-cost and impurity-resistant HER 
electrocatalyst. 
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HYDROGEN EVOLUTION REACTION ON METAL-MODIFIED 
NITRIDES 
4.1 Introduction 
Transition metal carbides have been utilized as versatile electrocatalyst supports that offer 
a template to tailor activity toward a variety of fuel cell and electrolysis reactions.1 However, 
creating high surface area carbides is challenging due to high reaction temperatures and 
carbonaceous overlayers that result from synthesis in the presence of methane.2  The latter can 
interfere with correlations from model surface experiments, creating discrepancies between the 
pristine DFT surface or thin film catalyst, and the often carbon-covered high-surface area carbide.3  
Transition metal nitrides, on the other hand, are synthesized by decomposing ammonia to 
elemental nitrogen that is driven into the metal lattice, leaving readily-desorbed molecular nitrogen 
on the surface. These inherently “clean” surfaces should correlate well with DFT calculations, 
which will facilitate new catalyst design by maximizing the utility of descriptors as screening tools. 
Additionally, it should be more feasible to support metals on high surface area nitrides without the 
interference from carbon overlayers. Transition metal nitrides have similar physical structures as 
their carbide counterparts,4 which may impart similar stability and versatility for different 
electrochemical reactions. Here, we explore the utility of transition metal nitrides as electrocatalyst 
materials by focusing on nitrides of niobium and tungsten.  First, we identify synthesis conditions 
and define the potential-pH stability regimes. We generate Pseudo-Pourbaix diagrams for both 




for specific reactions.5 We then observe structural behavior for WN and NbN powders in-situ in 
acidic and alkaline electrolytes to provide information on the nitride oxidation mechanism. Lastly, 
we evaluate the hydrogen evolution reaction activities of unmodified and Pt-modified thin films 
and compare them to DFT-calculated hydrogen binding energies.  
4.2 Experimental Methods 
4.2.1 Nitride Thin Film Synthesis 
Nitride thin films were prepared from foils of  0.127 mm thick Nb (99.97%) and 0.1 mm 
thick W (99.95%) from Alfa Aesar.  The foils were cut to size, then sonicated for 5 minutes in 
ethanol to remove any oils from factory processing. Samples were then rinsed with DI water and 
sonicated for 5 minutes in 1 M NaOH to remove surface oxides, followed by a final rinse with DI 
water. Cleaned samples were loaded into a horizontal quartz tube furnace. 100% ammonia at 
ambient pressure was flowed at 150 sccm. The furnace was ramped from room temperature to 
1123 K in 2 h, then held at 1123 K for 10 h. The furnace was cooled to room temperature under 
NH3 flow and then purged with Ar before removal from the furnace. 
4.2.2 Nitride Powder Synthesis 
Nitride powders were prepared from tungsten (VI) chloride (99.99%) and niobium (V) 
chloride (99.9%) from Sigma Aldrich. The synthesis procedure was adapted from reference 6. 
Metal chloride powders were added to 100 mL of chloroform and continuously bubbled with 100% 
ammonia at room temperature until the chloroform evaporated. Then the powders were transferred 
to a quartz boat and inserted into a horizontal quartz tube furnace. 100% ammonia at ambient 




rate of 2 K min-1. Then the temperature was held at 973 K for 4 h.  The furnace was cooled to room 
temperature under NH3 flow, and then purged with Ar before removal from the furnace. 
4.2.3 Pt Deposition on Thin Films 
Pt was deposited on a nitride thin films via physical vapor deposition in an ultra-high 
vacuum chamber equipped with an X-ray photoelectron spectroscopy unit. The base pressure of 
the UHV chamber was 2 x 10-9 torr. The base pressure of the UHV chamber was 2 x 10-9 torr. A 
Pt wire was wrapped around a tungsten filament, which was resistively heated in the vacuum 
chamber. The nitride sample was placed in front of the Pt source for deposition, and the Pt coverage 
was calculated from the XPS measurements without exposing the sample to atmosphere. 
4.2.4 Ex-Situ Characterization 
XPS measurements were conducted with a PHI 5600 XPS unit with a hemispherical 
analyzer and an Al X-ray source. The chamber had a base pressure of 2 x 10-9 Torr. Peak positions 
were calibrated to the adventitious carbon peak at 284.4 eV. 
Ex-situ XRD was used to characterize the nitride thin films. A PANalytical XPERT3 
Powder XRD with Cu K-alpha radiation was used. The stage was held stationary (no spinning) for 
foil samples for both symmetric and glancing incidence measurements. Glancing incidence X-ray 
diffraction was conducted by holding the incident X-ray angle below 5-degrees. 
4.2.5 In-Situ Characterization 
In-situ XRD measurements were conducted at the Advance Photon Source, BM 17. The 
in-situ cell was constructed of acrylic plate with an X-ray path through electrolyte of less than 2 




on both sides of a piece of hydrophobic carbon paper. The electrolyte was continuously purged 
with Ar during measurements. The X-ray wavelength was 0.24141 Å. XRD data was analyzed 
using GSASII software. 
4.2.6 Thin Film Electrode Preparation 
Characterized nitride films were sonicated at room temperature in 0.3M NaOH for five 
minutes to remove surface oxides, then rinsed with DI water. Each sample was then taped with 
3M 470 electroplating tape to define the surface area exposed to electrolyte. The geometric surface 
area was measured and used to calculate current density. 
4.2.7 Electrochemical Testing of Nitride Thin Films 
Electrochemical stability testing was conducted at room temperature in a buffered 
electrolyte solution of 0.5M H2SO4, 0.1M H3PO4, and 0.1M NaSO4. Experiments were performed 
in a standard three-electrode, single-cell setup using a Princeton Applied Research VersaSTAT 4. 
A saturated calomel electrode (SCE) was used as a reference for samples across the full pH 
spectrum, and graphite (Sigma-Aldrich, 99.995% trace metal basis) was used as the counter 
electrode. The pH and temperature were measured using a Thermo Scientific Orion Star A211. 
Titrations were conducted using concentrated base (5M NaOH), and electrolyte temperature was 
maintained at 20 C by flowing chilled water through the cell’s water jacket. A magnetic stir bar 
was used during titrations, but turned off for electrochemical testing. After each titration, the 
electrolyte was allowed to return to 20 C, typically within 3 to 10 minutes. A fresh film was used 
for measurements at each pH. 
Prior to electrochemical stability testing, the electrolyte was purged for 20 minutes in 




“cleaning” CVs, and “oxidation” CVs. Working electrodes were cleaned via cyclic voltammetry, 
cycling the potential from 0.05 VRHE to 0.3 VRHE at 50 mV s
-1 for 20 cycles. “Oxidation” CV 
testing cycled the potential from 0.05 VRHE to 1.8 VRHE at 50 mV s
-1 for 5 cycles. 
To assess activity for hydrogen evolution, prepared films were cleaned in Ar-purged 
electrolyte (0.5M H2SO4 or 0.1M KOH) using the same “cleaning” CV parameters described for 
stability testing. The electrolyte was then purged for 20 minutes using H2, which continued 
throughout linear sweep voltammetry (LSV) testing. Cathodic linear potential sweeps were 
conducted at 10 mV s-1 from 0.05 VRHE until a current density of 10 mA cm
-2 was observed.  
To assess the stability of Pt overlayers on nitride thin films, two sets of three linear sweeps 
were conducted. After each set, the thin film was removed from the electrolyte, rinsed in DI water, 
loaded into the UHV chamber, and scanned using the XPS. The first set of three LSV polarization 
curves represent the “Post HER 1 hour” data. After the XPS scans were conducted, the film was 
removed from the UHV chamber and reintroduced to the H2-saturated electrolyte for a second set 
of three linear sweeps (“Post HER 2 hours”).  
4.2.8 Density Functional Theory Calculations 
Spin polarized density functional theory (DFT)7,8 calculations were performed using the 
generalized gradient approximation (GGA) within the projector augmented wave (PAW) Perdew-
Wang-91 (PW91) formalism9,10 on the Vienna Ab-Initio Simulation Package (VASP) code.11,12 
The total energy calculations were performed using a 3 × 3 × 1 Monkhorst-Pack grid13 and a plane 
wave cut-off energy of 400 eV.14 
 NbN (111) and WN (0001) surfaces were modeled using four bilayers, each containing one 




3×3 (111) unit cell with four layers was used.13 For the Pt-modified NbN(111) and WN(0001) 
surface, one monolayer of Pt was placed on the NbN(111) and WN(0001) surface. A vacuum layer 
of ~15 Å thick was added in the slab to minimize unphysical interactions between the slab and the 
periodic images perpendicular to the surface, which could affect calculations. Atoms in the bottom 
two layers were fixed, while all other atoms, including those of adsorbates, were allowed to relax 
until the force on each ion was smaller than 0.02 eV Å-1 during geometry optimization. The 
convergence criteria was selected as 1×10-5 for structure optimization and vibrational frequency 
calculations. 
The hydrogen binding energy (HBE) was calculated as:  
Equation 4.1 Ebinding energy = E(slab-H) ‒ E(slab) ‒ E(H)   
where E(slab-H), E(slab) and E(H) are the total energy of slab adsorbed H atom, the total energy of the 
clean slab, and one-half of the total energy of a H2 molecule in the gas phase, respectively. 
The Gibbs free energy (G) of a species is calculated as15: 
Equation 4.2 G = E + ZPE -TS   
In Equation 4.2, E represents the total energy of a species obtained from DFT calculations, ZPE 
and S are the zero-point energy and entropy of a species, respectively, and T = 298.15 K. The 
change in free energy (∆G) is calculated as16: 
Equation 4.3 ∆G =∆E + ∆ZPE -T∆S  




4.3 Results and Discussion 
4.3.1 Thin Film Nitride Phase Determination 
As-synthesized tungsten nitride and niobium nitride thin films were analyzed with 
symmetric- and glancing incidence (GI)- X-ray diffraction (XRD) to determine the nitride phase.  
In Figure 4.1, the symmetric XRD patterns show the most intense reflections for the pure metal 
peaks and less intense reflections for nitride phases.  This indicates that the nitride domain exists 
as a thin film on the foil surface, and most of the intensity is reflected from X-rays penetrating 
deeper into the foil. GI-XRD measurements are more sensitive to surface layers, and Figure 4.1 
shows that fixing the incident X-ray angle below 5-degrees intensifies the nitride phase peaks and 
weakens the pure metal phase peaks. This is consistent with thin film studies on similarly 
synthesized carbides.17 The reference patterns reveal that the nitride phase in the thin film on 
niobium foil is a mixture of cubic NbN and hexagonal Nb2N.  The phase on the tungsten thin film 
is FCC WN. X-ray photoelectron spectroscopy (XPS) analysis of the as-synthesized nitride thin 
films reveals that the metal:nitrogen ratio on the surface of each material is roughly 1 (Figure 4.2c 
and Figure 4.2d). This indicates that the surface stoichiometry for both nitrides, when synthesized 
at 850C in 100% ammonia is M1N1. The Nb-rich phase observed with XRD is likely deeper 
beneath the surface, and therefore contributes less to the Nb:N signals measured with XPS. The 
(110) reflection of W and (111) reflection of WN are missing. This is likely due to the preferred 
grain orientation of the as-received W foil used for these measurements. Similar preferential grain 
orientation resulting in a diffraction pattern dominated by the W(200) plane has been observed on 





Figure 4.1. Tungsten nitride and niobium nitride thin film X-ray diffraction patterns. (a) Niobium 
nitride and (b) tungsten nitride thin film XRD patterns with diffractometer operated in symmetric 
mode and glancing incidence (GI) mode at an incident angle of 1-degree. 
4.3.2 Nitride Stability 
In order to determine the nitride stability across wide potential-pH regimes, the thin films 
were evaluated using a cyclic voltammetry (CV) titration technique to create a pseudo-Pourbaix 
diagram. These types of pseudo-Pourbaix diagrams have been utilized previously to describe 
carbide stability.5,18,19 In this work, the diagram was created by identifying the potentials at which 




(Figure 4.2) show multiple distinct oxidation peaks on the first cycle, followed by current response 
from oxygen evolution reaction above 1.6 VRHE.  For both samples, the oxidation peaks below 1.6 
VRHE were not present on the second CV cycle, indicating an irreversible oxidation.   
The extent of nitride oxidation as a function of applied potential was determined with XPS. 
Separate thin film samples were used for XPS surface analysis before and after 5 CV cycles with 
a maximum vertex potential corresponding to one of the distinct oxidation peaks (Figure 4.2c and 
Figure 4.2d).  The N:Nb atomic ratio for each NbN sample was measured with XPS and calculated 
to be between 1.0 and 1.2 for each sample, which is in good agreement with the NbN XRD phase 
determination in Figure 4.1. After CV cycling to 0.7 and 1.0 VRHE in pH 0.3 electrolyte, the N:Nb 
atomic ratio remained essentially unchanged. However, after cycling to 1.3VRHE, corresponding to 
the third oxidation peak, the N:Nb ratio dropped to ~0.5. This indicates that severe oxidation began 
at 1.3 VRHE and oxidation peaks at lower potentials are likely a result of passivation of defect or 
low-coordinated sites. Thus, the pseudo-Pourbaix diagram can be created by assigning potentials 
higher than the most positive peak as “oxidizing”, potentials lower than the onset of the initial peak 
as “stable” and the potentials in between as “passivating”. A similar trend was observed for the 
WN thin film in pH 0.3 electrolyte when evaluated by XPS after cycling to different oxidation 
potentials. Specifically, the tungsten-nitrogen ratio remained close to that of the fresh sample after 
the initial oxidation peak at 1.2V, but reduced to less than 0.8 when cycled to the most positive 
peak at 1.5V.  Therefore, potentials less than the initial WN oxidation peak were assigned as 
“stable”, those higher than the most positive oxidation peak were considered “oxidizing”, and 
those in between were called “passivating”.  The potentials of each oxidation peak were recorded 




The same peak designations were used for NbN at each pH, because the oxidation CV 
maintained the same shape regardless of pH.  However, the peak designations for WN described 
above were only used for pH < 6, because the oxidation profile for WN changed at higher pH. 
Figure 4.2e shows CVs for WN at pH 8.0, which is representative of CVs observed for all WN 
samples at pH > 6. This change in oxidation profile compared to low pH is not surprising, 
considering previous reports of oxidation behavior of tungsten compounds in neutral pH.20,21  
The initial anodic sweep is similar to that of lower pH sweeps, but only one distinct 
oxidation peak is observed. On the subsequent cathodic sweep, an oxidative current response is 
observed with several distinct peaks. Subsequent CV cycles maintain current response at potentials 
below the onset of OER, which is unlike performance at low-pH. Furthermore, the anodic sweep 
of cycle 2 (and of all subsequent sweeps) in Figure 4.2e is unlike the anodic sweep of cycle 1. The 
cathodic sweeps for all cycles are similar. This behavior was previously observed for metallic 
tungsten in alkaline pH, and the various oxidation peaks on the anodic and cathodic scans are 
attributed to formation and interchanging of various unstable hydroxylated tungsten species that 
form a passivating layer on the electrode.22 Interestingly, XPS surface analysis post-CV (to 1.8 
VRHE)  at pH 8.0 revealed minimal oxidation of WN, with only a partial reduction of W:N atomic 
ratio. This contrasts with the observation that the nitrogen peak completely disappears from WN 
at low pH and from NbN at all pH  after cycling to 1.8 VRHE (Figure 4.4). This may be explained 
by the previous report that the unstable tungsten species are chemically dissolved at open circuit 
potential.23 Despite the apparent preservation of the WN surface during CV sweeps, the passivation 
layer likely makes the WN surface unavailable for desired chemistry. Therefore, potentials greater 
than the large oxidation peak of the first cycle for WN tested in pH > 6 were denoted as 




The pseudo-Pourbaix diagrams in Figure 4.3 reveal that both NbN and WN are stable at all 
pH up to around 1 VRHE. This makes them suitable electrocatalyst materials for hydrogen 
evolution/oxidation, CO2 reduction, and alcohol oxidation. At the low-pH region WN appears to 
be slightly more stable than  NbN. 
 
Figure 4.2. The first 2 CV cycles for (a) NbN and (b) WN thin films in pH = 0.3 electrolyte. The 
first cycle for each sample shows distinct oxidation peaks, followed by current response from 
oxygen evolution reaction at potentials higher than 1.6 VRHE. The oxidation peaks are not present 
on the second cycle. The atomic ratios of metal to nitrogen on the surface before and after cycling 




solid lines represent anodic sweeps for each cycle and the dashed lines represent cathodic sweeps 
for each cycle. A constant scan rate of 50 mV s-1 was used. The oxidation currents observed in 
both directions are attributed to the formation and interchange of unstable hydroxylated tungsten 
species at the electrode surface.22 A similar oxidation profile was observed for all WN samples 
tested at pH > 6. 
 
Figure 4.3. Pseudo-Pourbaix diagrams for (a) NbN and (b) WN thin films. Potentials below black 
lines represent catalyst stability, where the nitride phase is preserved. Potentials above gray lines 
represent catalyst oxidation. And potentials between the lines represent a passivating region where 
low-coordinated sites may be oxidized, but bulk oxidation was not observed.  No passivating 





Figure 4.4. XPS spectra for NbN and WN before and after oxidation CVs. (a) Nb3d spectra for 
fresh NbN and after cycling 5 times to 1.0V and 1.8 V. (b) N1s spectra for fresh NbN and after 
cycling to 1.0V and 1.8 V. The absence of the N1s peak indicates complete oxidation. (c) W4f 
spectra for fresh WN and after cycling to 1.8 V in pH 0.3 electrolyte and cycling to 1.8 V in pH 







cycling to 1.8 V in pH 8.0 electrolyte. The N1s peak is absent at 1.8V for low pH, but is present 
for high pH. 
The stability regions were confirmed for WN and NbN powders by recording in-situ X-ray 
diffraction patterns at various applied potentials. Synthesized powders matched the reference 
patterns for FCC NbN and FCC WN, which are depicted in Figure 4.5. Potentials typically used 
for HER (-0.2 and -0.1 V vs RHE) were applied to both powders in pH 0.3 and pH 13 electrolyte. 
The diffraction patterns for both materials remained unchanged and matched the reference patterns 
at HER potentials. Additionally, a constant negative current response was observed at each 
potential for the duration of the 10-minute CA (Figure 4.6). This suggests that both materials are 
stable HER support materials. 
The in-situ XRD analysis was also performed for NbN powders at higher potentials, due 
to its more uniform oxidation profile across the pH range.  Figure 4.5a and Figure 4.5b reveal that 
NbN patterns do not shift or decrease in intensity regardless of pH or applied potential, indicating 
that the bulk NbN structure is unchanged during these processes. However, the current response 
for potentials at 1.20 and 1.50 V vs RHE show a continuous decrease throughout the CA after an 
initial spike in current (Figure 4.6), in contrast with the constant current observed at HER 
potentials. This is consistent with the oxidation phenomena observed for NbN thin films (Figure 
4.2a), where oxidation peaks were observed on the first CV cycle, but no current response was 
observed on subsequent cycles.  The consistent diffraction patterns combined with the decreasing 
current response at potentials greater than 0.90 V vs RHE suggest that the NbN powder surface 
oxidizes and becomes inactive while the bulk structure remains unchanged. This behavior limits 
the utility of NbN for reactions like oxygen evolution and reduction, because the surface rapidly 




indicate that high surface area NbN powders should be stable for reactions occurring below 0.9 V 
vs RHE, such as HOR and alcohol oxidation. 
 
Figure 4.5. In-situ XRD data for powder (a) NbN in acid, (b) WN in acid, (c) NbN in alkaline, and 
(d) WN in alkaline. The samples were mounted in an acrylic cell with Kapton windows and an 
electrolyte layer of ~1mm. The data were collected at beamline 17 BM at the Advanced Photon 





Figure 4.6. Electrochemical current recorded during in-situ XRD measurements for (a) NbN in 
aid, (b) WN in acid, (c) NbN in alkaline, and (d) WN in alkaline. The acid electrolyte was at pH 
0.3 and the alkaline electrolyte was at pH 13. 
4.3.3 Metal-Modified Nitride HER Performance on Thin Films 
Modifying transition metal nitride thin films with Pt monolayers should enable close 
correlation with DFT surfaces, because the metals are being deposited on nitride surfaces that are 
not contaminated with surface carbon, as is often the case with carbides.  To test this hypothesis, 
and to determine if transition metal nitrides are promising candidates to reduce Pt electrocatalyst 
loading, Pt was deposited in various sub-monolayer and monolayer coverage on WN and NbN thin 
films, and tested for HER activity. The Pt was observed to grow on both nitride surfaces in a layer-
by-layer fashion, determined by the linear correlation between deposition time and measured Pt 




hydrogen binding energy (HBE) is a known and effective descriptor of HER activity in both acid 
and alkaline electrolyte.13   
 
Figure 4.7. Pt growth on (a) WN thin film and (b) NbN thin film. The Pt coverage was calculated 
by XPS peak area ratios. The linear relationship between Pt coverage and deposition time indicates 
layer-by-layer growth. 
Figure 4.8a shows that increasing the Pt coverage from 0.7 to 2.6 ML on WN shifts the 
acid HER polarization curve to lower overpotentials, until it essentially overlaps with bulk Pt-foil. 
The same trend is seen with Pt on the NbN thin film in acid electrolyte, where the curve for 2.8ML 
Pt/NbN essentially overlaps with bulk Pt foil (Figure 4.8b).  This result is consistent with the DFT 
calculations in Table 1, which describe binding energies of *H at their most favorable sites and 
Gibbs free energy change of hydrogen (∆G) at potential (U) = 0 V. The HBE for the unmodified 
NbN (111) and WN (0001) surfaces are significantly stronger (more negative) than the Pt (111) 
surface, indicating that unmodified NbN (111) and WN (0001) surface should have poor HER 
activity. However, HBEs for 1 ML Pt/NbN (111) and Pt/WN (0001) surfaces are much closer to 
that of the Pt (111) surface, suggesting platinum-like HER activity. The HBE and ∆G value for 
Pt(111) in this work are consistent with values reported previously. 13,17 It should be noted that the 




due to the instability of the latter during DFT energy minimization. The surfaces are similar in 
structure and stoichiometry, so the DFT results for the hexagonal surface should correlate well 
with the observed cubic WN material. 
In alkaline electrolyte, the same trend is observed, where increasing Pt coverage on WN 
(Figure 4.8d) and NbN (Figure 4.8e) increases HER activity. However, even 2 or more ML Pt on 
WN or NbN does not match the bulk Pt HER activity.  The difference in activity between bulk Pt 
and Pt/WN or Pt/NbN in alkaline electrolyte can be attributed to the instability of Pt on the surface 
under these conditions. The XPS measurements before and after HER show that in acid, Pt 
coverage on both nitrides may decrease after initial testing but remains stable upon further testing 
(Figure 4.8c). In alkaline electrolyte, however, Pt coverage decreases continuously with continued 
HER testing on both nitrides (Figure 4.8f). This decrease in Pt coverage prevents the Pt-modified 
nitrides from achieving Pt-like HER activity that would be expected from a complete Pt layer on 
WN or NbN.  The activity trends are also reflected by the HER exchange current densities, which 
describe HER activity (Figure 4.9).  Exchange current densities are calculated by fitting the linear 
portion of Tafel plots. However, once Pt coverage exceeded 1 ML on both nitrides in alkaline 
electrolyte, the Tafel plots were non-linear, possibly due to Pt dissolution. Thus, exchange current 
densities calculated from these plots are not reliable. Calculations affected by this non-linearity 
are depicted in red in Figure 4.9.  
These results show that WN and NbN should be effective substrates to reduce Pt loading 
for electrochemical reactions in acid conditions but may not be suitable for alkaline conditions, 
due to instability of the Pt overlayer. Further studies are required to understand if Pt will be stable 





Figure 4.8. Hydrogen evolution reaction polarization curves for metal modified nitride thin films. 
(a) Curves for Pt on WN in 0.5 M H2SO4. (b) Curves for Pt on NbN in 0.5 M H2SO4. (c) Pt coverage 
measured by XPS on WN and NbN thin films in acid. (d) Curves for Pt on WN in 0.1 M KOH. (e) 
Curves for Pt on NbN in 0.1 M KOH. (f) Pt coverage measured by XPS on WN and NbN thin 
films in alkaline. Pt coverages were measured fresh, after HER testing for 1 hour, and after HER 
testing for 2 hours. 
Table 4.1. DFT calculated binding energies and ∆G of hydrogen on Pt (111), NbN (111), WN 
(0001), and a monolayer Pt (PtML) supported on the NbN (111) and WN (0001) surface 
 Pt(111) NbN(111) WN(0001) Pt-NbN(111) Pt-WN(0001) 
HBE (eV) -0.46 -1.21 -0.91 -0.30 -0.19 





Figure 4.9. Hydrogen evolution reaction exchange current density as a function of Pt coverage on 
tin films of (a) WN in acid electrolyte, (b) NbN in acid electrolyte, (c) WN in alkaline electrolyte, 
and (d) NbN in alkaline electrolyte. Exchange current densities were extracted from Tafel plots, 
and red dots denote values that were extracted from Tafel plots with significant non-linearity, 







This work shows the potential application of WN and NbN as versatile electrocatalyst 
materials and presents a general methodology for evaluating the stability and activity of transition 
metal nitride thin films and powders. WN and NbN were both synthesized as thin films by 
annealing parent metal foils for 10 h at 850 C in 100% ammonia at ambient pressure. Both were 
determined to have a cubic structure with M1N1 stoichiometry. Potential-pH regimes for both 
nitrides were established, and both are stable for a wide range of reactions, including hydrogen 
evolution/oxidation, CO2 reduction, oxygen reduction, and alcohol oxidation. In-situ XRD 
measurements confirmed that both WN and NbN powders were stable at HER potentials and 
revealed that the deactivation mechanism for NbN in acid and alkaline electrolyte is a surface 
phenomenon that does not change the bulk structure. Pt-modified WN and NbN thin films showed 
Pt-like activity for HER in acid electrolyte, making them promising electrocatalysts to reduce 
precious metal loading for electrocatalysts in low-pH. Pt was not stable on either nitride at high 
pH, and other combinations of metal-modified nitrides should be evaluated for application in 
alkaline media.  
Overall, the wide stability regime and ability to be modified with Pt in low-pH make WN 
and NbN promising electrocatalyst materials. The correlation between DFT calculation and HER 
activity shows that DFT can be an effective screening tool for metal modified transition metal 
nitrides, similar to its previous use for carbide thin films. Additionally, the inherently “clean” 
surface obtained from nitride synthesis should make DFT a more powerful screening tool for high-
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OXYGEN EVOLUTION REACTION ON IRIDIUM-METAL NITRIDE 
CORE-SHELL PARTICLES 
5.1 Introduction 
The projected global increase in solar power capacity in the next 20 years,1,2 along with a 
desire to utilize atmospheric CO2, require technologies that can store intermittent energy, produce 
carbon-free hydrogen, and convert CO2. Electrochemical cells and batteries are devices that show 
promise toward achieving these goals. Water electrolyzers store energy as hydrogen gas, which 
can be used as a fuel, a chemical precursor, or an electricity source.  CO2 electroreduction can use 
excess energy to convert CO2 to syngas or fuels.
3,4  Aqueous lithium-air batteries offer compact 
batteries for transportation or energy storage.5  The efficiency and scalability of each of these 
systems, however, is intrinsically tied to the development of efficient and cost-effective catalysts 
for the oxygen evolution reaction (OER).  
Proton exchange membrane (PEM)-based electrochemical cells allow for integrated and 
compact system design. Devices utilizing a thin PEM as the separator for the cathode and anode 
achieve high current densities, high pressures, and high gas purity, which in turn reduce overall 
operational cost.6 However, the PEM inherently creates an acidic environment. The sluggish OER 
in acid is often the bottleneck reaction for device efficiency, especially in water electrolyzers, 
where the cathodic HER on Pt is facile. In acidic conditions, the OER electrocatalyst selection is 
almost entirely constrained to IrOx, which is among the only stable and active electrocatalysts for 




scale applications of these energy storage devices.  Thus, it is imperative to reduce the Ir mass 
loading at the OER electrode while maintaining or improving activity. 
Core-shell nanoparticle morphologies reduce Ir loading by utilizing most of the Ir atoms 
as reaction sites on the shell surface, while less expensive materials reside in the core.  This concept 
has been successfully demonstrated for a variety of electrochemical reactions with both Ir and Pt 
shells.10–13  Transition metals, such as Ni, Co and Fe, are attractive core materials because they are 
inexpensive and can form nitride phases.  This facilitates core-shell structuring during synthesis. 
The Ir atoms, which do not form nitrides, phase segregate and typically migrate to the outer 
shell.11,14 Additionally, metal nitrides are often good metal diffusion barriers, which can help 
preserve the desired structure under operating conditions.  Recent reports describe Ir/NiOx
13 and 
Ir/Ni4N
10 as active, low-Ir loading core-shell particles for the OER and ORR, respectively.  Other 
nanostructured composite catalysts use multi-step syntheses, including polymer-assisted 
synthesis15, grafting precursors to silica templates16, and silica ecapsulation11. These techniques 
display fine control over particle morphology but typically require several washing and annealing 
steps. We utilize a simple co-precipitation method with one annealing step and no harsh chemical 
washes to synthesize the electrocatalysts. In this work, we develop a general approach to 
discovering and optimizing low-Ir core-shell particles for the acid OER. First, 3 different Ir/nitride 
core-shell particles are synthesized and evaluated experimentally and theoretically.  Then, 
predictions for Ir loading reduction are presented for various Ir core-shell particles. 
Unsupported Ir/M4N core-shell particles (M = Fe, Co, Ni) are explored as potential low-Ir 
loading electrocatalysts for the OER. A facile synthesis technique is utilized, including a co-
reduction of Ir and M salts, followed by a relatively low-temperature (773 K) anneal in NH3 gas.   




per-site basis.  The core-shell structure is characterized with electron microscopy and in-situ X-ray 
absorption spectroscopy (XAS) and ex-situ X-ray photoelectron spectroscopy (XPS). Finally, 
density functional theory (DFT) calculations are used to explain the observed activity trends based 
on adsorbate binding energies.  
5.2 Experimental Methods 
5.2.1 Electrocatalyst Synthesis 
Ir/M4N electrocatalysts were synthesized by adding target amounts of metal salt (iron (III) 
nitrate nonahydrate, cobalt (II) nitrate hexahydrate, or nickel (II) nitrate hexahydrate, Sigma 
Aldrich) and ammonium hexachloroiridate (Alfa Aesar) to 200 mL of deionized water.  The 
mixture was sonicated and bubbled with argon for 30 minutes.  Then an excess of sodium 
borohydride was added to the mixture with continuous sonication and Ar bubble to co-reduce the 
Ir and metal.  The precipitate was filtered, rinsed with deionized water, and vacuum dried at 60 °C 
overnight.  The resulting powder was then placed in a quartz boat inside a horizontal quartz tube 
furnace.  Ambient pressure 100% ammonia gas was flowed through the tube and the temperature 
was ramped up to 773 K in 1 h and held there for 2 h.  The reactor was then cooled to room 
temperature under NH3 flow.  The IrO2 catalyst was prepared using the same approach.  
Ammonium hexachloroiridate was dissolved in water, chemically reduced, filtered and dried. The 
resulting IrO2 performed similarly to IrO2 synthesized in previous reports (see Table 1). 
5.2.2 Electrode Preparation and Electrochemical Testing 
Freshly synthesized powders were dispersed in liquid and drop-cast onto 5 mm glassy 




a 50/50 mix of deionized water and isopropyl alcohol such that a 20 µL drop deposited 30 µg on 
the electrode.  Nafion 117 ionomer was also added to the ink to help the electrocatalyst maintain 
good contact with the electrode. The ink mixture was sonicated in an ice bath for 30 minutes, and 
then 30 µg catalyst was dropped on a glassy carbon disk polished with 0.05 µm alumina.  The 
glassy carbon disk could be removed from and replaced into its PTFE shroud in order to perform 
XPS before and after electrochemical testing. 
A 5-port single-cell glass electrochemical cell (Pine) was used for electrochemical testing.  
A Pine saturated calomel double junction reference electrode was used, and the counter electrode 
was a Pt wire. A Princeton Applied Research VersaSTAT 4 potentiostat was used for all 
measurements.   The cell was filled with 0.5 M H2SO4, which was first de-aerated with Ar. Each 
electrode was conditioned by cycling 25 times from 0.05 V vs. RHE to 1.1 V vs. RHE.  Then, the 
electrolyte was purged with O2.  OER cyclic voltammograms were performed by sweeping 5 times 
at 50 mV s-1 from 0.8 V to 1.7 V.  These showed reproducible scans.  Then the same cycle was 
repeated 2 or 3 times at 10 mV s-1.  The anodic sweep of the final cycle was used for analysis for 
each sample.  The potentials were iR corrected with measured resistance using electrochemical 
impedance spectroscopy. Typical resistances for the system were between 3 and 5 Ω.   The activity 
at 1.54 V was chosen for analysis because it was close to the 10 mA cm-2geo mark for most samples.  
The total capacitance for each sample was calculated after OER cycling.  After OER, the 
electrolyte was discarded and the cell was filled with fresh electrolyte and de-aerated with Ar. 
Successive anodic and cathodic sweeps were then performed between 0.4 and 1.1 V at increasing 
scan rates.  Before each sweep, the electrode was held at the starting potential for 10 s.  Anodic 
and cathodic sweeps were performed in succession for each of the following scan rates: 10, 25, 50, 




calculated and divided by 0.1 V for each sweep.  These values were then plotted vs. scan rate for 
anodic and cathodic sweeps.  The total capacitance was calculated as the average of the slope of 
the resulting anodic and cathodic lines.  The ECSA was obtained by dividing total capacitance by 
specific capacitance of IrO2(100).  Specific capacitance was estimated to be 650 µF/cm
2 based on 
the single crystal IrO2(100) CVs conducted by O’Grady in 0.5 M H2SO4.
17 The IrO2(100) surface 
was chosen because, to our knowledge, it was the only IrO2 single crystal surface with reported 
acidic electrochemical data in the literature necessary for calculating a capacitance value. It should 
be noted that the stable IrO2(110) surface termination may have a different specific capacitance 
than the IrO2(100).
18 A similar capacitance calculation was performed using data from CVs in that 
work conducted at various scan rates. The calculated total capacitance was divided by the reported 
surface area of the single crystal (0.01 cm2) to obtain specific capacitance.  CP tests were 
performed for 2 h in O2-saturated electrolyte after OER CVs. The glassy carbon electrode was 
rotated at 2500 rpm during the entirety of electrochemical testing. 
5.2.3 Electrocatalyst Characterization 
XRD was performed on fresh powders before being deposited on electrodes using a 
PANalytical Xpert3 Powder X-ray diffractometer with Cu Kα radiation. XPS was performed on 
samples after they were drop-cast on removable 5 mm glassy carbon electrodes. XPS was 
performed in a PHI 5600 XPS system with a hemispherical analyzer, using either an Al or Mg 
anode.  The XPS chamber base pressure was 4 x10-9 Torr.  
Electron microscopy images were obtained after OER testing by removing the catalyst 
from the glassy carbon electrode.  After electrochemical testing the electrode was rinsed with 




spent catalyst.  The suspension was then drop-cast onto TEM grids. The HAADF-STEM-EDS data 
were collected using a JEOL 2100F TEM operating at 200 kV. 
X-ray absorption spectroscopy experiments were performed at Beamline 2-2, Stanford 
Synchrotron Radiation Lightsource (SSRL). In a conventional measurement, 2 mg electrocatalyst 
was dispersed in 0.5 mL isopropanol with ultrasonication. The suspension solution was deposited 
onto hydrophobic carbon paper drop by drop after the solvent of previous drop was completely 
evaporated. After the deposition, 0.05% Nafion solution was deposited on top of the catalyst. The 
as-prepared electrode was placed in a homemade in-situ cell to do the XAS measurement. Before 
spectrum collection, two 20-cycle CV scans were carried out to refresh the surface under Ar and 
O2 purging respectively. Then the spectrum was measured at open circuit voltage (OCV) under 
fluorescence mode using a 13-channel Ge solid detector. Due to the large amount of gas 
generation, only XANES spectra of the in-situ OER are collected at 1.56 V vs RHE. The spectra 
processing was completed using Ifeffit packages. The crystal structure of Ir, Fe4N and IrFe alloy 
were used to generate the fitting models. 
5.2.4 Computational Methods 
Spin polarized density functional theory (DFT)19,20 calculations were performed using the 
Vienna Ab initio Simulation Package (VASP) code.21,22 A kinetic energy cutoff of 400 eV was 
used for total energy calculations. The electronic exchange-correlation energy was described using 
projector augmented wave (PAW) potentials with the generalized gradient approximation 




5.3 Results and Discussion 
5.3.1 Electrochemical Performance 
The Ir/M4N notation describes the phase of the nitride core. The stoichiometric ratio of 
Ir:M for each prepared sample is 1:3. This composition results in an approximate 50% mass 
reduction in Ir for each of the Ir/M4N samples compared to pure IrO2.  Throughout this chapter, 
each catalyst is referred to as “Ir/M4N” for simplicity, although after electrochemical pretreatment, 
the Ir shell is oxidized to IrO2.  
Figure 5.1a shows representative CVs for each sample in 0.5M H2SO4.  Each Ir/M4N sample 
shows a similar peak around 0.15 V, a region often attributed to hydrogen desorption.8 The IrO2 
CV is similar to previous reports.26 The electrochemically active surface area (ECSA, Table 5.1) 
of each sample was calculated using the capacitance method.7,26 Briefly, the potential was swept 
in the anodic and cathodic directions at varying scan rates in the capacitive region between 0.4 and 
1.1 V. The total capacitance for each sample was obtained from the integral of each scan (Figure 
5.2). The calculation is shown in Equation 5.1, where C is capacitance in F, I is current in A, E is 
potential in V, and v is scan rate in V s-1. 














Figure 5.1. Results of electrochemical tests of Ir/Fe4N (yellow), Ir/Co4N (green), Ir/Ni4N (blue), 
and IrO2 (black) conducted in 0.5 M H2SO4. Total electrode mass loading for each sample was 30 
μg, resulting in 50% less Ir on the Ir/M4N electrodes compared to the IrO2 electrode. (a) Cyclic 
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voltammograms at 50 mV s-1, 25th cycle (b) anodic OER potential sweeps at 10 mV s-1, (c) 
overpotential required to reach 10 mA cm-2geo and specific activity (iECSA) at 1.54 VRHE, error bars 
are standard error around mean of at least 3 trials, and (d) chronopotentiometry at 10 mA cm-2geo. 
This figure was reprinted with permission from B. Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, 
K. A. Kuttiyiel, Q. Wu and J. G. Chen, ACS Catal., 2018, 8, 2615–2621. Copyright 2018 American 
Chemical Society. 
The surface area was calculated by dividing total capacitance by the specific capacitance 
of IrO2(100). To our knowledge, no experimental value for IrO2 specific capacitance has been 
reported.  However, a value of 650 µF cm-2 was estimated by analyzing the IrO2(100) CVs at 
varying scan rates conducted by O’Grady.17 This value is applicable for catalysts in this report if 
the only surfaces contributing to capacitance are IrO2 – i.e. the particle shells are composed entirely 
of IrO2.   
 
 
Figure 5.2. Example of capacitance measurement technique. (a) IrO2 potential sweeps at 10, 25, 





for anodic and cathodic scans. The average of the slopes was taken to be the total capacitance. This 
figure was reprinted with permission from B. Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, K. A. 
Kuttiyiel, Q. Wu and J. G. Chen, ACS Catal., 2018, 8, 2615–2621. Copyright 2018 American 
Chemical Society. 
Figure 5.1b shows representative anodic linear potential sweeps at 10 mV s-1 in acid 
electrolyte for each Ir/M4N sample and IrO2.  While the Ir mass in the Ir/M4N samples is only half 
that of IrO2, the Ir/Fe4N and Ir/Co4N catalysts show nearly identical polarization curves, with each 
reaching 10 mA cm-2 at a similar overpotential as IrO2. The Ir/Ni4N required larger overpotential 
to reach 10 mA cm-2. The Tafel slopes (Figure 5.3) for the Ir/M4N samples were between 62 and 
67 mV dec-1, which is in close agreement with that of previously reported IrO2 particles.
8 
Interestingly, the Tafel slope for IrO2 was 44 mV dec
-1, which is similar to the reported value for 
RuO2.
8 The lower Tafel slope can be associated with an electron transfer rate determining step, 
while the higher slope may be associated with the transition state of an adsorbed OH species.8,28 
The difference in Tafel slope may indicate some change in rate limiting step. However for the 
purposes of this comparison, it is sufficient to note that the slopes are similar to those of state-of-





Figure 5.3. Electrocatalyst Tafel Plots. Electrochemical tests were performed in 0.5M H2SO4 with 
a scan rate of 10 mV s-1.  Each electrode had 30 μg of catalyst deposited on a 5 mm diameter glassy 
carbon electrode. Tafel slopes were calculated from the highlighted region between 0.27 < η < 
0.32. This figure was reprinted with permission from B. Tackett, W. Sheng, S. Kattel, S. Yao, B. 
Yan, K. A. Kuttiyiel, Q. Wu and J. G. Chen, ACS Catal., 2018, 8, 2615–2621. Copyright 2018 
American Chemical Society. 
Figure 5.1c shows the overpotential at 10 mA cm-2geo (an established benchmark
7), and the 
current density normalized by ECSA at 1.54 V. The error in activity measurement is due to normal 
electrode preparation and testing (e. g. slight differences in the composition over the glassy carbon 
electrodes or rotation rates). The specific activity and mass activity of the benchmark IrO2 OER 
catalyst in this study are 0.49 mA cm-2ECSA and 77.6 mA μg
-1, at 1.54 V, which are similar to 
previous reports.13,27  The comparison in Figure 1c reveals that Ir/Fe4N and Ir/Co4N are between 
1.5 and 1.8 times more active than IrO2 on a per-mass basis.  The per-site (intrinsic) activity for 



























The stability of each catalyst was also evaluated by chronopotentiometry (CP) at 10 mA 
cm-2geo (Figure 5.1d).  The results show that Ir/Fe4N produced 10 mA cm
-2 current density at a 
stable overpotential lower than that of IrO2 over a 2 h period.  Ir/Co4N showed slightly less stability 
than IrO2 and Ir/Fe4N, and required larger overpotentials to hold 10 mA cm
-2. Ir/Ni4N was not 
stable, and the overpotential to drive the 10 mA cm-2geo activity increased rapidly after about 20 
minutes. This could be caused by oxidation of the Ni4N core resulting from incomplete Ir coverage, 
which would deactivate the nitride particle. More complete coverage could be ensured by high Ir 
loading, or a different synthesis procedure that ensures uniform Ir encapsulation.   The Ir/Fe4N 
results are promising because electrocatalyst stability is a key constraint for acidic OER 
electrocatalysts.  The time scales studied here are short compared to desired device operating times, 
but the activity and stability comparisons in Figure 5.1 are promising indicators that Ir/Fe4N could 
be a suitable replacement for IrO2 with a 50% Ir mass loading reduction.  
5.3.2 Electrocatalyst Characterisation and In-situ Results 
The Ir/M4N electrocatalysts were prepared in an identical fashion to the previously reported 
Ir/Ni4N core-shell particles.
10  Thus, it is expected that the other Ir/M4N materials should have 
similar stoichiometry and morphology. The Ir/Ni4N X-ray diffraction pattern (Figure 5.4a) appears 
to be identical to the previous report, which identified the nitride phase as Ni4N.
10 The Ir/Fe4N and 
Ir/Co4N XRD patterns (Figure 5.4a) are also similar to the Fe4N and Co4N XRD patterns reported 
in literature.29 The measured Fe4N and Co4N patterns show contributions from other metal-nitride 
phases, but these are minor compared to the M4N phase. The crystallite size was ~10 nm, for 
Ir/Ni4N and between 10 and 20 nm for Ir/Fe4N and Ir/Co4N, estimated by the Scherrer equation.  




a thin Ir shell on the particle surface would not produce typical Ir lattice reflections using standard 
XRD. 
To understand the electrocatalyst structure and morphology during electrochemical testing, 
a combination of characterization techniques was used before, during and after OER testing on 
Ir/Fe4N, as it shows the most promising activity and stability.  The in-situ X-ray absorption near-
edge structure (XANES) for Ir/Fe4N was analyzed in acid at open circuit voltage (OCV) and at 
1.56 V (Figure 5.4b). The Fe oxidation state is similar at both conditions, as determined by the Fe 
K-edge spectra. This indicates that the iron-nitride core remains protected under highly oxidizing 
conditions.  The in-situ extended X-ray absorption fine structure (EXAFS) provides insight into 
the Ir/Fe4N structure under experimental conditions. The Ir L3 EXAFS measurements for Ir/Fe4N 
at OCV (Figure 5.4c) suggest that the Ir atom is mainly coordinated with Ir and Fe.  The Ir-Ir and 
Ir-Fe bond lengths were determined to be 2.64 Å and 2.59 Å, respectively.  Additionally, the Fe 
K-edge EXAFS fitting results (Figure 5.4d and Table 5.2) indicate that Fe is in the iron-nitride 
chemical state. The Fe-Ir coordination shell is not observed in the Fe K-edge spectrum, which 
suggests that the percentage of Fe dispersed near the Fe-Ir interface is negligible compared to the 
amount of Fe in the iron-nitride core.  These results provide evidence that the core-shell 
morphology is maintained at OCV in acid electrolyte.  
Table 5.2. EXAFS fitting results of Ir/Fe4N and IrO2 catalysts at OCV 








Ir-Ir 2.64 (2) 3.6+/-1.3 0.006 
2.2 




Fe-Fe 2.60 (1) 9.5+/-1.3 0.008 
-5.3 
Fe-N 1.96 (2) 2.7+/-0.9 0.005 
IrO2 OCV Ir L3 
Ir-O 1.97 (2) 5.0+/-0.9 
0.004 8.3 






Figure 5.4. Characterization of Ir/M4N electrocatalysts in-situ and ex-situ (a) XRD patterns for 
Ir/Fe4N, Ir/Co4N and Ir/Ni4N. Vertical bars correspond to Fe4N reflections from the PANalytical 
HighScore software database (reference code: 96-900-4226), and Co4N reflections from Chen et 
al.29  (b) Fe K edge XANES spectra of Ir/Fe4N at OCV and 1.56 V with Fe and Fe4N standards. 
(c) Ir L3 EXAFS spectrum for Ir/Fe4N at OCV. (d) Fe K EXAFS spectrum for Ir/Fe4N at OCV. (e) 
HAADF-STEM image and (f) the corresponding STEM-EDS line scan profile of Fe and Ir of a 
typical Ir/Fe4N particle after OER testing. This figure was reprinted with permission from B. 
Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, K. A. Kuttiyiel, Q. Wu and J. G. Chen, ACS Catal., 











































































       
       
        
           










































Post-OER TEM images and energy dispersive X-ray (EDX) measurements confirm the 
core-shell morphology and the preservation of the non-precious metal core.  Figure 5.4e shows a 
high-angle annular dark field scanning transmission electron microscopy (HAADF-STEM) image 
of a typical Ir/Fe4N particle and the corresponding EDX line-scan profile.  There appears to be a 
thin (< 2 nm) Ir shell surrounding a Fe-rich core.  This result is consistent with the XAS results, 
and it shows that the iron-nitride core remains intact after OER in acid at potentials up to 1.7 V.   
Figure 5.5 shows XPS spectra from glassy carbon electrodes loaded with electrocatalyst 
before and after OER.  In each case, the core metal peaks (Fe 2p, Co 2p, or Ni 2p) were detected 
before the OER, but they were not detected after OER stability testing in acid.  Conversely, the Ir 
4f peaks for each sample increased in intensity after OER. This increase is attributed to the reduced 
amount of metals on the particle surface, which results in less attenuation for Ir photoelectrons. 
This is consistent with previous observations that non-precious metals on the surface of the core-
shell particles get leached away by acid during oxidative cycling.13 The XPS result is consistent 
with a shell composed of IrO2, which shields the core metal photoelectrons, reducing the core XPS 
peaks.  The IrO2 shell should be thin enough (< 2 nm, see Figure 5.4e) to transmit photoelectrons, 
but the small sample loading (30 µg) and the presence of Nafion binder on the electrode resulted 
in core metal XPS intensity below the detection limit of the instrument. Overall, the electron 
microscopy and X-ray spectroscopy results are consistent with the Ir/M4N particle structures with 






Figure 5.5. XPS spectra for Ir4f and metal 2p regions of Ir/Fe4N, Ir/Co4N, and Ir/Ni4N obtained 
on the glassy carbon electrode before (blue) and after (orange) electrochemical evaluation. For 
each sample, Ir 4f intensity increases and metal 2p intensity decreases from before to after OER, 
consistent with leeching of non-precious metals during electrochemical testing. Intensities were 
normalized to the F 1s peak of the Nafion binder. This figure was reprinted with permission from 
B. Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, K. A. Kuttiyiel, Q. Wu and J. G. Chen, ACS 




5.3.3 DFT Calculations 
DFT calculations were performed to understand the origin of the enhanced OER performance of 
Ir/Fe4N.  Binding energies of OER intermediates O and OH were calculated on the IrO2(110), 
IrO2/Ni4N and IrO2/Fe4N surfaces ( 
Figure 5.6).  These surfaces were chosen because the Fe4N and Ni4N phases were observed in 
XRD, as discussed above. Flat surfaces were chosen for the calculation, because the particle size 
observed in TEM (~20 nm, Figure 5.4e) suggests that the flat IrO2(110) surface should be the 
thermodynamically preferred plane. Following the approach developed by Nørskov et al.,30 the 
DFT calculated ∆Es are used to estimate the previously identified descriptor of the OER activity 
[∆G(*O) - ∆G(*OH)] on IrO2(110), IrO2/Ni4N, and IrO2/Fe4N. The IrO2/nitrides consisted of 2 
layers of IrO2 on top of the nitride slab with the (110) facet exposed along the z direction. As 
summarized in Table 5.3, the value of [∆G(*O) - ∆G(*OH)] on IrO2/Ni4N is similar to that on 
IrO2(110). In contrast, the value on IrO2/Fe4N is 0.13 eV higher compared to that on IrO2(110). 
This 0.13 eV positive shift in [∆G(*O) - ∆G(*OH)] on IrO2/Fe4N compared to IrO2(110) brings 
the OER activity of IrO2/Fe4N close to the volcano peak, as predicted in reference 
30. This is 
consistent with the experimental observation that IrO2/Fe4N shows higher OER activity than IrO2 
and IrO2/Ni4N (Table 5.1).   Additional studies are needed to determine the effect of IrO2 
orientation18,31 on the OER activity of the Ir/M4N catalysts. The combined experimental and DFT 
results indicate that the [∆G(*O) - ∆G(*OH)] value should be a useful descriptor for identifying 





Figure 5.6. DFT optimized geometries of (a) IrO2(110), (b) O adsorbed on IrO2(110), (c) OH 
adsorbed on IrO2(110), (d) IrO2/Fe4N, (e) O adsorbed on IrO2/Fe4N and (f) OH adsorbed on 
IrO2/Fe4N. Ir: dark blue, Fe: purple, O: red, N: light blue and H: white. Yellow metal site represents 
an oxygen vacancy site for the adsorption of OER intermediates O and OH. This figure was 
reprinted with permission from B. Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, K. A. Kuttiyiel, 
Q. Wu and J. G. Chen, ACS Catal., 2018, 8, 2615–2621. Copyright 2018 American Chemical 
Society. 
 
Table 5.3. DFT calculated binding energies (eV) of *O and *OH. 
Species IrO2(110) IrO2/Ni4N IrO2/Fe4N 
*O 1.48 1.41 1.51 
*OH -0.24 -0.28 -0.34 
[∆G(*O) - ∆G(*OH)] 1.72 1.69 1.85 
 
5.3.4 Theoretical Predictions for Ir Reduction Using Core-shell Particles 
The important parameter for Ir loading in device application is the mass of Ir per area 
required to achieve a certain power density.  Currently, reasonable estimates for state-of-the-art 
power density and Ir loading are 4 W cm-2 and 2 mgIr cm
-2, respectively.6,32 If it is assumed that 




Although geometric surface area is not the same as ECSA, it is used here for the sake of 
comparison.  Using this surface area, the power density on the catalyst surface is 33.4 W m-2cat.  
Assuming no change in the intrinsic OER activity, this value is held constant for any size particle.  
However, the surface area per mass of Ir increases for core-shell particles.  Using this larger Ir-
normalized surface area for core-shell particles, a new, lower Ir mass loading is calculated to 
achieve the required 4 W cm-2 device power density.  The Ir mass loading can thus be tuned and 
optimized by controlling the particle size, selecting core metal-nitrides with different atomic 
radius, and varying stoichiometric metal:Ir ratios.  
For example, Figure 5.7 shows that using a shell of one or two monolayers of IrO2 can 
reduce the Ir mass loading to between 0.2 and 0.65 mgIr cm
-2, representing up to 90% reduction 
from current Ir loading. This calculation assumes no change in IrO2 activity. Thus, any increase in 
intrinsic OER activity due to electronic effects of the substrate-surface interaction, such as that 
seen here for Ir/Fe4N and Ir/Co4N, would further decrease Ir loading.  Such promising candidates 
can be identified by the DFT calculations of binding energies, as shown in Table 2.   One 
monolayer IrO2 should be the minimum Ir loading for a given particle, in order to protect core 
materials from oxidation.  Particles with more than two IrO2 shell layers can still reduce Ir-loading 
as compared to bulk particles, but the addition of each IrO2 layer would diminish surface electronic 
effects from the interaction with nitride cores.  Additional calculations are needed to determine the 






Figure 5.7. Theoretical Ir loading required to achieve 4 W cm-2 in an electrolysis device for a core-
shell particle with 1 or 2 monolayers of IrO2. This figure was reprinted with permission from B. 
Tackett, W. Sheng, S. Kattel, S. Yao, B. Yan, K. A. Kuttiyiel, Q. Wu and J. G. Chen, ACS Catal., 
2018, 8, 2615–2621. Copyright 2018 American Chemical Society. 
Table 5.4. Theoretical metal:Ir ratios for selected core-shell particles with 5 nm radius. 
Particle 1 ML metal:Ir 2 ML metal:Ir 
Ir/Fe4N 15.7 5.6 
Ir/WN 10.5 3.7 
Ir/NbN 10.3 3.6 
Ir/TiN 11.2 4.0 
Ir/Mo2N 11.1 3.9 
Ir/VN 12.4 4.4 





Designing and synthesizing new core-shell catalysts requires appropriate metal:Ir 
stoichiometry.  It is simple to calculate the required metal:Ir ratio using the atomic size and crystal 
packing efficiencies of IrO2 and the core nitride (see SI).  Table 5.4 provides such ratios for a 
variety of nitrides for a 5 nm radius particle. The feasibility of finely controlled core-shell particle 
synthesis has been demonstrated recently by a templating technique that achieves narrow particle 
size distributions for cores made of carbides11 and nitrides33. 
5.4 Conclusions 
The Ir/M4N core shell electrocatalysts presented in this work can reduce Ir mass loading 
by a factor of two compared to standard IrO2 electrocatalysts.  Ir atoms are utilized as reaction 
sites on the particle shell while non-precious metal nitrides make up the core.  The in-situ XAS 
and post-OER TEM results suggest that the IrO2 shell also protects the nitride core under highly 
oxidizing OER conditions in acid. Furthermore, Ir/Fe4N is more active than and at least as stable 
as IrO2 on a per-mass-Ir and per-site basis.  These results make Ir/Fe4N a promising candidate to 
reduce Ir loading in devices that perform OER under acidic conditions.  More importantly, the 
DFT binding energy calculations combined with core-shell particle morphologies offer a 
framework to further optimize activity and minimize Ir loading. This mass reduction is a crucial 
step toward expanding technologies that enable renewable energy storage, CO2-free hydrogen 
production, and CO2 electrochemical conversion.  
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ELECTROCHEMICAL CONVERSION OF CO2 TO SYNGAS WITH 
PALLADIUM HYDRIDE ELECTROCATALYSTS 
6.1 Introduction 
Electrochemical reduction of CO2 to valuable products can potentially result in a net 
reduction in atmospheric CO2, when powered by carbon-free energy sources.
1 The aqueous 
electrochemical process is especially desirable, because it does not require reactant hydrogen, the 
production of which generates additional CO2. As such, researchers have focused on developing 
electrocatalysts that selectively transform CO2 to CO, methanol, formate, or multi-carbon 
products. The major competing reaction in aqueous electrolyte is hydrogen evolution (HER), 
which has an equilibrium potential similar to most CO2 conversion reactions.
2 For this reason, 
much electrocatalysis research has focused on minimizing selectivity for HER. Gold3 and silver4,5 
electrocatalysts are most promising in this regard, and they achieve greater than 90% Faradaic 
efficiency (FE) for CO.6   But in order for this CO to be transformed to valuable chemicals or fuels, 
it must react with hydrogen obtained from some other process. Instead, if an electrocatalyst 
produces a mixture of CO and H2 (i.e. synthesis gas, or syngas) with a convenient product ratio, 
the mixture can be used directly for further synthesis. This scenario simplifies processing and 
potentially eliminates a second reactor needed for hydrogen production. If the product ratio can be 
finely controlled, it also eliminates the need for the energy intensive water gas shift reactor. 
Moreover, co-producing CO and H2 takes advantage of the aqueous electrochemical environment 




Here we present our efforts to develop a syngas-producing electrocatalyst. First we identify 
palladium (Pd) as a unique platform for this application, due to its ability to transform to palladium 
hydride (PdH). Then we tune selectivity and optimize activity by exploring the PdH structure-
function relationship, the interaction of PdH alloyed with secondary metals, and the support effects 
of PdH on transition metal carbides. In each case we utilize in-situ synchrotron techniques to 
understand the Pd phase and oxidation state under reaction conditions. We also describe the 
observed activity and selectivity trends with density functional theory (DFT) calculations. The 
calculations are used to establish descriptors for syngas production activity on these 
electrocatalysts. 
6.2 Tuning Syngas Production with Palladium Hydride Electrocatalysts 
Palladium is a unique electroreduction catalyst, because it readily absorbs hydrogen to form 
palladium hydride (PdH) in aqueous electrolyte at potentials commonly used for CO2 reduction.  
Thus, unlike most metals, Pd changes phase prior to the onset of CO2 reduction reaction, which 
results in activity trends not typical of other metallic catalysts. For example, Pd and Pt are both 
known to be poisoned by CO. If the active surface during electrochemical CO2 reduction consisted 
of metallic Pd, it would be expected that CO binds too strongly to desorb in any considerable yield, 
like on the Pt surface. But Pd produces a mixture of H2 and CO under CO2 reduction conditions, 
while Pt produces only hydrogen.7 This indicates that PdH electrocatalytic performance may 
depart from the expected metallic Pd performance.  
Pd has been studied previously as a CO2 electroreduction catalyst in aqueous electrolyte, and 
it likely formed a PdH phase under the conditions studied.7–11 However, most works did not 




typically discussed as if metallic Pd was the active site.7–10 When PdH was studied explicitly, there 
was uncertainty about the phase, and the mechanism was not well understood.11 Research in our 
group by Sheng et al. recognized that the surface producing mixtures of H2 and CO on Pd 
electrodes during CO2 reduction was likely PdH instead of Pd and sought to further understand the 
correlation between the active site and the product distribution.12 The rest of this section describes 
that work. 
The phase change from Pd to PdH was observed by in-situ synchrotron techniques – 
specifically, X-ray absorption spectroscopy (XAS) and X-ray powder diffraction (XRD) measured 
the lattice parameter, oxidation state, and crystal structure under reaction conditions (Figure 6.1). 
A peak shift in the near edge (XANES) region of the Pd K-edge XAS spectra during cathodic 
potential sweeps indicated a change in oxidation state, associated with hydride formation, as shown 
in Figure 6.1. At the same time, the extended region of the XAS spectra (EXAFS) indicated that 
the Pd-Pd bond length increased with respect to metallic Pd, which is also consistent with hydride 
formation.  The phase change was also confirmed by the shift of XRD peaks to lower angles as a 
result of the hydrogen absorption increasing the Pd lattice parameter. The XRD pattern also 
provided direct evidence that the PdH phase under reaction conditions was β-PdH. The XAS and 
XRD indicated complete phase transformation to PdH by -0.5 V vs RHE, and the EXAFS showed 
that the phase change was reversible upon anodic potential sweeps. These in-situ results are 






Figure 6.1. In-situ X-ray absorption spectroscopy and X-ray diffraction characterization of the 
electrochemical transformation of Pd to PdH. (a) The X-ray absorption spectroscopy Pd K-edge 
near edge (XANES) region for Pd particles in 0.5M NaHCO3 at various potentials. Peaks A and B 
shift at more cathodic potentials, indicating a change in Pd orbital hybridization. (b) Pd-Pd bond 
distance (black squares) determined by EXAFS fitting, and the ratio of peak intensities (red 
triangles) calculated from the XANES spectra as a function of applied potential. (c) X-ray 
diffraction patterns in 0.5M NaHCO3 at various potentials. The heat map indicates peak intensities 
and shows a clear shift to lower angles at cathodic potentials, associated with the lattice increase 
from Pd to PdH. This figure was adapted with permission from W. Sheng, S. Kattel, S. Yao, B. 
Yan, Z. Liang, C. J. Hawxhurst, Q. Wu and J. G. Chen, Energy Environ. Sci., 2017, 10, 1180–
1185, via Copyright Clearance Center.  Copyright 2019 RSC Publishing. 
In practice, the PdH surface can be obtained by pre-treating a Pd catalyst with cathodic 
potential sweeps to -0.5 V vs RHE and subsequently holding at open circuit potential prior to 




eventually disappears upon consecutive potential sweeps, indicating complete phase transition. 
During CO2 electroreduction testing, the PdH catalyst showed the ability to tune the CO:H2 ratio 
from 0.25 to 1, depending on the applied potential (Figure 6.2 a and b). This range is ideally suited 
for applications of Fischer-Tropsch or methanol synthesis, which require CO:H2 ratios near 0.5. 
Other electrocatalysts that produce predominantly CO for similar applications require additional 
H2 that will come from CO2-producing methane reforming or a separate electrolyzer that generates 
H2 from water. The PdH electrocatalyst is attractive because it can produce reaction-ready syngas 
directly from a single electrolyzer. 
Density Functional Theory (DFT) calculations revealed why the PdH electrocatalyst works 
well for syngas production, as shown in Figure 6.2 c and d. The PdH(111) surface had much lower 
binding energy for both H and CO, compared with the Pd(111) surface. As illustrated in the free 
energy diagram for the CO reaction pathway, this results in a more favorable free energy change 
of CO desorption on the PdH(111) surface, while the same process requires a greater positive 
change in free energy on the Pd(111) surface. At the same time, hydrogen binds more weakly to 
PdH(111) than Pd(111), resulting in lower H2 production until higher overpotentials are applied. 
Thus, the PdH(111) surface should produce a mixture of H2 and CO, unlike Pd(111) which would 





Figure 6.2. Electrochemical results and DFT calculations for PdH electrocatalysts. (a) Faradaic 
efficiency for H2 and CO on PdH in 0.5M NaHCO3 and CO/H2 ratios. The CO/H2 ratio is variable 
over the potential region. (b) CO and H2 partial current densities on PdH in 0.5M NaHCO3. (c) 
DFT calculated free energy diagram of hydrogen formation on Pd and PdH flat surfaces and 
nanoparticles, indicating a weaker H binding for PdH compared to its metallic counterpart. (d) 
Free energy diagram for CO formation through *HOCO and *CO intermediates, revealing milder 
*CO binding energies for PdH compared to Pd. This figure was adapted with permission from W. 
Sheng, S. Kattel, S. Yao, B. Yan, Z. Liang, C. J. Hawxhurst, Q. Wu and J. G. Chen, Energy 





These results confirm that PdH is the active surface during CO2 reduction conditions in 
neutral aqueous electrolyte. The DFT calculations reveal that the intermediate binding energies on 
the PdH surface enable tuning of the CO:H2 ratio between 0.25 and 1, as a function of applied 
potential. From this foundation of knowledge, it is now possible to further correlate the active PdH 
site with product distribution and attempt to reduce the cost of the syngas electrocatalyst in order 
to optimize the Pd system for syngas production. 
6.3 Identifying Active Surfaces with Shape-Controlled Pd Particles 
Single crystals are often used to understand the structure-function relationship of 
electrocatalysts for various CO2 reduction reactions.
13–16 But single crystals are ideal surfaces that 
cannot be scaled up and may behave differently than similar facets in a nanostructured 
environment. One way to perform similar analysis with a direct comparison to industrial 
application is by utilizing shape-controlled particles with preferentially exposed facets. For Pd 
particles, the comparison between nano-sized cubes and octahedra provides a comparison of the 
activity and product selectivity of the Pd(100) surface and the Pd(111) surface, respectively. 
Research from our group by Zhu et al. studied shape-controlled Pd electrocatalysts to understand 
which Pd surfaces are best suited for syngas applications.17 The remainder of this section describes 
that work. 
Pd cube nanoparticles were synthesized in a polyvinylpyrrolidone (PVP) solution with L-
ascorbic acid as a reducing agent and KBr as a capping agent. This procedure yielded cubes 
roughly 20 nm in size with narrow particle size distribution (Figure 6.3). The cubes were then used 
as seeds to grow Pd octahedra by using a mild reducing agent to grow the (111) facets on the faces 




by measuring the lattice spacing with high resolution transmission electron microscopy (HR-
TEM), seen in Figure 6.3. 
Once the particles were formed, an electrochemical pretreatment step converted the particles 
to PdH particles of the same shape. This transformation was again observed using in-situ XAS 
analysis, like the polycrystalline Pd discussed in the previous section. The results shown in Figure 
6.3 c and f, reveal a peak shift at negative potentials in the Pd K-edge XANES spectra, 
corresponding to a decrease in Pd oxidation state. The EXAFS region also confirmed a lattice 
expansion that occurred once a potential of -0.5 V vs RHE was applied.  
 
Figure 6.3. TEM and in-situ XAS characterization of Pd cubes and octahedra. (a) TEM image of 
Pd cubes. (b) HRTEM image of Pd cube showing the 0.20 nm spacing of the Pd(100) plane. (c) 
In-situ XANES spectra of Pd K-edge of Pd cubes at various potentials vs RHE in 0.5M NaHCO3, 
revealing a peak shift indicating PdH formation. (d) TEM image of Pd octahedra. (e) HRTEM 
image of Pd octahedra showing the 0.22nm spacing of the Pd(111) plane. (f)  In-situ XANES 




peak shift indicating PdH formation. This figure is adapted with permission from W. Zhu, S. 
Kattel, F. Jiao and J. G. Chen, Adv. Energy Mater., 2019, 9, 1802840. Copyright 2019 John Wiley 
and Sons. 
The differently shaped PdH particles exhibited drastically different CO2 reduction 
performances (Figure 6.4). The octahedra showed greater than 80% CO FE across potentials 
ranging from -0.5 to 0.9 V vs RHE, compared to Pd cubes which produced between 50 and 80 % 
CO FE in the same region. The CO partial current density for the octahedra also exceeded that of 
the cube by a factor of 3 at -0.9V. These results indicated that the PdH(111) surface is more active 
for CO production than the PdH(100) surface. The activity differences correlated well with DFT 
calculations, which indicate a more facile reaction path for CO production on PdH(111). 
Specifically, the DFT calculations revealed a thermoneutral CO desorption on the PdH(111) 
surface compared to a positive free energy change (0.77 eV) for CO desorption on the PdH(100) 
surface. Calculations on corresponding metallic Pd surfaces indicate a much larger free energy 
change for CO desorption (~1.5 eV), which reinforces the importance of the phase shift to PdH for 
syngas production. 
The PdH octahedra were also evaluated in an industrial style flow cell, where the CO partial 
current density reached 225 mA cm-2 (Figure 6.4d). This high current density is promising for 
industrial applications, which require current densities on the order of 1 A cm-2.18 The octahedra 
in this cell produced mostly CO, with FE greater than 90%. But it is especially intriguing that high 
CO partial current densities were achieved on PdH electrocatalysts, because if such current 
densities can be reached while producing syngas with an appropriate CO:H2 ratio, the syngas could 
be fed directly to CO hydrogenation reactor to make methanol on an industrial scale at a reasonable 




should enable the development of PdH particles with appropriate portions of (111) and (100) 
surfaces to achieve desirable syngas ratios. 
 
 
Figure 6.4. Electrochemical results of PdH cubes and octahedra, compared to commercial Pd in 
0.5m NaHCO3. (a)H2 and CO Faradaic efficiencies. (b) CO partial current densities. (c) H2:CO 
ratios. (d) CO partial current density on PdH octahedra in a membrane device with flowing CO2. 
This figure is adapted with permission from W. Zhu, S. Kattel, F. Jiao and J. G. Chen, Adv. Energy 




6.4 Optimizing Syngas Production with Pd Bimetallics 
Bimetallic electrocatalysts have been widely studied for CO2 reduction because of their 
ability to modify performance beyond what would be expected from a simple physical mixture.19 
Notably, the electronic interactions of two metals and the possibility of multiple functionalities at 
interfacial sites (e.g. preferentially adsorbing different species on different adjacent metals) can 
result in a breaking of the linear scaling relationship that hinders utility of monometallics for CO2 
reduction reactions.2,20 Combining secondary metals with the versatile PdH electrocatalyst could, 
therefore, increase activity at lower potentials or tailor the product selection to specific 
applications. Research in our group, led by Lee et al. (currently under revision) explores the 
electrochemical syngas production performance of 5 different metals combined with Pd. The 
remainder of this section describes that work. 
Pd was co-precipitated with Ag, Cu, Ni, Co, or Pt to create a PdM bimetallic with a Pd:M 
ratio of 8:2. XRD showed only a single phase, suggesting solid solution formation, where the 
secondary metal was incorporated to the Pd lattice. Each catalyst was subject to electrochemical 
reduction to form a (PdM)H bimetallic. In-situ XAS and XRD analysis revealed a change in 
oxidation state and Pd lattice expansion, characteristic of PdH phase formation, for each sample 
except PdPt. Interestingly, the potential at which the Pd phase transition occurred was influenced 
by the secondary metal. The observed trend from least cathodic to most cathodic transition was 
PdCo < Pd < PdNi < PdCu, PdAu, as seen in Figure 6.5. PdPt did not form a hydride phase, which 






Figure 6.5. In-situ XRD characterization of Pd bimetallics in 0.5M NaHCO3. XRD patterns for (a) 
Pd, (b) PdAg, (c) PdCu, (d) PdNi, and (e) PdCo at potentials from 0.2 (bottom) to -0.7 (top) V vs 
RHE at 0.024 V intervals. Red patterns indicate Pd phase. Blue patterns indicate PdH phase. Green 
patterns indicate a phase transition region. (f) The schematic of hydride formation potential of the 
Pd-based electrocatalysts. 
The electrochemical CO2 reduction results (Figure 6.6) indicated that the CO FE for each 
(PdM)H electrocatalyst at -0.9 V vs RHE followed a similar trend as the hydride formation 
potentials. PdPt produced the lowest CO FE, and then PdCo < Pd < PdNi < PdCu < PdAg. The 
same trend was observed for CO:H2 ratios and CO partial current density (with the exception of 
PdCo, which had a higher jCO than PdNi).  The CO partial current densities on PdNi and PdCu are 
especially promising, because they exceed the activity of Pd by incorporating less expensive 




potential indicate that Pd-hydride formation potential may be a useful experimental indicator for 
selecting an appropriate Pd-based syngas electrocatalyst.    
DFT calculations confirm that hydride formation energy for the bimetallics follows the 
same trend observed by the in-situ experiments – i.e. bimetallics that required more cathodic 
potentials to observe hydride phase change had higher calculated formation energies. DFT also 
revealed an important trend in intermediate adsorption energies that explains the different 
experimentally observed CO:H2 ratios for each bimetallic.  The binding energy for *H and for 
*HOCO (an intermediate in the CO reaction pathway) scaled linearly among the samples, which 
did not explain why some catalysts produce more CO than others. However, the difference 
between free energy change of adsorption for each species (ΔG(*H) - ΔG(*HOCO)) on different 
surfaces correlated directly with experimentally observed CO partial current density, as seen in 
Figure 6.7. One exception to the trend was PdPt, which did not form a hydride phase. These trends 
reveal that the difference in free energy is an important descriptor for PdH bimetallic 
electrocatalysts. Future exploration of bimetallics with different metals or metal ratios could use 






Figure 6.6. Electrochemical results for Pd bimetallic electrocatalysts. (a) CO Faradaic efficiencies, 
(b) CO:H2 ratios, and (c) CO partial current densities for PdH and PdH bimetallics in 0.5M 
NaHCO3 at -0.9 V vs RHE.  
 
Figure 6.7. The trend between DFT calculations and CO partial current density on (PdM)H 
electrocatalysts. 
6.5 Reducing Pd Loading for Syngas Production with Carbide Supports 
The preceding examples show the unique properties of PdH electrocatalysts that enable it to 
tune syngas production to potentially supply reactants for a Fischer-Tropsch or methanol synthesis 
reactor. But in order for products made from CO2 to compete with traditionally manufactured 
products, the cost of syngas production needs to be minimized. To achieve this, the current density 
on the electrocatalyst should be maximized, while the expensive Pd loading is minimized. 
Supporting precious metals on transition metal carbides has been previously used for other 
electrochemical reactions to reduce precious metal loading and also to tune the activity of ad-




reduce Pd loading and optimize syngas production.22 The remainder of this section describes that 
work. 
Two layers of Pd were deposited on thin films of Mo2C, WC, NbC, and TaC to understand 
the product distribution trends of low-Pd loadings supported on different carbides. Pd/Mo2C and 
Pd/WC produced mostly H2, while Pd/NbC and Pd/TaC produced less H2 and more CO, compared 
to the other two. So powder electrocatalysts were synthesized with 10 wt% Pd supported on high 
surface area NbC and TaC.  The carbides were synthesized via hard templating with MCM-41 
silica to avoid particle agglomeration typical with high temperature carbide synthesis. The 
resulting particles had BET surface areas greater than 50 m2 g-1.   
Once the Pd was loaded on the carbide support, electrochemical reduction was performed to 
form the Pd-hydride phase. As in the previous reports, in-situ XAS and XRD revealed the 
characteristic shifts around -0.5 V vs RHE associated with the transformation of Pd to PdH (Figure 
6.8). Unlike the bimetallic XRD patterns (Figure 6.5), which indicated a single phase, solid 
solution, these materials showed two distinct XRD patterns for the Pd and the carbide support 
(Figure 6.8e). During electrochemical reduction, only the Pd pattern shifted, while the carbide 
pattern did not. This confirms a particle-support interaction between the Pd and carbide, as 





Figure 6.8. In-situ XAS and XRD results for Pd/carbide high surface area powders in 0.5M 
NaHCO3.  XANES spectra for (a) Pd/TaC and (b) Pd/NbC at various potentials, showing a peak 
shift by -0.5V vs RHE, indicating a change in oxidation state. Pd-Pd distance calculated from 
EXAFS fitting results for (c) Pd/TaC and Pd/NbC, showing a lattice expansion upon PdH 
formation at negative potentials. (e) XRD patterns for Pd/TaC showing separate patterns for TaC 
and Pd and a shift to lower angles for the Pd pattern but not for the TaC pattern.  This figure is 
adapted with permission from J. Wang, S. Kattel, C. J. Hawxhurst, J. H. Lee, B. M. Tackett, K. 
Chang, N. Rui, C.-J. Liu and J. G. Chen, Angew. Chemie Int. Ed., 2019, 58, 6271–6275. Copyright 
2019 John Wiley and Sons. 
Electrochemical results, shown in Figure 6.9, indicated that 10% Pd/TaC achieved higher 
CO-partial current density compared to commercial 40 % Pd/C on both a geometric area basis, 
and on an electrochemical active surface area (ECSA) basis. This means the TaC support enables 
overall higher reaction rates with lower Pd loading and enhances the intrinsic activity of the PdH 




Pd/NbC, and Pd/C each exhibited different CO:H2 ratios at given potentials, meaning that the 
carbide supports also impact the product selectivity of the PdH electrocatalyst.  
DFT calculations were performed by optimizing 2 PdH layers on top of TaC(111) or 
NbC(111) surfaces in order to understand the observed activity and selectivity trends. It was found 
that surfaces with more thermodynamically favorable *HOCO formation were more active for CO 
production. In this case, PdH/TaC(111) had the most favorable *HOCO formation, followed by 
PdH/NbC(111), followed by PdH(111). Thus, the increase in site-normalized activity is due to the 
electronic modification imparted by the carbide support. Further improvement in intrinsic activity 





Figure 6.9. Electrochemical results of Pd particles supported on carbon, TaC, and NbC in 0.5M 
NaHCO3. (a) CO partial current densities of Pd/carbides, Pd/carbon, and unmodified carbides. (b) 
geometric area normalized and (c) Pd ECSA-normalized CO partial current densities of 10 wt% 
Pd/TaC and commercial 40 wt% Pd/C. H2 and CO Faradaic efficiencies for (d) Pd/C, (e) Pd/TaC, 




J. H. Lee, B. M. Tackett, K. Chang, N. Rui, C.-J. Liu and J. G. Chen, Angew. Chemie Int. Ed., 
2019, 58, 6271–6275. Copyright 2019 John Wiley and Sons. 
6.6 Summary and Future Directions 
The examples provided here show the potential for Pd-based CO2 electroreduction catalysts 
to produce syngas with a tunable CO:H2 ratio suitable for direct feed to a methanol synthesis or 
Fischer-Tropsch reactor. The product distribution was attributed to PdH, which forms in aqueous 
electrolyte at potentials used for CO2 electroreduction. The transformation from Pd to β-PdH was 
directly observed using in-situ XAS and XRD, and this phase transition was performed before all 
electrochemical experiments. The PdH functionality was further defined by analyzing shape-
controlled particles that preferentially exposed the PdH(111) and PdH(100) facets. The close 
packed PdH(111) surface was more selective and active toward CO, and achieved greater than 200 
mA cm-2 CO partial current density in a membrane flow device with greater than 90% CO FE.  
Combining Pd with secondary metals revealed a trend between CO production and a DFT 
calculated descriptor, (ΔG(*H) - ΔG(*HOCO)).  Notably, PdNi and PdCo achieved higher CO 
partial current density than Pd, which showed potential to reduce electrocatalyst cost by using less 
expensive metals. Lastly, higher reaction rates compared to standard commercial Pd particles were 
observed on low-loadings of Pd supported on TaC.  
Each of these experiments relied on the combination of in-situ characterization and DFT 
calculations to correlate the active site with the observed activity and selectivity. This enabled 
improvement upon previous studies that lacked knowledge of the PdH phase under reaction 
conditions or a concrete explanation for the unique product distribution compared to similar 




different combinations of Pd structures, co-metals, and supports that produce finely controlled 
syngas ratios, specific to methanol synthesis or Fischer-Tropsch processes.  
Specifically, developing catalysts that produce syngas in a membrane flow device on the 
order of 1 A cm-2 could drastically impact global CO2 utilization. Longer stability tests and high 
current density tests are needed to understand if similar product ratios can be achieved under 
industrial process conditions. Further Pd loading reduction could be achieved with different 
particle morphologies, such as core-shell particles with thin Pd shells. Additional experiments 
could also be directed toward understanding the PdH phase transition CO2 reduction performance 
in different pH. We hope the tools and methodology described here provides a useful framework 
for continuing development of syngas-producing electrocatalysts that could provide feedstock for 
many valuable products. 
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NET REDUCTION OF CO2 VIA ITS THERMOCATALYTIC AND 
ELECTROCATALYTIC TRANSFORMATION REACTIONS IN 
STANDARD AND HYBRID PROCESSES 
 
7.1 Introduction 
Rising atmospheric CO2 concentrations can increase atmospheric temperature and ocean 
acidification, posing threats to global ecosystems.1 Existing technologies can capture CO2 from 
industrial sources,2 but solutions to use or permanently store this carbon are needed.  Otherwise, 
the capture process simply delays CO2 emission.
3 Chemical transformations of CO2 into fuels or 
chemicals are attractive because they could reduce overall CO2 production by essentially recycling 
already burned fossil fuels, and provide an economic incentive to capture CO2 by converting it 
into valuable products.4  Many research efforts are currently focused on converting CO2 either 
directly to commodity chemicals or to CO or methanol, which can be subsequently converted to 
fuels and chemicals by existing commercial processes.5–8  Catalysts are at the center of most of 
these research efforts.   
Catalysts chemically activate the otherwise unreactive CO2 effectively and reduce the 
energy required to transform it into a useful chemical under practical conditions.9 The most 
commonly studied catalytic CO2 conversions involve flowing CO2 and other gases over catalysts 
at increased temperature and pressure (thermocatalysis) or reacting CO2 dissolved in electrolytes 




Thermocatalytic transformations of CO2 predominately involve relatively low-temperature 
(≤ 523 K) hydrogenation reactions10 that may produce CH4, CO, or CH3OH. The value in 
producing CH4 is highly location dependent, considering that there are regions with large shale 
gas reserves and that reactant H2 is typically more valuable than CH4. While CO2 reduction by H2 
to produce CO can be achieved at relatively high conversion and selectivity, subsequent 
transformations of the produced CO to longer-chain molecules require a dedicated process —the 
Fischer-Tropsch process— resulting in high capital costs. Methanol is a high value product, but 
the direct production from CO2 still suffers from low yields. The hydrogen required by all three of 
these CO2 thermocatalytic reduction routes is primarily produced from steam methane reforming 
(SMR), which generates additional CO2.
11,12  
One advantage of electrocatalytic CO2 conversion is that the process uses water as the 
hydrogen source instead of molecular H2. However, at present, electrolysis cells are not widely 
used at industrial scale and typically have lower product yield than thermocatalysis. The 
production of oxygenate molecules (alcohols, acids, etc.) achieves higher value products, but the 
separation of low-yield oxygenates from aqueous electrolytes represents a challenge and requires 
additional energy. The production of gaseous CO and hydrocarbons from dissolved CO2 in an 
electrochemical cell allows for easier product separation than oxygenates, but their low overall 
yield remains a challenge.   
Both thermocatalytic and electrocatalytic CO2 reduction technologies inevitably require 
energy input either as heat through combustion of fossil fuel into an engine or as electricity, 70 
percent of which is currently generated by CO2-emitting fossil fuels, globally.
13  Researchers often 




can translate to the goal of reducing atmospheric CO2. Careful examination of energy and mass 
balances can determine whether the overall process is net CO2 negative, neutral, or positive. 
Combining thermocatalysis and electrocatalysis for CO2 reduction may have the potential to 
reduce energy requirements and result in a hybrid process that is potentially CO2 efficient (net 
negative). In this contribution we assess the CO2 catalytic conversion to methanol via four 
scenarios, with the goal of determining the feasibility of net reduction of CO2 for each scenario. 
The scenarios include thermocatalytic conversion of CO2 to MeOH (TC), electrocatalytic 
conversion of CO2 to MeOH (EC), hybrid electrocatalytic conversion of CO2 to syngas followed 
by thermocatalytic conversion of syngas to MeOH (HB1), and hybrid electrolysis of water to 
produce CO2-free H2, subsequently used for thermocatalytic conversion of CO2 to MeOH (HB2). 
The two hybrid scenarios attempt to combine the electrochemical production of CO2-free H2 
or syngas with the advantages of well-practiced thermocatalytic reactors for methanol synthesis. 
Each case is evaluated using the kinetics of recently reported catalysts in the literature, using 
fundamental electrochemical conversions for electrocatalysis and Aspen simulations for 
thermocatalysis. 
The net CO2 emission/consumption is calculated for each process with a basis of 1000 
metric tons (t) of methanol production per day. Critical assumptions and limitations are stated for 
each section, and detailed calculations are provided in the.  Other analyses of sustainable CO2 
reduction to methanol have been published recently5,14–16, but here we focus on the mole balance 
of CO2 to establish targets for new catalyst development. The goals of these calculations are to 
evaluate the state-of-the-art CO2 catalysts within the context of CO2 reduction targets, and to guide 




7.2 Methods and Assumptions 
7.2.1 Electrocatalysis Calculations 
The electrochemical reactions were analyzed by using fundamental electrochemical conversions 
and an electrolyzer cost benchmark for a unit operating at 1 A cm-2, provided by Bertuccioli1. 
Equation 7.1 describes the electrochemical reaction energy. 
Equation 7.1 𝑟𝑥𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 [
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The similarity in the HB1 and HB2 cases in Section 7.3.2 results from the relationship 
between the molar feed and the reaction energies for the electrocatalytic products for each process. 
The electrolysis to form syngas operates at higher overpotential than the HER, corresponding to 
0.34 kWh / mol-CO produced, compared with only 0.10 kWh / mol-H2 produced. However, the 
Aspen simulations indicate that thermocatalytic CO hydrogenation in HB1 requires roughly 1/3 
less molar CO feed, compared to the molar H2 feed required for thermocatalytic CO2 
hydrogenation in HB2 (32.66 x 106 mol CO /day vs 106.15 x 106 mol H2/day). These factors result 
in a similar net CO2 reduction/production to operate the electrolysis units in both cases, regardless 
of the values of CO2 emission per kWh. The utilities for the thermocatalytic processes in these 
cases are slightly different but negligible compared to the CO2 emission from the electrolysis 
processes. 
The electrolyzer unit cost and the net CO2 calculations are described in Equation 7.2 and 
Equation 7.3, respectively. 
Equation 7.2 
  𝐶𝑜𝑠𝑡 [$] = 𝑟𝑥𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 [
𝑘𝑊ℎ
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A 2014 comprehensive review of water electrolysis in the European Union concludes that 
industrial water electrolysis membrane cells cost roughly $2000 per kW when operated at 1 A cm-
2 (referred to in Equation 7.2 as reference current density, “ref i").  Approximately 90 percent of 
this cost comes from the electrochemical cell stack (bipolar plates, current collectors, and other 
parts and manufacturing) and the balance of plant,1,2 which should remain similar for any 
membrane electrolysis reaction.  The cost should decrease as more units are installed, but this 
value provides a good initial estimate for the reactions considered here. 
7.2.2 Avoided CO2 Calculations 
The net reduction in global CO2 from displacement of gasoline with methanol (Section 7.3.4) 
was calculated by mass balance. For a given amount of methanol used for transportation fuel, a 
stoichiometric amount of CO2 was used as feed, and the amount CO2 emitted due to the 
methanol conversion process was calculated based on the net mol-CO2 consumed per mol-
methanol (ranging from 0 to -1).  The amount of gasoline displaced by methanol was calculated 
by a ratio of the two fuels’ gravimetric energy densities. The net CO2 emitted from transportation 
was determined by subtracting the CO2 emission from all the displaced gasoline (at 8.887 kg-
CO2 gal
-1, US EPA) from the stoichiometric CO2 emission resulting from burning methanol. The 
net global CO2 reduction is the difference between CO2-in (feed for methanol synthesis) and 
CO2-out (amount emitted for methanol conversion, plus net CO2 for transportation).   


















The total avoided CO2 is calculated as described by the diagram in Figure 7.1 – 68.7 Mt-
CO2/yr is consumed to make 50 Mt-MeOH/yr, and displacing a proportional amount of gasoline 
(based on energy density) results in an additional 3.95 Mt-CO2/yr emitted for road transport. If the 
50 Mt-MeOH is replacing an equal amount of conventionally produced methanol (at 1.33 mol-
CO2/mol-MeOH), 91.25 Mt-CO2/yr is avoided. Neglecting capture costs, this results in a net 
reduction of 156 Mt-CO2/yr (3.95 – 91.25 – 68.7 = – 156.0 Mt-CO2/yr). In Section 7.3.4, it is 
assumed that all methanol from CO2 displaces an equal amount of conventionally produced 
methanol and avoids the associated 1.33 mol-CO2/mol-MeOH. This displacement is only applied 
for a maximum of 100 Mt-MeOH/yr – the projected conventional methanol production by 2021. 
Any methanol produced beyond 100 Mt/yr in Figure 7.7b does not include this displacement 
factor. This assumption was made to simplify the analysis. While much of the currently produced 
methanol is used as a transportation additive, it may be unreasonable to assume CO2 avoidance 
from displacing all 100 Mt-conventional-MeOH/yr with recycled methanol for road transport. 
There is, indeed, a large portion of conventional methanol not currently used for road transport 
that would not be displaced by recycled methanol for road transportation. This fact strengthens the 
argument that an expanded methanol market is required for CO2 conversion to methanol to have 





Figure 7.1. A schematic showing how replacing some portion of gasoline with methanol for road 
transportation can result in a net CO2 reduction. “Original” CO2 values refer to values as they 
would be without the introduction of methanol. A CO2-free energy source and stoichiometric 
conversion of CO2 to methanol is depicted in this scenario. The net reduction total is calculated as 
3.95 – 91.25 – 68.7 = – 156.0 Mt-CO2/yr. This figure was adapted from B. M. Tackett, E. Gomez 
and J. G. Chen, Nat. Catal., 2019, 2, 381–386. 
7.2.3 Iridium Mass Calculations 
The total mass of Ir was calculated using the same methodology as in reference 3.  A 
hypothetical EC case was used, where the cell power density and Ir loading were assumed to be 
the same as that for state-of-the-art water electrolysis cells, and the methanol selectivity was 
assumed to be 100%. In this scenario, the reaction energy is 8.87 kWh/kg-MeOH. With this value, 
the total GW electrolyzer capacity needed per Mt-MeOH yearly capacity can be calculated, as 
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This results in approximately 1 GW electrolyzer capacity installed for every 1 Mt-
MeOH/yr produced. And the associated Ir catalyst required for water oxidation can be calculated 
based on this power requirement, as shown in Equation 7.6. 
Equation 7.6 
𝑚𝑎𝑠𝑠 𝐼𝑟 [𝑡𝐼𝑟] = 𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦 [𝐺𝑊]  ÷ 𝑝𝑜𝑤𝑒𝑟 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 [
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7.2.4 Assumptions for Non-Aspen Calculations 
The following list describes assumptions for all non-Aspen analyses. 
• Electrolyzer cost scales linearly with operating current density. So a cell operating at 0.1 
A cm-2 costs 10 times a cell operating at 1 A cm-2, because it will require 10 times the 
surface area (10 times the stack size) to achieve the same product output. 
• CO production rate is determined by Aspen simulations as the feed required to achieve 
1000 t-methanol / day output. 
• Methanol can displace an amount of gasoline proportional to the ratio of the fuels’ energy 
densities. 
• CO2 emission from transportation fueled by gasoline emits 8.887 kgCO2 gal-1 (US EPA) 













Table 7.1. Electrochemical calculation constants 








































Ref i 1 [A cm-2] 

















7.2.5 Aspen Plus v8.8 Methods 
Aspen Plus v8.8 was used to simulate the production of methanol from either CO2 or 




commonalities across various case studies include heat integration for reaction feed pre-heaters, 
multi-stage compressors with inter-cooling exchangers, flash drums for initial product and recycle 
separation, and recycle loops with purge streams.4,5 The RPLUG reactor model for the current 
simulation was adapted from Luyben.6 Aspen property method and reaction kinetics transcription 
follow the principles described by Kamal.7 Each simulation targeted the production of 1,000 tons 
of methanol per day with one reactor operating at 230oC at 50 bar. The total feed going into the 
CO2 hydrogenation reactor was kept at a CO2: H2 ratio of 1:3.9 based on the kinetics presented in 
Portha et. al.8 The feed for the CO hydrogenation reactor was based on a stoichiometric number 
(SN) of 2.0. The purge was set to 1.5% except for the Cu/Zn/Al2O3
9,10 catalyst modeled with the 
kinetics from Graaf et al., in which a purge of 3% was needed.  Carbon tracking on electrical and 
steam utilities is based on EPA rule E9 5711 for various fuel sources. An assumption of 10.5 tons 
CO2/ton H2 produced from naphtha SMR was based on an EPA technical report.
11  


















Figure 7.2. CO2 hydrogenation to methanol Aspen flow diagram. CO2 and H2 are fed into the 
process by two distinct compressor trains with inter-stage cooling.  The pure feeds meet the recycle 
stream before going into the reactor pre-heater. The product stream then enters a flash drum train. 
Liquid methanol product is extracted from the LIQ2 stream and the remainder of the gas is 




heat integrated. This figure was adapted from B. M. Tackett, E. Gomez and J. G. Chen, Nat. Catal., 
2019, 2, 381–386. 
 
Figure 7.3. Syngas to methanol Aspen flow diagram. CO, CO2 and H2 are fed into the process by 
a compressor train with inter-stage cooling.  The syngas feed meets the recycle stream before going 




product is extracted from the LIQ2 stream and the remainder of the gas is recombined and recycled 
with a small fraction vented through the purge. The entire simulation is heat integrated. This figure 
was adapted from B. M. Tackett, E. Gomez and J. G. Chen, Nat. Catal., 2019, 2, 381–386. 
7.2.7 Aspen Calculation Specifications and Assumptions 
The following list details assumptions and specifications used for the Aspen calculations. 
These are common assumptions among both Synthesis Gas and CO2 hydrogenation cases: 
• 1,000 tons MeOH/day was set as a Design Specification. To achieve the desired 
production, the H2 feed (H2in) was set as the variable. 
• The simulations are heat integrated (exchangers B4, B5 and HX-1A, HX-2A for syngas 
and CO2 hydrogenation cases, respectively, use process streams) 
• Isentropic compressors operating with a pressure ratio of 3.7 (except for C4A, B2 for the 
syngas case and C4A, C4B for the CO2 hydrogenation case which operate with an outlet 
specification of 50 bar), and electric utilities were used. 
• Cooling exchangers operate with specified hot stream outlet temperature with cooling 
water as the utility  
o For the syngas case cooling exchangers are CX-1B, CX-2B, and CX-3  
o For CO2 hydrogenation case cooling exchangers are C1A, C2A, C3A, C1B, C2B, 
C3B, and CX-3 
• A multitube reactor (8000 tubes), 12.2 m in length with a 0.03675 m diameter and 
operating pressure of 50 bar was used 
• The temperature of the stream feeding the reactor is 230oC and the outlet temperature of 




• The flash drum series conditions are as follows: 
o F1/F1A and F2/F1B for CO and CO2 hydrogenation cases, respectively, operate at 
38oC and 47 bar. 
o B1/F2 for CO and CO2 hydrogenation cases, respectively, operate at 38oC and 2 
bar. 
• The GHSV0[hr-1] is based on the apparent density (ρ) and bed porosity (ε) reported from 
the literature for each catalyst considered. The volumetric flow rate going into the reactor 
under standard conditions (Qv,0) was obtained from the simulation. The GHSV was 
calculated as in Equation 7.7.  





These are assumptions used for the synthesis gas case: 
• The simulation was set to achieve a stoichiometric number (SN) of 2 as a Design 
Specification. The SN is defined in Equation 7.8. Industrially relevant SN values range 
from 2-2.1. 




• The mol fraction of CO2 in the reactor feed was specified to be .05 ± .01, using a 
Calculator.  To achieve this, the CO feed (COIN) was the variable  
• Catalyst loading was specified to be 250,000 kg catalyst with a bed voidage of 0.41  
• Purge streams were required, and, depending on the catalyst, the value was 5% or 7%.  




• The simulation was set to achieve a CO2:H2 ratio of 1:3.9 as a Calculator and the CO2 
feed (CO2in) was set as the variable
8  
• Catalyst loading was specified to be 225,031 kg catalyst with a bed voidage of 0.41 
• A purge of 1.5% was used for all catalysts examined except for the Cu/Zn/Al2O39,10 
7.3 Analysis and Discussion 
In the following sections, we will  present the performances of recently reported catalysts 
for each reaction in the 4 cases,  calculate the net CO2 emission/consumption using reported 
properties of these catalysts for the 4 cases as a function of CO2 emission per unit energy,  estimate 
cost of the most promising units using current catalyst throughput, and comment on the feasibility 
of achieving overall CO2 reduction goals via large-scale catalytic conversion to methanol. 
7.3.1 Recently Reported Catalyst Performance 
The catalysts used in the calculations herein and their attributes are described in Table 7.2. 
Thermocatalysts are selected for each case based on commercially preferred chemical composition 
and well-defined kinetics. Cu-based catalysts are widely examined for CO2 hydrogenation to 
methanol and are reported to be structure sensitive. Adding or supporting the catalyst on ZrO2 may 
increase CO2 conversion.
17,18 The established commercial catalyst for methanol production from 
synthesis gas is Cu/Zn/Al2O3. Over the Cu/Zn/Al2O3 catalyst, methanol synthesis can operate at 
503-533 K and 50-101 bar and has shown varying degrees of conversion, selectivity, and space 
time yield.19,20  
Kinetic studies in the literature for methanol synthesis primarily utilized Cu/CuO based 
catalysts with Zn/ZnO on either γ-Al2O3 or ZrO2 support. Different kinetic laws were obtained 




range. Graaf et al. performed chemical equilibrium experiments for both CO and CO2 
hydrogenation to methanol as well as the reverse water gas shift (RWGS) reaction and provided 
equilibrium rate constant values that have been extensively used in the literature to date.21 They 
then reported on the kinetics of low-pressure methanol synthesis for the Cu/Zn/Al2O3 catalyst from 
Haldor Topsoe (MK-101), and included the influence of internal mass-transfer limitations.22,23 The 
kinetic model assumed a mechanism with competitive adsorption of CO and CO2 on metallic 
copper, competitive adsorption of H2 and H2O on ZnO, and dissociative hydrogen adsorption. The 
molar feed composition range of CO and CO2 in the model were 0-22% and 2-26%, respectively. 
Van den Bussche and Froment presented a kinetic model for the Cu/ZnO/Al2O3 catalyst from 
Imperial Chemical Industries (ICI 51-2), in which it is assumed that the role of CO was not to 
hydrogenate directly to methanol, but rather to produce CO2.
24 The main methanol synthesis 
reactions considered in their model were CO2 hydrogenation to methanol and the RWGS. The rate-
determining step over the commercial Cu/ZnO/Al2O3 catalyst was assumed to be the dissociative 
adsorption of H2 and CO2.
24
 The molar feed composition range of CO and CO2 for the kinetic 
model was up to 30% for each species. The kinetic models based on the MK-101 and ICI 51-2 
catalysts are both considered in the present study not only for the case of syngas conversion to 
methanol (HB1), but also for CO2 hydrogenation to methanol (TC and HB2) because of the CO2 
molar feed composition range permissible in the models. Portha et al. reported on the kinetics of 
CO2 hydrogenation to methanol over Cu/ZnO/Al2O3 and Cu/ZnO/ZrO2 with no CO in the feed.
25 
To incorporate kinetic models designed only for a CO2-rich feed, these two additional catalysts are 
also considered for the TC and HB2 cases. Thus, to account for the activity and selectivity 
differences that result from distinct mechanistic assumptions and feed compositions for methanol 




simulations. Process flow diagrams for all thermocatalytic processes are shown in Figure 7.2 and 
Figure 7.3.  
The Cu/[RuO2 + TiO2] catalyst for CO2 electroreduction to methanol is chosen because it 
has the highest reported current density for methanol production — current density is similar to 
reaction rate and describes the rate of electrons passing through a given catalytic surface area. The 
Pd-H electrocatalyst is selected for CO2 electroreduction to syngas, because it has the ability to 
tune H2/CO ratio for methanol synthesis.
26 Other catalysts, such as nanoporous silver, have higher 
current densities,27 but produce mostly CO. The operating cathode potential for CO2 to syngas 
conversion is selected as -0.75 V versus the reversible hydrogen electrode (VRHE), which should 
produce the ideal 2:1 H2/CO ratio for methanol production.
26 For case HB2, the Pt/C catalyst is 
selected as the water electrolysis catalyst, because it is currently used in commercial application. 
For all electrochemical reactions, it is assumed that the anode reaction is the oxygen evolution 





Table 7.2. Reported catalysts for thermocatalytic and electrocatalytic conversion of CO2. The 
temperature and pressure ranges reported are the conditions for which the kinetic models are 
valid.22–25 The reactions listed for a given catalyst are the reactions that occur in the simulated 
reactor based on the mechanisms described above.  GHSV represents gas hourly space velocity 














Thermocatalysis       
1,2,3 Cu/Zn/Al2O322,23 210-275 15-50 3635.8 51.5  
1,3 Cu/ZnO/Al2O324 180-280 15-51 3364.7 34.0  
1,2,3 Cu/ZnO/Al2O325 200-230 50-80 4511.5 51.8  
1,2,3 Cu/ZnO/ZrO225 200-230 50 4722.3 51.7  
Steps in the kinetic model 
Rxn 1.) CO2 + 3H2→ CH3OH + H2O 
Rxn 2.) 2H2 + CO → CH3OH 













or CO (%) 
Rxn energy  
(kJ mol-1product ) 
Electrocatalysis       
CO2 → CH3OH 
Cu/[RuO2 + TiO2] 
4,28 
-0.268 1.768 0.005 29.8 3435 
CO2 → CO + H2 Pd-H/C 26 -0.75 2.25 0.001 35 1241 
 
7.3.2 Net CO2 Consumption/Production 
Any worthwhile CO2 conversion process must ultimately consume more CO2 than it emits 
— due to its energy input—, or it must emit less CO2 than any process it replaces.  This can be 
determined by the net CO2 produced per methanol produced, on a mole basis. In thermocatalytic 
processes, CO2 is generated both by electrical energy input for utilities to control temperature and 
pressure and by reactant hydrogen produced via SMR.  The CO2 produced in electrocatalytic 
processes comes from electrical energy input. Downstream separations processes will likely have 
additional energy input resulting in CO2 production, but they are not considered quantitatively 
here.   
Using this analysis, an ideal CO2 conversion process would emit negative one mol-CO2 




is a net CO2 emitter. Such processes add CO2 to the atmosphere, however they could result in an 
overall CO2 reduction if they replace an existing process that emits more CO2. For comparison, 
conventional methanol synthesis emits 0.73 mol-CO2/mol-MeOH for the SMR process, 2.54 mol-
CO2/mol-MeOH for coal reforming, and a weighted global average of 1.33 mol-CO2/ mol-
MeOH.29 For any electrical energy input, the amount of CO2 emitted is a function of the energy 
source: coal, natural gas, nuclear, biomass, or renewable. The International Energy Agency (IEA) 
estimates that US electrical energy production in 2014 emitted an average of 0.486 kg-CO2 / 
kWh.30 This number will change over time as more renewable energy sources are added, and it 
will also change depending on where in the world the energy is produced.  Figure 7.4 shows the 
net CO2 for each of the four cases as a function of CO2 emission per unit energy, ranging from one 
of the current highest global values of 1 kg-CO2/kWh
  to a completely carbon-free energy 
production.  
All four cases are CO2 emitting when powered by current US energy sources, with the TC 
process emitting the least. The TC case also emits more CO2 per mol MeOH than a conventional 
methanol synthesis via SMR, making it not viable for CO2 reduction at 0.486 kg-CO2 / kWh.  As 
the CO2 per unit energy is reduced, net CO2 for each case decreases.  More energy is required per 
mol of product for the EC case than other cases, but electrical energy input can in principle be 
driven to zero-emission with CO2-free energy.  The TC case does not reach zero because most of 
the CO2 emission derives from H2 feed production, via SMR. This limits the TC process to a 
maximum CO2 reduction of -0.25 mol-CO2/mol-MeOH, according to reaction stoichiometry. In 
the TC case modeled in Figure 7.4, the maximum reduction only reaches -0.15, due to excess 
hydrogen required in the Aspen simulation to meet kinetic parameters specified by the reported 




associated with SMR hydrogen production at 10.5 kg-CO2/kg-H2, a value reported by the US 
EPA.31,32 This value includes CO2 contributions from electrical energy and from upstream methane 
production and transportation. These latter contributions may have large regional variance, 
depending on natural gas availability, so they are not estimated at values greater than 0.486 kg-
CO2/kWh.  The two hybrid cases obtain hydrogen from electrolysis of water, allowing net CO2 to 
decrease more drastically with kg-CO2/kWh, compared to the TC case. Their slopes are similar, 
due to the reaction conditions. Less energy is needed per mol of electrochemical product (H2) in 
the HB2 case, but in the subsequent thermocatalytic processes a larger molar feed of H2 is required 
for HB2 than that of CO required for HB1 (see Section  7.2.1 for details).  
The catalysts reported in Table 7.2 for these reactions would allow for a net CO2 reduction 
at maximum values of 0.08, 0.05, 0.12, and 0.12 kg-CO2 kWh
-1 for the TC, EC, HB1, and HB2 
cases, respectively (see inset in Figure 7.4). The CO2/kWh value for any given region in the world 
fluctuates daily or hourly, depending on the fuel mix powering the energy grid, but the IEA 
estimates these values on a yearly basis for many countries. Figure 7.5 shows the CO2/kWh values 
for the top 70 electricity producing countries in 2014 and reveals that only five countries have an 
energy mix suitable to power a net CO2 reduction for conversion to methanol. Improved catalysts 
can potentially increase the threshold for net-CO2 reduction by reducing the reaction operating 
energy (temperature/pressure or electrochemical potential). This improvement, however, is 
constrained by the reaction enthalpies for thermal reactions and thermodynamic reversible 
potential for electrochemical reactions. In the cases presented here, the thermal reactions are often 
run under autothermal conditions, meaning that reactor heat is supplied by the reaction itself, 
requiring little external heating after initial startup. That leaves the electrocatalysts as the variable 




achieve net CO2 reduction for 3 cases when the electrochemical cells are operated at 
thermodynamic reversible potentials.  This scenario represents the lowest possible energy input 
per mol-product, yet it only shifts the threshold for net CO2 reduction by a maximum of 0.03 kg-
CO2/kWh.  Based on this analysis, CO2 to methanol conversion is viable only on a regional basis 
and can only be a net-CO2 reducing process in a region that has substantial CO2-free energy 
production.  
These calculations do not account for CO2 emission associated with CO2 capture and 
product separations. Inclusion of such emissions would make it more difficult for each process to 
be a net CO2 reducer, but these emissions also decrease proportionally with the increase of low-
carbon energy that powers their processes.  Another consideration is that the cases here could be 
viable for CO2 reduction if they replace an existing process that emits more CO2. But again, CO2 
emissions associated with conventional methanol production will decrease toward zero emission 
when powered by CO2-free energy. Thus, it holds that the four cases are only viable when powered 





Figure 7.4. Net CO2 emission for the four CO2 to methanol conversion cases as a function of CO2 
emission per unit electricity. Values above zero on the y-axis are net-CO2 emitting, and values 
below zero are net-CO2 consuming. The basis for calculations is 1000 t-methanol/day. The TC and 
HB2 cases use a Cu-ZnO/ZrO2
25 catalyst (rich CO2 feed), and the HB1 case uses a Cu/Zn/Al2O3
22,23 
catalyst for the thermal reactors.   This figure was adapted from B. M. Tackett, E. Gomez and J. 
G. Chen, Nat. Catal., 2019, 2, 381–386. 
 
Table 7.3. Maximum electrical CO2 emission allowed for net CO2 reduction 
Reaction 
Max Emission at Reported Cell 
Potential (kg-CO2 kWh
-1)a 
Max Emission at Reversible Cell 
Potential (kg-CO2 kWh
-1) 
EC 0.05 0.07 
HB1 0.12 0.14 
HB2 0.12 0.15 






Figure 7.5. Total electricity generation (left axis) and CO2 emission (right axis) for the 70 countries 
that produced the most electricity in 2014, tabulated by the International Energy Agency.13 The 
shaded box encompasses the black dots representing countries with energy costs that could 
potentially convert CO2 to methanol with a net CO2 reduction. This figure was adapted from B. M. 
Tackett, E. Gomez and J. G. Chen, Nat. Catal., 2019, 2, 381–386. 
7.3.3 Economic Considerations 
Catalysts are used industrially to selectively obtain products more rapidly under milder 
conditions, thus reducing the cost of the process and products. A good catalyst can reduce the 
capital cost by allowing smaller reactors to yield more product. The capital cost for thermal 
reactions are generally well understood, and TC-style plants have been shown to be economically 
feasible.33  Industrialized electrochemical cells, however, are currently less common, and it is more 
difficult to estimate their capital costs.  For this analysis, we will assume a cost of $2000 per kW 




Figure 7.6 shows estimated unit costs for electrochemical conversions of CO2 to methanol 
and to syngas. At the highest reported CO2 to methanol current density (see Table 7.2), it would 
cost over $100 billion to construct a 1000 t / day CO2 to methanol electrochemical plant.  Figure 
7.6 shows the change in cost for cells operating at different overpotentials but still achieving the 
same reported current density. Changing the cell operating potential has minor impact on the unit 
cost, but an order of magnitude increase in current density corresponds to an order of magnitude 
decrease in unit cost. The change is described by Equation 7.1 and Equation 7.2. Thus, 
electrocatalyst research for CO2 to methanol should focus more on increasing current densities 
even at the cost of larger overpotentials. It should be noted, however, that catalyzing CO2 reduction 
at lower overpotentials can possibly increase MeOH or CO partial current density by making the 
catalyst more selective for the desired product over other species produced at higher 
overpotentials. 
It was assumed here that catalyst performance in industrial cells is similar to that in the 
laboratory, but industrial cells often allow for enhanced transport and higher reaction rates 
compared to standard laboratory cells.35   Tafel plots can help extrapolate electrocatalyst 
performance to the industrial scale by quantifying kinetic parameters in non-transport limited 
regimes. Lu et al. provide a Tafel relationship for CO production on a nanoprous silver 
electrocatalyst that indicates a current density of 1 A cm-2 could be achieved with a cathode 
overpotential of around -0.43 V.27 If similar results and catalyst morphology could be achieved 
with the syngas-generating Pd-H electrocatalyst, the unit cost to supply syngas for a 1000 t / day 
methanol plant could be on the order of $10 million (Figure 7.6). It may be reasonable to expect a 
similar extension to high current densities for CO2 elctrocatalysis to methanol, but to our 





Figure 7.6. Estimated electrolyzer unit cost. Estimated electrolyzer unit cost for CO2 conversion 
to methanol (blue) and syngas (orange).  Closed squares are costs to produce 1000 t-methanol /day 
at various cell overpotentials using the Cu/[RuO2 + TiO2] catalyst at the reported 0.005 A cm
-2 
with 29 percent selectivity. Open squares are costs for the same reaction and catalyst at 
hypothetical current densities indicated on the figure. Closed circles are costs to generate 
stoichiometric syngas feed required to produce 1000 t-methanol /day at various cell overpotentials 
using the Pd-H/C catalyst at the reported 0.001 A cm-2. Open circles are costs for the same reaction 
and catalyst at potentials and current densities extrapolated from the Tafel plot provided by Lu et 
al. for CO production on nanoporous silver electrocatalysts.27 This figure was adapted from B. M. 
Tackett, E. Gomez and J. G. Chen, Nat. Catal., 2019, 2, 381–386. 
7.3.4 CO2 Avoidance and the Potential for Recycled Methanol in Road Transportation 
The catalyst technologies presented in Figure 7.4 are potentially capable of producing 
methanol with a net CO2 reduction, but how will these processes impact the ultimate goal of 




Markit projects that nearly 100 million tons (Mt)/year will be produced by 2021.36  For 
conventional MeOH synthesis with an average net emission of 1.33 mol-CO2/mol-MeOH, that 
results in 183 Mt-CO2/yr emitted. If the existing synthesis process is replaced by an ideal 
alternative in which every mole of MeOH produced globally consumes one mole of CO2, this 
would reduce an additional 137 Mt-CO2/year from the atmosphere.  That represents nearly 5 times 
the current globally installed CO2 capture capacity, and a combined 60 percent of the CO2 capture 
target for 2025 specified by the IEA in the 2-Degree Scenario.37 The regional variance in energy-
associated CO2 emission (kg-CO2/kWh) means that the actual amount of CO2 reduction would be 
much less.   
Increasing the market for methanol consumption could increase the effective CO2 
reduction. One promising sector for increased methanol use is road transportation. Northeast Asian 
countries, which consume over 60% of global methanol, already use methanol as a direct fuel 
additive.38  Figure 7.1 shows that displacing some gasoline with methanol can result in a net 
reduction in CO2 emission based on the displaced gasoline and the replacement of conventionally 
produced methanol. Figure 7.7 shows that increasing the total amount of methanol used as fuel 
can drastically increase total CO2 reduction, even in regions of higher CO2/kWh values. For 
example, using 500 Mt-methanol per year to displace gasoline as fuel could exceed 90% of the 
IEA capture target when only 0.5 mol-CO2 is consumed per mol-methanol produced. This analysis 
is not meant to provide a comprehensive lifecycle analysis, but mainly to illustrate the importance 
of an expanded methanol market. 
Utilizing methanol for road transportation is one of many end-uses for methanol, which is 
one of several products being researched for CO2 conversion.  It may be the most expedient route 




transportation and the relative ease with which that could be accomplished. Olah outlined the 
feasibility for methanol use as a transportation fuel in Beyond Oil and Gas: the Methanol 
Economy.39 He argued that existing infrastructure can transport methanol, and minor modifications 
to combustion engine vehicles can accommodate higher methanol content. More than 1900 Mt oil 
equivalent were used for road transportation in 2015, with over 500 Mt used in the US alone.40 
Replacing some portion of that gasoline with methanol produced from catalytic CO2 conversion 
would provide economic incentive for CO2 capture and result in a significant net reduction in 
atmospheric CO2 concentration when one of the hybrid schemes presented here is powered by a 
low-carbon energy source. 
 
Figure 7.7. The outlook for CO2 conversion to methanol to power road transportation. Bars show 
estimated net CO2 reduction for conversion to methanol and subsequent use as transportation fuel. 
The total CO2 consumed per mol methanol produced is on the x-axis.  The bars in each grouping 
represent different amounts of methanol used for road transportation, ranging from 10 Mt / year to 




conventional methanol (up to a maximum 100 Mt/yr), which consequently avoids the average 1.33 
mol-CO2/mol-MeOH emission from conventional methanol production. Further calculation details 
are in Section 7.2.2 and Figure 7.1. This figure was adapted from B. M. Tackett, E. Gomez and J. 
G. Chen, Nat. Catal., 2019, 2, 381–386. 
7.4 Opportunities and Challenges 
Here, we summarize the opportunities and challenges associated with generating CO2-free 
hydrogen and developing catalysts and technology to achieve net reduction of CO2.   
7.4.1 CO2-Free Hydrogen 
The three most promising CO2 reducing scenarios, EC, HB1, and HB2, all rely on 
electrochemical water oxidation to provide protons, either for H2 production or CO2 reduction. As 
shown in Figure 7.4, this process must be powered by a low-CO2-emission energy source so that 
the overall process leads to net CO2 reduction. Electrocatalysts for water oxidation in a polymer 
electrolyte membrane cell (the type considered for all three electrochemical processes in this 
report) have been studied extensively and are generally based on platinum-group metals.  Despite 
this, the overall catalyst cost represents only ~10% of the cell cost.34,41 However, in acidic 
environment only iridium oxide catalysts have shown reasonable stability for water oxidation.  
Iridium is among the scarcest platinum-group metals, and at the current Ir loading for electrolysis, 
every 10 Mt-methanol/yr capacity installed could consume between 5 and 6.6 t-Ir (see Section 
7.2.3).42 This represents 80-108% of total global Ir consumption in 2014.43 Some efforts to 
effectively reduce the Ir loading under these conditions have been shown,44–46 but more than an 
order of magnitude reduction would be required for large-scale installation. Utilizing a hydroxide 




to be used as water oxidation electrocatalysts. Many advances have been made in recent years 
toward low-resistance and high-stability hydroxide exchange membranes for water electrolysis47,48 
and functionalized membranes to aid electrochemical CO2 reduction
49. But there is not yet a 
commercial hydroxide exchange membrane available. Until such a membrane is available, the IrOx 
constraint should remain a barrier for global scale electrochemical CO2 reduction processes. 
7.4.2 CO2 Reduction 
Thermocatalysts and electrocatalysts can convert CO2 to methanol, but progress toward 
sustainable CO2 utilization along certain paths is more viable than along others, as illustrated in 
the comparative analysis of the four cases in the current study. The TC process uses mature 
technology and minimal energy input, due to autothermal reaction conditions. However, it can 
never reduce more than 0.25 mol-CO2/mol-MeOH, because its hydrogen feed inherently produces 
CO2. The EC process can, in principle, reduce the theoretical limit of one mole of CO2 per mole 
of methanol produced, but the electrocatalyst current densities need to be at least 2 orders of 
magnitude larger than anything currently reported in order for an industrial scale unit to be at 
reasonable cost.  The two hybrid processes are most promising, because water electrolysis and 
electrochemical CO/syngas production are capable of high reaction rates on existing catalysts. The 
products can then be fed to thermocatalytic methanol reactors that use existing catalysts and 
technology under autothermal conditions.  Certain regions of the world already produce electricity 
with low enough carbon footprint to make the hybrid scenarios analyzed here a net CO2 consuming 
process. The rapid influx of global solar and wind energy should further increase the ability for 




Future catalyst research for CO2 conversion to methanol should focus on increasing 
reaction rates and selectivity. Electrocatalyst reaction unit costs are only reasonable if high enough 
current densities are achieved (~ 1 A cm-2).  Increasing cell overpotential to achieve such current 
densities has little negative effect on how much CO2 is reduced if the unit is already operating on 
low-carbon energy. For thermocatalytic reaction units, increasing the feed rate (GHSV) and 
catalyst stability should reduce the reactor size, capital cost, and production cost.  Maximizing 
selectivity for thermocatalytic and electrocatalytic reactions will minimize separations cost and 
energy inputs. 
Global atmospheric CO2 concentrations can be reduced by catalytic conversion of CO2 to 
methanol. However, significant reductions require a much larger methanol consumption market, 
with a large share occupied by methanol produced from CO2.  Perhaps one of the most feasible 
routes to achieve this is to displace some gasoline used for road transportation with methanol.  
Producing methanol from CO2 on the order of hundreds of Mt/yr will require catalysts that meet 
rigorous standards. It is our hope that the analysis provided here will inspire and accelerate the 
exciting CO2 conversion catalysis research undertaken in recent years toward these goals, while 
keeping in mind that any promising catalytic processes should achieve a net CO2 reduction.  
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CONCLUSIONS AND FUTURE DIRECTIONS  
 
8.1 Conclusions 
Electrocatalytic devices that store energy and convert CO2 require development of less 
expensive catalysts that are selective and active toward their respective reactions. This work 
describes new discoveries of low-cost electrocatalysts that are active for HER, OER, and CO2 
electrochemical conversion to syngas. Transition metal carbides and nitrides were used as the 
platform to both reduce the loading of expensive platinum group metals, and to increase the 
inherent activity of surface sites. Activity trends were developed for each reaction by comparing 
observed activity with DFT-calculated binding energies of adsorbed intermediates.  
Chapter 3 and Chapter 4 show the ability of carbides and nitrides to reduce Pt-loading for 
hydrogen evolution reaction. The Pt/NbC electrocatalyst showed the first correlation between 
alkaline HER activity on a Pt-modified carbide with DFT-calculated hydrogen binding energy. 
The alkaline HER trend was continued with additional carbides and metal modified carbides in a 
recent publication,1 which is important for development of hydroxide exchange membrane 
devices.  Chapter 4 establishes stability regimes for NbN and WN and also lays out a framework 
for determining electrocatalytic stability with thin film and in-situ experimentation. Nitrides 
represent a class of materials that could more easily translate to high-surface area electrocatalysts, 
due to their inherently “cleaner” synthesis, compared with carbides. Thus, the stability trends 




Chapter 5 provides an example of how transition metal nitrides can be utilized as a support 
to reduce PGM loading for high-surface area powders for the OER. The facile synthesis method 
was possible because excess nitrogen resulting from the nitride forming process can simply desorb, 
unlike the carbide analogue that leaves a carbonaceous layer behind. The core-shell morphology 
achieved in this work reduced Ir loading by 50% and further optimization could potentially reduce 
loading by an order of magnitude. 
The PdH electrocatalyst was explored in Chapter 7 for its unique ability to reduce CO2 to 
synthesis gas, which can be directly fed to a Fischer-Tropsch process or a methanol synthesis 
reactor. Detailed understanding of the catalyst active surface was enabled by two in-situ 
synchrotron techniques, X-ray absorption spectroscopy and X-ray diffraction. For the first time, 
we observed the formation of the PdH phase during electroreduction of CO2 to syngas. The surface 
used for DFT calculations, therefore, directly reflected the active surface that generated syngas, 
which facilitated identification of a descriptor for syngas production on the PdH surface. From this 
foundation, PdH electrocatalysts were optimized by understanding the structure-function 
relationship of different PdH faces, increasing activity by alloying with low-cost secondary metals, 
and reducing cost by supporting PdH on transition metal carbide surfaces. Successful optimization 
at each of these steps depended on the combination of in-situ measurements and DFT to provide a 
detailed understanding of the active site under reaction conditions. 
Chapter 8 takes a wider view of CO2 electrocatalytic reduction processes to understand the 
extent to which this research can impact the overall goal of reducing atmospheric CO2 levels. Mass 
and energy balances were used to determine that any process that can reduce CO2 to methanol 
must be powered by energy emitting less than 0.12 kg-CO2 kWh
-1. The more relevant conclusion 




achieved at current densities on the order of 1 A cm-2 to be economically feasible. This 
fundamental chemical engineering analysis provides a big-picture roadmap toward catalytic CO2 
reduction that bridges the knowledge gap between laboratory results and practical application.  
8.2 Future Directions 
8.2.1 Membrane Electrode Assembly Flow Cell Electrocatalyst Testing 
The thin films studied in this dissertation provide important fundamental trends for 
electrocatalytic reactions, but thin films are not suitable for practical applications. High surface 
area powders, such as those studied in Chapter 5, enable closer approximation to device reaction 
conditions, but transport limitations can cause discrepancies between static electrochemical cells 
and high-current density industrial flow cells. This has been well understood for CO2 
electroreduction, which is limited by the relatively low solubility of CO2 in water.
2 And more 
recently, it has also been shown that kinetic evaluation of HER is also limited by proton diffusion 
in standard laboratory cells.3,4 Thus, to truly understand the impact of transition metal carbide and 
nitride electrocatalysts, they should be synthesized as high-surface area powders and evaluated in 
a flow cell, where convection facilitates reactant mass transport. This requires a so-called 
membrane electrode assembly (MEA), which can be constructed by loading powders onto 
commercially available gas diffusion layers and pressing onto either side of a membrane, such as 
Nafion.  A recent publication describes an MEA flow cell configuration for CO electroreduction 
that achieves industrially relevant current densities of ~1 A cm-2.5  Similar testing will enable a 
true assessment of the reduction of PGM loading by supporting on carbides and nitrides at high 




High current density electrocatalyst evaluation is particularly important for CO2 reduction 
reactions, as discussed in Section 7.3.3. Electrocatalytic CO2 reduction technologies are not 
economically feasible unless they can achieve current density on the order of 1 A cm-2.6 Recent 
studies set a great example for performing such analysis and show promise for industrial 
application.5,7,8  Carbides and nitrides could impact the high-current density production of a variety 
of CO2 reduction products, due to their ability to tune intermediate binding energies of metals 
supported on them. 
8.2.2 Correlating DFT Calculations with High-Surface Area Electrocatalysts 
Extending fundamental electrocatalyst studies to industrially relevant conditions, as 
described in the previous section, requires synthesis of high-surface area electrocatalysts and 
understanding of active site adsorption reactions on such catalyst surfaces. This is challenging with 
carbides, because synthesis of high surface area powders typically results in carbonaceous 
overlayers. Thus, the deposited metals are often not in direct contact with a carbide surface, which 
can decrease activity and create a discrepancy between the DFT model and the experimental 
surface. Two possible solutions have been discussed in this thesis – (1) a unique templating 
technique that prevents carbon overlayers and allows Pt to wet the outside of a carbide nanoparticle 
without sintering,9,10 and (2) the use of transition metal nitrides, the synthesis of which results in 
an inherently clean surface. Both methods need to be further explored and refined. The templating 
synthesis technique should be simplified to facilitate scale-up. And more fundamental studies on 
metal modified nitrides are needed to understand stability regimes and metal-support interactions. 
Pursuing both routes will enable DFT calculations to better approximate the experimental active 




such as atomic layer deposition, may also be appropriate for making core-shell metal modified 
carbides or nitrides.11 But nucleation characteristics of certain metals result in nanoparticle 
formation at low loading, instead of thin films, which limits PGM loading reduction.  
Additionally, as electrocatalysts increase in surface area, the concentration of low-
coordinated sites increases. Thus, DFT calculations need to consider adsorption events on multiple 
facets or on whole nanoparticles, both of which require significantly more computational resources 
than calculating adsorption energies on single facets.  Parallel improvement of synthesis and DFT 
methods will facilitate development of inexpensive and active catalysts. This is particularly 
important for CO2 electroreduction, where electrocatalyst structure can impact product distribution 
as well as reaction rate. Combined experimental and theoretical studies, like the ones described in 
this work, are necessary to make electrocatalysts that enable chemical energy storage and reduce 
atmospheric CO2. 
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