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Positive definite and conditionally positive definite functions are widely used in
interpolation and smoothing problems, particularly when the data is scattered.
This thesis concerns such functions and also concerns the somewhat related to-
pics of reproducing kernel Hilbert spaces, and semi reproducing kernel Hilbert
spaces. The thesis presents various pieces of the relevant theory, sometimes with
known established methods of proof, and sometimes with novel proofs.
Chapter one concerns the history of a specific class of such functions, namely
the radial basis functions.
Chapter two concerns the general properties of positive definite functions, high-
lighting their use in interpolation problems and establishing the existence of the
corresponding native spaces.
Chapter three concerns reproducing kernel Hilbert Spaces and shows their re-
lation to positive definite functions. Afterwards, interpolation and smoothing,
along with other approximation problems are discussed within the reproducing
kernel Hilbert space setting.
Chapter four concerns examples of positive definite functions in the settings
of Rd and on the spheres Sd−1.
Chapter five concerns the basic theory of conditionally positive definite functi-
ons and their application in interpolation problems.
Chapter six concerns a variant to reproducing kernel Hilbert spaces, namely
their semi Hilbert space variant and discusses interpolation and smoothing in
this setting.
Chapter seven concerns interpolation via Guassian functions and the use of
higher precision arithmetic to counter poor conditioning. Unfortunately, due to
lack of time, this chapter goes no further.
Lastly the Appendices contain the prerequisite information concerning semi in-
ner product spaces and convex functions.
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1 Introduction





λiφ(‖x− xi‖) + p(x)
where
(1) φ : [0,∞)→ R,
(2) λ = (λ1, λ2, . . . , λn) ∈ Rn,
(3) ‖ · ‖ is the 2-norm of Rd,
(4) X = {x1, x2, . . . , xn} is a set of n ∈ N scattered points in Rd,
(5) p is a low degree polynomial.
With sufficient constraints on φ, λ and p, this is a radial basis function (RBF)
interpolation problem. In the setting of R1 it has been known for a very long
time that one can interpolate such data with a polynomial spline. So for example
one could choose
φ(x) = |x|,
p ∈ π10 ,
and find a piecewise linear interpolant. Similarly, one could choose
φ(x) = |x|3,
p ∈ π11 ,
and find say the natural cubic spline interpolant. This interpolant also minimises∫ xn
x1
s′′(t)2dt over all interpolants (assuming here that x1 ≤ x2 ≤ . . . ,≤ xn). In
R1, questions as above were addressed in the study of splines and H-splines (see




, α > 0,
with no polynomial term, giving a Gaussian interpolant for s. This interpo-




in minimises over all suitably smooth functions s subject to the interpolation
constraints. The work of Duchon (1977) [8] showed that minimal energy inter-
polation in Rd could be connected to RBF interpolation problems. This field
has since blossomed, for an excellent text on this subject, see Wendland [18].
The examples above all give rise to conditionally positive definite functions
in the form Φ : Rd × Rd → R, Φ(x, y) = φ(‖x − y‖). In this thesis I will dis-
cuss the general theory of symmetric positive definite functions and symmetric
1
conditionally positive definite functions, along with their natural corresponding
energy functions and native spaces. The use of these functions in interpolation,
smoothing and mixed interpolation and smoothing will also be discussed. Exam-
ples of (conditionally) positive definite functions will be given. The somewhat
connected theory of reproducing kernel Hilbert spaces and semi reproducing
kernel Hilbert spaces will also be discussed.
2
2 Positive Definite Functions
2.1 Introduction
Let Ω be a non-empty set. A function P : Ω × Ω → R is positive definite
(PD) over Ω if for any finite subset X = {x1, x2, . . . , xn} ⊆ Ω of some size





aiajP (xi, xj) ≥ 0. (1)
This is equivalent to the n× n matrix
PX :=

P (x1, x1) P (x1, x2) . . . P (x1, xn)
P (x2, x1) P (x2, x2) . . . P (x2, xn)
...
. . . . . .
...
P (xn, x1) P (xn, x2) . . . P (xn, xn)







aiajP (xi, xj) ≥ 0. (2)
The above matrix PX is the Gramian matrix of P at X. Common choices for
Ω are Rd (d ∈ N dimension real space), Sd−1 (the unit sphere of Rd), compact
subsets of Rd and simply connected complex domains. Furthermore, the usual
positive definite functions of interest are continuous and reflect certain symmetry
properties of the space Ω they are over (see Cheney & Light [6], Wendland [18]).
P is strictly positive definite (SPD) over Ω if for any finite subset X =
{x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and any a = (a1, a2, . . . , an) ∈ Rn, the
inequality in (1) is strict whenever a 6= 0. From (2), this is equivalent to the
Gramian matrix PX being positive definite. There is in fact a complex variant
of a positive definite function to which the work below can be extended. Only
the case of real valued positive definite functions will be considered here.
Our concern will be positive definite functions that are symmetric in the
sense that
P (x, y) = P (y, x), ∀x, y ∈ Ω.
This is equivalent to the Gramian matrix PX being a symmetric matrix for any
choice of X. Recall that SPD does not refer to "Symmetric Positive Definite",
but "Strictly Positive Definite". Let δx : RΩ → R, x ∈ Ω, be the point
evaluation functional for x, defined as follows
δx(f) = f(x), ∀f ∈ RΩ,
where RΩ is the set of functions from Ω to R. Throughout this section, P will
be used to refer to a symmetric positive definite function.
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For any linear functional µ over RΩ, µ(1)P and µ(2)P denote the functions
such that
µ(1)P (x) = µP ( · , x),
µ(2)P (x) = µP (x, · ),





y P = P (x, y). For any X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and














Given this, let Ω∗ be the set of all finite linear combinations of point evaluations
over RΩ (it follows that Ω∗ is a real vector space). Letting µ ∈ Ω∗
µ(1)µ(2)P ≥ 0.
Recall that P is assumed to be symmetric, so it defines a semi inner product
(see Appendix A for definition) 〈·, ·〉P : Ω∗ × Ω∗ → R over Ω∗ such that
〈µ1, µ2〉P = µ(1)1 µ
(2)
2 P,
for any µ1, µ2 ∈ Ω∗. This semi inner product will be studied in section 2.4.
Positive definite functions inherit properties from non-negative definite ma-
trices. For any n× n non-negative definite matrix A
(aTAb)2 ≤ (aTAa)(bTAb), ∀a, b ∈ Rn.








= (sa+ tb)TA(sa+ tb) ≥ 0, ∀s, t ∈ R.
So the above 2 × 2 block matrix is symmetric non-negative definite implying
that its determinant is non-negative, giving
(aTAa)(bTAb)− (aTAb)2 ≥ 0.
The equivalent theorem for symmetric PD functions follows.
Theorem 2.1.1. Let Ω be a non-empty set and let P be a symmetric PD
function over Ω. Let X = {x1, x2, . . . , xn}, Y = {y1, y2, . . . , ym} ⊆ Ω of size



















Proof. Let Z = X ∪ Y = {z1, z2, . . . , zN}. As X and Y may not be disjoint, it
isn’t necessarily the case thatN = n+m. We wish to find a λ = (λ1, λ2, . . . , λN ),γ =



















As PZ is symmetric non-negative definite, (λTPZγ)2 ≤ (λTPZλ)(γTPZγ).
The appropriate choices for λ and γ are:
λi =
{





bk, if zi = yk, for some k = 1, . . . ,m,
0, otherwise.
.
This completes the proof.
There is an immediate corollary to this theorem.
Corollary 2.1.1.1. Let Ω be a non-empty set and let P be a symmetric PD
function over Ω. Let X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and a =









aiP (xi, x) = 0, ∀x ∈ Ω.













aiP (xi, x) = 0.
This holds for any x ∈ Ω.
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Let A, B be matrices of the same dimensions, the Hadamard product of A
and B, denoted by AB, is the entrywise product of A and B. That is to say
(AB)ij = (A)ij(B)ij .
Another property of non-negative definite matrices is the following: for any two
non-negative definite matrices, their Hadamard product is non-negative defi-
nite. Furthermore, the Hadamard product of any two positive definite matrices
is positive definite. This remarkable fact leads to an equivalent theorem for
positive definite functions.
Theorem 2.1.2. Let Ω be a non-empty set and let P and Q be PD functions
over Ω. The product of P and Q is PD over Ω. Furthermore, if both P and Q
are SPD functions over Ω, then their product is SPD over Ω.
Proof. Let R : Ω× Ω→ R such that
R(x, y) = P (x, y)Q(x, y), ∀x, y ∈ Ω.
We wish to show that R is PD over Ω. Let X = {x1, x2, . . . , xn} ⊆ Ω of size
n ∈ N. PX QX =: RX , where  denotes the Hadamard product. So RX is
the Hadamard product of two non-negative definite matrices and as such is non-
negative definite. This is equivalent to R = PQ being PD over Ω. Furthermore,
if P and Q are SPD over Ω, then the matrix RX is the Hadamard product of
two positive definite matrices and so RX is positive definite. So R is SPD over
Ω.
As the non-negative scaling of a non-negative (positive) definite matrix is
non-negative (positive) definite, and the sum of any two non-negative (positive)
definite function is non-negative (positive) definite, the following theorem holds:
Theorem 2.1.3. Let Ω be a non-empty set and let P and Q be (strictly) positive
definite over Ω, the following hold:
(1) sP is (strictly) positive definite, ∀s ∈ R>0.
(2) P +Q is (strictly) positive definite.
It follows that the set of all positive definite functions over a non-empty set Ω
is a convex cone that is closed under pointwise multiplication.
Note that the two theorems above did not suppose that the given positive
definite functions where symmetric, yet Theorem 2.1.1 does. Recall that our
main interest is symmetric PD functions.
Finally, let Ω1 and Ω2 be non-empty sets and let φ : Ω1 → Ω2 be an ar-
bitrary function. For any PD function P over Ω2 the function (P ◦ φ)(x, y) =
P (φ(x), φ(y)) is trivially positive definite over Ω1. Note however that if P is
strictly positive definite, P ◦ φ is not guaranteed to preserve the strict positive
definiteness of P . Strictness is preserved however if φ is one-to-one.
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2.2 Linear Interpolation with a Kernel
Let Ω be a non-empty set and F : Ω × Ω → R. Suppose we wish to find a
function s : Ω→ R that satisfies the following interpolation constraints
s(xi) = di, ∀i = 1, . . . , n,
where X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and d = (d1, d2, . . . , dn) ∈ Rn.
Possibly such an s can be found in the form
s( · ) =
n∑
i=1
λiF (xi, · ) (3)
where λ = (λ1, λ2, . . . , λn) ∈ Rn. This would be equivalent to
n∑
i=1
λiF (xi, xk) = dk, ∀k = 1, . . . , n,
or expressed in matrix form
F (x1, x1) F (x2, x1) . . . F (xn, x1)
F (x1, x2) F (x2, x2) . . . F (xn, x2)
...
. . . . . .
...














So if the above n× n matrix is invertible, then a solution of the form (3) exists
and is unique. If F where to be a symmetric SPD function over Ω then the
above matrix is symmetric positive definite and so indeed it would be invertible.
Additionally, one can then perform a Cholesky decomposition on the above
matrix to solve the above equation reasonably efficiently. This motivates an
interest in symmetric SPD functions. We will see however in chapter three that
it is not just interpolation problems that SPD functions can be used for, but
more general approximation problems.
2.3 Simple Construction of Positive Definite Functions
Let’s start with a trivial construction of a class of PD functions. The method
of proving that these functions are PD has analogues to other proofs of positive
definiteness. Recall that SPD does not refer to "Symmetric Positive Definite",
but "Strictly Positive Definite".
Theorem 2.3.1. Let Ω be non-empty set and ψ : Ω → R. The function P :
Ω× Ω→ R defined by
P (x, y) = ψ(x)ψ(y), ∀x, y ∈ Ω,
is a symmetric PD function over Ω. Furthermore, P is not SPD over Ω if
|Ω| > 1.
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Proof. Symmetry follows trivially from the commutativity of multiplication. Let















So P is a symmetric PD function over Ω. Finally, consider the vector v =
(ψ(x1), ψ(x2), . . . , ψ(xn)) ∈ Rn. Letting a be a non-zero vector orthogonal to














2 = (aTv)2 = 0.
Hence P is not SPD over Ω when |Ω| > 1.
In the case of a PD function over a set Ω of size one, any function of the
form F : Ω×Ω→ R is a constant function and so is trivially symmetric SPD so
long as its range is not {0}.The above theorem is not very useful, especially for
the construction of SPD functions, but it does demonstrate that PD functions
are not necessarily exotic.
We will now move on to general methods for constructing PD functions.
Note that none of these general methods here will be useful for finding interes-
ting PD functions, that task will involve a study of the specific setting Ω. The
methods below simply help in understanding PD functions. To the best of my
knowledge these examples do not appear elsewhere.
Let Ω be a non-empty set of size N ∈ N. Let’s first show how to construct
a PD function over Ω when Ω is a finite set. A simple way to construct a PD
function P over Ω is given by the following method:
Method 1
(1) Give an arbitrary ordering {x1, x2, . . . , xN} of the elements in Ω.
(2) Choose an N ×N non-negative definite matrix A.
(3) Define P : Ω× Ω→ R as follows:
P (xi, xj) = Aij , 1 ≤ i, j ≤ N.
Theorem 2.3.2. Let P : Ω×Ω→ R be defined via method 1. P is PD over Ω.
Proof. Let X ⊆ Ω of size n ∈ N. From step 1, every element of Ω has a
corresponding index.
Let A be the non-negative definite matrix from step 2. For every x ∈ X,
let ax ∈ R. For every element y ∈ Ω − X, let ay = 0. We will construct a
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vector a ∈ RN as follows. ai = az, where z ∈ Ω such that the index of z is i,












Hence P is PD over Ω.
Noting the relationship between N × N symmetric, non-negative definite
matrices and semi inner products over RN , an equivalent construction of a
symmetric PD function P over Ω is:
Method 2
(1) Give an arbitrary ordering {x1, x2, . . . , xN} of the elements in Ω.
(2) Choose a subset {v1,v2, · · · ,vN} of RN .
(3) Choose an semi inner product 〈·, ·〉 over RN .
(4) Define P : Ω× Ω→ R as follows:
P (xi, xj) = 〈vi,vj〉, 1 ≤ i, j ≤ N.
It follows from method two that for any X = {x1, x2, . . . , xn} ⊆ Ω and any












Now let’s generalise this method to the setting where Ω isn’t necessarily finite
in size. Let Ω be a non-empty set of any size. We have the following method
for constructing a symmetric PD function P over Ω:
Method 3
(1) Find a real semi inner product space (V, 〈·, ·〉).
(2) Choose a φ : Ω→ V .
(3) Define P : X ×X → R as follows:
P (x, y) = 〈φ(x), φ(y)〉.
In the case where the real semi inner product space (V, 〈·, ·〉) from step 1 is a
real Hilbert space, the function φ from step 2 is called a (real) feature map
and (V, 〈·, ·〉) is its corresponding feature space (for a full treatment to feature
maps and their corresponding spaces, see Schölkopf & Smola [16]).
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Theorem 2.3.3. Let Ω be a non-empty set. Let P : Ω× Ω→ R be defined via
method 3. P is symmetric PD over Ω.
Proof. The symmetry of P follows from the symmetry of the semi inner product.
Let X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N, a = (a1, a2, . . . , an) ∈ Rn. Letting


















Hence, P is symmetric PD over Ω.
It is natural to ask whether or not any symmetric PD functions can be
constructed via method 3. The answer is not only yes, but for any symmetric
PD function P over an arbitrary, non-empty Ω, there exists a feature space
(HP , 〈·, ·〉) and corresponding feature map φ : Ω → HP such that P (x, y) =
〈φ(x), φ(y)〉. Proving this theorem will be the main result of this chapter. Before
this, let’s establish some properties of symmetric PD functions.
2.4 Properties of Symmetric Positive Definite Functions
It should be clear from the previous sections that symmetric PD functions have
an intimate relationship with inner products. This fact will be explored here.
From now on, all positive definite functions considered will be symmetric.
Let Ω be a non-empty set and let P : Ω × Ω → R be a symmetric PD
function over Ω. For every element x ∈ Ω, there is the function Px : Ω → R,
Px( · ) = P (x, · ). The set
P := span{Px | x ∈ Ω}.
is the space of P .
Theorem 2.4.1. Let Ω be a non-empty set and let P be a symmetric PD
function over Ω. P is SPD over Ω if and only if the set {Px | x ∈ Ω} is a
Hamel basis of the space of P .
Proof. Suppose P is SPD over Ω and let X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N,


















aj · 0 = 0.
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As P is SPD, a = 0. Thus {Px | x ∈ Ω} is a Hamel basis for the space of P .
Now suppose {Px | x ∈ Ω} is a Hamel basis for the space of P and let









aiP (xi, x) =
n∑
i=1
aiPxi(x) = 0, ∀x ∈ Ω.
As {Px | x ∈ Ω} is a Hamel basis for the space of P , a = 0. Thus P is SPD.
Recall Ω∗, the set of all finite linear combinations of point evaluation functi-
onals over RΩ. It should be clear that every element of the space of a given
symmetric PD function P can be expressed in the form µ(1)P , for some µ ∈ Ω∗.
As P is symmetric, µ(1)P = µ(2)P . So, without ambiguity, we can refer to µ(1)P
as just µP .
Now let’s establish the following lemma relating symmetric PD functions to
inner products.
Lemma 2.4.2. Let Ω be a non-empty set and let P be a symmetric PD function
over Ω. The following hold:
(1) P (x, y)2 ≤ P (x, x)P (y, y), ∀x, y ∈ Ω.
(2) P (x, x) ≥ 0, with equality when Px = 0, ∀x ∈ Ω.
(3) P (x, x)− 2P (x, y) + P (y, y) ≥ 0, with equality when Px = Py,
∀x, y ∈ Ω.
Proof. (1) follows from Theorem 2.1.1. Alternatively, let x, y ∈ Ω. As P is PD,
the following matrix [
P (x, x) P (x, y)
P (y, x) P (y, y)
]
is non-negative definite and so its determinant is non-negative. This immedia-
tely gives us
P (x, x)P (y, y)− P (x, y)P (y, x) ≥ 0.
Rearranging and simplifying gives (1). From the definition of PD functions we
see that
a2xP (x, x) + 2axayP (x, y) + a
2
yP (y, y) ≥ 0,
where ax, ay ∈ R\{0}. Setting ax = 1, ay = 0 gives
P (x, x) ≥ 0.
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Suppose the above holds for equality, then from (1)
P (x, y)2 ≤ P (x, x)P (y, y) = 0,
and so Px(y) = 0. As y is arbitrary, Px = 0, giving (2). Setting ax = 1, ay = −1
gives
P (x, x)− 2P (x, y) + P (y, y) ≥ 0,
Suppose the above holds for equality, then from Theorem 2.1.1
(Px − Py)(z)2 ≤ (P (x, x)− 2P (x, y) + P (y, y))(P (z, z)) = 0,
for any z ∈ Ω. So Px = Py, giving (3).
For the above theorem, (1) is analogous to the Cauchy-Schwarz inequality
for inner products, (2) is analogous to the positive definiteness of inner products
and (3) is analogous to the following : ‖v−u‖2 = ‖v‖2−2〈v,u〉+‖u‖2 ≥ 0, with
equality when v = u. Now let’s completely establish the relationship between
positive definite functions and inner products.
Recall again Ω∗, the set of all finite linear combinations of point evaluation
functionals over RΩ and the semi inner product 〈·, ·〉P defined over Ω∗ as follows
〈µ1, µ2〉P = µ(1)1 µ
(2)
2 P, ∀µ1, µ2 ∈ Ω∗
Every element of the space P of P is expressible in the form µP := µ(1)P where
µ ∈ Ω∗. Consider the map φ : Ω → P, φ(x) = Px. This map can be viewed as
a feature map by first defining the following inner product 〈·, ·〉 : P × P → R:
〈µ1P, µ2P 〉 = 〈µ1, µ2〉P = µ(1)1 µ
(2)
2 P.
Call this inner product the natural inner product of P. This inner product is
clearly bilinear and symmetric, however its positive definiteness is less obvious.
This inner product is positive definite as 〈µP, µP 〉 = µ(1)µ(2)P = 0 implies
µP = 0 by Corollary 2.1.1.1 for any µ ∈ Ω∗. We have the following important
theorem concerning (P, 〈·, ·〉).
Theorem 2.4.3. Let Ω be a non-empty set and let P be a symmetric PD
function over Ω. Let (P, 〈·, ·〉) be the space of P equipped with its natural inner
product. Point evaluation in P is continuous.
Proof. Let x ∈ Ω and recall δx : RΩ → R, the point evaluation functional for x,
defined as follows
δx(f) = f(x), ∀f ∈ P.
Then, letting µP ∈ P, µ ∈ Ω∗,
|δx(µP )| = |µP (x)| = |〈µ, δx〉P | = |〈µP, Px〉| ≤ ‖µP‖‖Px‖,
where ‖ · ‖ is the norm of 〈·, ·〉. Thus δx is bounded and so is continuous.
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What follows is part the remarkable Moore-Aronszajin Theorem. Consider
the completion of (P, 〈·, ·〉) (say (HP , 〈·, ·〉)). As point evaluation functionals are
continuous is (P, 〈·, ·〉), they have unique continuous extensions in (HP , 〈·, ·〉).
So any element f ∈ H can be seen as a function by defining f(x) := δxf where
δx is the unique extension of δx ∈ P∗. HP is the Native Space of P .
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3 Reproducing Kernel Hilbert spaces
3.1 Introduction
An early comprehensive treatment of Reproducing Kernel Hilbert spaces is that
of N. Aronszajn’s in [1]. Let H be a real Hilbert space of functions from some
non-empty set Ω to R with corresponding inner product 〈·, ·〉 and norm ‖ · ‖. H
is a Reproducing Kernel Hilbert Space (RHKS) over Ω if there is exists
a function K : Ω× Ω→ R such that
(1) K(x, · ) ∈ H, ∀x ∈ Ω.
(2) 〈f,K(x, · )〉 = f(x), ∀f ∈ H, ∀x ∈ Ω.
K is called the Reproducing Kernel of H. For convenience, let Kx stand for
K(x, · ). The following then holds.
(1) Kx ∈ H, ∀x ∈ Ω.
(2) 〈f,Kx〉 = f(x), ∀f ∈ H, ∀x ∈ Ω.
(3) K(x, y) = 〈Kx,Ky〉, ∀x, y ∈ Ω.
(3) follows immediately from (1) and (2) and so is added in the list. It will be
proved that the reproducing kernel of a RKHS is unique. In a RKHS, evaluating
a function (say f) in H at some point (say x) in Ω is equivalent to taking the
inner product of f with a unique function (say Kx) in H where Kx does not
depending on f . Let δx : H → R, x ∈ Ω, be the point evaluation functional for
x, defined as follows
δx(f) = f(x), ∀f ∈ H.
These functionals are clearly linear. If H is a RKHS with reproducing kernel
K, then
|δx(f)| = |f(x)| = |〈f,Kx〉| ≤ ‖f‖‖Kx‖, ∀f ∈ H,
by Cauchy-Schwarz. Hence point evaluation is bounded in a RKHS and so
δx ∈ H∗, H∗ being the set of all continuous linear functionals over H. In fact,
the converse holds, that is to say
Theorem 3.1.1. Let Ω be a non-empty set and let H be a real Hilbert space
of functions over Ω. If point evaluation is continuous in H (that is if δx ∈
H∗, ∀x ∈ Ω), then H is a RKHS over Ω.
Proof. By the Riesz representation theorem, for any x ∈ Ω, as δx ∈ H∗, there
exists a function (say kx) in H such that
δx(f) = 〈f, kx〉, ∀f ∈ H.
Define a function K : Ω× Ω→ R by
K(x, · ) = kx.
Then clearly the following hold
14
(1) K(x, · ) = kx ∈ H, ∀x ∈ Ω.
(2) 〈f,K(x, · )〉 = 〈f, kx〉 = δx(f) = f(x), ∀f ∈ H, ∀x ∈ Ω.
Hence, K is a reproducing kernel for H. H is a RKHS.
The following equivalent characterisation of a RKHS has been established
above.
Theorem 3.1.2. Let Ω be a non-empty set and let H be a real Hilbert space
of functions over Ω. H is a RKHS over Ω if and only if point evaluation is
continuous in H.
From now on, H will be a real RKHS with reproducing kernel K. Let
R : H∗ → H be the representation map of H. R : H∗ → H is the reproducing
mapping of H if
〈f,R(µ)〉 = µf, ∀f ∈ H,µ ∈ H∗.
There is a clear relationship between K and R, namely that Kx = R(δx), ∀x ∈
Ω. K can then be represented as follows
K(x, y) = 〈Kx,Ky〉 = 〈R(δx), R(δy)〉 = R(δx)(y) = (R ◦ δ)(x)(y).
So the reproducing kernel of H can be recognised as R ◦ δ.
Two basic properties of H and K will be established.
Theorem 3.1.3. Let Ω be a non-empty set and let H be a RKHS over Ω with
reproducing kernel K. The following hold for H and K:
(1) H has a unique reproducing kernel.
(2) K is symmetric (K(x, y) = K(y, x), ∀x, y ∈ Ω).
Proof. The uniqueness of the reproducing kernel of H follows from the unique-
ness of representations of continuous linear functions via the Riesz represen-
tation theorem (that is to say that R is unique). Alternatively, Let K,K ′ be
reproducing kernels for H and let x ∈ Ω.
‖Kx −K ′x‖2 = 〈Kx −K ′x,Kx −K ′x〉
= 〈Kx,Kx〉 − 〈Kx,K ′x〉+ 〈K ′x,K ′x〉 − 〈K ′x,Kx〉
= Kx(x)−Kx(x) +K ′x(x)−K ′x(x) = 0.
So Kx = K ′x, ∀x ∈ Ω, that is to say, K = K ′.
The symmetry of K follows from the symmetry of the inner product. Let
y ∈ Ω.
K(x, y) = Kx(y) = 〈Kx,Ky〉 = 〈Ky,Kx〉 = Ky(x) = K(y, x).
So K is symmetric.
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Reproducing kernels can be characterised independently of their correspon-
ding RKHS. In fact, the reproducing kernels are precisely the symmetric positive
definite functions (For definition of positive definite functions, see Chapter 2).
This relationship between reproducing kernels and symmetric positive definite
functions will be established by the following two theorems.
Theorem 3.1.4. Let Ω be a non-empty set and let (H, 〈·, ·〉) be a RKHS over
Ω with reproducing kernel K. K is symmetric positive definite over Ω. Furt-
hermore, if the set {Kx ∈ H | x ∈ Ω} is linearly independent in H, then K is
symmetric strictly positive definite.
Proof. Symmetry follows from the previous theorem. Let {x1, x2, . . . , xn} ⊆ Ω




























So K is positive definite. For strictness, suppose the set {Kx ∈ H | x ∈ Ω} is





This is equivalent to
n∑
i=1
aiKxi = 0, the zero function in H.
As the set {Kx ∈ H | x ∈ Ω} is linearly independent inH, ai = 0, ∀i = 1, . . . , n.
Therefore, K is strictly positive definite.
A sort of converse of this theorem holds. This is the Moore-Aronszajin
Theorem.
Theorem 3.1.5. Let Ω be a non-empty set. Let P : Ω×Ω→ R be a symmetric
positive definite function over Ω. There exists a unique RKHS H such that P
is the reproducing kernel of H. Furthermore, if P is symmetric strictly positive
definite, the set {P (x, · ) | x ∈ Ω} is linearly independent in H.
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Proof. The existence of a RKHS has been established at the end of Chapter 2.
The native space (HP , 〈·, ·〉) of P is a RHKS with reproducing kernel P .
For uniqueness, Let (H, (·, ·)) be a RKHS with reproducing kernel P . The
space of P , P (see section 2.4), must be a subset of H as Px ∈ H for any
x ∈ Ω and so the linear combination of such functions must be in H, yet the
set of linear combinations of such functions is P. The inner product of H when
restricted down to P must be the natural inner product of P. so the completion
of P (the native space of P ) must be in H as H is complete. Let f ∈ H,
f = f1 + f2 where f2 ∈ HP and (f1, f2) = 0. For any x ∈ Ω we have
f(x) = (f, Px) = (f1 + f2, Px) = (f2, Px) = f2(x).
So f = f2 and f ∈ HP . Thus H = HP . Finally, Theorem 2.4.1 establishes that
if P is SPD, the set {P (x, · ) | x ∈ Ω} is linearly independent in P, the space
of P , and so in HP .
3.2 Interpolation and Smoothing in Reproducing Kernel
Hilbert Spaces
3.2.1 Interpolation with point evaluations
As shown before in section 2.2, one can interpolate with positive definite functi-
ons. For convenience, say that (Ω, H, 〈·, ·〉,K) is a RKHS if Ω is an non-empty
set and (H, 〈·, ·〉) is a RKHS over Ω with reproducing kernelK. (Ω, H, 〈·, ·〉,K) is
called strict if K is a strictly positive definite kernel. Recall from the previous
subsection that K being strictly positive definite is equivalent to saying that the
point evaluation functionals are all linearly independent in H∗. Interpolation
can be seen as a norm minimisation problem.
Problem 1. Let (Ω, H, 〈·, ·〉,K) be a strict RKHS. Let X = {x1, x2, . . . , xn} ⊆
Ω. Find s ∈ H such that
s = arg min
f∈H
‖f‖2 subject to f(xi) = di, ∀i = 1 . . . n, (4)
where d = (d1, d2, . . . , dn) ∈ Rn.
This problem has a unique solution. Before showing this, let’s define and
then prove the following. Let (Ω, H, 〈·, ·〉,K) be a strict RKHS and let X =
{x1, x2, . . . , xn} ⊆ Ω be n ∈ N distinct points in Ω. The n × n matrix KX
defined as follows
(KX)ij = K(xi, xj)
is the Gramian matrix of K at X.
Lemma 3.2.1. Let (Ω, H, 〈·, ·〉,K) be a strict RKHS and let X = {x1, x2, . . . , xn} ⊆
Ω be n ∈ N distinct points in Ω. KX is symmetric positive definite.
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Proof. This follows from K being symmetric strictly positive definite. Alterna-












ajKxj 〉 > 0.
The symmetry of the matrix KX follows from the symmetry of K.
Using this, we will now prove the following interpolation theorem.
Theorem 3.2.2. Problem 1 has a unique solution that has the form




where λ = (λ1, λ2, . . . , λn) ∈ Rn is the solution to the following linear problem
KXλ = d.
Proof. As KX is positive definite the linear equation KXλ = d has a unique
solution. Let’s show that









λiKxi(xk) = (KX)kλ = dk.
where (KX)k is the kth row vector of KX . To show that s minimises the
norm with respect to the interpolation constraints, let s′ ∈ H be such that
s′(xi) = di, ∀i = 1 . . . n. So s′ satisfies the interpolation constraints. Need to
show that ‖s‖ ≤ ‖s′‖. As







′ − s)(xi) =
n∑
i=1
λi(di − di) = 0,
the following holds
‖s′‖2 = ‖s′ − s+ s‖2 = ‖s′ − s‖2 + ‖s‖2 + 2〈s′ − s, s〉 = ‖s‖2 + ‖s− s′‖2.
‖s − s′‖2 ≥ 0, so ‖s′‖2 ≥ ‖s‖2. This shows that s minimises the norm subject
to the given constraints. For uniqueness, Suppose ‖s′‖ = ‖s‖. Rearranging the
equation above gives ‖s− s′‖2 = ‖s′‖2 − ‖s‖2. As ‖s′‖2 − ‖s‖2 = 0, s′ = s.
The above proof shows that the above minimisation problem is reducible to a
linear algebraic problem. The above theorem can be generalised to interpolation
with respect to continuous linear functionals over H.
18
3.2.2 Interpolation with continuous linear functionals
Consider a variant of Problem 1.
Problem 2. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let X = {µ1, µ2, . . . , µn} ⊆ H∗ be
a set of n ∈ N linearly independent functionals in H∗. Find s ∈ H such that
s = arg min
f∈H
‖f‖2 subject to µi(f) = di, ∀i = 1 . . . n (5)
where d = (d1, d2, . . . , dn) ∈ Rn.
Note the differences between Problem 1 and Problem 2. in Problem 1, K is
strictly positive definite. This criteria has been replaced with requiring that X
is a set of linearly independent functionals in H∗. If we required K to be strictly
positive definite and made X to be a set of point evaluation functionals, then it
would follow from Theorem 3.1.5 that X is linearly independent.
Problem 2 has a unique solution. Before proving this let’s prove some basic
facts concerning the relationship between reproducing kernels and their corre-
sponding continous linear functionals. Let (Ω, H, 〈·, ·〉,K) be a RKHS and let
µ ∈ H∗. By the Riesz representation theorem, we have µ(f) = 〈f,R(µ)〉 where
R : H∗ → H is the representation map between H∗ and H. R(µ) is related to
K as follows.
Lemma 3.2.3. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let µ ∈ H∗. R(µ) = µ(1)K =
µ(2)K.
Proof. Let x ∈ Ω.
R(µ)(x) = 〈R(µ),Kx〉 = 〈Kx, R(µ)〉 = µ(2)K(x, ·).
Hence R(µ) = µ(2)K. By the symmetry of K,
µ(2)K(x, ·) = µ(1)K(·, x)
for any x ∈ Ω. So µ(1)K = µ(2)K.
Given this, there is no ambiguity in writing µK, ∀µ ∈ H∗.





























Given this corollary, there is no ambiguity in writing µ1µ2K or µK. Letting
X = {µ1, µ2, . . . , µn} ⊂ H∗ be n ∈ N distinct continuous linear functionals in
H∗, the n× n matrix KX defined as follows
(KX )ij = µiµjK,
is the Gramian matrix of K at X .
Lemma 3.2.4. Let X = {µ1, µ2, . . . , µn} ⊆ H∗ be n ∈ N distinct linearly
independent continuous linear functionals in H∗. KX is symmetric positive
definite.




















which is greater than zero as X is linearly independent in H∗.
We will now prove the following general interpolation problem.
Theorem 3.2.5. Problem 2 has a unique solution that has the form




where λ = (λ1, λ2, . . . , λn) ∈ Rn is the solution to the following linear problem
KXλ = d.
Proof. This proof will mirror the previous interpolation theorem. As KX is
positive definite the linear equation KXλ = d has a unique solution. Let’s
show that









λiµkµiK = (KX )kλ = dk.
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where (KX )k is the kth row vector of KX . To show that s minimises the norm,
let s′ ∈ H such that µi(s′) = fi, ∀i = 1 . . . n. as




′ − s) =
n∑
i=1
ai(di − di) = 0,
the following holds
‖s′‖2 = ‖s′ − s+ s‖2 = ‖s′ − s‖2 + ‖s‖2 + 2〈s′ − s, s〉 = ‖s‖2 + ‖s− s′‖2.
‖s − s′‖2 ≥ 0, so ‖s′‖2 ≥ ‖s‖2. This shows that s minimises the norm subject
to the given constraints. For uniqueness, Suppose ‖s′‖ = ‖s‖. Rearranging the
equation above gives ‖s− s′‖2 = ‖s′‖2 − ‖s‖2. As ‖s′‖2 − ‖s‖2 = 0, s′ = s.
Before the end of this subsection, let’s note the following, the above theorem
motivates defining the following. Let X = {µ1, µ2, . . . , µn} ⊆ H∗ be a set of
linearly independent functionals in H∗. From the above theorem, every inter-
polant over the functionals in X is in the span of the set {µiK | i = 1, . . . , n.}.
Call this subspace the approximation subspace of X and denote it by KX .
3.2.3 Penalised Least Squares
Now let’s consider a smoothing problem. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let
X = {µ1, µ2, . . . , µn} ⊆ H∗ a set of n linearly independent continuous functio-
nals in H∗ and w = (w1, w2, . . . , wn) ∈ Rn,w > 0 be positive weights. Let the




wiµi(f)µi(g) ∀f, g ∈ H.
Let d = (d1, d2, . . . , dn) ∈ Rn, by Theorem 3.2.5, there exists an s ∈ H such
that µis = di, ∀i = 1, . . . , n. Let Ew,dX : H → R be defined as follows:






wi(µi(f)− di)2, ∀f ∈ H.
Call this function the energy function. The penalised least squares problem is
as follows.
Problem 3. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let X = {µ1, µ2, . . . , µn} ⊆ H∗ be
a set of n ∈ N linearly independent functionals in H∗, w = (w1, w2, . . . , wn) ∈
Rn,w > 0 , d = (d1, d2, . . . , dn) ∈ Rn. Define the following function
Ew,dX (f) = 〈f, f〉+
n∑
i=1
wi(µi(f)− di)2, ∀f ∈ H.
Find s ∈ H such that




This problem has a unique solution. To prove this, it will be utilised that
Ew,dX is a continuous, strictly convex function. See Appendix B for the nessesary
results concerning convex functions and sets.
Theorem 3.2.6. Let (Ω, H, 〈·, ·〉,K) be a RKHS. The function E := Ew,dX ,
defined as above, is continuous.




2 is continuous. Thus E is continuous.
Theorem 3.2.7. Let (Ω, H, 〈·, ·〉,K) be a RKHS. The function E := Ew,dX ,
defined as above, is strictly convex.
Proof. This follows from the fact that the functions f → 〈f, f〉 and f → [f −
s, f − s]wX are both strictly convex by theorem B.0.3 and theorem B.0.1, hence
their sum is strictly convex by theorem B.0.2.
Theorem 3.2.8. Let (Ω, H, 〈·, ·〉,K) be a RKHS. and let E := Ew,dX be defined
as above. There exists a unique minimiser of E over H.
Proof. Let’s first outline this proof. A compact convex subset of H will be found
such that if there is a local minimiser of E in this compact convex set, then said
local minimiser would be a global minimiser of E over H. Utilising the fact that
E is strictly convex, said local minimum must be unique by Theorem B.0.6.
Hence there is a unique global minimiser of E over H.
Let f ∈ H. From Theorem 3.2.5, there exists unique minimal norm inter-
polant of f (say If) such that µi(If) = µi(f) for all i = 1, . . . , n. If is in the
approximation subspace KX of X . E(f) − E(If) = 〈f, f〉 − 〈If, If〉 ≥ 0 with
equality only when f = If so if a minimiser of E exists, it must exist in KX .
Let s ∈ KX such that µis = di, ∀i = 1, . . . , n. It follows that E(s) = 〈s, s〉.
Now consider the set {f ∈ KX | E(f) ≤ E(s) = 〈s, s〉}. This set is a closed
subset of the set {f ∈ KX | 〈f, f〉 ≤ 〈s, s〉} which is compact as it is boun-
ded, closed and finite dimensional (as KX is of dimension n). It follows that
{f ∈ KX | E(f) ≤ E(s)} is also compact. As E is continuous over H, it achieves
a minimum on {f ∈ KX | E(f) ≤ E(s)}. This minimum is a local minimum
because if every neighborhood around the minimum contained a function of a lo-
wer energy evaluation, then said function would be in {f ∈ KX | E(f) ≤ E(s)},
which is a contradiction.
For the uniqueness of this minimiser, lets show that this set is not just
compact, but convex. Recall first the strict convexity of E established in The-
orem 3.2.7. Let f1, f2 ∈ {f ∈ KX | E(f) ≤ E(s)}. Let θ ∈ (0, 1),
E(θf1 + (1− θ)f2) ≤ θE(f1) + (1− θ)E(f2) ≤ θE(s) + (1− θ)E(s) = E(s).
Thus θf1 + (1− θ)f2 ∈ {f ∈ KX | E(f) ≤ E(s)}. As E is strictly convex over H
and achieves a minimum in H, said minimum is unique by Theorem B.0.6.
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Now let’s consider finding the unique solution to minimising Ew,dX . The





where a = (a1, a2, . . . , an) ∈ Rn. Let W is the n × n diagonal matrix with
diagonal entries (W )ii = wi ∀i = 1, . . . , n. Inputting sWX into EWX gives:
Ew,dX (s
w,d






























l K − dk)
2
= aTKXa+ (KXa− d)TW (KXa− d)
= aTKXa+ ‖KXa− d‖2w,
where ‖ · ‖w : Rn → R is the norm ‖v‖w =
√
vtWv.
Define Ew,dX : Rn → R as follows:
Ew,dX (c) = c
TKXc+ ‖KXc− d‖2w, ∀c ∈ Rn.
Given the equivalence of Ew,dX over Rn and E
w,d
X over V , there exists a unique
local minimiser of EWX over Rn (which is a from before). As the gradient of EWX
exists, the solution to minimisation problem satisfies the following equation:
∇Ew,dX (a) = 0.
From this
∇Ew,dX (a) = 2KXa+ 2KXWKXa− 2KXWd = 0.
=⇒ 2KXa+ 2KXWKXa = 2KXWd.
=⇒ a+WKXa = Wd.
=⇒ (W−1 +KX )a = d.
The following theorem has been established:
Theorem 3.2.9. Problem 3 has a unique solution that has the form




where λ = (λ1, λ2, . . . , λn) ∈ Rn is the solution to the following linear problem
(W−1 +KX )λ = d,
and W is the n × n diagonal matrix with diagonal entries (W )ii = wi ∀i =
1, . . . , n.
23
3.2.4 Mixed Interpolation and Smoothing
Finally, let’s consider a mixed interpolation and smoothing problem. Let X =
{µ1, µ2, . . . , µn} ⊆ H∗ a set of n linearly independent continuous functionals
in H∗ and w = (w1, w2, . . . , wN ) ∈ RN ,w > 0, N < n. Now let Y =





wiµi(f)µi(g) ∀f, g ∈ H.
Let d = (d1, d2, . . . , dn) ∈ Rn, by Theorem 3.2.5, there exists an s ∈ H such
that µis = di, ∀i = 1, . . . , n. Let Ew,dY : H → R be defined as follows:






wi(µi(f)− di)2, ∀f ∈ H.
The mixed interpolation and smoothing problem is as follows.
Problem 4. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let X = {µ1, µ2, . . . , µn} ⊆ H∗ be
a set of n ∈ N linearly independent functionals in H∗, w = (w1, w2, . . . , wn) ∈
RN ,w > 0, N < n, d = (d1, d2, . . . , dn) ∈ Rn. Define the following function
Ew,dX (f) = 〈f, f〉+
N∑
i=1
wi(µi(f)− di)2, ∀f ∈ H.
Find s ∈ H such that
s = arg min
f∈H
Ew,dY (f). (7)
It will be shown that there is a unique solution to this problem in H.
Theorem 3.2.10. Let (Ω, H, 〈·, ·〉,K) be a RKHS. The function E := Ew,dY ,
defined as above, is continuous.




2 is continuous. Thus E is continuous.
Theorem 3.2.11. Let (Ω, H, 〈·, ·〉,K) be a RKHS. The function E := Ew,dY ,
defined as above, is strictly convex.
Proof. This follows from the fact that the functions f → 〈f, f〉 and f → [f −
s, f − s]wY are both strictly convex, hence their sum is strictly convex.
Theorem 3.2.12. Let (Ω, H, 〈·, ·〉,K) be a RKHS and let Ew,dY =: E be defined
as above. there exists a unique minimiser of E over H.
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Proof. Let CX be the set of all functions that satisfy the interpolation con-
straints, this set is convex and closed. Let f ∈ CX . From Theorem 3.2.5, there
exists unique minimal norm interpolant of f (say If) such that µi(If) = µi(f)
for all i = 1, . . . , n. If is in the approximation subspace KX = span{µiK | i =
1, . . . , n.}. E(f) ≥ E(If) with equality only when f = If and so if there exists
a minimiser of E over H subject to the interpolation constraints, then they exist
in KX ∩ CX . Let s ∈ KX such that µi(s) = di, ∀i = 1, . . . , n, it follows that
E(s) = 〈s, s〉. Now consider the set {f ∈ KX | E(f) ≤ E(s) = 〈s, s〉}. This set
is a closed subset of the set {f ∈ KX | 〈f, f〉 ≤ 〈s, s〉} which is compact as it
is bounded, closed and finite dimensional (As KX is of dimension n). It follows
that {f ∈ KX | E(f) ≤ E(s)}∩CX is also compact. As E is continuous over H,
it achieves a minimum on {f ∈ KX | E(f) ≤ E(s)} ∩ CX . This minimum is a
local minimum (within CX ) because if every neighborhood around the minimum
contained a function that satisfied the interpolation constraints yet had a lower
energy evaluation, then said function would be in {f ∈ KX | E(f) ≤ E(s)}∩CX ,
which is a contradiction.
Toward the uniqueness of this minimiser, let us establish that the set {f ∈
KX | E(f) ≤ E(s)} is convex. Recall form Theorem 3.2.10 and Theorem 3.2.11
that E is a strictly convex function. Let f1, f2 ∈ {f ∈ KX | E(f) ≤ E(s)}. Let
θ ∈ (0, 1),
E(θf1 + (1− θ)f2) ≤ θE(f1) + (1− θ)E(f2) ≤ θE(s) + (1− θ)E(s) = E(s).
Thus θf1 + (1 − θ)f2 ∈ {f ∈ KX | E(f) ≤ E(s)}. It follows that {f ∈
KX | E(f) ≤ E(s)} ∩ CX is convex as CX is convex. As E is strictly con-
vex over {f ∈ KX | E(f) ≤ E(s)} ∩ CX and achieves a local minimum in CX
by Theorem B.0.6, said minimum is unique. As all minimisers of E subject to
the interpolation constraints must exist in {f ∈ KX | E(f) ≤ E(s)} ∩ CX , the
minimiser is unique on the whole of H.
Now let’s consider finding the unique solution to minimising Ew,dY . The





where a = (a1, a2, . . . , an) ∈ Rn. Let W is the n × n diagonal matrix with
diagonal entries (W )ii = wi ∀i = 1, . . . , N , (W )ii = 0, ∀i = N + 1, . . . , n.
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l K − dk)
2
= aTKXa+ (KXa− d)TW (KXa− d)
= aTKXa+ ‖KXa− d‖2w,
where ‖ · ‖w : Rn → R is the semi norm ‖v‖w =
√
vtWv.
Define Ew,dX : Rn → R as follows:
Ew,dX (c) = c
TKXc+ ‖KXc− d‖2w, ∀c ∈ Rn.
Given the equivalence of Ew,dX over Rn and E
w,d
X over V , there exists a unique
minimiser of EWX over Rn satisfying the interpolation constraints (which is a
from before). The interpolation constraints can be expressed in the following
convenient form
D(KXa− d) = 0,
or equivalently
DKXa = Dd,
where D is the n × n diagonal matrix such that Dii = 0, i = 1, . . . , N Dii =
1, i = N + 1, . . . , n. It is important to note the relationship betweenW and D
given by
WW † = In −D, WD = W †D = 0,
where W † is the pseudo inverse of W and In is the n× n identity matrix. As
the gradient of EWX exists, via the method of Lagrange multipliers:
Ew,dX (a)−∇aλ
TD(KXa− d) = 0,
where λ = (λ1, λ2, . . . , λn) ∈ Rn−N , λi = 0, ∀i = 1, . . . , N , so Dλ = λ. From
this
2KXa+ 2KXWKXa− 2KXWd−KXλ = 0,
=⇒ 2a+ 2WKXa− 2Wd = λ.
Left multiplying by W †, the pseudo inverse of W , gives
2W †a+ 2W †WKXa− 2W †Wd = W †λ = (W †D)λ = 0,
=⇒ (W † +W †WKX )a = W †Wd,
=⇒ (W † + (In −D)KX )a = (In −D)d.
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Combining this equation with the interpolation constraints DKXa = Dd gives
the matrix equation
(W † +KX )a = d.
W † + KX is invertible as KX is positive definite and W † is non-negative
definite. The following theorem has been established:
Theorem 3.2.13. Consider the following minimisation problem.
Problem 4 has a unique solution that has the form




where λ = (λ1, λ2, . . . , λn) ∈ Rn is the solution to the following linear problem
(W † +KX )λ = d,
and W is the n × n diagonal matrix with diagonal entries (W )ii = wi, ∀i =
1, . . . , N , (W )ii = 0, ∀i = N + 1, . . . , n.
3.2.5 Interpolation reproducing constants
Finally, let’s now consider the following problem. Let (Ω, H, 〈·, ·〉,K) be a strict
RKHS with induced norm ‖ · ‖. Letting X = {x1, x2, . . . , xn} ⊆ Ω of size
n ∈ N and d = (d1, d2, . . . , dn), by Theorem 3.2.2, there exists a minimal norm
interpolant given by




where λ = (λ1, λ2, . . . , λn) ∈ Rn is the solution to the following linear problem
KXλ = d.
So s(xi) = di, ∀i = 1, . . . , n. Now consider the following. Let k ∈ R be some
constant. We can find the minimal norm interpolant at (X, d+ k). It would be
desirable if this interpolant were of the form
s∗( · ) = s( · ) + k.
Indeed, this function satisfies the interpolation constraints and is simply a trans-
lation of s. This generally will not occur, however we can alter the interpolation
problem to obtain a result like this by altering the norm ‖ · ‖. For convenience,
suppose H does not contain the constant functions RΩ. Simply adjoin the set of
all constant functions RΩ (which is a one dimensional vector space) and extend
the inner product 〈·, ·〉 to RΩ by making their norms zero. This extention turns
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the inner product of H into a semi inner product over H ⊕ RΩ with null space
RΩ and quotient space isomorphic to H (see Appendix A for definition of semi
inner product). The result is a semi Hilbert space (say (H ′, [·, ·])) with null
space RΩ, induced semi norm | · |, H, RΩ ∈ H ′ and |f | = ‖f‖ for any f ∈ H.
Let KX = {
∑n
i=1 aiKxi ∈ H | a = (a1, a2, . . . , an) ∈ Rn}. This is the
interpolation space of H. Let CdX be the set of any function KX ⊕ RΩ that
satisfies the interpolation constraints (X,d+ k) for some k ∈ R. So the set CdX
contains functions that almost satisfy the interpolation constraints (X,d). It
will be shown that there exists a unique norm minimiser in the set CdX satisfying
the interpolation constraints. Let f ∈ H ′ such that f satisfies the interpolation
constraints. CdX has the partitioning {f + RΩ | f ∈ CdX} which is a convex
compact subset of H ′/RΩ. So the continuous strictly convex function | · | obtains
a unique minimiser over {f+RΩ | f ∈ CdX} (say s+RΩ where s =
∑n
i=1 aiKxi).
Within s + RΩ there exists a unique function s + c, c ∈ RΩ that satisfies the
interpolation constraints. This is the unique | · | minimiser that is subject to the
interpolation constraints
(s+ c)(xi) = di, ∀i = 1, . . . , n,






= KXa+ c1 = d.
Here we are treating c as simply a real number. we can express | · |2 in an elegant
























b− d)) = 0,





























From this it follows that
2KXa = KXλ, 1
Tλ = 0.






= d, 1Ta = 0.
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Given that 1Ta = 0 the above equation reduces down to aTKXa = 0. As KX
is positive definite, a = 0. This implies that c1 = 0, giving c = 0. A more
general treatment of this type of interpolation that reproduces some vector space
of functions will be considered in Chapter 5 and Chapter 6.
3.3 Additional Properties of Reproducing Kernel Hilbert
Spaces
Theorem 3.3.1. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Convergence with respect to
the norm implies pointwise convergence.
Proof. Let {fi}i∈N be a sequence in H that converges to f and let x ∈ Ω.
|f(x)− fi(x)| = |〈f − fi,Kx〉| ≤ ‖Kx‖‖f − fi‖.
Hence fi(x)→ f(x) as i→∞.
Theorem 3.3.2. Let (Ω, H, 〈·, ·〉,K) be a RKHS. Let V be a closed subspace of
H. Then both (V, 〈·, ·〉) and (V ⊥, 〈·, ·〉) are RKHS’s over Ω. Furthermore, If G
and G⊥ are the reproducing kernels of V and V ⊥ respectively, then
K = G+G⊥.
Proof. As point evaluation is bounded in H, it is also bounded in both V and
V ⊥ when 〈·, ·〉 is restricted down to the spaces. So V and V ⊥ are RKHS’s
over Ω. Let G and G⊥ be the reproducing kernels of V and V ⊥ respectively.
Let f ∈ H, f = f1 + f2 where f1 ∈ V , f2 ∈ V ⊥. Let x ∈ Ω, as G and G⊥




〈f,Gx +G⊥x 〉 = 〈f1 + f2, Gx +G⊥x 〉
= 〈f1, Gx〉+ 〈f2, G⊥x 〉
= f1(x) + f2(x) = f(x).
Hence G+G⊥ is a reproducing kernel for H. As reproducing kernels for RKHS’s
are unique, K = G+G⊥.
Theorem 3.3.3. Let (Ω, H, 〈·, ·〉,K) be a RKHS. the set {Kx ∈ H | x ∈ Ω} is
total.
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Proof. Let V be the closure of the span of {Kx ∈ H | x ∈ Ω} in H. Then
H = V ⊕ V ⊥. Let f ∈ V ⊥.
f(x) = 〈f,Kx〉 = 0.
Hence f is the zero function, implying that V ⊥ = 0 and so H = V .
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4 Examples of Symmetric Positive Definite Functi-
ons
4.1 Radial Basis Functions on Rd
Let Ω = Rd, d ∈ N. Let Φ : Rd → R. Φ is radial if Φ(x) = φ(‖x‖), where
φ : [0,∞)→ R.
A function f : [0,∞)→ [0,∞) is completely monotone if
(1) f ∈ [0,∞),
(2) f ∈ C∞(0,∞),
(3) (−1)kf (k)(t) ≥ 0, ∀t > 0, k ∈ N.
The following theorem of Bernstein and Widder characterises completely mo-
notone functions (Taken from [6]).
Theorem 4.1.1. A function f : [0,∞)→ [0,∞) is completly monotone if and




Schoenberg (1938) [12] realates completely monotone functions to radial functi-
ons as follows.
Theorem 4.1.2. If f is completely monotone but not constant on [0,∞), then
the function x→ f(‖x‖2) is radial, strictly positive definite on Rd.




, α > 0.
Another class of important radial functions are the inverse multiquadrics given
by
(c2 + ‖x‖22)−β , c > 0, β > d/2.
Both of these classes are of strictly positive definite functions.
4.2 Zonal Functions on the Spheres
4.2.1 Properties of the Spheres
Let d ∈ N. The (d − 1)-dimensional sphere, Sd−1, is the unit sphere of Rm+1.
i.e.
p = (x1, x2, . . . , xd) ∈ S(d−1) if and only if x21 + x22 + · · ·+ x2d = 1
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Clearly the sphere S1 is the unit circle of R2 and the sphere S2 is the unit sphere
of R3. We also have the sphere S∞ which is the unit sphere of `2. so we have
p = (x1, x2, . . . ) ∈ S∞ if and only if x21 + x22 + · · · = 1
There is a natural metric on the spheres given by the shortest arc length between
two points on the sphere. Let p and q be in Sd−1 or S∞,
p · q = ‖p‖ ‖q‖ cos(θ) = cos(θ),
where · denotes the dot product and θ denotes the angle between p and q. As
we are dealing with unit spheres, θ is not only the angle between p and q, it is
also the shortest arc length between p and q. So we can define a metric d on
Sd−1 or S∞ as follows:
d(p, q) = θ = arccos(p · q).
Next we will consider the polar coordination of the sphere Sm. Letting
(x1, x2, . . . , xm+1) be a point of Sm in rectangular coordinates, the correspon-
ding polar coordinate vector (θ1, θ2, . . . , θd), where 0 ≤ θi ≤ π when i =
1, . . . , d− 2 and 0 ≤ θd−1 ≤ 2π. is as follows:
x1 = cos(θ1)
x2 = sin(θ1) cos(θ2)
x3 = sin(θ1) sin(θ2) cos(θ3)
...
xd−2 = sin(θ1) sin(θ2) · · · sin(θd−3) cos(θd−2)
xd−1 = sin(θ1) sin(θ2) · · · sin(θd−2) cos(θd−1)
xd = sin(θ1) sin(θ2) · · · sin(θd−2) sin(θd−1)
We will be concerned with positive definite functions of the form
f ◦ d(p, q) =
{
f(|θp − θq|) if |θp − θq| ≤ π,
f(2π − |θp − θq|) else,
where f ∈ C[0, π].
Such a function f will be called zonal if f ◦ d is positive definite in the sense
defined in Section 2.1. A fundamental early work on this topic is Schoenberg [13].
Now let’s give an example of a positive definite function on the spheres. The
following theorem is from Cheney & Light [6].
Theorem 4.2.1. The function cos(k · ) where k ∈ N is positive definite on
Sd−1










aiajcos(k arccos(pi · pj))
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For the classic treatment of orthogonal polynomials, see Szegő [17].Consider a
finite interval [a, b] of R. Let w ∈ C[a, b] be a weight function, positive except
at countably many points. We have the corresponding weighted variant of the





We will assume that the weight function w is such that the integrals∫ b
a
p(x)w(x)dx <∞,
where p(x) is a polynomial over R. As such, the polynomials over R exist in
the inner product space corresponding to 〈·, ·〉. We know that the monomi-
als 1, x, x2, . . . form a basis (the standard basis) for the polynomials over R.
As such, we can orthogonalise this basis via the Gram-Schmidt process. The
interval [a, b] for the integral defining the inner product (1) will be set to [−1, 1].
An example of an important weight function w is
w(x) = (1− x)α(1 + x)β , α, β > −1.
The corresponding orthogonalised polynomials, orthogonalised via the Gram-
Schmidt process, are called the Jacobi polynomials. They will be denoted by
P
(α,β)
n where n ∈ N is the degree of the polynomial.
We are concerned with a class of Jacobi polynomials, specifically those po-
lynomials where α = β. These are referred to as the Gengenbauer (or Ul-
traspherical) polynomials and have the corresponding weight functions of the
form
w(x) = (1− x)α(1 + x)β = (1− x2)α = (1− x2)λ−1/2, α > −1,
where λ = α+1/2. These polynomials will be denoted by C(λ)n = P
(α,β)
n .Actually
these polynomials need to be normalised in order to be well defined. Schoenberg
normalises them by setting C(0)n = 1. We have the following special cases
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• For λ = 0, C(0)n = Tn(x), the Chebyshev polynomials of the first kind.
• For λ = 1/2, C(1/2)n = Pn(x), the Legendre polynomials.
• For λ = 1, C(0)n = Un(x), the Chebyshev polynomials of the second kind.
So we see that the Gengenbauer polynomials are a generalisation of these fami-
liar classes of polynomials.
the following is a generating function for the Gegenbauer polynomials
∞∑
n=0
rnC(λ)n (x) = (1− 2rx+ r2)−λ, λ > 0.
4.2.3 Characterisation of positive definite functions on Sd−1 and S∞
The positive definite functions on Sd−1 and S∞ have been completely characte-
rised by Schoenberg [13] in terms of Gengenbauer polynomials.
Theorem 4.2.2. A necessary and sufficient condition for a function f ∈ C[0, π]












Theorem 4.2.3. A necessary condition for a function f ∈ C[0, π] to be positive






where an ≥ 0,
∑∞
n=0 an <∞.
This necessary condition is in fact sufficient, as proved by Bingham [3].
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5 Conditionally Positive Definite Functions
5.1 Prerequisites on finite dimensional spaces of functions
Unlike the case for positive definite functions, before defining conditionally po-
sitive definite functions, a few theorems will need to be established. To the
best of my knowledge, the following treatment of conditionally positive definite
functions is not found elsewhere.
Let Ω be a non-empty set and let U be a vector subspace of RΩ, the set of
all functions from Ω to R. Recall Ω∗, the set of all finite linear combinations
of point evaluation functional over RΩ (say δx is the point evaluation functio-
nal corresponding to x ∈ Ω). Define U⊥ to be the set of all functionals in Ω∗
that annihilate U .That is to say that µ ∈ U⊥ if and only if both µ ∈ Ω∗ and
µu = 0, ∀u ∈ U .
In turn, for any subspace Γ of Ω∗, let Γ⊥ be the set of all functions in RΩ
that are annihilated by all functionals in Γ. Γ⊥ is clearly closed with respect
to addition and scalar multiplication, and so is a subspace of RΩ. U is full if
U⊥⊥ = U . Let’s start with some basic theorems concerning ⊥.
Theorem 5.1.1. Let Ω be a non-empty set and Let U and V be subspaces of
RΩ. The following hold
(1) If U ⊆ V then V ⊥ ⊆ U⊥.
(2) RΩ⊥0 = Ω∗, RΩ⊥ = Ω∗0.
(3) Ω∗⊥ = RΩ0 , Ω∗⊥0 = RΩ.
Proof. For (1), suppose U ⊆ V and let µ ∈ V ⊥. For any u ∈ U it follows that
u ∈ V and so µu = 0. So µ ∈ U⊥, giving V ⊥ ⊆ U⊥.
For (2), as the zero function is the only element of RΩ0 , every functional in
Ω∗ annihilates RΩ0 . So RΩ⊥0 = Ω∗. Let µ ∈ RΩ⊥, µ =
∑n
i=1 λiδxi for some
λ = (λ1, λ2, . . . , λn) ∈ Rn and X = {x1, x2, . . . , xn}. if λ 6= 0 then trivially
a function f in RΩ can be found such that µf 6= 0. Hence µ is the zero functional.
For (3), Let f ∈ Ω∗⊥, as for any x ∈ Ω, δx ∈ Ω∗ it follows that δxf = f(x) = 0.
Hence f is the zero function. Trivially every function in RΩ is annihilated by
the zero functional, giving Ω∗⊥0 = RΩ.
It follows from Theorem 5.1.1 that RΩ and RΩ0 are full. Here is an important
theorem concerning full subspaces of RΩ.
Theorem 5.1.2. Let Ω be a non-empty set and let U be a subspace of RΩ. If
U is finite dimensional then U is full.
Proof. This has already been established from Theorem 5.1.1 for RΩ0 . Let U be a
m ∈ N dimensional subspace of RΩ. Proof by induction over the dimension of U .
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Suppose m = 1. Let f ∈ RΩ such that f is annihilated by U⊥. We want
to show that f ∈ U , demonstrating that U is full. Let u ∈ U , u not the zero
function. As U is of dimension 1, every element of U is a scalar multiple of u.
Let x ∈ Ω such that u(x) 6= 0 (which is guaranteed to exist as u is not the
zero function). Let y ∈ Ω. now consider the following functional in Ω∗
µ = u(x)δy − u(y)δx
As (u(x)δy−u(y)δx)u = u(x)u(y)−u(x)u(y) = 0, µ annihilates U , that is to say
µ ∈ U⊥. Recall f , which is annihilated by U⊥, it follows that µf = 0. Suppose
first that f(x) = 0, it follows that
0 = µf = u(x)f(y)− u(y)f(x) = u(x)f(y).
So f(y) = 0. As y is arbitrary, f must be the zero function, which is an element
of U . Now suppose that f(x) 6= 0, then there is a non-zero c ∈ R such that
f(x) = cu(x). So
0 = µf = u(x)f(y)− u(y)f(x) = u(x)f(y)− cu(y)u(x).
So f(y) = cu(y). As c is not dependent on y, it follows that f = cu, so f ∈ U .
Hence U is full.
Now suppose for any subspace of dimension k ∈ N in RΩ, said subspace is
full. Suppose m = k + 1. Let {u1, u2, . . . , uk, uk+1} be a basis for U and let
f ∈ RΩ such that f is not the zero function but is annihilated by U⊥. The goal
is to show once again that f ∈ U , demonstrating that U is full. Let V be the
subspace of U spanned by {u1, u2, . . . , uk}, so the dimension of V is k. From
our induction hypothesis, V is full.
If f is annihilated by V ⊥ then f ∈ V ⊂ U as V is full. As such suppose f
is not annihilated by V ⊥. Let µ ∈ V ⊥ such that µf 6= 0. If µuk+1 = 0 then
µ annihilates {u1, u2, . . . , uk, uk+1} and so annihilates U , implying that µf = 0
which contradicts our assumption. It follows that µuk+1 6= 0. Let ν ∈ V ⊥ and
consider the following functional
(µuk+1)ν − (νuk+1)µ ∈ V ⊥.
This functional clearly annihilates uk+1 and given that it annihilates V , it follows
that it annihilates U . So it must annihilate f , giving
(µuk+1)(νf)− (νuk+1)(µf) = 0.
Rearranging and letting c = (µf)(µuk+1)−1 (recall that µuk+1 6= 0), we obtain
ν(f − cuk+1) = 0.
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Given that ν was an arbitrary element of V ⊥, f − cuk+1 ∈ V as V is full. So
f ∈ U . In all cases it has been shown that f ∈ U . Hence U is full.
It has been established that U is full for any m ∈ N.
We will be concerned with the case when U is of finite dimension (say m ∈ N).
Let X ⊆ Ω. X is unisolvent with respect to U if the only element of U
that is zero when evaluated at all points in X is the zero function.
Theorem 5.1.3. Let Ω be a non-empty set and let U be a subspace of RΩ of
dimension m ∈ N. If X ⊆ Ω is unisolvent w.r.t U then there exists a finite
subset of X that is unisolvent w.r.t U .
Proof. Let {u1, u2, . . . , um} be a basis for U . Consider the set
S = {(u1(x), u2(x), . . . , um(x)) | x ∈ X} ⊆ Rm.
Take a maximal subset of S (say V ) of linearly independent vectors in S, say
V = {v1, v2, . . . , vd} where d is clearly less than m. For each vi ∈ V there
is a corresponding yi ∈ Ω such that vi = (u1(yi), u2(yi), . . . , um(yi)). Let
Y = {y1, y2, . . . , yd}.
With this all set up, let u ∈ U such that u(y) = 0, ∀y ∈ Y . Want to show
that u must be the zero function, demonstrating that Y is a finite subset of Ω
that is unisolvent w.r.t U . u =
∑m
i=1 aiui for some ai ∈ R. Let x ∈ X and
consider now the element of S vx = (u1(x), u2(x), . . . , um(x)) which is a linear
combination of elements of V else V ∪{vx} would be a linearly independent set,
contradicting the maximality of V . so vx =
∑d
i=1 bivi for some bi ∈ R. This
gives us the following: uk(x) =
∑d























bj · 0 = 0.
Hence u(x) = 0, ∀x ∈ X. As X is unisolvent, u is the zero function. Hence Y
is unisolvent w.r.t U .
There is an immediate corollary
Corollary 5.1.3.1. Let Ω be a non-empty set and let U be a subspace of RΩ of
dimension m ∈ N. There exists a finite subset X of Ω such that X is unisolvent
w.r.t U .
Proof. Clearly Ω is unisolvent w.r.t U . By Theorem 5.1.3, there exists a finite
subset of Ω that is unisolvent w.r.t U .
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Theorem 5.1.4. Let Ω be a non-empty set, U a m ∈ N dimensional subset of
RΩ and X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N. The following statements are
equivalent:
(1) X is unisolvent with respect to U .
(2) For any u1, u2 ∈ U , if u1(xi) = u2(xi), ∀i = 1, . . . , n, then u1 = u2.
(3) Let {u1, u2, . . . , um} be a basis of U . If
∑m
i=1 ciui(xj) = 0, ∀j = 1, . . . , n,
where ci ∈ R, then ci = 0, ∀i = 1, . . . ,m.
(4) Let B = {u1, u2, . . . , um} be a basis of U . Let BX be the n ×m matrix
such that (BX)ji = ui(xj), ∀i = 1, . . . ,m, j = 1, . . . , n. BX is of full
rank.
Proof. We will show first that (1) and (2) are equivalent.
Suppose (2). u ∈ U such that u(xi) = 0, ∀i = 1, . . . , n. then u(xi) = 0(xi), ∀i =
1, . . . , n where 0 here is the zero fucntion of U . Hence u = 0, giving (1).
Suppose (1). Let u1, u2 ∈ U such that u1(xi) = u2(xi), ∀i = 1, . . . , n. It
follows that (u1 − u2)(xi) = 0, ∀i = 1, . . . , n. Hence u1 − u2 = 0 where 0 here
is the zero functional giving (2).
Now let’s show that (1), (3) and (4) are equivalent.
Suppose (1). Let {u1, u2, . . . , um} be a basis of U . Let c1, c2, . . . , cm ∈ R
such that
∑m
i=1 ciui(xj) = 0, ∀j = 1, . . . , n. By the unisolvency of X w.r.t U ,∑m
i=1 ciui is the zero function of U . Hence ci = 0, ∀i = 1, . . . ,m, giving (3).
Suppose (3). Let {u1, u2, . . . , um} be a basis of U . Let BX be the n × m
matrix such that (BX)ji = ui(xj), ∀i = 1, . . . ,m, j = 1, . . . , n. Let c =
(c1, c2, . . . , cm) ∈ Rm such that BXc = 0. By (3), c = 0 and so BX is of full
rank, giving (4).
Finally, suppose (4). Suppose u(xi) = 0, ∀i = 1, . . . , n. u =
∑m
i=1 ciui where
c = (c1, c2, . . . , cm) ∈ Rm. It follows that BXc = 0. As BX is of full rank,
c = 0 and so u = 0, giving (1).
Let X = {x1, x2, . . . , xn} ⊆ Ω of n ∈ N distinct points of Ω. Let U⊥X be the
set of all a = (a1, a2, . . . , an) ∈ Rn such that
∑n
i=1 aiδxi ∈ U⊥.
Theorem 5.1.5. Let Ω be a non-empty set and let U be a subspace of RΩ of
dimension m ∈ N with basis B = {u1, u2, . . . , um} and X = {x1, x2, . . . , xn} ⊆
Ω of size n ∈ N be unisolvent with respect to U . For any a = (a1, a2, . . . , an) ∈
Rn, a ∈ U⊥X if and only if B
T
Xa = 0.
Proof. This follows immediately from the fact that if a = (a1, a2, . . . , an) ∈ U⊥X
then
∑





Corollary 5.1.5.1. Let Ω be a non-empty set and let U be a m ∈ N dimensional
subspace of RΩ. Let X = {x1, x2, . . . , xn} ⊆ Ω of n ∈ N distinct points of Ω
such that X is unisolvent w.r.t U . Then n ≥ m and dimU⊥X = n−m.
Proof. Let B = {u1, u2, . . . , um} be a basis for U . By Theorem 5.1.4, the
matrix BX is off full rank m. By Theorem 5.1.5, U⊥X = {a ∈ Rn | B
T
Xa = 0}.
By the rank-nullity theorem rank(BTX) + null(B
T
X) = n. Rearranging gives
null(BTX) = n−m. Clearly then n ≥ m.
5.2 Introduction
In this section, a generalisation of positive definite functions is given and their
basic general properties are studied. These conditionally positive definite functi-
ons, as the name implies, will be akin to positive definite functions but with con-
straints. More precisely, letting Ω be a non-empty set, a function P : Ω×Ω→ R





aiajP (xi, xj) ≥ 0, (9)
for any pair (X,a) where X = {x1, x2, . . . , xn} ⊆ Ω of n ∈ N that is unisolvent
w.r.t U and a = (a1, a2, . . . , an) ∈ U⊥X . This is equivalent to the n× n matrix
PX :=

P (x1, x1) P (x1, x2) . . . P (x1, xn)
P (x2, x1) P (x2, x2) . . . P (x2, xn)
...
. . . . . .
...
P (xn, x1) P (xn, x2) . . . P (xn, xn)

being non-negative definite with respect to U⊥X . That is to say that for any
a = (a1, a2, . . . , an) ∈ U⊥X
aTPXa ≥ 0.
The above matrix PX is theGramian matrix of P at X. The common setting
to consider such functions is Ω = Rd, d ∈ N and U is usually taken to be a set
of low degree polynomials. P is strictly conditionally positive definite
(SCPD) if the inequality in (9) is strict when a 6= 0.
Again our concern will be with conditionally positive definite functions that
are symmetric in the sense that
P (x, y) = P (y, x), ∀x, y ∈ Ω.
Recall Ω∗ be the set of all finite linear combinations of point evaluation
functionals over RΩ. Another equivalent characterisation of conditionally posi-
tive definite functions can be given. A function P : Ω× Ω→ R is conditionally
positive definite with respect to U if for any µ ∈ U⊥
µ(1)µ(2)P ≥ 0.
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From this, it should be clear that a SCPD function P over Ω w.r.t U gives rise
to semi inner products 〈·, ·〉 over U⊥ via
〈µ1, µ2〉 = µ(1)1 µ
(2)
2 P.
When P is symmetric, µ(1)1 µ
(2)




1 P , As such the superscripts will be
left out so µ(1)1 µ
(2)
2 P = µ1µ2P .
The following theorem is analogous to Theorem 2.1.1.
Theorem 5.2.1. Let Ω be a non-empty set and let U be a m ∈ N dimensi-
onal space of functions from Ω → R. Let P be a symmetric CPD function
over Ω w.r.t U . Let X = {x1, x2, . . . , xn}, Y = {y1, y2, . . . , yn′} ⊆ Ω of size
n,m ∈ N respectively be unisolvent w.r.t U and a = (a1, a2, . . . , an) ∈ U⊥X ,

















Proof. Let Z = X ∪ Y = {z1, z2, . . . , zN} As X and Y may not be disjoint,
it isn’t necessarily the case that N = n + n′. It should be clear that Z is
unisolvent with respect to U given both X and Y are. We wish to find a



















Let Q be an N ×m matrix of full rank whose range is U⊥Z It follows that
the m×m matrix QTPZQ is symmetric non negative definite as
vT (QTPZQ)v = (Qv)
TPZ(Qv) ≥ 0,
for any v ∈ Rm as the matrix PZ is non-negative definite over U⊥Z . Symmetry
follows from the symmetry of PZ .
Let λ′,γ′ ∈ Rm such that Qλ′ = λ and Qγ′ = γ. It follows from the




Let’s note that the above inequality is the inequality that we desire to prove.
The appropriate choices for λ and γ are:
λi =
{





bk if zi = yk, for some k = 1, . . . ,m
0 otherwise
.
This completes the proof.
There is an immediate corollary to this theorem
Corollary 5.2.1.1. Let Ω be a non-empty set and let U be a m ∈ N dimensional
space of functions from Ω → R. Let P be a symmetric CPD function over Ω
w.r.t U and let µ ∈ U⊥. If µµP = 0 then µP ∈ U .
Proof. Let ν ∈ U⊥. As µµP = 0, by Theorem 5.2.1
|νµP |2 ≤ ννPµµP = ννP · 0 = 0.
Hence νµP = 0. This implies that U⊥ annihilates the function µP ∈ RΩ. As U
is full, µP ∈ U .
5.3 Linear Interpolation with a Kernel Revisited
Let Ω be a non-empty set and F : Ω × Ω → R. Suppose we wish to find a
function s : Ω→ R that satisfy the following interpolation constraints
s(xi) = di, ∀i = 1, . . . , n,
where X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and d = (d1, d2, . . . , dn) ∈ Rn.
Unlike in Section 2.2 however, There is a twist: Let U be a vector space of
dimension m ∈ N of functions from Ω to R. If there exists a function u ∈ U
such that u(xi) = di, ∀i = 1, . . . , n, then we have found such an s, as desired. It
would be preferable if u were the only choice in U that satisfies the interpolation
constraints, this is in fact equivalent to X being unisolvent with respect to U ,
which will be shown in the next subsection.
More generally, possibly such an s can be found in the form
s( · ) =
n∑
i=1
λiF (xi, · ) + u (10)
where λ = (λ1, λ2, . . . , λn) ∈ Rn and u ∈ U . It would follow that
n∑
i=1
λiF (xi, xk) + u(xk) = dk, ∀k = 1, . . . , n.
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Letting B = {u1, u2, . . . , um} be a basis for U and letting c = (c1, c2, . . . , cm) ∈
Rm such that u =
∑m
i=1 ciui we obtain
n∑
i=1
λiF (xi, xk) +
m∑
i=1
ciui(xk) = dk, ∀k = 1, . . . , n.
or equivalently, defining the following matrices
FX :=

F (x1, x1) F (x1, x2) . . . F (x1, xn)
F (x2, x1) F (x2, x2) . . . F (x2, xn)
...
. . . . . .
...




u1(x1) u2(x1) . . . um(x1)
u1(x2) u2(x2) . . . um(x2)
...
. . . . . .
...
u1(xn) u2(xn) . . . um(xn)







As this matrix is under-determined, There is no unique interpolant of this
form unless additional constraints are added. Consider the additional constraint
BTXλ = 0. It will be shown in the next subsection that this constraint is













If F is conditionally positive definite over Ω w.r.t U , then this block matrix is
invertible.
Theorem 5.3.1. Let Ω be a non-empty set and let U be a subspace of RΩ of
dimension m ∈ N with basis B = {u1, u2, . . . , um}. Let P be a SCPD function
over Ω w.r.t U and X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N that is unisolvent








has only the trivial solution for the pair (λ, c).




As P is SCPD over Ω, λ = 0. So the above block matrix system reduces down
to BXc = 0. As boldsymbolBX is of full rank, by Theorem 5.1.4, c = 0. Hence
there is only a trivial solution.
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6 Semi Reproducing Kernel Hilbert Spaces
6.1 Introduction
This introduction section is based heavily on Chapter 2 of the Variational theory
of splines (Bezhaev & Valisenko [2]). Keep in mind however the terminology
used here will be different. See Appendix A for basic theory of semi inner pro-
ducts. The notion of a reproducing kernel Hilbert space can be extended from
what we have considered so far in Chapter 3.
Let Ω be a non-empty set and let (H, 〈·, ·〉) be a real semi Hilbert space with
null space U of dimension m ∈ N. Introduce a real inner product [·, ·] over H
such that (H, [·, ·]) is a RKHS over Ω. 〈·, ·〉 and [·, ·] will be related as follows:
there exists a C ∈ R such that
‖f‖ ≤ C|f |, ∀f ∈ H,
where ‖ · ‖ is the corresponding semi norm of 〈·, ·〉 and | · | is the corresponding
norm of [·, ·]. The space (H, 〈·, ·〉, [·, ·]) is a Semi Reproducing Kernel Hil-
bert Space (SRKHS). H∗ will refer to the set of all bounded linear functionals
with respect to the inner product [·, ·]. Let U⊥ be the subspace of H∗ of all
continuous linear functionals that annihilate U .
As (H, [·, ·]) is a RKHS, all point evaluation functionals over H are conti-
nuous. It follows that if a given finite linear combination of point evaluations
annihilates U , then it resides in U⊥. Note that this definition of U⊥ differs
from that of the previous section but still contains all finite linear combination
of point evaluations that annihilates U . In this section.
A function K : Ω× Ω→ R is a semi reproducing kernel of (H, 〈·, ·〉, [·, ·]) if
1. µK ∈ H, ∀µ ∈ H∗,
2. If µ ∈ U⊥, then µf = 〈f, µK〉, ∀f ∈ H.
We have the following theorem from [2].
Theorem 6.1.1. Let Ω be a non-empty set and let (H, 〈·, ·〉, [·, ·]) be SRKHS.
There exists a symmetric semi repoducing kernel K of (H, 〈·, ·〉, [·, ·]). It is not
unique.
The following theorem should be of no surprise.
Theorem 6.1.2. Let Ω be a non-empty set and let (H, 〈·, ·〉, [·, ·]) be SRKHS with
symmetric semi reproducing kernel K. K is symmetric conditionally positive
definite over Ω w.r.t U .
Proof. Symmetry is trivial. Let X = {x1, x2, . . . , xn} ⊆ Ω of size n ∈ N and let





is in H∗ as (H, 〈·, ·〉) is a RKHS. It also annihilates U and so is in U⊥. As K is
a semi reproducing kernel, it follows that
∑n













Hence K is conditionally positive definite.
6.2 Interpolation and Smoothing in Semi Reproducing Ker-
nel Hilbert Spaces
6.2.1 Interpolation with point evaluations for Semi Reproducing
Kernels
The result concerning the linear systems to solve to find these interpolation and
approximations are also known (See [9], [15]). However, to the best of my kno-
wledge the proofs given here for the energy penalized least squares conditions
are novel.
For our purposes, this notion of a semi reproducing kernel Hilbert space will
be generalised. For convenience, to say that (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) is a SRKHS
is to say that (H, 〈·, ·〉) is a SRKHS over Ω, a non empty set, with null space
U and reproducing kernel K. ‖ · ‖ being the natural norm induced by 〈·, ·〉.
K is a reproducing kernel of H in the following sense: For any choice of
X = {x1, x2, . . . , xn} ⊆ Ω of some size n ∈ N that is unisolvent with respect to
U , the following holds
(1)
∑n





i=1 λif(xi) ∀λ = (λ1, λ2, . . . , λn) ∈ U⊥X .
Clearly K is conditionally positive definite w.r.t U . That is to say, for any
X = {x1, x2, . . . , xn} ⊆ Ω that is unisolvent with respect to U and λ =





λiλjK(xi, xj) ≥ 0.
Furthermore, K is strictly conditionally positive definite w.r.t U if the inequality
above is strict whenever λ 6= 0. It should be clear that all RKHS’s are SRKHS’s
with null space U = {0}, in which case, any finite subset X = {x1, x2, . . . , xn} ⊆
Ω is unisolvent and U⊥X = Rn. Let KX be the n × n matrix with entries
(KX)ij = K(xi, xj). Recall that this matrix is the Gramian matrix of K at X.
Clearly the matrix KX is conditionally positive definite in the sense that
λTKXλ ≥ 0, ∀λ ∈ U⊥X ,
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with the equality being strict for non-zero λ when K is strictly conditionally
positive definite. H is separating if for any X = {x1, x2, . . . , xn} ⊆ Ω unisol-
vent w.r.t U and for any d = (d1, d2, . . . , dn) ∈ Rn there exists an f ∈ H such
that f(xi) = di, ∀i = 1, . . . , n. A SRKHS (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) is strict if H
is separating and K is strictly conditionally positive definite w.r.t U .
Theorem 6.2.1. Consider the following minimisation problem.
Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS. Let X = {x1, x2, . . . , xn} ⊆ Ω, X
unisolvent w.r.t U . Find s ∈ H such that
s = arg min
f∈H
‖f‖2 subject to f(xi) = di, ∀i = 1 . . . n (11)
where d = (d1, d2, . . . , dn) ∈ Rn. The solution to this problem is unique and
given by
s( · ) =
n∑
i=1
λiKxi( · ) + u∗( · )
where λ = (λ1, λ2, . . . , λn) ∈ U⊥X and u∗ ∈ U . Letting B = {u1, u2, . . . , um} be
an arbitrary basis for U and c = (c1, c2, . . . , cm) ∈ Rm such that u∗ =
∑m
i=1 ciui,












Furthermore, this linear system has a unique solution for (λ, c), the parameters
of the smoothest interpolant.
Proof. The above block matrix system indeed has a unique solution by The-
orem 5.3.1. By the unisolvency of X w.r.t U , BTX has linearly independent
columns. Hence the second row of the block system implies that the functional∑n
i=1 λiδxi annihilates U . So the function
∑n
i=1 λiKxi is in H. This immedia-
tely implies that s ∈ H. We proceed to show that
s( · ) =
n∑
i=1












cjuj(xk) = (KX)kλ+ (BX)kc = dk.
where (KX)k and (BX)k are the kth row vector ofKX andBX respectively. To
show that s minimises the norm, let s′ ∈ H such that s′(xi) = di, ∀i = 1 . . . n.
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As















′ − s)(xi) =
n∑
i=1
λi(di − di) = 0,
the following holds
‖s′‖2 = ‖s′ − s+ s‖2 = ‖s′ − s‖2 + ‖s‖2 − 2〈s′ − s, s〉 = ‖s‖2 + ‖s− s′‖2.
‖s − s′‖2 ≥ 0, so ‖s′‖2 ≥ ‖s‖2. This shows that s minimises the norm subject
to the given constraints. For uniqueness, Suppose ‖s′‖ = ‖s‖. Rearranging the
equation above gives ‖s− s′‖2 = ‖s′‖2 − ‖s‖2. As ‖s′‖2 − ‖s‖2 = 0, s′ = s.
From this theorem, it is natural to define the following subspace. Let KX





λiKxi( · ) + u ∈ H | λ = (λ1, λ2, . . . , λn) ∈ U⊥X , u ∈ U}.
Often KX will simply be referred to as K. The interpolation space K has a
dimension of n given the additional assumption that
∑n
i=1 λiKxi /∈ U, ∀λ ∈ U⊥X
unless λ = 0. This is because the dimension of U⊥X is n−m and the dimension
of U is m. The interpolant of the above theorem is a natural projection IX :
H → KX such that
(IXf)(xi) = f(xi), ∀f ∈ H,
The above theorem shows that this function is well defined and has a natural
orthogonal projection I − IX . To see this, first let IXf =
∑n
i=1 λiKxi + u
∗
where (λ1, λ2, . . . , λn) ∈ U⊥X and u ∈ U .
















λi(f(xi)− f(xi)) = 0.
For any given f ∈ H, IXf will be referred to as the interpolant of f over X (or
just the interpolant of f).
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6.2.2 Penalised Least Squares for Semi Reproducing Kernels
Not let’s consider the following penalised least squares problem. Recall that we
are working in a strict SRKHS (Ω, H, 〈·, ·〉, ‖·‖, U,K). Letw = (w1, w2, . . . , wn) ∈
Rn be a vector of positive weights, X = {x1, x2, . . . , xn} ⊆ Ω be unisolvent w.r.t
U . K := KX is the approximation subspace of H with respect to X and IX





wif(xi)g(xi) ∀f, g ∈ H.
From the unisolvency of X w.r.t U , this semi inner product is a strict inner
product over U . Let d = (d1, d2, . . . , dn) ∈ Rn and let s ∈ H such that s(xi) =
di, ∀i = 1, . . . , n (such an s is guaranteed to exist due to H being separating).
Let Ew,dX : H → R be defined as follows:






wi(f(xi)− di)2, ∀f ∈ H.
The penalised least squares problem is to find a function in H that minimises
Ew,dX . It will be shown that there is a unique minimiser of this function in H.
This will be proven in three stages: first the existence of a unique minimiser
will be shown for when the energy is restricted to be defined over U . Second it
will be shown when restricted to any affine subset of the form f + U, f ∈ K.
Finally, it will be established for the whole of H.
Let Fw,dX : U → R be defined as follows:






It should be clear that Fw,dX is E
w,d
X restricted to U .
Lemma 6.2.2. Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS and let X =
{x1, x2, . . . , xn} ⊆ Ω be unisolvent w.r.t U. Fw,dX , defined as above, has a unique
minimiser over U .
Proof. Let B = {u1, u2, . . . , um} be an basis for U . We can transform Fw,dX into
a function over Rm. Let u ∈ U , u =
∑m











= (BXc− d)TW (BXc− d),
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where W is the n× n diagonal matrix with diagonal entries (W )ii = wi ∀i =
1, . . . , n. Let Fw,dX : Rm → R be defined as follows
Fw,dX (c
′) = (BXc
′ − d)TW (BXc′ − d), ∀c′ ∈ Rm.
Consider now the inner product over Rn 〈·, ·〉W : Rn×Rn → R be 〈v,u〉W =
vTWu and let ‖ · ‖W be the associated norm.
Fw,dX (c
′) = ‖BXc′ − d‖W , ∀c′ ∈ Rm.
Let V ⊆ Rn be the range of BX . The theory of inner product spaces establishes
that there exists a unique v∗ ∈ V of minimal distance to d characterised by
v∗ − d ⊥ V . As X is unisolvent w.r.t U , BX is of full rank and so there exists





i ui is then the unique minimiser of F
w,d
X over U .
Theorem 6.2.3. Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS and X =
{x1, x2, . . . , xn} ⊆ Ω be unisolvent w.r.t U. Let f + U be an affine subset of
the approximation subspace KX . Ew,dX , defined as above, has a unique minimi-
ser over f + U .
Proof. let f + u ∈ f + U . Ew,dX (f + u) = 〈f, f〉 +
∑n
i=1 wi(f(xi) + u(xi) −
di)
2. Letting e = (f(x1) − d1, f(x2) − d2, . . . , f(xn) − dn) ∈ Rn, we see that
Ew,dX (f +u) = 〈f, f〉+E
w,e
X (u). Minimising E
w,d
X over f +U is then equivalent
to minimising Ew,eX over U . This is equivalent to minimising F
w,e
X over U .
From Lemma 6.2.2. a unique minimiser u∗ ∈ U exists for Fw,eX . So f + u∗ is
the unique minimiser of Ew,dX .
Consider the quotient space K/U , that is, the set of all affine subsets of the
form f + U ⊂ K (which is equivalent to saying f ∈ K). Let (·, ·) be the natural
inner product over K/U , so
(f + U, g + U) = 〈f, g〉, ∀f, g ∈ K.
This is well defined, as established in Section A. From Theorem 6.2.3, the energy
Ew,dX has a unique minimiser over every affine subset f +U ∈ K/U . This allows
us to give every affine subset f+U ∈ K/U a natural energy, namely, the energy of
the unique minimiser of Ew,dX over f +U . The natural energy Ê
w,d
X : K/U → R
is then defined as follows:
Êw,dX (f + U) = min
g∈f+U
Ew,dX (g).
It will be shown that this function is continuous and strictly convex over K/U .
Noting that
(f + U, f + U) = 〈g, g〉, ∀f ∈ K, g ∈ f + U,
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Êw,dX (f + U) = min
g∈f+U












Theorem 6.2.4. Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS and X =
{x1, x2, . . . , xn} ⊆ Ω be unisolvent w.r.t U. Êw,dX , defined as above, is conti-
nuous and strictly convex over K/U .
Proof. As K/U is a real finite dimensional normed space, to show continuity
over K/U , it suffices to show that Êw,dX is convex over K/U . the function
f +U → (f +U, f +U) is strictly convex over K/U . Let F̂w,dX : K/U → R such
that








[g − s, g − s], ∀f + U ∈ K/U.
f → [f, f ] is a convex function and as such f → [f − s, f − s] is the translation
of a convex function and so is convex too. Let f1 +U, f2 +U ∈ K/U , θ ∈ (0, 1).
Let g1 ∈ f1 +U, g2 ∈ f2 +U be the unique minimisers of Ew,dX in f1 +U, f2 +U
respectively. So
F̂w,dX ((θf1 + (1− θ)f2) + U) ≤ [θg1 + (1− θ)g2 − s, θg1 + (1− θ)g2 − s]
≤ θ[g1 − s, g1 − s] + (1− θ)[g2 − s, g2 − s]
= θF̂w,dX (f1 + U) + (1− θ)F̂
w,d
X (f2 + U).
So F̂w,dX is convex. Hence Ê
w,d
X is the sum of a strictly convex and a convex
function, making Êw,dX a strictly convex function.
Now let’s prove the first of two main results in this section.
Theorem 6.2.5. Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS and let Ew,dX :
H → R be defined as follows.
Ew,dX (f) = 〈f, f〉+
n∑
i=1
wi(f(xi)− di)2, ∀f ∈ H,
where w = (w1, w2, . . . , wn) ∈ Rn,w > 0, and d = (d1, d2, . . . , dn) ∈ Rn. There
exists a unique minimiser of E := Ew,dX over H.
Proof. Let f ∈ H. As our setting is a strict SRKHS, by Theorem 6.2.1, consider
the unique minimal norm interpolant of f , IXf ∈ K. E(f) ≥ E(IXf), with
equality only when f = IXf , so if there exists a minimiser of E in K, then said
minimiser is a minimiser of E in H. Now let’s consider the quotient space K/U
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with the natural energy Ê := Êw,dX . Let s ∈ K such that s(xi) = di, ∀i =
1, . . . , n and consider the set V = {f + U ∈ K/U | Ê(f + U) ≤ Ê(s + U) =
(s + U, s + U)}. V is a subset of the set {f + U ∈ K/U | (f + U, f + U) ≤
(s+U, s+U)} which is a closed, bounded set in a finite dimensional space K/U ,
and so is compact. As Ê is continuous, V is a closed subset in this compact
set and as such is also compact. As Ê is continuous, it achieves a minimum
(say s∗ + U) in V . This minimum is clearly a local minimum, as if it were not,
then for any neighborhood of s∗ + U , there would be a affine subset g + U of
lower energy, yet g+U would be in V and as such Ê(g+U) ≥ Ê(s∗+U) which
is a contradiction. The set V is also convex, to see this, first note that from
Theorem 6.2.4, Ê is strictly convex. Let f1 + U, f2 + U ∈ V . Let θ ∈ (0, 1),
Ê(θ(f1 + U) + (1− θ)(f2 + U)) ≤ θÊ(f1 + U) + (1− θ)Ê(f2 + U)
≤ θÊ(s+ U) + (1− θ)Ê(s+ U) = Ê(s+ U).
Thus θ(f1+U)+(1−θ)(f2+U) ∈ V . As Ê is strictly convex over K/U , the local
minimum s∗+U of Ê is a unique global minimum over K/U . This implies that
all minimisers of E in H, if any exist, must be in s∗ +U . From Theorem 6.2.3,
we have an element of the form s∗ + u, u ∈ U , that uniquely minimises E in
s∗ + U . s∗ + u then minimises E over the whole of H.
Now let’s consider finding the unique minimiser of Ew,dX . The unique solution






where λ = (λ1, λ2, . . . , λ) ∈ U⊥X , u∗ ∈ U . Let W is the n × n diagonal matrix
with diagonal entries (W )ii = wi ∀i = 1, . . . , n. Let B = {u1, u2, . . . , um} be
a basis of U and c = (c1, c2, . . . , cm) ∈ Rm be the coefficient for u∗ w.r.t B.
Applying Ew,dX to s
∗, gives:
Ew,dX (s
































= λTKXλ+ (KXλ+BXc− d)TW (KXλ+BXc− d)
= λTKXλ+ ‖KXλ+BXc− d‖2W ,
where ‖ · ‖W : Rn → R is the norm ‖v‖W =
√
vtWv, ∀v ∈ Rn.
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Define the two functions Ew,dX,c : U⊥X → R and E
w,d
X,λ : Rm → R as follows:
Ew,dX,c (a) = a
TKXa+ ‖KXa+BXc− d‖2W , ∀a ∈ U⊥X ,
Ew,dX,λ(c
′) = λTKXλ+ ‖KXλ+BXc′ − d‖2W , ∀c′ ∈ Rm.
Given the equivalence of these functions to Ew,dX , they both have local mini-
misers (λ for Ew,dX,c and c for E
w,d
X,λ). As the gradients of these functions exists,
the coefficient vectors λ and c to minimisation problem satisfies the first order
nessesary conditions:
∇Ew,dX,c (λ) = 0,
∇Ew,dX,λ(c) = 0.





XW (KXλ− d) = 0.
BTXW (KXλ+BXc− d) = 0.
Recalling that a ∈ U⊥X if and only if B
T
Xa = 0, the above equation shows us
thatKXλ+BXc−d ∈ U⊥X . We have the additional constraint that B
T
Xλ = 0.
∇Ew,dX (λ) = 2KXλ+ 2KXWKXλ+ 2KXW (BXc− d) = 0.
2KX(λ+W (KXλ+BXc− d)) = 0.
given that λ and KXλ+BXc− d ∈ U⊥X , and the conditionally strict positive
definiteness of K w.r.t U⊥X , the above equation gives us
λ+W (KXλ+BXc− d) = 0,
(I +WKX)λ+W (BXc− d) = 0.
W ((W−1 +KX)λ+BXc− d) = 0.
(W−1 +KX)λ+BXc = d.












The (n+m)× (n+m) is clearly symmetric, but is also invertible. To see this,
let CX be an n×m matrix with columns that span the orthogonal complement
of the column space of BX . So BTXCX = 0 and there exists a vector (say γ)












the matrix A := CTX(W




TKX(CXv) > 0 As CX is of full
rank, W−1 is a diagonal matrix of only positive diagonal entries and KX is
conditionally positive definite over U⊥X . Hence A is positive definite and so is
invertible. Rearranging (2) gives
CTX((W
−1 +KX)λ− d) = 0,
showing that (W−1 +KX)λ − d is in the column space of BX . As BX is of
full rank, c is uniquely characterised by the equation
BXc = d− (W−1 +KX)λ.
The main result of this section has been established.
Theorem 6.2.6. Consider the following minimisation problem.
Let (Ω, H, 〈·, ·〉, ‖ · ‖, U,K) be a strict SRKHS. Let X = {x1, x2, . . . , xn} ⊆ Ω, X
unisolvent w.r.t U . The function Ew,dX : H → R defined as
Ew,dX (f) = 〈f, f〉+
n∑
i=1
wi(f(xi)− di)2, ∀f ∈ H. (13)
where d = (d1, d2, . . . , dn),w = (w1, w2, . . . , wn) ∈ Rn,w > 0, has a unique
minimiser s ∈ H. This minimiser has the form
s( · ) =
n∑
i=1
λiKxi( · ) + u∗
where λ = (λ1, λ2, . . . , λn) ∈ U⊥X and u∗ ∈ U . Letting B = {u1, u2, . . . , um} be
an arbitrary basis for U and c = (c1, c2, . . . , cm) ∈ Rm such that u∗ =
∑m
i=1 ciui,












where W is the n × n diagonal matrix with diagonal entries (W )ii = wi ∀i =
1, . . . , n. Furthermore, this linear system has a unique solution for (λ, c).
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7 The Gaussian Functions and Higher Precision
Computation
7.1 Introduction
Recall the class of Guassian functions given by
e−α‖x‖
2
, α > 0.
The corresponding strictly positive definite functions are of the form
Φ(x, y) = e−α‖x−y‖
2
, α > 0.







λiΦ(xi, xk) = dk.
Recall ΦX , the Gramian matrix of Φ at X. One can find λ via solving the the
matrix equation
ΦXλ = d.
When it comes to computing λ, the conditioning of ΦX is of concern. Lower
values of α increase the conditioning at a super linear rate.
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Appendices
A Semi Inner Product Spaces
A.1 Introduction
Let V be a real real vector space. The function 〈·, ·〉 : V × V → R is a (real)
semi inner product over V if the following holds:
(1) 〈v,w〉 = 〈w,v〉, ∀v,w ∈ V .
(2) 〈sv + tw,u〉 = s〈v,u〉 + t〈w,u〉, ∀v,u,w ∈ V, ∀s, t ∈ R.
(3) 〈v,v〉 ≥ 0, ∀v ∈ V .
The vector space V equipped with a semi inner product is called a semi inner
product space. The difference between semi inner product spaces and inner
product spaces is that in an inner product space, the inequality in (3) is strict
for all non-zero vectors. It should be clear that all inner product spaces are semi
inner product spaces. The function ‖ · ‖ : V → R defined by
‖v‖ = 〈v,v〉1/2, ∀v ∈ V.
satisfies the following properties:
(1) ‖v‖ ≥ 0, ∀v ∈ V .
(2) ‖sv‖ = |s|‖v‖, ∀s ∈ R, ∀v ∈ V .
(3) ‖v +w‖ ≤ ‖v‖+ ‖w‖, ∀v,w ∈ V .
Any function that satisfies the properties above over a real vector space is a
semi norm over said vector space. The first two properties are trivial to prove.
Proving property 3 can first be achieved by first proving the Cauchy-Schwarz
inequality for semi inner products.




Proof. Let v,w ∈ V .[
s t






= 〈sv + tw, sv + tw〉 ≥ 0, ∀s, t ∈ R.
So the above 2 × 2 matrix is non-negative definite and so its determinant is
greater than or equal to zero giving
〈v,v〉〈w,w〉 − |〈v,w〉|2 ≥ 0.
Rearranging gives the desired inequality.
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Lemma A.1.2. Let (V, 〈·, ·〉) be a semi inner product space.
‖v +w‖ ≤ ‖v‖+ ‖w‖, ∀v,w ∈ V.
Proof. Let v,w ∈ V .
‖v +w‖2 = ‖v‖2 + 2〈v,w〉+ ‖w‖2 ≤ ‖v‖2 + 2‖v‖‖w‖+ ‖w‖2
= (‖v1‖+ ‖v2‖)2.
Taking square roots gives the desired inequality.
The kernel of the semi norm ‖ · ‖ is the set U of all vectors u ∈ V such that
〈u,u〉 = 0. The set U will also be referred to as the null space of V .
Theorem A.1.3. Let (V, 〈·, ·〉) be a semi inner product space with null space U .
For any u ∈ U , 〈v,u〉 = 0 for any v ∈ V . Furthermore, U is a vector subspace
of V .
Proof. 0 ∈ U , so U is non-empty. Let u ∈ U , v ∈ V . By Cauchy-Schwarz
|〈v,u〉|2 ≤ 〈v,v〉〈u,u〉 = 〈v,v〉 · 0 = 0.
So 〈v,u〉 = 0. Now let s, t ∈ R and u′ ∈ U .
〈v, su+ tu′〉 = s〈v,u〉+ t〈v,u′〉 = 0.
Hence su+ tu′ ∈ U .
It follows immediately that for any v ∈ V,v ⊥ U . From now onward in this
section, u will be used to refer to elements of the null space U .
Lemma A.1.4. Let (V, 〈·, ·〉) be a semi inner product space with null space U .
The following hold
(1) 〈v1 + u1,v2 + u2〉 = 〈v1,v2〉, ∀v1,v2 ∈ V, ∀u1,u2 ∈ U .
(2) ‖v + u‖ = ‖v‖, ∀v ∈ V, u ∈ U .
Proof. Let v1,v2 ∈ V , u1,u2 ∈ U .
〈v1 + u1,v2 + u2〉 = 〈v1,v2〉+ 〈v1,u2〉+ 〈u1,v2〉+ 〈u1,u2〉 = 〈v1,v2〉.
Giving 1.
‖v1 + u1‖2 = ‖v1‖2 + 〈v1,u1〉+ ‖u1‖2 = ‖v1‖2
Taking square roots gives 2.
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The topology induced by the semi norm ‖ · ‖ can be seen as degenerate as
converging sequences in a semi norm space to not converge uniquely when the
null space U is non-trivial (U 6= {0}). If a given sequence {vi}i∈N converges to
v then as
‖v − vi‖ = ‖(v + u)− vi‖, u ∈ U,
the sequence {vi}i∈N converges to every element in v+U = {v+u ∈ V | u ∈ U}.
From the open ball perspective of the topology, every non-empty open ball B is
such that B = B + U = {b+ u ∈ V | b ∈ B,u ∈ U.}.
The quotient space V/U (V mod U) is the set of all affine subsets of V in
the form v + U for some v ∈ V . Equivalently, V/U is a set of equivalence
classes of the equivalence relation ∼ where v1 ∼ v2 if and only if v1 − v2 ∈ U
for any v1,v2 ∈ V . This set is indeed a vector space with addition defined
by A + B = {a + b ∈ V | a ∈ A, b ∈ B} and scalar multiplication given by
sA = {sa | a ∈ A}, for any A,B ∈ V/U and s ∈ R. U acts as the zero vector of
V/U . The quotient space V/U has a natural inner product (say (·, ·)) such that
(v1 + U,v2 + U) = 〈v1,v2〉.
This inner product is well defined. To see this, let v1,v2,w1,w2 ∈ V such that
v1 + U = w1 + U, v2 + U = w2 + U.
This implies that w1 − v1, w2 − v2 ∈ U .
(v1 + U,v2 + U) = 〈v1,v2〉
= 〈v1,v2〉+ 〈v1,w2 − v2〉
= 〈v1,w2〉
= 〈v1,w2〉+ 〈w1 − v1,w2〉
= 〈w1,w2〉 = (w1 + U,w2 + U).
It is also indeed an inner product as
(v + U,v + U) = 〈v,v〉 = 0 if and only if v ∈ U,
implying that v + U = U .
A.2 Semi Hilbert Spaces
What follows here on semi Hilbert spaces must be known but I have been unable
to find a suitable reference. A given semi inner product space (V, 〈·, ·〉) with
corresponding semi norm ‖ · ‖ and null space U is a semi Hilbert space
if the quotient space V/U is a Hilbert space when equipped with its natural
inner product (·, ·) as defined above. Every semi inner product space has a
completion to a semi Hilbert space that is isomorphic to V/U ⊕U with the semi
inner product [·, ·] given by
[(A,u1), (B,u2)] = (A,B), ∀A,B ∈ V/U, u1,u2 ∈ U.
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A projection P from V onto U is trivially an orthogonal projection as Pv ∈ U
and so 〈Pv, (I − P )v〉 = 0 from Theorem A.1.3, where I is the identity map
over V . This means that for any projection P onto U , there is a corresponding
orthogonal decomposition of V given by V = (I − P )V ⊕ PV = (I − P )V ⊕ U .
The set of all bounded linear functionals V ∗ has a rather degenerate property
that for any µ ∈ V ∗, u ∈ U , |µu| ≤ c‖u‖ = 0, so µu = 0, that is to say,
every bounded functional annihilates the null space U . The vector spaces of
functionals V ∗ and (V/U)∗ can be seen as equivalent as for any µ ∈ V ∗ there
exists a µ′ ∈ (V/U)∗ such that µ′(v + U) := µv. This is because
|µ′(v + U)| = |µv| ≤ c‖v‖ = c|v + U |, for some c ∈ R,
where |v + U | is the norm of v + U with resepct to (·, ·). So µ′ ∈ (V/U)∗. A
similar argument establishes that for any functional in µ′ ∈ (V/U)∗, there is a
corresponding functional in µ ∈ V ∗ such that µv := µ′(v + U).
|µv| = |µ′(v + U)| ≤ c|v + U | = c‖v‖, for some c ∈ R.
Riesz representation theorem tell us that there exists a representation mapping
R : (V/U)∗ → V/U . This can be used to induced a representation map for V
by first taking an arbitrary projection P onto U . Consider the vector subspace
(I−P )V of V . There is a natural one-to-one correspondence between V/U and
(I−P )V as every element of (I−P )V must exist in one element of V/U yet no
two distinct elements v1,v2 ∈ (I − P )V can be in the same set in V/U as that
would imply that v1 − v2 ∈ U yet this can only hold when v1 − v2 = 0. The
mapping RP : V ∗ → (I − P )V defined as follows
RP (µ) ∈ R(µ′) ∩ (I − P )V,
where µ′ ∈ (V/U)∗ is the functional corresponding to µ ∈ V ∗. The set R(µ′) ∩
(I − P )V only has one element as established above. From the above we can
reason that
RP (µ) + U ⊆ R(µ′) ∩ (I − P )V + U
⊆ (R(µ′) + U) ∩ ((I − P )V + U)
= R(µ′) ∩ V = R(µ′),
As both RP (µ) +U,R(µ′) ∈ V/U intersect (They both at least contain RP (µ)),
and they are contained in a set of disjoint sets, they must be equal. Letting
µ ∈ V ∗
〈v, RP (µ)〉 = (v + U,RP (µ) + U) = (v + U,R(µ′)) = µ′(v + U) = µv.
This established that RP is a representation mapping for V .
Finally, the degeneracy of V ∗ was noted before, one can wonder if there could
be a way to extend the bounded continuous functionals to include functionals
that do not annihilate U . The following method can be found in [11]. Let V ∗P be
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the set of functionals µ over V such that µ(I−P ) ∈ V ∗. It should be clear that
V ∗ ⊂ V ∗P . RP can be extended to V ∗P by RP (µ) = RP (µ(I −P )), ∀µ ∈ V ∗P .
We then obtain
µv = µ(I − P )v + µPv = 〈v, RP (µ)〉+ µPv.
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B Convex Sets and Convex Functions
Let V be a real vector space. The natural setting for the study of a convex
function is a convex subset of V , so before defining convex functions, let’s define
convex sets. A subset S of V is convex if for any v,u ∈ V , the line connecting
them is in S, that is to say, for any θ ∈ (0, 1)
θv + (1− θ)u ∈ S.
Let C : V → R. C is convex over V (or just convex) if the following
inequality holds:
C(θv + (1− θ)u) ≤ θC(v) + (1− θ)C(u)
where v,u ∈ V , θ ∈ (0, 1). If C is convex over V then C is called strictly
convex over V (or just strictly convex) if the above inequality is strict when
v 6= u. Only the theorems essential for this thesis are included here. For a
reference, see [10].
Theorem B.0.1. Let V be a real vector space. Let C be a (strictly) convex
function over a real vector space V . Any translation of C (i.e. Cc : V → R
such that Cc(·) = C(·+ c) for some c ∈ V ) is (strictly) convex over V.
Proof. Let c and Cc be defined as above and let v,u ∈ V, v 6= u, θ ∈ (0, 1).
Cc(θv + (1− θ)u) = C(θv + (1− θ)u+ c)
= C(θ(v + c) + (1− θ)(u+ c))
≤ θC(v + c)) + (1− θ)C(u+ c)
= θCc(v) + (1− θ)Cc(u).
So Cc is convex. If C is strictly convex then the above inequality is strict and
so Cc is strictly convex.
Theorem B.0.2. Let V be a real vector space. Let C1 and C2 be convex functi-
ons over V . C1 +C2 is convex. Furthermore, if either C1 and/or C2 is strictly
convex, then C1 + C2 is strictly convex.
Proof. Let v,u ∈ V, v 6= u, θ ∈ (0, 1).
(C1 + C2)(θv + (1− θ)u) ≤ θC1(v) + (1− θ)C1(u) + θC2(v) + (1− θ)C2(u)
= θ(C1 + C2)(v) + (1− θ)(C1 + C2)(u).
If either f or g is strictly convex, then the above inequality is strict.
Theorem B.0.3. Let (V, 〈·, ·〉) be a real semi inner product space. The function
C : V → R given by C(v) = 〈v,v〉 for all v ∈ V is convex. Furthermore, if
(V, 〈·, ·〉) is an inner product space, C is strictly convex.
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Proof. Denote by ‖ · ‖ the induced norm from the inner product. C(·) = ‖ · ‖2.
Let v,u ∈ V, v 6= u, θ ∈ (0, 1). Proving the convexity of C is equivalent to
proving the following
θC(v) + (1− θ)C(u)− C(θv + (1− θ)u) ≥ 0.
Given this
θC(v) + (1− θ)C(u)− C(θv + (1− θ)u)
= θ‖v‖2 + (1− θ)‖u‖2 − (θ2‖v‖2 + (1− θ)2‖u‖2 + 2θ(1− θ)〈v,u〉)
= θ(1− θ)‖v‖2 + θ(1− θ)‖u‖2 − 2θ(1− θ)〈v,u〉
= θ(1− θ)(‖v‖2 + ‖u‖2 − 2〈v,u〉)
≥ θ(1− θ)(‖v‖ − ‖u‖)2 ≥ 0.
So θC(v) + (1− θ)C(u) ≥ C(θv + (1− θ)u), that is to say, C is convex. There
are two inequalities above, if either of them are strict, it would follow that C
is strictly convex. It will be shown that in the case where 〈·, ·〉 is a strict inner
product (which we now suppose), at least one of the above inequalities are strict.
By Cauchy-Schwarz the equation
‖v‖2 + ‖u‖2 − 2〈v,u〉 = (‖v‖ − ‖u‖)2
holds only when v and u are linearly dependent. When v and u are linearly
dependent, then is trivially follows that
(‖v‖ − ‖u‖)2 > 0,
given that v and u are distinct. So in all cases θC(v) + (1− θ)C(u) > C(θv +
(1− θ)u). Hence C is strictly convex.
The following theorem is from Cheney (1996) [5].
Theorem B.0.4. Let V be a real finite dimensional normed space. Let C be a
convex function over V . C is continuous over V .
Lemma B.0.5. Let V be a real vector space. Let C be a convex function over
over a convex subset S ⊆ V . If v,u ∈ V are local minimisers of C in S,
C(u) = C(v).
Proof. Let v,u ∈ V be local minimisers of C in S. Suppose that C(u) < C(v)
and let θ ∈ (0, 1). It follows that
C(θv + (1− θ)u) ≤ θC(v) + (1− θ)C(u) < θC(u) + (1− θ)C(u) = C(u).
As S is convex, θv + (1 − θ)u ∈ V for any θ ∈ (0, 1). By letting θ approach
zero the above strict inequality shows that u can not be a local minimiser.
Contradiction, so C(u) ≥ C(v). A similar argument establishes that C(v) ≥
C(u). Hence C(u) = C(v).
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Theorem B.0.6. Let V be a real vector space. Let C be a strictly convex
function over a convex subset S ⊆ V . If there exists a local minimiser for C in
S, then said local minimiser of C in S is the unique global minimiser over of C
over S.
Proof. Let v and u be local minimisers of C. Suppose v 6= u. Let θ ∈ (0, 1),
from Lemma B.0.5
C(θv + (1− θ)u) < θC(v) + (1− θ)C(u) = C(v) = C(u).
As S is convex, θv + (1 − θ)u ∈ V for any θ ∈ (0, 1). By letting θ approach
either one or zero the above strict inequality shows that neither v or u can be
local minimisers in S. Contradiction. Hence v = u.
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