Summary
Introduction
Understanding the contribution of different demographic rates to variation in population growth rate (k) is key to understanding and predicting how population dynamics will respond in the face of climate change. However, there is a growing recognition that average demographic rates alone do not provide us with enough detail and understanding patterns of variance and covariance among different demographic rates are key in assessing animal populations (Ezard, Becker & Coulson 2006; Sim et al. 2011; Dybala et al. 2013) . For example, associations between different rates may reflect common environmental conditions or life-history trade-offs (Coulson, Gaillard & Festa-Bianchet 2005) . Such associations also have the potential to magnify or buffer the impact of environmental variation on k, making it difficult to identify the factors that shape demographic processes. This is further complicated by environmental factors that can pull these rates in different directions according to local/seasonal variation as well as an individual's age or sex (Jenouvrier, Barbraud & Weimerskirch 2005; Oro et al. 2010) . In recent years, analytical tools have been developed that can enable ecologists to investigate the relative importance of these multiple, potentially interacting factors. However, there are few long-term study systems with the pre-requisite data to apply these.
The link between population growth and demography is typically assessed by two distinct approaches, prospective analysis and retrospective analysis (Caswell 2000) . Prospective analyses involve calculating the sensitivity of k to a given small change in demographic rates, whereas retrospective analysis identifies which demographic rates cause the observed variation in k. In many long-lived species, adult survivorship plays a prominent role in determining population dynamics (Saether & Bakke 2000; Jenouvrier, Barbraud & Weimerskirch 2005) . In contrast, demographic rates such as productivity and juvenile recruitment rate appear more prominent drivers of observed population growth rate in other species (Cooch, Rockwell & Brault 2001; Schaub and Abadi 2011) . As prospective and retrospective analyses address different questions, they need not always agree and the vital rate that contributes most to observed variation in population growth rate is not always the one to which life histories are most sensitive (Caswell 2000; Coulson, Gaillard & Festa-Bianchet 2005) . This is particularly pertinent to wild populations where natural selection may minimise observed variation in parameters to which population growth is most sensitive (Pfister 1998) . Thus, understanding the relationships between sensitivity and variability is crucial in order to identify the stages of an animal's life history that contribute most to population growth.
While annual variation in demographic rates is driven by many factors, changes in climatic conditions are among the most important (Coulson et al. 2001; Stopher et al. 2014) . The relationship between climate and demography is particularly important in migratory species as they are exposed to different climatic regions throughout their annual cycle. In addition, the mobility of such species adds an extra layer of complexity as the processes that determine demographic rates may be separated in space as well as time, creating carry-over effects that act across seasons (Harrison et al. 2011) . Moreover, different demographic rates often respond to the weather in different ways (Dybala et al. 2013; Oudenhove, Gauthier & Lebreton 2014) . Previous studies have provided evidence for links between climatic conditions and key demographic parameters in a variety of migratory species -demonstrating direct links between climate and population ecology (Grosbois & Thompson 2005; Stokke et al. 2005; Saether et al. 2006; Harrison et al. 2013) . However, providing fully integrated demographic analyses of migratory populations in relation to climatic variation is difficult in such mobile organisms, limiting our ability to predict how such populations will respond to climate change.
A major obstacle in assessing the effects of weather upon migratory species is how to characterise the local environmental conditions experienced as animals travel. In certain cases, the vast array of weather data can make it problematic to determine a priori which weather variables to investigate and which to discard (Grosbois et al. 2008) . Furthermore, incomplete knowledge about the locations where individuals breed, or the exact route they follow during migration, makes it difficult to obtain localised weather data. One solution is to use climatic indices, such as the North Atlantic Oscillation (NAO), that can provide an integrated representation of the 'weather package' (sensu Stenseth & Mysterud 2005) experienced across the annual cycle over large geographic scales (Hurrell, Hoerling & Folland 2002) . Research indicates that such teleconnection-based approximations of the weather can often outperform local weather variables (Sillett, Holmes & Sherry 2000; Hallett et al. 2004) , although care must be taken when interpreting results (Mesquita et al. 2015) .
Here, we use an integrated population model (IPM) framework to investigate the role of climatic variables as part of a fully integrated, sex-specific demographic study of a long-distance migrant, the light-bellied Brent goose (Branta bernicla hrota), across an entire flyway population. Light-bellied Brent geese (LBBG) are likely to be impacted by climate change as weather conditions during the breeding season are known to affect reproductive success (Harrison et al. 2013) , as is also documented in other Arctic migrants (Gaston, Gilchrist & Hipfner 2005; Oudenhove, Gauthier & Lebreton 2014) . In addition, within-year variation in LBBG, reproductive success is partly driven by the ability of individuals to access highquality marine forage on the wintering grounds (Inger, Harrison & Ruxton 2010) . However, less is known about the effect of weather on adult survival, although mortality appears to be greatest between May and September, the period that includes the majority of the annual migration and the entire breeding season (Clausen et al. 2001) . In this study, we used Bayesian IPMs to combine data from multiple sources in order to (i) estimate key demographic parameters (adult survival, first-year survival and productivity) for the entire East Canadian High Arctic flyway population, (ii) identify the demographic rates that contribute most to population growth via both prospective and retrospective analyses, and (iii) assess the influence of weather variables, including NAO, on demographic rates throughout the annual cycle in a long-distance Arctic migrant.
Materials and methods

study species
The East Canadian High Arctic population of LBBG chiefly overwinters around the coast of Ireland, staging for 1 month on the west coast of Iceland in May before arriving in the Arctic breeding grounds in June (Gudmundsson et al. 1995 (Ireland, Iceland and Canada) . Birds were caught using cannon nets in Ireland (October-April) and Iceland (May), except in Canada where flightless adults (during moult) and juveniles were herded into enclosures (July-August). Upon capture, birds were fitted with individually coded colour ring combinations and morphometric data were collected. In addition, birds were sexed using molecular markers or cloacal examination. Re-sightings of geese in Ireland and Iceland (from late August to early June) were recorded by researchers from the IBGRG and members of the public who reported re-sightings to a data base curator.
In addition, the IBGRG organises an international LBBG census which has been conducted since 1997. This census involves a coordinated count at various sites in Ireland in the autumn providing information on the total size of the population and, as juvenile plumage is readily distinguishable from that of adults, its age structure.
weather variables
We obtained data for the NAO Index from the Climate Prediction Centre and extracted monthly mean values for each month of the year (http://www.cpc.ncep.noaa.gov/products/precip/ CWlink/pna/nao.shtml). The monthly NAO data showed evidence of a nonlinear time trend during the period of our study Fig. S1 in Data S1, Supporting Information). Therefore, monthly NAO was modelled using a Generalised Additive Model (GAM) with a smoother included for the overall time trend. A smoother for month of the year was also fitted, using a cyclic cubic spline to ensure continuity between the months of January and December. We also included an Auto-Regressive model of order 1 (AR1) to account for temporally correlated errors in the NAO data. We then took the residuals of our nonlinear model of monthly NAO to de-trend the data (Fig. S2 in Data S1). De-trended monthly NAO values were used as predictors in subsequent analyses. GAMs were fitted in the R environment (R v3.2.2, R Development Core Team 2015) using the mgcv package (Wood 2006) . The NAO is driven by fluctuations in atmospheric pressure between the Icelandic low and the Azores high and represents the weather conditions experienced throughout the breeding range of LBBG (Ottersen et al. 2001; Harrison et al. 2013) . Positive NAO indices are typically associated with intense low pressures over Iceland, resulting in an increased severity of westerly winds, storms and precipitation in the east Canadian Arctic during the breeding season. Positive NAO values are also associated with milder, wetter weather in northern Europe where Brent geese over-winter. In contrast, negative NAO indices during the summer represent favourable environmental conditions for breeding (Harrison et al. 2013) , as enhanced southerly air flow into the east Canadian Arctic contributes to warm temperatures and rapidly reduces snow and ice cover (Derkson & Brown 2012) .
In addition to monthly NAO values, we collected sea ice coverage data during the breeding season (June-August) in the East Canadian Arctic region from the Canadian Ice Service (http:// www.ec.gc.ca/glaces-ice/) and obtained data on monthly mean temperature and total precipitation in Ireland during autumn and winter (September-March) from the European Climate Assessment and Dataset website (http://eca.knmi.nl).
Due to the large number of correlated weather variables available, we conducted a number of preliminary data analyses before running our IPM in order to reduce the number of variables under consideration (more details in Supporting Information). Ultimately, these analyses suggested restricting our analyses to focussing upon the effect of de-trended June NAO values on both adult survival and productivity.
demographic data
From 2003 to 2014, we collected three types of demographic data: capture-recapture data, data on population-level productivity and population census counts. We limited our focus to 2003 onwards as prior to 2003 capture and re-sighting effort was relatively low. To assess annual survival, individual capture histories were derived from the IBGRG data base over the period from 2003 to 2014. Over the study period, 3490 adult geese were caught and ringed, and the data base contained >130 000 resighting records. Occasionally, birds were caught during their first year when they could be classed as juveniles on the basis of their plumage, but such individuals were not included in our survival models. The annual period was defined as running from September to September because this is the month when the majority of birds typically return from their breeding grounds to over-winter in Ireland. Individual birds were classed as alive over a given annual period if we had at least two separate re-sightings of that individual. In total, we were able to construct capture histories for 3213 individuals for inclusion in our survival models. Within a year, the number of re-sightings of an individual ranged from 2 to 87 (median = 5). The number of different years individuals were re-sighted varied from 1 to 12 (median = 5). Individuals were not included in our analysis if they were not sexed, or if it was not possible to create unambiguous capture histories for them due to uncertain re-sighting data. In addition, in 2007, a sample of goslings was ringed during the breeding season in the Canadian Arctic. The first-year capture histories of these birds ran from the date they were ringed until September the following year. Thus, our estimates of first-year survival cover a period of just over 1 year, but allow us to incorporate the fall migration in our estimates of first-year survival, which is an important period of mortality for high-arctic breeding geese (Menu, Gauthier & Reed 2005) . These juvenile capture histories were used in subsequent analyses to provide data on first-year survival.
Data on population size and productivity were obtained from the all-Ireland LBBG census. We estimated productivity as the number of juveniles per adult female in the population. As census counts of juveniles are taken in the autumn, our measures of productivity are based on the number of young birds that return to Ireland following the breeding season, rather than the number of offspring hatched or fledged in Canada during the breeding season. While stochastic and environmental processes necessarily cause some losses of young, this measure is a robust estimate of parental and juvenile migratory ability. Moreover, because the population census is conducted in autumn and includes juvenile counts, we consider it a post-breeding census (Cooch, Gauthier & Rockwell 2003) .
statistical analysis -ipm
Demographic parameters (Schaub & Abadi 2011) were estimated using an IPM in the Bayesian computer program WinBUGS (Lunn et al. 2000) . In the IPM framework, multiple sources of demographic data are combined into a single model with a joint likelihood, resulting in the improved precision of parameter estimates as well as the ability to estimate demographic parameters for which no explicit data have been collected . We used this feature of IPMs as a way of estimating the first-year survival rate in our study as we only had data on firstyear survival from 2007.
Likelihood of capture-recapture data
A first step in an IPM model involves the formulation of likelihoods for each of the data sources. In our IPM, the likelihood of capture-recapture data was constructed using a multinomial distribution, which results in the Cormack-Jolly-Seber (CJS) model of survival and incorporates an estimate of re-sighting probability (K ery & Schaub 2012). Separate likelihoods were specified for adult female survival, adult male survival and juvenile (first-year) survival, allowing us to calculate separate survival rates for each. Because birds were aged on the basis of their plumage, we were restricted to classifying birds as first year or older. We assumed an equal re-sighting rate across all age classes/sexes in our IPM.
We used a hierarchical approach to model the various subcomponents of our IPM. Using this approach, annual estimates of the various demographic rates are assumed to originate from a random process with a common mean and a constant temporal variance. Such an approach allows the incorporation of weather effects when modelling demographic rates. For example, adult male and adult female survival probabilities were modelled separately on the logit scale as follows:
where e t $ N 0; r 2 / where b 0 represents the model intercept and provides an estimate of mean annual survival on the logit scale; b 1 represents the coefficient of the slope that describes the effect of de-trended June NAO on annual survival; and b 2 represents a time trend across the study. A linear time trend in survival was included to ensure any effects of weather were not been driven by a co-occurrence between trends in survival and climatic time series (Grosbois et al. 2008) . r 2 / is the between-year variance in apparent survival on the logit scale. Due to a lack of data on juvenile survival, we did not attempt to estimate the effect of weather on first-year survival which was instead modelled as an intercept-only random effects model:
In addition, because both our re-sighting period and capture periods covered relatively long periods of time, we also conducted continuous-time mark recapture models to compare survival estimates with the discrete-time model approach described above (for more details, see Supporting Information).
Likelihood of population count data
The likelihood of the population count data was formulated using a state-space modelling approach, which consists of a state and an observation process. The state process was described mathematically for females and males, respectively, as follows:
where / ad $ and / ad # represent the annual survival probabilities of adult males and adult females, respectively, in year t. Similarly, / juv represents the annual survival probability of juvenile individuals in their first year. The formulation presented here assumes that the survival probability of juveniles does not differ between males and females (the sex ratio of goslings ringed in 2007 that were subsequently seen as adults did not differ from 0Á5, sex ratio = 0Á54 males, 95% CI = 0Á45-0Á63, n = 166). The symbols N 1$ and N 1# represent the number of 1-year old females and males in the population, whereas N ad $ and N ad # represent the number of adult females and males in the population. While the LBBG census provides estimates of the total population size, individuals cannot be confidently sexed by field observation, so we halved the total adult population size to provide estimates of yearly totals of adult males and females assuming an adult sex ratio of 0Á5. Annual values of productivity are represented by f, where f is divided by two to reflect an assumption of an even sex ratio among juveniles. To account for demographic stochasticity, the number of firstyear males and females in the population each year was defined using Poisson distributions with the product of the number of adult females in the population and productivity included as parameters within the Poisson model.
Note that this formulation assumes that second-year birds do not breed. The number of adults in the population was modelled using a Binomial distribution as follows:
Generating estimates of juvenile and adult population sizes in this way provide the state-process model for a state-space model of population counts. Here, we assume that the observed population census counts of the Brent goose population y t follow a Poisson distribution
giving us the observation component of our state-space model.
Likelihood of productivity data
Productivity was modelled using a Poisson regression. Consequently, the number of young counted in year t, (J t ), was assumed to follow a Poisson distribution with parameters that were the product of the number of adult females in the population, (R t ), and productivity (f t ), giving J t~P oisson (R t f t ).
Productivity was then modelled on the log-scale as follows:
where b 0 represents mean productivity on the log-scale, b 1 represents the coefficient describing the slope of June NAO on log productivity and b 2 represents a linear time trend. r 2 f represents the temporal variance in productivity.
Combined IPM likelihood and sensitivity analyses
The final step of the IPM involves calculating the joint likelihood of the integrated model by multiplying the likelihoods of the different data sources. Combining likelihoods in this way provides more information about demographic parameters than modelling them separately and also allows estimation of previously unmeasured demographic traits. IPMs typically assume that the different constituent data sets are independent; however, this is often violated as individuals in many studies appear in more than one data set. In our study, the different components of the IPM are unlikely to be fully independent as ringed birds are used to create capture histories but some will also be included in population counts. However, Abadi et al. (2010) suggest that ignoring such dependence only leads to a slight inflation in the precision of parameter estimates. At present, assessing the goodness-of-fit of IPM models is difficult (Schaub & Abadi 2011) . Therefore, for a partial assessment of fit, we performed separate goodness-of-fit tests for our CJS models of adult survival and our Poisson model of productivity. These tests suggested that the models were appropriate (see Supporting Information).
In addition to estimating demographic rates, our IPM also provided estimate of annual population growth (k t ) calculated as follows:
where N Total denotes the total population size. We then correlated our estimates of annual population growth (k t ) with annual estimates of each of our demographic rates, with the exception of first-year survival. These correlations provide an indication of how much temporal variation in each demographic rate contributes to temporal variation in population growth rate (K ery & Schaub 2012). We ran three parallel MCMC chains for 100 000 iterations with a burn-in of 30 000 and a thinning interval of 10.
MCMC convergence was assessed using standard visual inspections of MCMC traces and auto-correlation plots (Fig. S4 in Data S1). In addition, we also assessed convergence on the basis of the Gelman-Rubin statistic. Estimated demographic rates were used to construct population projection matrices to examine the sensitivity of k to changes in the mean of key demographic parameters. The form of the PPM was as follows:
where / ad denotes average adult survival (across males and females), / juv represents first-year survival and f represents the average productivity. Note that the above formulation assumes that first-year birds do not breed. Sensitivity analysis was conducted using the R package 'popdemo' (Stott, Hodgson & Townley 2012) . When conducting sensitivity analysis, we calculated the average value of adult survival by running an IPM in which male and female survival was not estimated separately. Because of potential scaling issues that arise when calculating sensitivity on different demographic rates, we instead calculated the variancestabilised sensitivity to each demographic rate using logit stabilised sensitivities for survival and log stabilised sensitivities for productivity derived from formula adapted from Link & Doherty (2002) .
Results
demographic rates and weather effects
Population counts derived from the IPM were similar to population estimates recorded during the Brent goose census, with census counts always falling within the 95% CRI of the relevant IPM estimate (Fig. 1) . During the course of the study, the average survival rate of adult males and adult females was high and did not differ between the sexes (Table 1) . Average first-year survival was much lower than adult survival, and average productivity was also relatively low (Table 1 ). All demographic parameters showed evidence of temporal variation. However, among-year variation in adult male and adult female, survival was relatively low (Table 1 , Fig. 2 ). In contrast, annual estimates of productivity varied markedly, with some years exhibiting very low production (Fig. 3) . First-year survival also showed a high degree of among-year variation, although some of this variation may reflect inherent uncertainty in our estimates from limited data on this parameter. The average k t was 1Á003 (95% CRI: 0Á995-1Á018), suggesting that the population remained stable across the period 2003-2014. However, based on both raw count data and model IPM estimates, the brent goose population showed an upward trend between the years 2003-2011 before showing evidence of a decline from 2011 to 2014 (Fig. 1) . Similarly, annual estimates of k t also show a decline in k t in the last 2 years of the study (Fig. 4) . Male and female survival rates responded differently to de-trended June NAO (Table 1 , Fig. S6 in Data S1). June NAO was positively associated with survival in females with a one unit increase in June NAO that, based on model coefficients, corresponds to an approximate 3Á5% positive difference in the probability of survival. However, in males, although the coefficient for June NAO was positive (corresponding to a 1Á1% positive difference in the probability of survival), the 95% CRI spanned zero. Detrended June NAO ranged from À2Á34 to 1Á085 (Fig. S3 in Data S1) during the study, meaning 1-unit shifts in NAO across the course of the study are biologically relevant. In addition, the linear time trends included in our models of adult survival suggest slight declines in both male and female survival throughout the study.
June NAO was also negatively associated with productivity, indicating that years with negative June NAO were more productive (Table 1 , Fig. S7 in Data S1). Based on model coefficients, a 1-unit increase in NAO is predicted to result in a 43% decline in productivity (95% CRI: 56% decline -2Á5% decline). There was also evidence for a negative time trend in productivity throughout the study.
correlation of annual demographic rates with annual population growth
In retrospective analyses, all three of the demographic rates for which we were able to provide annual estimates were positively correlated with annual population growth (Fig. 5) . Due to the lack of data on first-year survival, annual estimates were estimated with low precision and are, therefore, not presented here. Annual productivity was the demographic rate most strongly correlated with population growth. In contrast, although adult female and male survival was positively correlated with population growth, their respective 95% CRIs both spanned zero. Thus, annual productivity contributed most to the observed variation in population growth rates.
demographic sensitivity
In contrast, prospective analyses suggested that k was most sensitive to changes in adult survival followed by changes in adult productivity, then survival of 1-year-old individuals and then productivity of 1-year-old individuals, as indicated by our variance-stabilised-sensitivity matrix.
The difference between the two analytical approaches most likely occurs because adult survival was both high and relatively invariable, in strong contrast to productivity which exhibited marked temporal variation.
Discussion
Our study demonstrates that the climatic conditions experienced at the start of the breeding season drive survival and fecundity in opposite directions (Table 1 , Figs S6 and S7 in Data S1), which profoundly influences the manner in which we interpret long-term population responses (Coulson, Gaillard & Festa-Bianchet 2005; Dybala et al. 2013) . Previous research, investigating single demographic rates, has reported that the environmental conditions experienced early in the breeding season play a critical role in determining population vital rates in Arctic migrants (Boyd 1987; Gaston, Gilchrist & Hipfner 2005) . However, the ability to integrate information on multiple demographic rates provides us with extra insights into the processes underlying population limitation. For instance, although observed changes in the size of the LBBG population have been largely driven by annual variation in productivity, sensitivity analysis suggests that adult survival, rather than productivity, is most strongly associated with deterministic population growth. Consequently, the LBBG population was relatively stable during the study despite often experiencing poor breeding success. Moreover, because climatic conditions can have opposing effects on different demographic rates (this study, Oudenhove, Gauthier & Lebreton 2014), this emphasises how studies that focus on single rates may generate misleading conclusions. In general, negative June NAO values are thought to represent good conditions for breeding in the East Canadian Arctic (Dickey, Gauthier & Cadieux 2008; Harrison et al. 2013) . Our results support this as productivity was negatively associated with June NAO. Moreover, the start of the breeding season is clearly a time period when environmental conditions exert a crucial influence as neither survival nor productivity were associated with NAO in any other month of the annual cycle (see Supporting Information). However, while male survival was not associated with NAO, negative June NAO values led to a decrease in female survival demonstrating that the influence of climate effected male and female demography differently (Oro et al. 2010) . Thus, female survival is predicted to be lowest in years when productivity is greater. Consequently, the relationship between female survival and climatic conditions may be driven by a classic life-history trade-off between investing in reproduction vs. self-maintenance (Williams 1966 ) that is partly mediated by environmental conditions.
Reductions in female survival in good breeding years may be driven by a higher predation rate of nesting females (Hagen et al. 2007 ) that are vulnerable while on the nest. Females may also suffer higher mortality during the fall migration as a consequence of breeding as the presence of juveniles may delay departure from the Arctic and may make the journey more dangerous, particularly if juveniles cannot travel as fast as adults. However, it is unclear why travelling with juveniles would impact on female, but not male survival as families migrate together. The increased energetic costs associated with breeding may also reduce female survival (Barry 1962) , although females may be able to moderate these costs somewhat. For example, in years when conditions in the Arctic for breeding are poor, female greater snow geese (Chen caerulescens atlantica) lay smaller clutches, experience lower hatching success and are more likely to skip breeding entirely. Our study demonstrates that adult survival rates and productivity respond to environmental conditions in an opposing manner in a long-distance migrant. Such findings support previous claims that analyses of single demographic traits in isolation will not provide enough information to truly understand population dynamics.
A retrospective analysis found a positive correlation between annual population growth rate and annual productivity, suggesting that productivity was the key demographic trait driving observed changes in population growth. Such a finding is consistent with results from other demographic studies of Arctic geese (Cooch, Rockwell & Brault 2001) , but also reflects a more general trend. For example, retrospective analyses have emphasised the importance of demographic rates related to breeding productivity or subadult return rate as drivers of population growth across a diverse range of species including seabirds (Ezard, Becker & Coulson 2006) , songbirds (Sherry et al. 2015) and raptors (Carrete, Don azar & Margalida 2006) . Previously, Harrison et al. (2013) demonstrated a positive association between body fat and reproductive success in LBBG in years with negative NAO (when breeding conditions are more favourable). Consequently, there should be a clear fitness advantage to individuals that arrive at the breeding grounds in good body condition when the weather is favourable. However, this may be difficult for individuals to predict accurately. First-year survival may also make an important contribution to population growth, as has been demonstrated in other species (Gaillard, Festa-Bianchet & Yoccoz 1998; Sim et al. 2011; Schaub et al. 2012) . However, given the logistical complexities involved in capturing individuals, we lacked sufficient data to make precise annual estimates of first-year survival. Despite the temporal variation in productivity and first-year survival, k was relatively stable during the course of the study, only dropping below 1Á0 in the last 2 years of the study.
Sensitivity analysis of the key demographic traits from our IPM indicated that the LBBG population was most sensitive to changes in adult survival, a result typical of a long-lived species (Gaillard & Yoccoz 2003) . Thus, retrospective analysis identifies productivity as the key demographic parameter, whereas a prospective analysis emphasises the importance of adult survival. However, retrospective and prospective analyses are not necessarily strongly correlated (Cooch, Rockwell & Brault 2001) . In particular, the results of a retrospective analysis will be sensitive to the observed variation in each demographic trait (Caswell 2000; Coulson, Gaillard & Festa-Bianchet 2005) . In our study, the LBBG population is most sensitive to changes in adult survival, but we only observed low levels of temporal variation in adult survival. Therefore, adult survival is likely to be buffered against environmental variation at the expense of traits such as productivity. Some care should be taken when comparing the variances of different demographic traits as survival estimates are constrained to vary between 0 and 1, whereas reproductive traits are free to vary beyond 1. However, the demographic variances reported in Table 1 are all calculated on the latent scale and the use of link functions allows decoupling of the mean and variance of a trait, which could otherwise prove problematic. Therefore, for the long-term health of the population, any factors that reduced adult survival would be of major concern. Climate change may be one such factor, and many studies in other organisms have demonstrated how climatic variation can have drastic effects on adult survival and threaten population stability (Hunter et al. 2010; Bestion et al. 2015) .
Recent increases in June snow cover loss in the East Canadian Arctic (Derkson & Brown 2012) as well as decreases in summer NAO (Hanna et al. 2015) suggest that conditions for breeding should generally become more favourable as climate change proceeds. Whether such improvements in productivity are sufficient to ameliorate potential declines in female survival must take into account carry-over effects across the whole annual cycle in order to understand how the population will respond to change in the climate. Because we found a positive association between June NAO and female survival, a shift to more unpredictable climatic conditions could result in greater buffering of adult survival and increasingly poor productivity. The declines in annual population growth rate observed in the final 2 years of our study may arise as a consequence of 2 years of low productivity. Therefore, an extended run of unfavourable breeding years could have noticeable effects on population size and may be a concern if variability in the NAO increases. Finally, one drawback of our study is the relatively short length of the time series used which prevents consideration of nonlinear responses to the climate. Nevertheless, given that weather experienced during one short period of the LBBG annual cycle can influence multiple demographic rates, climate change clearly has the potential to affect population dynamics in this species. Such effects may be particularly critical in Arctic vertebrates as their annual cycle is often closely associated with snow/ice cover (Gilg, Kovacs & Aars 2012) and the rate of warming is much faster in the Arctic than elsewhere (IPCC 2007) , with concomitant decreases in snow and ice cover. More generally, our findings reflect how weather conditions experienced over relatively short-time windows during critical points in the annual cycle may be important drivers of demography. Consequently, integrated demographic analyses that consider an organisms complete annual cycle, such as those provided here, are crucial to developing robust climate change vulnerability assessment frameworks (Gilg, Kovacs & Aars 2012; Small-Lorenz et al. 2013) . A key focus should rest upon how climate change is predicted to alter multiple demographic rates through altering the conditions experienced, and how species may respond. The opposing effects of June NAO on adult female survival and productivity in LBBG, and the potential for carry-over effects to act across seasons in migratory species (Harrison et al. 2011 (Harrison et al. , 2013 , highlight the challenges in understanding population responses to climate change. Ultimately, we need more studies that provide integrated estimates of population demographics across the whole annual cycle of animals in order to predict how changing climate will affect animal populations.
