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q-POINCARE´ INEQUALITIES ON CARNOT GROUPS
MARIANNA CHATZAKOU, SERENA FEDERICO, AND BOGUSLAW ZEGARLINSKI
Abstract. In this paper we prove the q- Poincare´ inequalities for probability
measures on nilpotent Lie groups with filiform Lie algebra of any length which
have a density with respect to the Haar measure given as a function of suitable
homogeneous norm.
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1. Introduction
An extensive and interesting progress in Analysis on Groups was achieved
during the last and the beginnig of the present century, see e.g. [BLU07],
[VSCC92], [Vi09] and references therein. Besides a wealth of beautiful results
it provided us with new interesting and challenging mathematical problems. One
set of the problems which so far resisted a thorough explorations is the area of
coercive inequalities involving subgradient and probability measures on nilpotent
Lie groups. In general context the classical Gaussian bounds on heat kernels were
proven long time ago, (see [VSCC92] and references inside). More recent precise
asymptotics were achieved in [Li06] in case of Heisenberg group which induced
an interesting development on gradient bounds and applications, [BBBC08],
[DM08].
Different versions of local Poincare inequalities on nilpotent groups were con-
sidered in [RS19]. In [HZ10] the authors formulated a general strategy (different
from the one used in [RS19]) to study Poincare´, Log-Sobolev and other coercive
inequalities for a class probability measures on nilpotent Lie groups which density
with respect to the Haar measure was a function of the control distance. It was
based on use of quadratic form bounds providing a lower bound for a Dirichlet
form involving subgradient and a scalar potential given as function of the loga-
rithm of the density of the probability measure. These quadratic form bounds
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are similar to the ones considered in Euclidian spaces by [Ros76] and [Ada79],
except that in the context of nilpotent Lie groups their regularity conditions im-
posed on the measures in many interesting cases do not hold. In particular in
[HZ10] a criterion was given to get the Poincare´ inequality as an implication
of the quadratic form bound with a scalar potential growing to infinity in all
direction together with the following celebrated Poincare´ inequality in the balls
proven in the general setting of a nilpotent Lie group in [Jer86],
Theorem 1.1. Let G be any nilpotent Lie group, and let r > 0, x ∈ G. If
Br(x) = {y ∈ G : d(x, y) ≤ r} is the ball of radius r centered at x, then for
all p ∈ [1,∞), there exists a constant P0(r) = P0(r, p) such that for all f ∈
C∞(Br(x)) ∫
Br(x)
|f(y)− fBr(x)|p dy ≤ P0(r)
∫
Br(x)
|∇Gf(y)|p dy ,
where fBr(x) :=
1
|Br(x)|
∫
Br(x)
f(y) dy, and dy denotes the Lebesgue measure.
In [HZ10] an application of this criterion was provided in case of Heisenberg
group and probability measures dependent on the control distance. For such
measures on the same group, using the Poincare´ and the Sobolev-Stein inequality
(involving subgradient and the Haar measure) also Log-Sobolev inequality was
proven. Moreover it was shown there that replacing control distance by any
smooth distance breaks down the last result.
On the other hand in [Ing10] it was shown that in case of Heisenberg group
replacing control distance by the Kaplan norm still allows for Poincare´ inequality.
The difficulty with the case of Kaplan norm is that the quadratic form bounds
do not provide a scalar potential growing to infinity in all directions and an
additional idea is necessary to treat delicate region around the Z-axis where
the sub-gradient of the Kaplan norm is small (unlike the subgadient of control
distance which satisfies eikonal equation).
In this paper we provide the first example of other interesting groups where
Poincare´ inequality holds for some class of measures with density dependent on a
suitable homogenous norm. Our class includes higher order groups corresponding
to interesting filiform type Lie algebras. Recall that in such the groups we had
nice development in controlling short and long time behaviour of a class of linear
and nonlinear problems, see e.g. [He07], [Vi09], [KOZ16] and references therein,
but here it is the first time we get a results on Poincare´ inequality.
The organisation of the paper is as follows. In Section 2 we provide a brief
description of basics of analysis on groups of interest to us. In Section 3 we prove
the q- Poincare´ inequalities on the simplest but already difficult Engel group.
Our strategy is based on the idea utilised in [Ing10]. The results of this section
are generalised to nilpotent Lie groups with filiform Lie algebra of any length in
Section 4.
2. Preliminaries on Carnot Groups
Carnot groups are special cases of Carnot-Carathe´odory spaces associated with
a system of vector fields. In particular they are geodesic metric spaces initially
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introduced by Carathe´odory in [Car09] as a mathematical model of thermody-
namics.
The setting of Carnot groups has many similarities with the Euclidean case
(such as the geodesic distance, the presence of dilations and translations and the
fact that they can naturally be equipped with an invariant measure called the
Haar measure). Carnot groups become, therefore, highly interesting in many
mathematical contexts. In particular Carnot groups appear mostly in harmonic
analysis, in the study of hypoelliptic differential operators (cf. [Ste93], [CDPT07]),
as well as in the study of geometric measure theory (cf. [Pan82], [Pan89],
[Jer86], [LD13], [CL14]).
As for their geometric consideration, let us note that Carnot groups (or more
generally stratified Lie groups) appear naturally in sub-Riemannian geometry
(also called “Carnot” geometry). Roughly speaking Carnot groups can be served
as the analogous of sub-Riemannian manifolds of the Euclidean vector spaces for
Riemannian manifolds. More accurately, the tangent space at a point of a sub-
Riemannian manifold can naturally be identified with a structure of a Carnot
group (cf. [Mit85], [BR96]). A direct approach to homogeneous Carnot groups
can be found in [Ste81], [VSC92]; see also [HK00].
Carnot groups are naturally isomorphic to a homogeneous Lie group on Rn,
i.e., Carnot groups can be realised as Lie groups with a global chart. Formally,
they are defined as follows.
Definition 2.1. Let G = (Rn, ◦) be a Lie group on Rn and let g be the Lie
algebra of G. Then, G is called a (stratified) Carnot group if g admits a vector
space decomposition (stratification) of the form
g =
∞⊕
j=1
Vj , such that [Vi, Vj] ⊂ Vi+j , 1 (2.1)
where all but finitely many of the Vj’s are {0}. If, additionally, the first stratum
V1 generates g, then G is a homogeneous Carnot group.
As follows from the Definition 2.1 a Carnot (stratified) group is a homoge-
neous Carnot group if the first stratum generates its Lie algebra. However, the
two notions are almost equivalent. In particular (up to isomorphism) Carnot
and homogeneous Carnot groups provide equivalent notions (see [Section 2.2.3
[BLU07]].
Remark 2.2. We note that when condition (2.1) is satisfied, then we say that the
Lie algebra g is graded. In this case, the Lie algebra g (and the corresponding Lie
group G) is naturally equipped with dilations. There are several stratifications
of g each one giving rise to a dilation structure. For simplicity one can choose
g = ⊕j0j=1Vj, where each Vj consists of nj 6= 0 elements of g. If we write x ∈ G as
x = (x(n1), · · · , x(nj0 )) , where x(nj) ∈ Rnj ,
1For V,W vector spaces we denote by [V,W ] = {[v, w] : v ∈ V,w ∈W}.
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then the mapping δλ : R
n → Rn, λ > 0 defined by
δλ(x) := (λx
(n1), · · · , λj0x(nj0)) ,
is an automorphism of G for every λ > 0, as follows by [Section 3.1.2 [FR16]]
There are several equivalent definitions of a Lie algebra g. Next we provide a
characterisation of g in the spirit of Definition 2.3.
Recall that (the smooth) left-invariant vector field X belongs to g if and only
if
(XI)(τα(x)) = Jτα(x)(x) · (XI)(x) , for all x ∈ G , (2.2)
where I stands for the identity map on Rn, and Jτα(x) denotes the Jacobian
matrix at the point x of the left-translation map τα(x) := α ◦ x, for some α ∈ G.
If instead we choose τ˜α(x) := x ◦ α (the right-translation map), then the vector
fields satisfying (2.2) for τα = τ˜α are the right-invariant vector fields in g.
The vector fields satisfying (2.2) for α = 0, where 0 is the identity element
of G, will be called the canonical left-invariant vector fields in g. The canonical
right-invariant vector fields are defined accordingly.
Definition 2.3. Let G be a homogeneous Carnot group, and let g be the corre-
sponding Lie algebra. If Xj, 1 ≤ j ≤ n1, are the canonical left (right) invariant
vector fields that generate g, then the second order differential operator
∆G =
n1∑
j=1
X2j ,
is called the canonical left (right) invariant sub-Laplacian on G, while the vector
valued operator
∇G = (X1, · · · , Xn1) ,
is called the canonical left (right) invariant G-gradient.
Below we give the explicit formulas of the homogeneous Carnot group Gn =
(Rn+1, ◦) of n-step and the corresponding Lie algebra gn as described in [Section
4,[BLU07]].
Let n ∈ N be fixed. Let us consider the Lie algebra gn+1 = span{X1, X2, · · · , Xn+1}
with commutator relations
[Xi, Xj ] = 0 , 2 ≤ i, j ≤ n+ 1
[X1, Xj ] = Xj+1 , 2 ≤ j ≤ n
[X1, Xn+1] = 0 .
Then gn+1 is an (n + 1)-dimensional Lie algebra nilpotent of step n that can be
stratified as
gn+1 = span{X1, X2} ⊕ span{X3} ⊕ span{X4} ⊕ · · · ⊕ span{Xn+1} .
Observe that gn+1 is stratified, implying that Gn+1 is in particular a homogeneous
Carnot group. It is a routine to prove that the following (canonical, left-invariant)
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vector fields satisfy the given commutator relations.
X1 = ∂x1 , Xj =
n+1∑
k=2
x
k−j
1
(k − j)!∂xk+1 , j = 2, · · · , n+ 1 .
For λ > 0, the mapping
δλ(x1, x2, x3, · · · , xn+1) = (λx1, λx2, λ2x3, · · · , λnxn+1) ,
is an automorphism of Gn+1. Finally we equip Gn+1 = (R
n+1, ◦) with the com-
position law
x ◦ y =


x1 + y1
x2 + y2
x3 + y3 + y2x1
x4 + y4 + y3x1 + y2
x21
2!
x5 + y5 + y4x1 + y3
x21
2!
+ x2
x31
3!
...
xn+1 + yn+1 + ynx1 + yn−1
x21
2!
+ · · ·+ y3 x
n−2
1
(n−2)!
+ y2
xn−11
(n−1)!


.
We note that ”being a Carnot group” is invariant under isomorphisms of Lie
groups, see [Proposition 2.2.10 [BLU07]]. However, the same property does
not hold for homogeneous Carnot groups, i.e., ”being a homogeneous Carnot
group” is not invariant under isomorphisms of Lie groups. Additionally, homoge-
neous Carnot groups of the same step are not necessarily isomorphic. Indeed, in
[BGR10] the authors study the heat kernel of two homogeneous Carnot groups
of 3-step; the so-called Engel group B4 = (R4, ◦), and the so-called Cartan group
B5 = (R5, ∗). The Engel group B4 is G4, while the Cartan group B5 is not iso-
morphic to any Gn+1.
Finally, let us recall the notion of a homogeneous norm on a homogeneous
Carnot group.
Definition 2.4. We call homogeneous norm on (the homogeneous Carnot group)
G, every continuous 2 mapping N : G → [0,∞) such that N(x) > 0 if and only
if x 6= 0, and
N(δλ(x)) = λN(x) , for every λ > 0 , x ∈ G .
The existence of geodesics in the setting of a homogeneous Carnot group G
(or even on more general settings, see [HK00]) is well-known. Therefore, the
Carnot-Carathe´odory distance (related to the generators of g) d is well-defined
on G×G giving rise to the metric d0 defined by
d0(x) := d(x, 0) , x ∈ G ,
where d0 is a homogeneous norm on G (see [Theorem 5.2.8 [BLU07]]), often
simply denoted by d.
2With respect to the Euclidean topology
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3. q-Poincare´ inequality on the Engel group
In this section we prove the q-Poincare´ inequality in the setting of the Engel
group B4 equipped with a probability measure.
We start by defining a homogeneous (with respect to the dilations of the group)
norm, denoted later on by N , on the Engel group B4, and, subsequently, a proba-
bility measure with density U = e−aN
p
, with a > 0, on B4 satisfying a q-Poincare´
inequality. In particular, we define:
N(x) =
(‖x‖3 + |x4|) 13 , (3.1)
where, for x ∈ B4, we define ‖x‖ := (x21 + x22 + |x3|)
1
2 .
The following Lemma describes the behaviour of the norm N under the action
of the operators ∇B4 and ∆B4 , which is the canonical right-invariant B4-gradient
and canonical right-invariant sub-Laplacian on B4, respectively.
Lemma 3.1. Let N be the norm on B4 given in (3.1). Then, N is smooth on
B′4 := B4 \ {{x : x3 = 0} ∪ {x : x4 = 0}}, and, in particular, for x ∈ B′4, x 6= 0,
we have the estimates
|∇B4N(x)| ≤ c1
‖x‖2
N2(x)
, (3.2)
and
∆B4N(x) ≤ c2
‖x‖
N2(x)
, (3.3)
for some positive constants c1 and c2.
We note that the expression (3.3) should be realised in the sense of distributions
since the operation ∆B4 is not defined on the center of the group.
Proof. The canonical right-invariant vector fields as calculated in [Chat20] are
given by
X1 = ∂x1 − x2∂x3 − x3∂x4 , and Xj = ∂xj , j = 2, 3, 4 .
Note also that
X1(‖x‖3 + |x4|) = 3
2
‖x‖(2x1 + x2sgn(x3))− x3sgn(x4),
and that
X2(‖x‖3 + |x4|) = 3‖x‖x2.
Hence for x ∈ B′4, x 6= 0, we have
X1N(x) =
1
3N2(x)
(
3
2
‖x‖(2x1 − sgn(x3)x2)− sgn(x4)x3
)
, and X2N(x) =
‖x‖x2
N2(x)
.
Therefore
|X1N(x)| ≤ 2‖x‖
2
N2(x)
, and |X2N(x)| ≤ ‖x‖
2
N2(x)
,
implying that
|∇B4N(x)|2 = (X1N(x))2 + (X2N(x))2 ≤
5‖x‖4
N4(x)
.
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On the other hand ∆B4 can be estimated, on B′4, as
∆B4N(x) = (X1)
2N(x) + (X2)
2N(x)
= −2
9
· (3 · 2
−1‖x‖ (2x1 − x2sgn(x3))− x3sgn(x4))2 + 2(‖x‖x2)2
N5(x)
+
2−2‖x‖−1(2x1 − x2sgn(x3))2 + 3x2sgn(x4) + 2‖x‖+ x22‖x‖−1
N2(x)
≤ 7‖x‖
N2(x)
,
which concludes the proof.

Our choice of the norm N allow us to equip the Engel group B4 with the
probability measure
νp(dx) :=
e−aN
p(x)
Z
dx , (3.4)
where p ∈ (1,∞), a > 0, dx is the Lebesgue measure on R4 3, and Z =∫
e−aN
p(x) dx is the normalisation constant. We have the following result.
Theorem 3.2. If p ≥ 3, then the measure νp given by (3.4) satisfies the following
q-Poincare´ inequality, i.e., there exists a constant c0 ∈ (0,∞) such that
νp|f − νpf |q ≤ c0νp|∇B4f |q ,
where 1
p
+ 1
q
= 1, for all functions f such that the above inequality makes sense.
Before turning on to prove Theorem 3.2 one needs to proceed using techniques
similar to the U -bound as developed in [HZ10]. In particular we make use of the
following Lemma in which for x ∈ B4, we set |||x||| = |x2|.
Lemma 3.3. Let p, q be as in Theorem 3.2. Then, for the probability measure νp
as in (3.4), there exists constants C,D ∈ (0,∞) such that
νp(f
qNp−3|||·|||3) ≤ Cνp|∇B4f |q +Dνp|f |q , (3.5)
for any f for which the right hand side is well defined.
Proof. We start by splitting the set B′4 as in Lemma 3.1 into its connected com-
ponents Cj; that is we write B′4 = ∪j∈JCj, where J is a finite set of indices.
Now, for some fixed j ∈ J , we consider f to be such that 0 ≤ f ∈ C∞(Cj) and
is compactly supported; for instance one can choose f to be supported on the set
Bj = Bj(x˜, rj) := {x ∈ Cj : d(x˜, x) ≤ rj} (3.6)
for some x˜ ∈ Cj and for some rj > 0 such that Bj(x˜, rj) ⊂ Cj , where d is the
Carnot-Caratheodory metric.
Then, clearly, fe−N
p
is a differentiable function on Cj, and an application of
the Leibniz rule yields,
e−aN
p
(∇B4f) = ∇B4(fe−aN
p
) + apfNp−1(∇B4N)e−aN
p
,
3The Haar measure of a Cartan group G = (Rn, ◦) coincides with the Lebesgue measure on
Rn.
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so that, by taking the inner product of the above quantity with N
2
‖·‖2
∇B4N and
integrating over Cj with respect to νp, one gets
1
Z
∫
Cj
N2(x)
‖x‖2 ∇B4N(x) · ∇B4f(x)e
−aNp(x) dx
=
1
Z
∫
Cj
N2(x)
‖x‖2 ∇B4N(x) · ∇B4
(
f(x)e−aN
p(x)
)
dx
+
ap
Z
∫
Cj
f(x)
Np+1(x)
‖x‖2 |∇B4N(x)|
2e−aN
p(x) dx .
An application of the Cauchy–Schwartz inequality gives ∇B4N(x) · ∇B4f(x) ≤
|∇B4N(x)||∇B4f(x)|, so that by the above inequality one has
1
Z
∫
Cj
N2(x)
‖x‖2 |∇B4N(x)||∇B4f(x)|e
−aNp(x) dx
≥ 1
Z
∫
Cj
N2(x)
‖x‖2 ∇B4N(x) · ∇B4
(
f(x)e−aN
p(x)
)
dx
+
ap
Z
∫
Cj
f(x)
Np+1(x)
‖x‖2 |∇B4N(x)|
2e−aN
p(x) dx .
(3.7)
Notice that the first term of the right-hand side of (3.7) can be treated by using
integration by parts as follows
1
Z
∫
Cj
N2(x)
‖x‖2 ∇B4N(x) · ∇B4
(
f(x)e−aN
p(x)
)
dx =
− 1
Z
∫
Cj
f(x)∇B4 ·
(
N2(x)
‖x‖2 ∇B4N(x)
)
e−aN
p(x) dx , (3.8)
while, by Lemma 3.1, one can check that |∇B4N |2 ≥ |X2N(x)|2 ≥ ‖·‖
2|||·|||2
N4
, so that
the combination of (3.7), (3.8) and (3.2) gives
ap
Z
∫
Cj
f(x)Np−3(x)|||x|||2e−aNp(x) dx
≤ c1
Z
∫
Cj
|∇B4f(x)|e−aN
p(x) dx
+
1
Z
∫
Cj
f(x)∇B4 ·
(
N2(x)
‖x‖2 ∇B4N(x)
)
e−aN
p(x) dx .
(3.9)
Further calculations show that for any x ∈ B′4 one has:
∇B4 ·
(
N2(x)
‖x‖2 ∇B4N(x)
)
=
2N(x)|∇B4N(x)|2
‖x‖2 +
N2(x)
‖x‖2 ∆B4N(x)
q-POINCARE´ INEQUALITIES ON CARNOT GROUPS 9
− 2N
2(x)
‖x‖3 ∇B4N(x) · ∇B4‖x‖
≤ 2c21
‖x‖2
N3(x)
+ (c2 + c)
1
‖x‖ , (3.10)
where we have used (3.2) and (3.3), and since |∇B4‖ ·‖| is bounded by a constant,
the inner product N
2(x)
‖x‖3
∇B4N(x) · ∇B4‖x‖ has been estimated by
|∇B4N(x)||∇B4‖x‖| ≤
c
‖x‖ , for some c > 0,
by using the Cauchy-Schwartz inequality and (3.2). Hence (3.9) under the esti-
mate (3.10) becomes
apνp(fN
p−3|||·|||21Cj ) ≤ c1νp(|∇B4f |1Cj ) + 2c21νp
(
f
‖ · ‖2
N3
1Cj
)
+ (c2 + c)νp
(
f
‖ · ‖1Cj
)
,
and after replacing f by f |||·||| the last yields:
apνp(fN
p−3|||·|||31Cj)
≤ c1νp(|||·||||∇B4f |1Cj ) + c1νp(f |∇B4|||·||||1Cj )
+ 2c21νp
(
f
‖ · ‖2|||·|||
N3
1Cj
)
+ (c2 + c)νp
(
f
|||·|||
‖ · ‖1Cj
)
≤ c′1νp(|||·||||∇B4f |1Cj ) + c
′
2νp(f1Cj ) , (3.11)
for some new constants c
′
1, c
′
2 since |∇B4 |x2|| = |∇B4x2| = 1, and ‖·‖|||·|||N3 , |||·|||‖·‖ ≤ 1.
Now, replace f by f q, such that 1
q
+ 1
p
= 1, where p is as in the statement, so
that (3.11) becomes:
apνp(f
qNp−3|||·|||31Cj ) ≤ c
′
1qνp(|||·|||f q−1|∇B4f |1Cj ) + c
′
2νp(f
q)1Cj ) . (3.12)
Now, an application of Young’s inequality gives that, for any ǫ > 0 and for q, p
as before, we have
qab ≤ 1
ǫq−1
aq +
q
p
ǫbp , a, b ≥ 0 ,
so that, by choosing a = |∇B4f | and b = |||·|||f q−1, we get
q|||·|||f q−1|∇B4f | ≤
1
ǫq−1
|∇B4f |q +
q
p
ǫ|||·|||pf q ,
whereas, since |||·|||p ≤ |||·|||3Np−3, using (3.12), we arrive at,
(ap− c′1
q
p
ǫ)νp(f
qNp−3|||·|||31Cj ) ≤
c
′
1
ǫq−1
νp(|∇B4f |q1Cj ) + c
′
2νp(f
q1Cj ) ,
so that, by choosing ǫ such that ap− c′1 qpǫ > 0, we conclude that
νp(f
qNp−3|||·|||31Cj ) ≤ Cνp(|∇B4f |q1Cj ) +Dνp(f q1Cj ) ,
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where
C =
c
′
1
ǫq−1(ap− c′1 qpǫ)
, and D =
c
′
2
ap− c′1 qpǫ
,
and the proof of (3.5) for smooth, non-negative, compactly supported functions
on Cj is completed.
Now, to handle non-negative, non-smooth functions on the same domain Cj,
one can use an approximation argument. In particular, for f ∈ W 1,q(Cj), where
q is as in the hypothesis, there exists a sequence (fn) ∈ C∞c (R4) such that fn|Cj
satisfies (3.5), while also that fn|Cj −→ f inW 1,q(Cj). Indeed, as in the Euclidean
setting, one can choose fn = ζn(ρn ∗ f), with ρn ∈ C∞0 (R4) being a regularizing
sequence and ζn being a suitable cut-off function, so that fn := ζn(ρn ∗ f) ∈
W 1,q(R4) has compact support (the sets Bj as in (3.6) are compact with respect
to the Euclidean topology, so we are allowed to use the standard approximation
technique).
We claim that such (fn) can approximate f ∈ W 1,q(Cj) as in the left and the
right-hand side of inequality (3.5). Indeed, for the left hand side (3.5) we have,
for any n ∈ N,
νp
(|f − fn|qNp−3|||·|||31Cj) = 1Z
∫
Cj
|f(x)− fn(x)|qN(x)p−3|||x|||3e−aNp(x) dx
≤ C
Z
‖(f − fn)q1Cj‖L1(dx) =
C
Z
‖(f − fn)1Cj‖qLq(dx),
where we used Ho¨lder’s inequality together with lim
|x|→∞
Np−3(x)|||x|||3e−aNp(x) = 0.
Thus, by the inequality above, we have
νp(f
q
nN
p−3|||·|||31Cj ) −→ 4νp(f qNp−3|||·|||31Cj ) as n −→∞ . (3.13)
On the other hand, for the right-hand side of (3.5) we proceed as follows. First
observe that for any n ∈ N by Ho¨lder’s inequality we have
‖[xi(∂xjf − ∂xjfn)]2(e−aN
p
)
2
q 1Cj‖
q
2
L
q
2 (dx)
= ‖(∂xjf − ∂xjfn)qxq1e−aN
p
1Cj‖L1(dx)
≤ C‖(∂xjf − ∂xjfn)1Cj‖qLq(dx) , (3.14)
for every 1 ≤ i, j ≤ 4, since lim
|x|→∞
x
q
1e
−aNp(x) = 0. Direct calculations show that
νp(|∇B4(fn − f)|q1Cj ) ≤
1
Z
2∑
j=1
‖Xj(fn − f)2(e−aNp)
2
q 1Cj‖
q
2
L
q
2 (dx)
, (3.15)
so that since each Xk, k = 1, 2 is expressed as the sum of terms of the form xi∂xj ,
inequalities (3.14) and (3.15) imply
νp(|∇B4fn|q1Cj) −→ 4νp(|∇B4f |q1Cj ) , as n −→ ∞ . (3.16)
Finally, combining (3.13) with (3.16), one shows that (3.5) holds true for f ∈
W 1,q(Cj), f ≥ 0.
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To extend the domain of f it is enough to observe that, since νp(B4) = νp(B′4),
we can write f as f =
∑
j∈J f |Cj + f |B4\B′4 .
Finally, to handle f the arbitrary sign one can replace f by |f |, and use the
equality ∇B4 |f | = sgn(f)∇B4f . This completes the proof. 
We note that, the so called U -bounds mentioned above are exactly estimates
of the form ∫
|f |qg(d) dµ ≤ Aq
∫
|∇f |q dµ+Bq
∫
|f |q dµ , (3.17)
where µ is a probability measure and d is a homogeneous norm.
In Theorem 2.1 in [HZ10] the authors proved that on any finite dimensional
space with probability measure which does not necessarily satisfy the doubling
property, if µ satisfies (3.17) for any function g(d) increasing to infinity when
d → ∞, with µ being absolutely continuous with respect to some measure λ
satisfying the q-Poincare´ inequality on balls, then µ satisfies the q-q-Poincare´
inequality, provided that for any L > 0 there exists some R = R(L) ∈ (0,∞)
such that {d < L} ⊂ BR.
The previous result, holding in the setting of a nilpotent Lie group G, implies in
particular that for a probability µ measure of form dµ = Z−1e−U(d)dx, where dx
stands for the Lebesgue measure, satisfies the q-Poincare´ inequality provided that
µ satisfies (3.17). The fact that q-Poincare´ holds on the balls with the measure
dx is due to D. Jerison; see Theorem 1.1. Specifically, in the case where G = Hn,
the Heisenberg group, and the measure µ is given by dµ = Z−1e−ad
p
dx, where d
denotes homogeneous norm associated with the Carnot-Carathe´dory metric, we
have that (3.17) is satisfied, and, therefore, also the q-Poincare´ inequality (see
Theorem 2.4 [HZ10]).
Notice that in the case of B4, Lemma 3.3 implies that it would be enough to
have the inclusion {Np−3|||·|||3 < L} ⊂ BR for some R > 0 to get the q-Poincare´
inequality for our measure νp. One can easily check that there is no such R, and
one needs to proceed with a different method.
Proof of Theorem 3.2: First notice that
νp|f − νpf |q = νp|(f −m) + (m− νpf)|q
≤ νp (|f −m|+ |m− νpf |)q
≤ νp (|f −m|+ νp|f −m|)q (since |m− νpf | ≤ νp|f −m|)
≤ νp
(
2q−1 {|f −m|q + (νp|f −m|)q}
)
= 2q−1 {νp|f −m|q + νp|f −m|q}
= 2qνp|f −m|q , (3.18)
for any m ∈ R. For R > 0 and L > 1,
νp|f −m|q = νp
(
|f −m|q1 {|||·|||3Np−3≥R}
)
+ νp
(
|f −m|q1 {|||·|||3Np−3≤R}1 {N≤L}
)
+ νp
(
|f −m|q1 {|||·|||3Np−3≤R}1 {N≥L}
)
, (3.19)
where each term of the above sum will be treated separately.
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First term of (3.19): Using Lemma 3.3 we get
νp
(
|f −m|q1 {|||·|||3Np−3≥R}
)
≤ 1
R
νp
(|f −m|qNp−3|||·|||3)
≤ C1
R
νp|∇B4f |q +
D1
R
νp|f −m|q . (3.20)
Second term of (3.19):
Since all homogeneous (not necessarily symmetric) norms on a group G are
equivalent, we know that there exists a constant C > 0 such that
C−1N(x) ≤ d(x) ≤ CN(x) , x ∈ B4 ,
where d is the Carnot-Carathe´odory distance and d(x) := d(x, 0). Thus, given
L > 1, there exists L1, L2 such that
{N ≤ L} := {x ∈ B4 : N(x) ≤ L1} ⊂ BL1 := {x ∈ B4 : d(x) ≤ L1} ⊂ {N ≤ L2} .
Now, if f ∈ W 1,q(R4), arguing as in Lemma 3.3 one can show that there exists
a sequence (fn) ∈ C∞c (R4) such that fn|BL1 −→ f in W
1,q(BL1). Now, given
n ∈ N, and setting
m =
1
|BL1|
∫
BL1
fn(x) dx ,
by using Theorem 1.1 one gets:
νp
(
|fn −m|q1 {|||·|||3Np−3≤R}1 {N≤L}
)
≤ 1
Z
∫
{N≤L}
|fn(x)−m|q dx
≤ 1
Z
∫
{d≤L1}
|fn(x)−m|q dx
≤ P0(L1)
Z
∫
{d≤L1}
|∇B4fn(x)|q dx
≤ P0(L1)
Z
∫
{N≤L2}
|∇B4fn(x)|q dx
so that letting n −→∞ we have,
νp
(
|f −m|q1 {|||·|||3Np−3≤R}1 {N≤L}
)
≤ P0(L1)
Z
∫
{N≤L2}
|∇B4f(x)|q dx , (3.21)
where the left-hand side of the above inequality can be estimated by∫
{N≤L2}
|∇B4f(x)|q dx ≤ eaL
p
2
∫
{N≤L2}
|∇B4f(x)|qe−aN
p(x) dx ≤ eaLp2νp|∇B4f |q ,
(3.22)
so that combining (3.21) with (3.22) we have
νp
(
|fn −m|q1 {|||·|||3Np−3≤R}1 {N≤L}
)
≤ P0(L1)eaL
p
2νp|∇B4f |q (3.23)
Third term of (3.19): Set f = f −m and define the set
AL,R := {x ∈ B4 : |||x|||3 ≤ R,N(x) ≥ L} .
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Since L > 1, we have
{x ∈ B4 : |||·|||3Np−3(x) ≤ R,N(x) ≥ L} ⊂ AL,R .
Thus,
νp
(
|f −m|q1 {|||x|||3Np−3≤R}1 {N≥L}
)
≤
∫
AL,R
|f(x)|q dνp(x)
=
∫
A
′
L,R
|f(h ◦ x)|q dνp(h ◦ x) ,
for some h ∈ B4, where we have used the translation invariance of the Lebesgue
measure, and the set A
′
L,R is now given by
A
′
L,R = {h ◦ x ∈ B4 : x ∈ AL,R} .
Hence, by choosing h = (0, 2 3
√
R, 0, 0), we one can check that on A
′
L,R we have
N(h ◦x) ≥ N(x) ≥ L and |||h ◦ x||| ≥ |2 3√R| − |x2| ≥ 3
√
R. Then by using Lemma
3.3 we get
∫
A
′
L,R
|f(h ◦ x)|q dνp(h ◦ x)
≤ 1
RLp−3
∫
A
′
L,R
|f(h ◦ x)|q|||h ◦ x|||3Np−3(h ◦ x) dνp(h ◦ x)
≤ 1
RLp−3
νp
(|f |q|||·|||Np−3)
≤ C2
RLp−3
νp|∇B4f |q +
D2
RLp−3
νp|f −m|q , (3.24)
for some constants C2, D2. This completes the proof of the estimate for the third
term of (3.19). Inserting the estimates (3.20), (3.23) and (3.24) into (3.19), we
arrive at
νp|f−m|q ≤
(
C1
R
+ P0(L1)e
aL
p
2 +
C2
RLp−3
)
νp|∇B4f |q+
(
D1
R
+
D2
RLp−3
)
νp|f−m|q ,
where R,L can be taken large enough so that D1
R
+ D2
RLp−3
< 1. Upon rearrange-
ment the last inequality used together with (3.18) proves Theorem 3.2. 
Using Lemma 3.3 and a perturbation technique one can obtain the following
generalisation.
Corollary 3.4. Let dνw = Z˜
−1e−Wdνp be a probability measure with a differen-
tiable potential satisfying
|∇B4W |q ≤ δNp−3|||·|||3 + γδ (3.25)
for some δ ≪ 1, and γδ ∈ (0,∞). Then the measure νw satisfies the assumption
of Lemma 3.3 for p ≥ 3 and q such that 1
p
+ 1
q
= 1. If moreover, there exists
C˜ > 0 such that W ≤ C˜N , then νw satisfies the q-Poincare´ inequality.
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Proof. To prove the first part of Corollary 3.4 we proceed by substituting fe−
W
q
in the inequality (3.5) and get
νp
(
e−W |f |qNp−3|||·|||3) ≤ Cνp (|∇B4(e−Wq f)|q)+Dνp (|e−Wq f |q) , (3.26)
where
|∇B4(e−
W
q f)|q =
∣∣∣(∇B4e−Wq ) |f |+ e−Wq ∇B4 |f |∣∣∣q
≤
( |∇B4W |
q
|e−Wq f |+ e−Wq |∇B4f |
)q
≤ C(q) (|∇B4W |qe−W |f |q + e−W |∇B4f |q) . (3.27)
Substituting (3.27) in (3.26) and using (3.25) we get
νw
(
f qNp−3|||·|||3) ≤ CC(q)νw (|∇B4W |q|f |q) + CC(q)νw|∇B4f |q +Dνw|f |q
≤ δCC(q)νw(Np−3|||·|||3|f |q) + γδCC(q)νw|f |q
+ CC(q)νw|∇B4f |q +Dνw|f |q ,
and this proves our first claim provided that 1− δCC(q) > 0.
Now to prove the q-Poincare´ inequality for the measure νw we decompose νw|f−
m|q as in (3.19), i.e., we write
νw|f −m|q = νw
(
|f −m|q1 {|||·|||3Np−3≥R}
)
+ νw
(
|f −m|q1 {|||·|||3Np−3≤R}1 {N≤L}
)
+ νw
(
|f −m|q1 {|||·|||3Np−3≤R}1 {N≥L}
)
, (3.28)
for some R > 0 and L > 1. Notice that for the first and third terms of (3.28) one
can proceed as in Theorem 3.2. Now, for the second term of (3.28), arguing as
in Theorem 3.2 (3.21), we get
νw(|f −m|q1 {|||·|||3Np−3≤R}1 {N≤L}) ≤
P0(L1)
Z˜
∫
N≤L2
|∇B4f |q dx
≤ P0(L1)
Z˜
eaL
p
2+C˜L2νw|∇B4f |q ,
since W ≤ C˜N ≤ C˜L2 in {N ≤ L2}. This completes the proof. 
Remark 3.5. We note the the q-Poincare´ inequality in the setting of B4, as well as
the statement of Corollary 3.4, will still hold true if one chooses to consider the
(canonical) left-invariant sub-gradient on the group instead of the right-invariant
sub-gradient. This follows from Theorem 4.2, that applies on the general setting
of Carnot groups, and in the particular case n = 3.
4. q-Poincare´ Inequality on Carnot groups of n-step
In this section we proof the q-Poincare´ inequality in the general setting of a
Carnot groupGn+1 of n-step, where n ≥ 3, as described in Section 2. The followed
strategy relies on the one developed for the Engel group B4.
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We start by generalising the homogeneous norm N on B4 in the Gn+1-setting.
Indeed the function
N˜(x) := (‖x‖n + |xn+1|)
1
n , (4.1)
where ‖x‖n := ∑nj=2 (|x1|n+12 + |x2|n+12 + |xj | n+12(j−1)) 2nn+1 defines a homogeneous
norm on Gn+1.
Note that, in what follows, since the changes of the constants of the form Cn
that occur when additional terms appear do not play an essential role for our
final result, for the reader’s convenience we shall simply denote them Cn at any
appearance. Formally, one can initially choose Cn’s to be large enough so that
they can “absorb” any additional terms that might appear.
Recall that the generators of the lie algebra gn+1 are of the form
X1 = ∂x1 , and X2 = ∂x2 + x1∂x3 +
x21
2!
∂x4 + · · ·+
xn−11
(n− 1)!∂xn+1 .
The following Lemma describes the behaviour of the norm N˜ under the action of
the canonical left-invariant operators ∇Gn+1 and ∆Gn+1 .
Lemma 4.1. Let N˜ be the norm in (4.1) defined on a homogeneous Carnot group
Gn+1, n ≥ 3. Then, N˜ is smooth on G′n+1 := Gn+1 \ {
n+1⋃
j=1
{x : xj = 0}}, and, in
particular, for x ∈ G′n+1 we have the estimates
|∇Gn+1N˜(x)| ≤ C1n
‖x‖n−1
N˜n−1(x)
, (4.2)
and
∆Gn+1N˜(x) ≤ C2n
‖x‖n−2
N˜(x)n−1
, (4.3)
for some constants C1n, C
2
n > 0.
Proof. For x ∈ G′n+1, x 6= 0, we have
X1(‖x‖n + |xn+1|) = sgn(x1)n |x1|n−12
n∑
j=2
(|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1) )
2n
n+1
−1,
and
X2(‖x‖n + |xn+1|) =
n∑
j=2
sgn(xj)
x
j−2
1
(j − 1)!(1 + δ(j − 2)) |xj|
n+1
2(j−1)
−1
× (|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1) )
2n
n+1
−1 +
xn−11
(n− 1)!sgn(xn+1),
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where δ(j−2) = 1 if j−2 = 0 and δ(j−2) = 0 otherwise. By using the previous
computations we get
X1N˜(x) =
1
nN˜n−1
X1(‖x‖n + |xn+1|)
=
sgn(x1) x
n−1
2
1
∑n
j=2
(
|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1)
) 2n
n+1
−1
N˜n−1(x)
,
(4.4)
and, similarly,
X2N˜(x) =
1
nN˜n−1
X2(‖x‖n + |xn+1|)
=
∑n
j=2
(
|x1|n+12 + |x2|n+12 + |xj|
n+1
2(j−1)
) 2n
n+1
−1
nN˜n−1(x)
×
sgn(xj)(1 + δ(j − 2)) x
j−2
1
(j−1)!
|xj|
n+1
2(j−1)
−1
nN˜n−1(x)
+
xn−11
(n−1)!
sgn(xn+1)
nN˜n−1(x)
.
Therefore we have
|X1N˜(x)| ≤ C1n
‖x‖n−1
N˜n−1(x)
,
and
|X2N˜(x)| ≤ C1n
‖x‖n−12 ∑nj=2‖x‖j−2‖x‖( n+12(j−1)−1)(j−1) + ‖x‖n−1
N˜n−1(x)
≤ C1n
‖x‖n−1
N˜n−1(x)
,
since |x1|, |xj|
1
j−1 ≤ ‖x‖ and |x1|n+12 + |x2|n+12 + |xj|
n+1
2(j−1) ≤ ‖x‖n+12 , which con-
cludes the proof of (4.2).
As regards the proof of (4.3), we first observe that
X21 N˜(x) =
c1nsgn(x1)|x1|
n−3
2
∑n
j=2(|x1|
n+1
2 + |x2|n+12 + |xj |
n+1
2(j−1) )
2n
n+1
−1
N˜(x)n−1
+
c2nsgn(x1)|x1|n−1
∑n
j=2(|x1|
n+1
2 + |x2|n+12 + |xj|
n+1
2(j−1) )
2n
n+1
−2
N˜n−1
− n− 1
n
(X1(‖x‖n + |xn+1|))2
N˜(x)2n−1
,
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where c1n, c
2
n are constants depending on n, and that
X22 N˜(x) =
∑n
j=2c
1
n,j sgn(xj) x
2(j−1)
1 |xj|
n+1
2(j−1)
−2(|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1) )
2n
n+1
−1
N˜(x)n−1
+
∑n
j=2c
2
n,jsgn(xj) x
2(j−1)
1 |xj |
n+1
2(j−1)
−1(|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1) )
2n
n+1
−2
N˜(x)n−1
− n− 1
n
(X2(‖x‖n + |xn+1|))2
N˜(x)2n−1
,
where c1n,j, c
2
n,j are constants depending on n and j.
Therefore, for all x ∈ G′n+1, we have
∆Gn+1N˜(x) ≤ C2n
‖x‖n−2
N˜n−1(x)
− n− 1
n
(X1(‖x‖n + |xn+1|))2 + (X2(‖x‖n + |xn+1|))2
N˜(x)2n−1
≤ C2n
‖x‖n−2
N˜n−1(x)
,
which concludes the proof of (4.3). 
Any Carnot group Gn+1, n ≥ 3, of n-step can be equipped with the following
probability measure
µp(dx) :=
e−aN˜
p(x)
Z
dx , (4.5)
where p ∈ (1,∞), a > 0, dx is the Lebesgue measure on Rn+1, and Z =∫
e−aN˜
p(x) dx is the normalisation constant,
Theorem 4.2. Let Gn+1, n ≥ 3 be a Carnot group of n-step. If p ≥ n, then
the measure µp as in (4.5) satisfies a q-Poincare´ inequality, i.e., there exists a
constant c0 such that
µp|f − µpf |q ≤ c0µp|∇Gn+1f |q , (4.6)
where 1
p
+ 1
q
= 1, for all functions f such that the above inequality makes sense.
For the proof of Theorem 4.2, one needs, as for the case of the Engel group B4,
a result of the following form.
Lemma 4.3. Let Gn+1, n ≥ 3 be a Carnot group of n-step, and let p, q be as
in Theorem 4.2. Then, for the probability measure µp as in (4.5), there exists
positive constants C,D such that
µp(f
qN˜p−n|||·|||n) ≤ Cµp|∇Gn+1f |q +Dµp|f |q , (4.7)
for any suitable f , where for x ∈ Gn+1, we define |||x||| := |x1|.
Bellow we give the proof of Lemma 4.3 omitting some details that are similar
to the proof of the corresponding Lemma in the setting of B4 (see Lemma 3.3).
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Proof. We write G
′
n+1 = ∪j∈JCj , where Cj are the connected components of
G
′
n+1. We then fix j ∈ J , and consider f ∈ C∞(Cj), f ≥ 0. An application of
the Leibniz rule gives
e−aN˜
p
(∇Gn+1f) = ∇Gn+1(fe−aN˜
p
) + apfNp−1(∇Gn+1N˜)e−aN˜
p
,
so that by taking the inner product of the above quantity with N˜
n−1
‖·‖n−1
∇Gn+1N˜ ,
and integrating over Cj with respect to µp, one gets∫
Cj
N˜n−1(x)
‖x‖n−1 ∇Gn+1N˜(x) · ∇Gn+1f(x)e
−aN˜p(x) dx
=
∫
Cj
N˜n−1(x)
‖x‖n−1 ∇Gn+1N˜(x) · ∇Gn+1
(
f(x)e−aN˜
p(x)
)
dx
+ ap
∫
Cj
f(x)
N˜p+n−2(x)
‖x‖n−1 |∇Gn+1N˜ |
2e−aN˜
p(x) dx . (4.8)
Applying the Cauchy-Schwartz inequality on the the inner product ∇Gn+1N˜(x) ·
∇Gn+1f(x) on the left-hand side of (4.8), and integrating by parts on the first
term of the right-hand side of (4.8), we get
apC3n
∫
Cj
f(x)N˜p−n(x)|||x|||n−1e−aN˜p(x) dx (4.9)
≤ C1n
∫
Cj
|∇Gn+1f(x)|e−aN˜
p(x) dx
+
∫
Cj
f(x)∇Gn+1 ·
(
N˜n−1(x)
‖x‖n−1 ∇Gn+1N˜(x)
)
e−aN˜
p(x) dx .
(4.10)
where we applied (4.2) and the following lower bound derived from (4.4)
|∇Gn+1N˜(x)| > |X1N˜(x)| ≥ C1n
‖x‖n−12 |||x|||n−12
Nn−1
.
Since
|X1‖x‖| ≤ C3n
(
n∑
j=2
|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1)
) 2
n+1
−1
|x1|n+12 −1 ≤ C3n , (4.11)
and
|X2‖x‖| ≤ C4n
n∑
j=2
(
|x1|n+12 + |x2|n+12 + |xj |
n+1
2(j−1)
) 2
n+1
−1
|x1|j−2|xj |
n+1
2(j−1)
−1 ≤ C4n ,(4.12)
we have, by using (4.2) and (4.3), that
∇Gn+1 ·
(
N˜n−1(x)
‖x‖n−1 ∇Gn+1N˜(x)
)
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=
N˜n−1(x)
‖x‖n−1 ∆Gn+1N˜(x) + (n− 1)
N˜n−2(x)
‖x‖n−1 |∇Gn+1N˜(x)|
2
+ (1− n)N˜
n−1(x)
‖x‖n ∇Gn+1N˜(x) · ∇Gn+1‖x‖
≤ Cn
(‖x‖n−1
N˜(x)n
+
1
‖x‖
)
, (4.13)
where in the previous step we used the Cauchy-Schwartz inequality as follows
(1−n)N˜
n−1(x)
‖x‖n ∇Gn+1N˜(x) ·∇Gn+1‖x‖ ≤ (n−1)
N˜n−1(x)
‖x‖n |∇Gn+1N˜(x)||∇Gn+1‖x‖| .
Hence, by (4.13), estimate (4.9) becomes
apC3nµp(fN˜
p−n|||·|||n−11Cj ) ≤ C1nµp(|∇Gn+1f |1Cj )
+ Cnµp
(
f
(‖ · ‖n−1
N˜n
+
1
‖ · ‖
)
1Cj
)
,
and, after replacing f with f‖ · ‖, and by using (4.11), (4.12) and ‖ · ‖ ≥ |||·|||, we
obtain
apC3nµp(fN˜
p−n|||·|||n1Cj ) ≤ C1nµp(|∇Gn+1f |1Cj ) + Cnµp(f1Cj ) . (4.14)
Finally, if one replaces f with f q, where q is the conjugate exponent of p, then
(4.14) together with an application of Young’s inequality allow us to estimate
further as(
apC3n − C1n
q
p
ǫ
)
µp(f
qN˜p−n|||·|||n1Cj ) ≤
C1n
ǫq−1
µp(|∇Gn+1f |q1Cj ) + Cnµp(f 11Cj ) ,
where the last inequality holds true for every ǫ > 0. Therefore, after a suitable
choice of ǫ, (4.7) holds true for smooth, non-negative f with a compact support
lying in some Cj , with
C =
C1n
ǫq−1(C3nap− C1n qpǫ)
, and D =
Cn
C3np− C1n qpǫ
.
An approximation argument allows (4.7) to be valid for any suitable f . The proof
is complete. 
For the proof of Theorem 4.2 one argue similarly as in Theorem 3.2 with suitable
necessary modifications.
Proof of Theorem 4.2: Since µp|f − µpf |q ≤ 2qµp|f − m|q, for any m > 0, it is
enough to to prove an upper bound of the form (4.6) for each term of the below
decomposition
µp|f −m|q = µp
(
|f −m|q1 {|||·|||nN˜p−n≥R}
)
+ µp
(
|f −m|q1 {|||·|||nN˜p−n≤R}1 {N˜≤L}
)
+ µp
(
|f −m|q1 {|||·|||nN˜p−n≤R}1 {N˜≥L}
)
, (4.15)
for some R > 0, L > 1. The first and second terms of (4.15) can be treated
by simply adapting the strategy followed in Theorem 3.2 in the general setting
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considered here. For the third term of (4.15) one proceeds as follows.
Set f = f −m and define the set
AL,R := {x ∈ Gn+1 : |||x|||n ≤ R , N˜(x) ≥ L} .
Then, since
{x ∈ Gn+1 : |||x|||nN˜p−n(x) ≤ R , N˜(x) ≥ L} ⊂ AL,R ,
we can estimate as
µp
(
|f |q1 {|||·|||nN˜p−n≤R}1 {N≥L}
)
≤
∫
AL,R
|f(x)|q dµp(dx)
=
∫
A
′
L,R
|f(x ◦ h)|q dµp(x ◦ h) ,
for some h ∈ Gn+1, and the set A′L,R is given by
A
′
L,R = {x ◦ h ∈ Gn+1 : x ∈ AL,R} .
Now, by choosing h = (2R
1
n , 0, · · · , 0) ∈ Gn+1 so that N˜(x ◦ h) ≥ N˜(x) ≥ L, and
|||x ◦ h||| ≥ R 1n , we get∫
A
′
L,R
|f(x ◦ h)|q dµp(x ◦ h)
≤ 1
RLp−n
∫
A
′
L,R
|f(x ◦ h)|q|||x ◦ h|||nN˜p−n(x ◦ h)dµp(x ◦ h)
≤ C
RLp−n
µp|∇Gn+1f |q +
D
RLp−n
µp|f −m|q , (4.16)
where we have applied Lemma 4.3. Inequality (4.16), as well as the other terms
of (4.15), should now be handled as in the case of B4 (see Theorem 3.2). This
completes the proof of Theorem 4.2.

As in the case of the Engel group B4, one can extend the family of measures sat-
isfying (4.6) in our general setting by using a perturbation technique of [HZ10].
Corollary 4.4. Let dµw = Z˜
−1e−Wdµp be a probability measure with a differen-
tiable potential satisfying
|∇Gn+1W |q ≤ δN˜p−n|||·|||n + γδ (4.17)
for some δ ≪ 1, and γδ ∈ (0,∞). Then the measure µw satisfies the assumption
of Lemma 4.3 for p ≥ n and q such that 1
p
+ 1
q
= 1. If moreover, there exists
C˜ > 0 such that W ≤ C˜N˜ then µw satisfies the q-Poincare´ inequality.
Proof. To prove the first part of Corollary 4.4 we proceed by plugging the function
fe
−W
q in the inequality (4.7) to get
µp
(
e−W |f |qN˜p−n|||·|||n
)
≤ Cµp
(
|∇Gn+1(e−
W
q f)|q
)
+Dµp
(
|e−Wq f |q
)
, (4.18)
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where
|∇Gn+1(e−
W
q f)|q =
∣∣∣(∇Gn+1e−Wq ) |f |+ e−Wq ∇Gn+1 |f |∣∣∣q
≤
( |∇Gn+1W |
q
|e−Wq f |+ e−Wq |∇Gn+1f |
)q
≤ C(q) (|∇Gn+1W |qe−W |f |q + e−W |∇Gn+1f |q) . (4.19)
Inserting (4.19) into (4.18) and using (4.17) we arrive at
µw
(
f qN˜p−n|||·|||n
)
≤ CC(q)µw
(|∇Gn+1W |q|f |q)+ CC(q)µw|∇Gn+1f |q +Dµw|f |q
≤ δCC(q)µw(N˜p−n|||·|||n|f |q) + γδCC(q)µw|f |q
+ CC(q)µw|∇Gn+1f |q +Dµw|f |q ,
and this proves our first claim provided that 1− δCC(q) > 0.
Now to prove the q-Poincare´ for the generalised measure, we decompose µw|f−
m|q as in (4.15), i.e., we write
µw|f −m|q = µw
(
|f −m|q1 {|||·|||nN˜p−n≥R}
)
+ µw
(
|f −m|q1 {|||·|||nN˜p−n≤R}1 {N˜≤L}
)
+ µw
(
|f −m|q1 {|||·|||nN˜p−n≤R}1 {N˜≥L}
)
, (4.20)
for some R > 0 and L > 1. Notice that for the first and third terms of (4.20) one
can proceed as in Theorem 4.2. Now, for the second term of (4.20) arguing as in
Theorem 3.2 we conclude that
µw(|f −m|q1 {|||·|||nN˜p−n≤R}1 {N˜≤L}) ≤
P0(L1)
Z˜
∫
N˜≤L2
|∇Gn+1f |q dx
≤ P0(L1)
Z˜
eaL
p
2+C˜L2µw|∇Gn+1f |q ,
since W ≤ C˜N˜ ≤ C˜L2 in {N˜ ≤ L2}. This finally shows the second part of
Corollary 4.4 and completes the proof. 
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