Introduction
A Jacobi matrix J : l 2 (Z) → l 2 (Z) is called almost periodic if the family
where S is the shift operator, S|k = |k + 1 , is a precompact in the operator topology.
Example. Let G be a compact abelian group, p(α), q(α) be continuous functions on G, p(α) ≥ 0. Then J(α) with the coefficient sequences {p(α + kµ)} k , {q(α + kµ)} k , µ ∈ G, is almost periodic.
Let us show that in fact this is a general form of almost periodic Jacobi matrices. For a given almost periodic J define the metric on Z by
Evidently ρ J (k + m) ≤ ρ J (k) + ρ J (m). Then J = J(0), where G = I J , I J is the closer of Z with respect to ρ J , and µ = 1 ∈ I J . Recall that for a given system of integers {d k } ∞ k=1 one can define the set (1)
that is α ∈ I means that α is a sequence {α 0 , α 1 , α 2 , ...} such that
In particular, if p is a prime number and d k = p we get the ring of p-adic integers, I = Z p . In this work we build a certain machine that allows to construct almost periodic Jacobi matrices with singularly continuous spectrum such that I J = I.
Let T be an expanding polynomial, deg T = d. Under the normalization
such a polynomial is well defined by position of its critical values
The key element of the construction is the following 
with an absolute constant c < 1 (does not depend of T also).
Let us point out the following two properties of the function J( ,J; T ). First, due to the commutant relation V S = S d V one gets J( , S −mJ S m ) = S −dm J( ,J)S dm . Second, the chain rule holds
Next steps are quite simple. For given
Then J = lim n→∞ J n exists and does not depend ofJ. Moreover,
That is ρ J defines on Z the standard p-adic topology in this case.
Renormalization equation
is a Jacobi matrix with the spectrum on [−ξ, ξ] we define J as a Jacobi matrix with the spectrum on
Then its resolvent function is of the form
Moreover at the critical points {c : T (c) = 0} the following decomposition in a continued fraction holds true
. Also (7)p s+1 = p sd+1 ...p sd+d and q sd =q s .
Note that
that is we can restore J (s) by (6), (5) and then find p sd+d by (7).
Proof. We write J as a d × d block matrix (each block is of infinite size):
Here P k (respectively Q k ) is a diagonal matrix P k = diaq{p k+sd } s≥0 and S is the shift operator. In this case V * is the projection on the first block-component. Using this representation and being well known identity for block matrices
we get
where J 1 is the matrix that we obtain from J by deleting the first block-row and the first block-column in (9). Note that in (z − J 1 ) each block is a diagonal matrix that's why we can easily get an inverse matrix in terms of orthogonal polynomials. Let us introduce the following notations: everything related to J (s) has superscript s. For instance: p
d mean orthonormal polynomials of the first and second kind. In this terms equation (10) is equivalent to the two series of scalar relations corresponding to the diagonal and off diagonal entries
.
We have to remind (see (5) and (12)) that
Now, due to the Wronskian identity, if T (c) = 0 then
So, combining (11), (12) and (13) we get the recurrence relation
T (s) (c) .
Let us mention that the Renormalization Equation can be rewritten equivalently in the form of polynomials equations.
Proof. Starting with (15), (16) we get
Having (3) we get
Since the left hand side in (17) is a polynomial of z we obtain two relations
Since vectors of the form (z − J) −1 V f , f ∈ l 2 , are complete in l 2 the last relation implies (16).
Proof of the main theorem
We start with (undoubtedly well-known and simple) Lemma 3.1. Assume that two non-normalized measures σ andσ are mutually absolutely continuous. Moreover, dσ = f dσ and (1 + ) −1 ≤ f ≤ (1 + ). Let us associate with these measures Jacobi matrices J = J(σ),J = J(σ). 
Since |1/T 
