Motivated by the fact that the usual positive definiteness does not work in an infinite space, we introduce the concept of S-positive definiteness with respect to an ordering cone in a general Banach space and show that the S-positive definiteness plays the same role as the usual positive definiteness in the finite dimensional case. As applications, we study sharp and weak sharp minima of fractional orders in vector optimization.
Introduction
Let X be a Banach space and φ : X → R be a 2n-time smooth function, where n is a natural number. The following result is well known and useful in optimization (cf. [14, Proposition 5.2 
]).
Proposition I. If X is finite dimensional, φ (k) (x) = 0 for k = 1, . . . , 2n − 1 and φ (2n) (x) is positively definite (i.e., φ (2n) (x) (h 2n ) > 0 for all h ∈ X \ {0} where h 2n = (h, . . . , h)), thenx is a local minimizer of φ.
The following example shows that Proposition I is not necessarily true when X is infinite dimensional. φ(x), (1.1) where B(x, δ) := {x ∈ X: x −x < δ}. For each natural number k, let x(k) be an element in l 2 such that the k-th component It is more complicated to consider the vector-valued function setting. In this paper, we mainly study vector optimization problems in infinite dimensional Banach spaces, which has been found to have important applications in many fields such as economics, management science and engineering (see [1, 5, [7] [8] [9] 13, 15, 20] ). One of our aims is to establish sufficiency results similar to Proposition I for a vector optimization problem when the objective is a 2n-time smooth function between two infinite dimensional Banach spaces. To do this, in view of Example 1.1, we introduce the concept of strong positive definiteness with respect to vector preorder induced by a closed and convex cone. Our strong positive definiteness reduces to the positive definiteness in the finite dimensional setting. In terms of the strong positive definiteness, Proposition I is extended to vector optimization problems in infinite dimensional spaces.
For a real-valued function φ : X → R on a Banach space, recall that a ∈ X is a sharp minimum of φ if there exist η, δ ∈ (0, +∞) such that
The notion of a sharp minimum, equivalently, a strong isolated minimizer or strongly unique local minimum, was introduced by Polyak (see [17] and references therein). It has far-reaching consequences for convergence analysis in mathematical programming (see [3, 12, 16] and references therein). As a generalization of sharp minima, Ferris [6] introduced and studied weak sharp minima for real-valued functions. Extending the sharp minima in the sense of (1.2) to the multiobjective optimization, Jimenez [10, 11] introduced and studied the strict Pareto efficiency in multiobjective programming. Using the technique of variational analysis, in terms of the normal cone and coderivative, Zheng et al. [21] established some characterizations of the sharp minima for nonsmooth vector optimization problems. Deng and Yang [4] considered weak sharp minima for linear vector optimization problems in Euclidean spaces. In this paper, we consider sharp minima for smooth vector optimization problems in Banach spaces. In particular, using the strong positive definiteness, we provide some results on sharp minimum property of Pareto solutions and ideal solutions for smooth vector optimization problems. We also consider quadratic vector optimization problems in Banach spaces. We establish sharper results on sharp minima and weak sharp minima for such problems.
Preliminaries
Throughout this paper, all spaces considered are real Banach spaces. Let Y be a Banach space and Y * be its dual space.
Let C ⊂ Y be a closed and convex cone with int(C ) = ∅ and C + denote the dual cone of C , that is, C + = {y * ∈ Y * : 0 y * , c ∀c ∈ C }. For y 1 , y 2 ∈ Y , define y 1 < C y 2 and y 1 C y 2 as y 2 − y 1 ∈ int(C ) and y 2 − y 1 ∈ C , respectively.
Let A be a subset of Y and a ∈ A. We say that (i) a is a weak Pareto efficient point of A if there exists no point y ∈ A \ {a} such that y < C a; (ii) a is a Pareto efficient point of A if there exists no point y ∈ A \ {a} such that y C a; (iii) a is an ideal point of A if a C y for all y ∈ A.
Let WE( A, C ) and E( A, C ) denote the set of all weak Pareto efficient points of A and the set of all Pareto efficient points of A, respectively. It is clear that
Let f be a function between Banach spaces X and Y and consider the following vector optimization problem
A vectorx ∈ X is called a local weak Pareto solution (resp. Pareto solution) of (2.1) if there exists δ > 0 such that f (x) is a weak Pareto efficient point (resp. Pareto efficient point) of f (B(x, δ)). We say thatx is a local ideal solution of (2.1) if there exists δ > 0 such that f (x) is an ideal point of f (B(x, δ)). We say thatx is a global ideal solution of (2.
We say thatx is a sharp Pareto solution of (2.1) of order r if there exist η, δ ∈ (0, +∞) such that 
(iii)x is a global ideal solution of (2.1).
Proof. Suppose that (i) holds, and let h be an arbitrary point in X . Then there exists δ > 0 such that
This shows that (ii) holds.
Next we assume that f is C -convex. To prove (i) ⇔ (ii) ⇔ (iii), it suffices to show (ii) ⇒ (iii). To do this, suppose that (ii) holds. Let x ∈ X . By the C -convexity of f , one has
. This shows that (iii) holds. The proof is completed. 2
The conic positive definiteness of multilinear mappings
In the remainder of this paper, let X , Y be Banach spaces and let Y be equipped with a preorder induced by a closed and convex cone C in Y with int(C ) = ∅ and C = Y . For a natural number n, let the product space
Let Φ : X n → Y be an n-linear and symmetric mapping, that is, for any s, t ∈ R and
is an n-linear, symmetric and continuous mapping if f is n-time smooth.
Definition 3.1. Let Φ : X n → Y be an n-linear symmetric mapping.
(i) Φ is said to be positively definite (resp. positively semi-definite) with respect to the ordering cone C if
for all x ∈ X \ {0};
(ii) Φ is said to be S-positively definite with respect to the ordering cone C if there exists η > 0 such that
where B Y denotes the unit ball of Y .
If n is an odd number and Φ :
thus, under the assumption that the ordering cone is pointed (i.e., C ∩ −C = {0}), Φ is positively semi-definite if and only if Φ = 0. By the separation theorem, it is easy to verify that an n-linear symmetric mapping Φ : X n → Y is positively semidefinite with respect to the ordering cone C if and only if the composite c * • Φ is a positively semi-definite for any c * ∈ C + . Remark 3.1. For a mapping f : X → Y , noting that f is C -convex if and only if c * • f is convex for all c * ∈ C + , one can see that a twice differentiable function f is C -convex if and only if the second derivative f (x) is positively semi-definite for each x ∈ X .
Clearly, an n-linear symmetric mapping Φ is positively definite whenever it is S-positively definite. The following proposition shows that the converse is also true when X is finite dimensional. Proof. The necessity part is trivial. To prove the sufficiency part, suppose to the contrary that for every natural number k there exist x k ∈ X and y k ∈ B Y such that x k = 1 and
Since X is finite dimensional, without loss of generality we can assume that x k → x 0 (passing to a subsequence if necessary). Then x 0 = 1, and so Φ(
In the case when X is infinite dimensional, Proposition 3.2 is not necessarily true. For example, let n = 2,
Clearly, Φ is bilinear and symmetric, and 0 < Φ(x, x) for any x ∈ l 2 \{0}. However, Φ is not S-positively definite with respect to R + . In fact, for every natural number k, let e(k) denote the element such that the k-th component of e(k) is 1 and all other components are 0. Then e(k) = 1 and
. Let η be an arbitrary positive number. Then, Φ(e(k)
2 ) + ηB R for all k. This shows that Φ is not S-positive definite with respect to R + . Now we provide an example of an S-positively definite mapping between two infinite dimensional spaces. Let X = l 2 and Y be an infinite dimensional Banach space ordered by a closed and convex cone with int(C ) = ∅. Take an element c 0 ∈ int(C ) and r > 0 such that c 0 + 2r B Y ⊂ C . Let {y n } be a sequence in r B Y and define Φ :
It is clear that Φ is a bilinear symmetric mapping. For any
n y n and so
This shows that Φ is S-positively definite.
In terms of the concept of S-positive definiteness, we provide high order sufficient conditions forx to be a local or global sharp Pareto solution of vector optimization problem (2.1). 
Thenx is a local Pareto solution of (2.1) and there exist η, δ ∈ (0, +∞) such that
for all x ∈ B(x, δ).
If, in addition, f is C -convex, thenx is a global Pareto solution of (2.1) and there exists η 0 ∈ (0, +∞) such that
Proof. Since f (2n) (x) is S-positively definite with respect to C , there exists η > 0 such that
Noting that c * ∈ C + and c * = 1, it follows that
It follows that there exists δ > 0 such that
, it follows from (3.2) and (3.5) that
It follows from (3.3) that x =x and hence f (x) = f (x). This shows thatx is a local Pareto solution of (2.1).
Next suppose that f is C -convex. Then, it is easy to verify that the function x → d( f (x) − f (x), −C) is convex. This and (3.3) imply that for any x ∈ X \ B(x, δ),
, where δ is an arbitrary constant in (0, δ). Hence,
Letting η 0 := min{η, η 2n δ 2n−1 }, it follows from (3.3) that (3.4) holds. The proof is completed. 2
It is natural to ask whether max{[
that is, whether there exists η > 0 under the C -convexity assumption on f such that one of the following (3.6) and (3.7) holds:
for all x ∈ X, (3.6) and
(3.7) Example 3.1. Let n = 1, X = Y = R, C = R + , and f (x) = x 2 if |x| 1 and f (x) = 2|x| − 1 otherwise. Then f is a continuous convex function and it is also twice Frechet differentiable around 0; moreover f (0) = 0 and f (0) = 2. Since We say thatx ∈ X is a local sharp ideal solution of order γ ∈ (0, +∞) for (2.1) if there exist η, δ ∈ (0, +∞) such that
With (3.2) replaced by a stronger assumption, we have the following sufficient condition for sharp ideal solutions of (2.1).
Theorem 3.4. Let f be a mapping between Banach spaces X and Y . Letx ∈ X and n be a natural number such that f is 2n-time differentiable aroundx and f (2n) (x) is S-positively definite. Suppose that
(3.9) 
(3.10)
On the other hand, by (3.9), one has
Hence there exists δ > 0 such that
This and (3.10) imply that (3.8) holds. The proof is completed. 2
Quadratic vector optimization
In this section, we consider quadratic vector optimization problems in general Banach spaces. We say that a vectorvalued function f between Banach spaces X and Y is quadratic if there exist a bilinear symmetric and continuous mapping Let a * j ∈ X * , c j ∈ R and P := {x ∈ X: a * j , x − c j 0, j = 1, . . . ,k}. Consider the following quadratic convex vector optimization problem:
For any x ∈ X , let Φ x : X → Y be such that
Then Φ x is a continuous linear operator from X to Y . Let Φ * x denote the conjugate operator of Φ x , that is,
It is clear that
where f is as in (4.1). For x ∈ P , let I( (4.4) where N(P , x) denotes the normal cone of P at x (cf. [2] and [19] ). In this section, we will consider the optimality conditions for (4.2). The following proposition provides optimality conditions for (4.2) and is essentially known.
Proposition 4.1. Letx ∈ P and consider the following statements:
(i)x is a global weak Pareto solution of (4.2).
(ii)x is a local weak Pareto solution of (4.2).
(iii) There exist c * ∈ C + \ {0} and t j 0 ( j ∈ I(x)) such that
, it follows thatx is a global minimizer of c * • f on P . This shows that (iii) ⇒ (i) holds. Take e ∈ int(C ) such that e + B Y ⊂ C (because C is a convex cone with nonempty interior). Then, C + ⊂ {y * ∈ Y * : y * y * , e } and so C is dually compact (cf. Proof. First suppose thatx is an ideal solution of (4.2). Then f (x) C f (x) for all x ∈ P (where f is defined by (4.1)). Let c * be an arbitrary element in C + and
Then,x is a minimizer of φ c * over P . This implies that 0 ∈ φ c * (
, it follows from (4.3) and (4.4) that there exist t j 0 ( j ∈ I(x)) such that (4.5) holds. Conversely, take any c * ∈ C + . Then, there exist t j 0 ( j ∈ I(x)) such that (4.5) holds. Hence 0 ∈ φ c * (x) + N(P ,x) (by (4.3) and (4.4)). Noting that φ c * is convex, this means thatx is a minimizer of φ c * over P . Hence, c * , f (x) c * , f (x) for any x ∈ P and c * ∈ C + . It follows that f (x) C f (x) for any x ∈ P and sox is an ideal solution of (4.2). The proof is completed. 2
In contrast to Theorems 3.3 and 3.4, the following theorem shows that every weak Pareto solution of (4.2) is of the global sharp property of fractional order Proof. Since Φ is S-positively definite with respect to C , there exists η > 0 such that
(4.8)
Letx be a local weak Pareto solution of (4.2). Then, by Proposition 4.1, there exists c * ∈ C + with c * = 1 such that
where f is defined by (4.1). On the other hand, (4.8) implies that 0 inf c * , y : 
It follows from the Lax-Milgram theorem that there exists θ ∈ X such that
Hence, for all x ∈ X ,
where u e := u, u e for u ∈ X . Then, for any x ∈ X ,
(4.12)
Moreover, by (4.9) and (4.11), one has θ −x e = min θ − x e : x ∈ P .
Applying the projection theorem in the Hilbert space (X, · e ), it follows that θ −x, x −x e 0 for all x ∈ P . (4.13) This and (4.12) imply that
By (4.10), one has
(4.14)
On the other hand, since c * ∈ C + and c * = 1, one has
for any x ∈ X and any c ∈ C . Hence
(4.15)
This and (4.14) imply that (4.6) holds. This completes the proof of (i). Similar to the proof of the corresponding part of Theorem 3.3, we can see that (iii) is immediate from (i).
To prove (ii), we consider two cases: C1)x = θ and C2)x = θ . First suppose that C1) holds. Then, by (4.11) and (4.15), one has
This and (4.10) imply that (4.7) holds with η(x) = η 
This and (4.15) imply that 
(ii)x is a local ideal solution of (4.2).
(iii) For any c * ∈ C + there exist t j 0 ( j ∈ I(x)) such that (4.5) holds.
In what follows, let S w and S denote the set of all weak Pareto solutions of (4.2) and the set of all Pareto solutions of (4.2), respectively. Deng and Yang [4] 
It is possible that S w = ∅ in the case when X = R m , Y = R n , C = R n + and Φ = 0. Under the S-positive definiteness assumption on Φ, we will prove that S w = ∅ and Deng and Yang's result holds for a general quadratic vector optimization problem in Banach spaces. Since Φ is S-positively definite, there exist η, τ ∈ (0, +∞) such that (4.10) holds. Let ·, · e and · e be as in the proof of 
where θ is a fixed point in X and r = (c * • f )(x) − x − θ 2 e is a constant independent of x. Since the feasible set P of (4 .2) is a closed and convex subset of X , the projection theorem implies that there existsx ∈ P such that θ −x e = d · e (θ, P ) := inf θ − x e : x ∈ P .
It follows from (4.18) that 
