This paper discusses the significance of applying nonlinear theory to examine the complexity of social and economic evolution. First, we generally examine possible implications of nonlinear theory for analyzing the complexity of human societies. Second, we select two socio-economic models to illustrate our viewpoints.
ORDER VERSUS CHAOS
Due to the great efforts by mathematicians and scientists of various fields in the last few decades, our vision of social and economic development has been fundamentally changed: a change tow.ard the multiple, the temporal, the unpredictable, and the complex.
It was generally believed, even about three decades ago, by most of scientists that simple systems behave in simple ways and complex behavior had to be explained by complicated causes. A mechanical contraption like a pendulum, an economic model like the Solow-Swan growth model, as long as these systems could be reduced to a few perfectly understood, perfectly deterministic laws, their long-run behavior would be stable and predictable. On the other hand, systems such as wildlife population and a national economy which were visibly unstable and unpredictable * Corresponding author. 111 must be subjected to random external shocks. Now, all that has been changed. In the last three decades, nonlinear theory has created an alternative vision of dynamics. Simple deterministic nonlinear dynamic systems, such as the logistic map, may give rise to complex behavior and complex systems, while seemingly complicated equilibrium models may generate very simple behavior.
Mathematical interest in deterministic dynamic systems that generate catastrophes, bifurcations and chaos has dated back to PoincarCs work in the late 1800s. But the emphasis on the complexity of nonlinear dynamics was highlighted by the seminal paper by the meteorologist Edward Lorenz (1963) . He discovered an extremely simplified model of Earth's climate that displays sensitive dependence on initial conditions. The long-run behavior of the system will be dramatically different even by changes in data on a scale finer than our capacity to measure. Ruelle and 112 *.E. ANDERSSON AND W.-B. ZHANG Takens (1971) argued that the traditional model of fluid flow turbulence was structurally unstable and that a dynamical system that converged to a lower dimensional deterministic chaotic attractor was a better model of certain types of fluid flow turbulence than the traditional one. They examined transitions to turbulence by first writing down a system consisting of differential equations, dx/dt F(x, r), where x is the state vector.
of the system and r denotes a vector of slowly moving parameters. The dimension of the state vector may be either finite or infinite. They considered how the long-run behavior of the system may converge to some attractor set A(r).
Indeed, the long-run behavior will structurally change as one shifts the values of the parameters r.
The theoretical ecologist Robert May found that the simple logistic equation, x(t+ 1)= rx(t) (1 x(t)), may yield chaotic behavior for suitable choices of the parameter r. If we interpret x(t) as the population at time t, this implies that a small change in the parameter, such as small shifts in biological, economic or political conditions, may result in fluctuations which are beyond our capacity to forecast in the long term. The most interesting phenomenon in this chaos is that it exhibits certain aspects of order. The physicist Mitchell Feigenbaum found that the logistic mapping exhibits a period-doubling cascade that is duplicated by many other systems. When one increases the parameter, r, the long-run behavior progressively passes from a fixed point, to a twocycle, to a four-cycle,..., to a 2n-cycle,..., to chaos. These types of models are also found in economics. For instance, in Grandmont (1985) it was the risk aversion of the old agents in a two period overlapping generations model that played the role of r in his example of a period doubling route to economic chaos. It was the discount rate on future utility in the Boldrin and Montrucchio model (1986) that was treated as the bifurcation parameter. And it was the population sustainable capacity parameter in the Stutzer model (1980) that makes his system behave chaotically. Since the economists have had access to modern analytical methods for analyzing nonlinear dynamic phenomena such as catastrophe, bifurcation and chaos, many other nonlinear dynamic models related to social, regional, geographical and economic issues have been constructed and examined with nonlinear methods (e.g., Chiarella, 1990; Dendrinos and Sonis, 1990; Puu, 1989; Rosser, 1991; Flaschel et al., 1995; Lorenz, 1993) .
A synthesis of the basic ideas in this new vision of nonlinear dynamics was clearly developed in Hermann Haken's synergetics (1977; and Ilya Prigogine's self-organization theory (Nicolis and Prigogine, 1977 A serious debate in social and economic dynamics is related to the adjustment speeds of variables. For some economists a competitive economic system adjusts smoothly and quickly to disturbances in its way toward to the long-run equilibrium. For others a competitive economic system can hardly simultaneously guarantee both (social, political and cultural) stability and economic efficiency because the assumption of a perfectly competitive market structure, perfect information and perfect expectations cannot coexist in the real world.
Distinction between speed changes in varied cultural circumstances is the key to understand differences among cultures (e.g., Andersson et al., 1992 It must be emphasized that the reduction of dimensions of a nonlinear dynamic system is not often as simple as in the illustrated model (e.g., Haken, 1983; Carr, 1981; Kevorkian and Cole, 1981; Chow and Hale, 1982; O'Malley, 1988; Pliss and Sell, 1991 Andersson (1986; attempted to explain regional development by focusing the attention on the role of knowledge, transportation and communication networks in the determination of economic development and its industrial, spatial and other structural consequences. There it is argued that consequences of slow improvements of infrastructures will provide relative stabilization, a slow development of existing structures. During this process there is a continuous search for new structures to improve efficiencies of social and economic interactions. The search appear embryos of future communication and transportation structures. After a series of bifurcations and chaos transforming the development process, there will come a relatively stable stage of development.
INFRASTRUCTURE AND ECONOMIC DEVELOPMENT
Sufficiently changing the general and structural characteristics of networks may trigger change of industrial organization and spatial structure of economy. It is impossible to understand the role of transportation, financial and other communication services and other spatial and organizational flows, unless we proceed from the slowly changing networks to the fast processes of pro-duction and market exchange. Even though there is a feedback from the fast to the slow processes, most of the time the causal links go from the slowly changing networks to the quickly adapting flow variables of the markets.
In order to develop a sound theory of regional development, Andersson (1992) suggested the following order of explanation:
1. a certain level of technological and other knowledge exists, in embodied or disembodied form;
2. a set of (built or natural) networks for transportation and communication has been established; 3. a set of property rights and other organizational rules have also been established; 4. an optimal logistical system, including nodal production and other transformation activities, is determined, implying a certain industrial and spatial economic organization; 5. on this arena, patterns of deliveries and prices will be determined so as to establish a stable equilibrium; 6. some share of the income generated by this equilibrium structure will be used for infrastructure investments in knowledge or networks; 7. if these slow but steady transformations of the arena will be progressing in some definite direction, then there must sooner or later be a complete structural change, i.e., a fast phase transition from one spatial and industrial equilibrium organizational structure into another, topologically non-equivalent stable equilibrium structure. We now apply the above ideas and nonlinear dynamic theory to explain the complexity of regional dynamics.
Based upon the studies by Pirenne (1925) and Mees (1975) , Andersson (1986) argued that the sequence of fundamental changes in the world economy over the last millennium can be explained by the changing structure of logistical systems. In other words, the great structural changes of regional production, location, trade, culture and institutions are triggered by slow steady changes in the associated logistical networks. Logistical networks are those systems in space which can be used for the movement of commodities, information, people and money in association with the production or consumption of commodities. Andersson (1986) after the change, one may be tempted to conclude that the "slow" variable was not influential.
The slow expansion of network infrastructure, x, through investment in physical capital will follow the trajectory located in the L-zone of Fig. 1 .
Let the system initially be located at A. As x is changed, eventually a point b is reached beyond which the very nature of the regional production pattern changes markedly. At this point, the equilibrium loses its stability and a "phase transition" is underway.
The system is of a cyclical nature. The system consists of (4.1)-(4.3). Further explanation can be found in Zhang (1992) . We now examine some special cases to illustrate the relationship among adjustment speeds, time scale and stability.
First, we consider an economy with openness, p, changing very slowly, i.e., T and N being sufficiently small. Introducing T*--tN, we can rewrite the dynamics in the form of:
Ndk/dT* sY-(5 + n)k, dp/d r* ep Op3 + q, Ndz / d T* gp + ro Y-(4.4) in which a 0. We assume that N is so small that we can safely let N dk/dT*= 0 and N dz/ d T*= 0 in the dynamic analysis. We can show that the long-run dynamics are thus approximately given by dp/dT* -(3p + (e b2)p + b, This equation has either one or three real roots. If (-rl/3)3 > (r2/2) 2, then the equation has three roots. As the left term is always positive, a necessary condition for the inequality is that rl < 0, i.e., e > b2. This can only be guaranteed under the conditions that the reformers are rather strong in political decisions in comparison to the anti-foreign attitudes. Otherwise, there is only one equilibrium of the system. This discussion shows that whether there is a unique p is dependent on the power of the reformers.
The boundary of the region between single and multiple solutions is determined by: 4r/ 27r22 -0. This produces the cusp shaped curves on the control manifold-the (rl,r2) plane. As shown in Fig. 2 (Haken, 1977; Zhang, 1991) by change in openness. And sudden structural changes in the long-run dynamic evolution may exist, depending upon the whole structure of interactions of economic development, knowledge growth and political struggles.
We are now interested in the parameters c and there is unique stationary state. As the power of the reformers increases to such a degree that rl becomes negative, the situations become more complicated. There is the possibility of multiple equilibria. Now, we consider a specific political struggle: when O is shifted, c is changed in such a way that rl keeps fixed during the study period.
Although it is hard to exactly interpret the specified policies, the assumption simply implies that as the power of the conservatists increases, the power of the reformers will also increase, and vice versa. It should be noted that these specific assumptions are not essential for our analytical results. Under this assumption, we obtain the relations between the opening policy and the power of the conservatives as shown in Fig. 3 (see, Zhang, 1992) , when the power of the reformers increases, social cycles appear in the system. The cycles can be illustrated as in Fig. 4 shown in Fig. 5 (source: Howell, 1993) . We see that this spiral dynamics can be produced by a nonlinear interdependence between rational knowledge, economic growth, and political struggle. The theoretical results from our model are qualitatively corresponsive to Howell's observations. The interdependence between political and economic conditions is illustrated in Fig. 6 (source: Howell, 1993 (de Melo and van Srien, 1991; Sonis, 1993) .
