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ABSTRACT
Distributed artificial intelligence (DAI) and multi-agent system (MAS) has
recently gained increasing interest due to its vast applications in real-world
problems. Inspired by the natural MAS, this thesis primarily focuses on the
study of the collective intelligence and the joint behavior of MAS, which are
typically generated by a group of intelligent agents applied with autonomous
controls. In particular, the collective intelligence is described as geometric
group patterns, stationary distribution and cooperative motions in this the-
sis. As the size of the group increases, it is essential to exploit simple and
distributed controls to achieve the desired collective intelligence of the sys-
tem with robustness and minimal cost. Therefore, this thesis proposes two
bio-inspired applications of MAS to illustrate that simple controls can obtain
stable and robust limiting collective behaviors. Besides, topological configu-
ration space is introduced to describe the admissible collective behaviors and
design the cooperative controls.
In the first part of the thesis, cyclic pursuit as a periodic joint behavior
of the MAS is studied. With prescribed deployments and controls of the
agents, the limiting group geometric formation varies from regular polygons
to an eight-shaped graph. The rotation number of the graph is a geometric
invariant during the evolution. In the second application, the cyclic collective
intelligence is generalized to a swarm concentration problem with desired
gathering and drifting group behaviors. Randomized algorithms are used to
localize the agents and generate stationary distributions of the swarm. In
the last part of the thesis, topological configuration space is implemented to
assist the design of hybrid controls for a multi-agent coverage problem.
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As an effective approach to solving complex learning, planning and decision-
making problems, distributed artificial intelligence (DAI) has drawn signif-
icant attention on scientific research and engineering applications. Ranging
from animal and human agents to robotic and software agents, the study of
multi-agent system (MAS) as a branch of DAI mainly focuses on the joint
behavior of group and the interactions between the agents. The joint be-
haviors are typically generated by a group of intelligent agents applied with
distributed controls, and the most popular realms of the research include
formation control, scheduling and motion planning, consensus problem, co-
ordinated automation, cooperative control and hybrid control. Arising from
the distributive natural, MAS exhibits robustness, parallelism and scalability
in these applications, providing a more reliable and efficient solution com-
pared to a single intelligent agent.
However, as the size of the group increases, prescribing desired collective
behavior of a MAS is faced with both theoretical and practical challenges
and complexities. Theoretically, a central controller is unable to handle the
entire vast information of the system, and controlling MAS typically has to
rely on local and partial knowledge. Practically, the behavior of the whole
group is often difficult to describe and generate when merely decentralized
controllers are constructed for the individual agent. On one side, simple and
distributed controller with less information is preferred for each agent in order
to perform efficiency and scalability. On the other hand, more interactions
and constraints are required to achieve prescribed common objectives such
as cooperative tasks or geometric formations. Hence, the study of how the
behavior of individual agent affects the global group performance, and how to
effectively describe the collective group intelligence is of significant interest.
Motivated by these challenges, this thesis focuses on the control and col-
lective intelligence of the MAS. The collective intelligence of the MAS in
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this study is primarily described as the geometric group patterns, station-
ary distributions and cooperative motions. In particular, this thesis aims to
propose solutions to the following questions: (1) prescribing a configuration
and deployment of a group of agents, what is the corresponding collective
intelligence and the limiting joint behavior of the system via simple and dis-
tributed controls? (2) how can we describe the space of a possible multi-agent
configuration and use this space to design collective intelligence for a desired
task?
To illustrate the first question, two particular instances with detailed anal-
yses are emphasized: cyclic pursuit [1] and swarm concentration. In the study
of cyclic pursuit, periodic collective intelligence, i.e., the geometric pattern
and the formation of the group, is explored by applying simple controller
relying on minimal information of communication. And the study of swarm
concentration generalizes the periodic joint behavior to a group motion of
gathering and drifting by using desired stationary distributions. Moreover,
topological configuration spaces is introduced to provide an insight to the
second question. It is then implemented as a novel tool for a multi-agent
coverage problem [2] and assists the design of hybrid controllers.
1.1 Cyclic Pursuit
The first instance investigated in this thesis is cyclic pursuit where each
of the cyclically ordered agents moves towards the agent (the prey) using
only the relative position between them. Inspired from the observations
of the natural MAS, such as swarming and flocking, researchers have been
trying to discover what kind of behavior can be reproduced using simple
rules that require minimal cooperation between the agents[3, 4]. Meanwhile,
particular geometric patterns generated by the interaction of MAS, while
moving in some underlying space, also gain special attention. Examples of
such interactions are rendez-vous (convergence to a single point), or circular
choreography, where the agents undertake a circular motion.
Cyclic pursuit achieves these collective behaviors using a very simple inter-
action pattern. The convergence behavior has been exhibited, and in some
situations rigorously proved for quite a few models of dynamics; in most of
them, a cyclic symmetry of the laws of motions is the key element of the
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proof.
This study focuses exclusively on strongly invariant pursuit systems: here
the controls are invariant with respect to the cyclic renumbering of the agents
- in other words, the same control algorithm should be applied by all agents, -
and also are invariant with respect to the group of Euclidean motions, - i.e.,
the agents observe only their relative positions and do not have any global
frame of reference.
The collective intelligence of MAS is denoted as the formation of a polyg-
onal chain formed by all the agents in the group. The main purpose of
this study is to explore stable limiting formations of the agents, other than
rendez-vous or circular formations, with corresponding initial deployments,
and to show the properties of such formations. Based on computer simu-
lations and numerical stability analysis, this study establishes the existence
of an elastica-like “figure eight”-shaped polygonal chain, drastically different
from the circular formations which dominated past studies of the cyclic pur-
suit. Besides stability, the figure eight formation performs a remarkable slow
sideways “precession” drift.
In addition, this study recovers the underlying topological invariant, the
Whitney rotation number, which governs the limiting behavior: in case of
rotation number 0, the limiting behavior is “figure eight”-like; otherwise, it is
converging to the circular configuration (perhaps, traversed multiple times).
The significance of these results for the potential practical applications lies
in the discovery of rich families of periodic behaviors driven by the simple
mechanisms known for a long time: to produce nontrivial behavior of MAS,
one does not need complicated controls; just an unusual initial configuration.
1.2 Swarm Concentration
Besides cyclic pursuit, simple interactions between the agents and their en-
vironment exhibit many other interesting collective intelligence in the nat-
ural MAS. Some species have different performances when the environment
changes. For example, golden shiners, a type of schooling fish, can adjust the
speed of movement in accordance with the environmental light intensity and
tend to move slowly in dark locations. Studies have revealed that individual
golden shiner does not have the sensing capacity of the light gradients, but
3
it only senses the light intensity at the current location.
Inspired by such species, the study of swarm concentration aims to explore
the characteristics of intelligent collective behaviors of MAS (more general
than cyclic behavior), such as swarm gathering, drifting and localization.
Similar to golden shiners, the agents are assumed to be memoryless and
access to minimal sensing information, i.e., each agent solely measures the
information of the group at the current time and does not restore the data.
This indicates the reactive property of the agents, which is analogous to the
point-measurement capacity of the golden shiners.
Each agent in the swarm communicates to the neighboring agents by shar-
ing their relative positions. Since the interaction merely requires to convey
the distances, this minimal information assumption drastically reduces the
complexity and power consumption of the system. In order to design the
decision-making algorithm for the motion of gathering, a potential function
(for example, the sum of the squared distances) is constructed to represent
the potential energy of the agent in the swarm. Then the swarm gathering
behavior can be obtained by using Metropolis-Hastings algorithm with the
desired stationary distribution expressed by the potential function.
Contrast to the environment of the golden shiners where the light intensity
gradually decreases away from the light source, a more general setting of the
environment factor is considered in this study. Slowdown regions with various
shapes and sizes are constructed inside the workspace of the agents. Then,
the speed of each agent is determined by the slowdown factor of the corre-
sponding region, i.e., it moves slowly when the agent is inside a region with
small slowdown factor. Under this setting of the environment, the swarm
tends to concentrate on the slowdown regions, which generates a drifting
joint behavior and localizes the swarm.
The primary objective of this study is to investigate the swarm concen-
tration behavior with the motions of gathering and drifting under a simple
distributed control algorithm. A randomized gathering algorithm applying
the Metropolis dynamics will be used to obtain the limiting distributions of
the swarm. The impact of the slowdown factor of the regions in the envi-
ronment on the collective intelligence will be discussed, and the simulation
results will be demonstrated.
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1.3 Space Coverage
In order to design cooperative controls and demonstrate the collective intel-
ligence of the MAS undertaking a particular task, one expects to know the
corresponding space containing all the possible configurations of the system,
the configuration space. The topology of the configuration space is useful
when planning the motions of the agents and analyzing the properties of the
dynamics. The natural questions of finding an appropriate schedule (a trajec-
tory in the configuration space) for a desired deployment, and of the feedback
control stabilizing on such a trajectory are the focus of this study. On the
configuration space, the design of the system trajectories is based upon its
vector fields, which represent the group motions of the agents. Hence, the
limiting behavior of the group is also indicated by the flow of these vector
fields. This thesis will propose an instance of designing distributed feed-
back controls for a multi-agent coverage problem to illustrate the benefits of
applying configuration space.
The coverage problem is motivated by the scenario, where a group of
agents, each with a limited sensing range, are to maintain a permanent
observational coverage of a terrain, so that each point of the terrain is ob-
served/sensed (or covered) at all times by at least one of the agents. This
is common in many search and surveillance tasks. It considers a dynamical
deployment situation, where the agents are bound to change their positions,
for example, to refuel, receive maintenance or rest in some fashion. To be
more specific, it is assumed as the goal a periodic collective motion by the
mobile agents, such that each of them visits (at least once a period) a pre-
specified region (the basepoint). For the sake of simplicity, the terrain is
represented by a metric space and the sensing region of an agent is a metric
ball (for example, the agent of a certain radius if the terrain is a subset of
the Euclidean plane).
It is important to emphasize that the full coverage is a collective condition
depending, in general, on the mutual positions of all the agents (contrasting,
for example, the no-collision condition, which can be formulated in terms of
pair-wise exclusions). Therefore, the configuration space is implemented in
this sense to address the resulting complexity of all possible configurations




The literature covering cyclic pursuit and its asymptotic behavior is large,
and deserves a separate survey (partially done in [5]), going back at least
to 50-ies [6]. The dominating theme, convergence to a circular formation is
reflected in many fundamental contributions; far from giving an exhausting
list we will just mention [7, 8, 9, 10]. In [11], the author mentioned a weave
formed by a small number of agents, while the analysis was limited to even
number and the shape of weave was not studied. Rendezvous and other
formations (such as expanding circles) are also accounted in many sources,
such as [12, 13, 14].
While emergence of closed elastica in the context of cyclic pursuit is per-
haps surprising, by itself it is a well-established testbed of nonlinear optimal
control, see, e.g. [15]. In a related development, the swarms of quadrotors
performing an eight figure choreography (albeit with a much tighter con-
trol structure than is proposed here) were realized in hardware in a series of
remarkable experiments described in [16, 17].
1.4.2 Swarm Concentration
This work is inspired by the schooling behavior of golden shiners in [18],
which proves that the concentration of the swarm is based solely on the
point measurement capacity. Following this natural behavior, the authors
in [19, 20, 21] proposed their gradient climbing algorithms steering a group
of agents to move towards the ”lightening source” in the environment. This
study derives the algorithm from a energy function which generalizes the sum
of squared distances function in [20]. Compared to the algorithm in [19],
this study applies Metropolis dynamics other than Gaussian random work
to achieve a desired limiting distribution. Moreover, this study treats the
regions with lower agent speed as the objective regions in the environment,
while [19, 20, 21] all assume the environment has a scalar field and speed of
the agents decrease continuously along the gradient of this field.
More studies about MAS concentration are surveyed in [22]. Neverthe-
less, most of the researches assume the agents are capable to restore the
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information from the past and reproduce the gradient in the environment
(for example [23] and [24]). In addition, many applications of the swarm
concentration algorithms in navigating networked robots can be viewed in
[25, 26, 27].
1.4.3 Space Covering
The problem of coverage by distributed autonomous agents gained a lot of
interest in the past few years. Focus has been placed on control design for
various tasks such as search [28], cleaning robot [29], lawn mowers [30, 31, 32],
mine hunting [33], underwater imaging vehicles [34] and many others.
Most recent studies in coverage deal with the tasks that require the agents
to cover the entire terrain intermittently [28, 35, 36]. Unlike our setting,
strictly enforced full coverage condition has not been considered in these
papers. On the other hand, path planning algorithms, such as randomized
approach, cellular decompositions, semi-approximate and grid-based method,
are often designed for single agent coverage, and the algorithms of multi-agent
coverage are typically the extensions of those (as we can see in the surveys [37,
38]). But in this paper, we will focus on the performance and the complexity
of the whole system (the topological structure of the configuration space,
minimal number of discontinuities, etc). Constructions similar to patrol in
one-dimensional system appeared in [39, 40, 41].
Topology plays a critical role in analyzing our coverage problem. The idea
of applying topology to understand motion planning has a long tradition
with many fascinating studies in literature [42].
One particular inspiration for this work was [43] where the authors studied
the dynamics of cooperative agents on a Y-shaped network and designed
vector fields for safe and cooperative agents patterns to stabilize the multi-
agents system. Meanwhile, [44] investigated from the same perspective as
this work the topological properties of a centipede-like robot and planed the
gait motion avoiding forbidden positions.
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1.5 Thesis Overview
The objective of this thesis is to propose solutions with real-world examples
of MAS control and collective intelligence. These solutions aim at generating
collective intelligence of the MAS with minimal cost and robust behavior. In
particular, a cyclic pursuit and a swarm concentration implementations are
explored with detailed analysis and computer simulations. These two cases
provide an insight on how simple and distributed control can be applied to
produce desired complex collective intelligence. In addition, a space covering
problem is addressed with the application of topological configuration space
as an instance for cooperative motion planning.
Chapter 1 has demonstrated an introduction of the MAS and its applica-
tions. It illustrates the background and the motivation of this thesis. After
providing a general description of the MAS, it specifies the introduction for
the three subtopics: cyclic pursuit, swarm concentration and space covering.
For each subtopic, this chapter introduces its background and the scenario
that we consider. It also explains what will be shown in the following chap-
ters.
Chapter 2 and 3 studies a cyclic pursuit and a swarm concentration prob-
lem respectively. In each chapter, it shows the model of the MAS, the
methodology used in the study and the revealed results. They not only
provide a detailed analysis of the collective intelligence of the MAS but also
demonstrate extensive computer simulations to the readers. These two chap-
ters both reveal simple and distributed controls can generate desired collec-
tive behaviors through widely used settings and deployments for the MAS.
Chapter 4 shows a design of hybrid controls for a multi-agent space cover-
ing problem. Topological configuration space is implemented as the space of
coverings (SoC) and provides a tool for vector fields design. Distributed con-
trollers are proposed to the system and obtain the task of cooperative patrol





This chapter studies the geometry of a 2-dimensional cyclic pursuit problem
where n identical mobile agents modeled as unicycles are driven by a dis-
tributed control law. The agent i pursuits the agent i + 1 modulo n with
the same constant forward speed. This chapter proposes a stable relative
(1 : n)-periodic trajectory (RPT) for the polygonal chain formed by the sys-
tem with a sufficiently large n. Unlike regular polygon, the polygonal chain
evolves into the shape of figure-eight while the system follows this RPT. The
shape of the figure-eight can be approximated by closed Euler elastica. This
chapter shows several geometrical and dynamical properties of this polygonal
chain such as curve length and configuration precession. In addition, it re-
veals that the rotation number of an unbroken polygonal chain is a geometric
invariant when it converges to a stable formation.
2.1 Pursuit Model
The cyclic pursuit model is a modification of the classical linear n-bugs sys-
tem studied e.g. in [7] and [45]. Here n cyclically ordered agents move as
unicycles in a two dimensional plane. The position of agent i at time t is
denoted as xi(t) ∈ R2, i = 1, 2, ..., n. At all times, the agent i “pursues” the
agent (i+ 1) mod n. Denote by ẋi =: vi the velocity of i-th agent, and by ai
its acceleration. For simplicity, it assumes throughout that the magnitudes
of the velocities of all agents are constant in time, and across the agents,
i.e., ‖vi‖ ≡ s for all i, which gives us vi ∈ S1. It follows that ai is always
orthogonal to the velocity1.
The configuration space of each agent is 3-dimensional, and can be repre-
1Here and in what follows this chapter will denote by S1 the unit circle in the plane
parameterized by the angle (in [0, 2π)) with the horizontal axis.
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Figure 2.1: The basic coordinates and state variables in the sense that
agent i is pursuing agent i+ 1. The coordinates are measured in a fixed
reference frame F in (a), and in a relative reference frame in (b).
sented as C ∼= R2×S1, where the first component describes the position and
the second is the orientation of each agent. The configuration space for the
collection of n agents is therefore




the Cartesian product of the individual configuration spaces with the diago-
nals removed.
2.1.1 Coordinates Setting
Consider to fix a reference frame F for the system (Fig. 2.1(a)), as in [46]
and [8]. Define ri = ||xi+1 − xi|| as the distance between the agents i and
i+ 1, αi ∈ S1 represents the direction of vi, and θi ∈ S1 denotes the angle of
the line of sight (LOS) from agent i to agent i + 1. Up to the rigid motion,
the phase space of the agent configuration can be described by the collection
of relative displacements and velocities, and provide a convenient system of
coordinates on Cn. In these coordinates the state variables corresponding to
the agent i (in F frame) are F ξi = [ri, θi, αi]T , and the kinematic equations
10
are (compare with [46]):













In the setting of interest to us, the control algorithms are local (where i-th
agent’s actions depend only on the relative position of its ”prey”, the agent
i + 1), and are invariant with respect to Euclidean motions. This implies
that the control should be expressed in terms of local coordinates, obtained
by a linear transformation expressing F ξi in terms of a local reference frame
A observed by agent i. As is shown in figure 2.1(b), it defines:
φi = θi − αi
δi = θi − θi−1
(2.2)
Then it is able to define the intrinsic state by A ξi = [ri, φi, δi]. For conve-
nience, it uses ξi instead of
A ξi in the following parts of the chapter. From















j≤i δj = 0,
(2.3)
where q is an integer, which will be defined later as rotation number. Hence,
the intrinsic configuration space is of dimension 3n− 3.
Lemma 1. {ξi}i=1,...,n defines {[xi, vi]}i=1,...,n up to Euclidean motion.
Proof. From figure 2.1, it has xi+1 = xi + ri[cos(θi) sin(θi)]. And the angle
of vi is given by αi = θi − φi, where θi =
∑
j≤i δj by assuming θ1 = 0.
Hence, if one fixes [x1, v1], then the remaining [xi, vi] are all fixed.
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2.1.2 Steering Laws
A variety of steering strategies for cyclic pursuit have been proposed in the
literature. In [47], the author discusses the results from [48] and [5], high-
lighting three pursuit strategies: Classical Pursuit, Constant Bearing Pursuit
and Motion Camouflage Pursuit. In terms of cyclic pursuit, where all the
agents play a role of both pursuer and prey, it simplifies the steering laws
in Classical Pursuit and fix the forward velocity of each agent. Hence, the
only control input affecting the agent i is the angular velocity ωi of the speed
vector vi. In [8] and [49], ωi is chosen proportional to the heading error φi.






‖ai‖ = ‖vi‖ωi = ki sin(φi)
(2.4)
where ki is the proportional control gain for agent i. The reason why it applies
such a steering law is that it gives us a concise expression for the control
inspired by the natural scenario [8], and will demonstrate a proportionality
between ki and ri in a stable trajectory of the system (the readers will see in
Section 2.2).
Therefore, when substituting the control (2.4) and ‖vi‖ ≡ s in the intrinsic
dynamic system, it obtains:


























Rotation number2 is an important invariant of an immersed oriented closed
plane curve, i.e. a differentiable curve x : S1 → R2 whose derivative nowhere
vanishes. The velocity vector v := dx/dσ (here σ is the angular coordinate
on the circle S1) is nowhere zero, and therefore defines an angle θ with a









-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
Figure 2.2: A demonstration of an example of figure-eight Fn, where the
agents are denoted by its vertices.
fixed frame in the plane. The total increment of θ as σ changes from 0 to
2π, divided by 2π is called the (Whitney) rotation number and is denoted as
q(x). It is easy to see that
1. the rotation number is always an integer;
2. the rotation number of the ”figure eight” is 0; the rotation number of
the circle parameterized counterclockwise is 1, and that of the circle
parameterized clockwise is −1.
3. the rotation number is the index of the mapping v : S1 → S1 given by
σ 7→ v(σ)/|v(σ)|.
4. deforming the curve x in such a way that its velocity remains every-
where non-vanishing preserves its rotation number.
From its perspective, it is important that one can also define the rotation
numbers for cyclic polygonal n chains, i.e. collections of n points in R2, which
satisfy the natural condition that the angle between any two consecutive
segments [xi−1, xi] and [xi, xi+1] is different from π. (Readers will be referring
to such polygonal chains as unbroken.) In this case one can smoothen in an
obvious way the polygonal chain to obtain an immersed curve, for which
the rotation number is well-defined. Moreover, if one deforms the polygonal
chain in such a way that it remains unbroken, its rotation number remains
constant.
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2.2 Figure Eight Polygonal Chains
This section focuses on the geometry of 2D multi-agent formations for large
systems. However, most of the effects of the system it observes start to
manifest themselves with small number of unicycles, for example, n ≥ 10.
First, a polygonal chain Gn is a graph whose vertex set V is formed by
the n labeled agents xi, i = 1, 2, ..., n, and edge set E consists of n (oriented)
segments where each edge ei = [xi, xi+1]. In this note, it focuses on the
properties of an 8-shaped polygonal chain Fn:
Definition 2. A figure-eight Fn is the (unbroken) polygonal chain forming
an 8-shaped closed plane curve which intersects itself once and has one lobe
on each side of the intersection.
An example of figure-eight polygonal chain is shown in figure 2.2.
It is natural to say that in an appropriately chosen figure-eight polygonal
chain subject to the dynamics in (2.5), if the bearings of the velocities for
each agent point at the cyclically consecutive agent, the whole chain roughly
preserves its shape. To formalize this notion, denote that two formation
graphs have the same shape if one can be transformed into the other by a
translation or a rotation. The space of shapes has been used in the formation
dynamics in many studies, for example [12].
Further, let’s define:
Definition 3. A polygonal chain Gn is a relative equilibria with respect
to the dynamics (2.5) if under the evolution, the shape of the chain Gn(t) is
preserved.
Relative equilibria of the polygonal chains drew a lot of attention in the
cyclic pursuit literature. In a typical approach (see, e.g. [46] or [8]), a
relative equilibria is sought by solving
ṙi ≡ 0, φ̇i ≡ 0, δ̇i ≡ 0. (2.6)
Using this approach one can establish that the relative equilibria do exist:
Theorem 4. ( [8], Th 5) There exist 2(n− 1) relative equilibrium points for
3n-dimensional cyclic pursuit system with time invariant state variables; the
corresponding polygonal chains are generalized regular polygons.
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However, the figure-eight trajectory cannot be a relative equilibria - the
agents will be changing their positions on the (approximating) curve, say
crossing the self-intersection point. To account for this phenomenon, it in-
troduces a more general definition:
Definition 5. A relative (1 : n)-periodic trajectory ((1 : n)RPT ) (with pe-





) = ξi+1(t), i = 1, ..., n mod n. (2.7)
It is a fact that if the equation (2.7) holds for some t, it holds for all t. A
very useful property of (1 : n)RPT can be described as:
Lemma 6. The system follows a (1 : n)RPT if and only if in every t the







)] = [Uxi+1(t) + a, Uvi+1(t)],
i = 1, ..., n,
(2.8)
where U is a rotation and a ∈ R2.







by ξi+1(t) and ξi(t+
T
n
) respectively up to Euclidean motion. By the definition
of (1 : n)RPT , ξi+1(t) = ξi(t +
T
n




be obtained by the Euclidean motion of {[xi+1(t), vi+1(t)]}i=1,...,n.
Note that a relative equilibria is a special case of a (1 : n)RPT , while the
reverse is clearly not true. A polygonal chain Gn is stable if the agents follow
a stable (1 : n)RPT .
An (1 : n)RPT can be thought as generating a relative equilibria in the
discrete times (taking the snapshots with period T ). Also, notice that while
for the circular relative equilibria, the period can be always chosen such that
the corresponding Euclidean motion is the identity, the readers will see that
in general, it can be nontrivial.
In what follows, it will present the simulation results for the system subject
to the control law in (2.4), with all control gains the same ki ≡ k. It indicates
that with specific initial conditions, a stable figure-eight F ?n emerges. Corre-
sponding to F ?n , denote the stable (1 : n)RPT as ξ
?(t) = [r?(t), φ?(t), δ?(t)]
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(a) (b)
Figure 2.3: Polygonal chains formed by 30 agents with initial positions
evenly distributed (a) and arbitrarily distributed (b), where all the agents
are plotted as vertices of the polygonal chain. In both (a) and (b), the
simulation time tf = 100 and the polygonal chains are plotted at time
t = 0, 10, 20, 50, 100 in red, blue, green, yellow and black respectively. Here,
s = 1 and k = 10. The small arrows indicate the direction of precession.
with period T . Further, it will present the evidence that F ?n can be approx-
imated by the closed Euler elastica. In addition, the stability of this RPT
will be shown by applying Poincaré map.
2.2.1 Existence of Figure-Eight
The results of computer simulations strongly suggest the existence of F ?n .
To set up the simulation, a collection of agents (unicycles) are placed on a
2D space with certain initial positions and velocities so that the resulting
polygonal chain has rotation number q = 0. To avoid the effect of simulation
errors, the initial polygonal chain should be robust enough, i.e. small distur-
bance would not change its rotation number. Taking this into consideration,
let’s choose the shape of the initial polygonal chain as two triangles with a
common vertex (see figure 2.3).
After being deployed to its initial position, each agent is pursuing its ”prey”
at a constant velocity s subject to the control law (2.4). In the simulation,
the polygonal chain will eventually evolves into a stable F ?n whence the sys-
tem follows a stable RPT. Several simulation results are shown in figure 2.3
and 2.4 with different numbers of agents and initial distributions. With the
16
(a) (b)
Figure 2.4: The shapes of polygonal chains with 50 agents in (a) and 100
agents in (b) with all the agents plotted as vertices of the polygonal chains.
The simulation time tf = 500 in (a) and tf = 5000 in (b), and the









, tf . Here, s = 1 and
k = 10. The small arrows indicate the direction of precession.
number of agents increasing, the rate of evolution becomes slower, but the
rotation number of the polygonal chain remains to be 0 (as the chain remains
unbroken throughout the evolution).





i ] of the polygonal chain when the initial formation has rotation
number q = 0. The polygonal chain formed by this (1 : n)RPT is denoted
as the stable figure-eight Fn. With the number of agents increasing, the rate
of evolution becomes slower, but the rotation number of the polygonal chain
remains to be 0 (as the chain remains unbroken throughout the evolution).
This novel result is different from all the previous studies where the only
(relatively) stable configurations are regular polygons. More precisely, it
indicates that the distances r?i in the stable figure-eight F
?
n are approximately
constant for all i. And it can be expressed by the desired velocity s and





This is essential to understand the effect of the control law on the size of F ?n .
More simulations demonstrating this relationship are shown in figure 2.5.
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Figure 2.5: Effects of the desired velocity s and control gain k on the size of
F ?n with 30 agents (denoted as vertices on the polygonal chains). In figure
(a), s = 0.5, 1, 1.5 and 2 with k = 10, and in figure (b),
k = 10, 20, 30 and 40 with s = 1. F ?n as well as the corresponding total
length of the curve are plotted in each case. Note that, it removes the effect
of precession while plotting F ?n .
2.2.2 Closed Euler Elastica
Euler elastica is a closed immersed plane curve minimizing (locally) the L2
norm of its curvature in the class of the curves of given length L [15]. It
is instructive to think of the curve as make of the thin strip piece of metal,
resisting bending. It has a fascinating history and numerous applications in
modern engineering [51].
When studying the properties of F ?n , it reveals that the shape and size of it
can be well approximated by the closed Euler elastica. To match the size of
F ?n to a closed Euler elastica, let’s set L = nr
?
i . Several simulation results of
F ?n and its corresponding Euler elastica are shown is figure 2.6(a). Moreover,
the control of each agent at the stable trajectory can also be approximated
by the curvature of the Euler elastica (see 2.6(b)). The introduction of Euler
elastica is not only useful to describe the shape of F ?n , but also provides us
with a tool to understand some of the properties of the pursuit problem.
18
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control of the system
Euler elastica
(b)
Figure 2.6: F ?n formed by 30, 40 and 50 agents are approximated by their
corresponding Euler elastica in (a). The controls in one period of the
trajectory are approximated by the curvature of Euler elastica in (b). Note
that, it removes the effect of precession while plotting F ?n .
2.2.3 Local Stability Analysis
Since the (1 : n)RPT ξ? of the figure-eight Fn is expected to be a T -periodic
trajectory, Poincaré map is applied to investigate its local stability. It initially
keeps one state variable, denoted as ξu, unperturbed, and perturb the other
3n−1 state variables, denoted as ξp, with a small random deviations. Starting
from a prescribed initial condition at time 0, it runs for one period T until
the unperturbed state obtains ξu(T ) = ξu(0) and ξ̇u(T ) = ξ̇u(0). Then it
constructs a map defined on the perturbed state variables:
ξp(T ) = Φ(ξp(0)).
which can be approximated linearly as:
ξp(T ) = Aξp(0) + b.
where A ∈ R(3n−1)×(3n−1) and b ∈ R(3n−1). The (1 : n)RPT is locally stable
if the greatest eigenvalue of A is less than 1:
max |ρ(A)| < 1.

































Figure 2.7: Poincaré map of 30 agents with ξu = r1. In (a), the stable
trajectory of the first agent is plotted in blue curve in R3 while the
trajectories starting from the perturbed state variables are plotted in green
curves. In (b), the trajectories are projected on r1 and φ1 plane.
and s, it computes the spectrum of matrix A in a range of choice of n. From
the computational result, it can be concluded that ξ? is locally stable for
n ≥ 6. Particularly, it shows the Poincaré map result when n = 30 in figure
2.7.
2.3 Analysis of Figure Eight Polygonal Chains
In this section, it will show some useful properties of the figure eight polygonal
chain. To describe the shape of F ?n with dynamics (2.5), it introduces a
subspace Q of all the (1 : n)RPT ξ(t) by the following. For some Tr,
Q := {ξ(t) : ri(t) = ri(t+ Tr), φi(t) = −φi(t+ Tr),
δi(t) = −δi(t+ Tr), i = 1, ..., n.}
(2.10)
Lemma 7. Under dynamics (2.5), if (2.10) is fulfilled for some t, it is
fulfilled for all t.
Proof. The proof of the lemma needs to take the tools from [11], but demon-
strates a more general result.
Note that both ξ(t) and ξ(t+Tr) are given by the dynamics (2.5). Denote
ξ̇(t) = f(ξ(t)) and ξ̇(t + Tr) = f(ξ(t + Tr)). Then the dynamics of the
augmented system, Ξ(t) = [ξ(t), ξ(t+ Tr)], can be written as Ξ̇(t) = f(Ξ(t)).
Hence, Q is invariant with respect to ξ if it is invariant with respect to Ξ.
20
From [11], Q is invariant if and only if
∂
∂Ξ
(ri(t)− ri(t+ Tr)) · f(Ξ) |Ξ∈Q= 0
∂
∂Ξ
(φi(t)− φi(t+ Tr)) · f(Ξ) |Ξ∈Q= 0
∂
∂Ξ
(δi(t)− δi(t+ Tr)) · f(Ξ) |Ξ∈Q= 0.
(2.11)
To conclude the proof, it substitutes dynamics (2.5) into the equations and
verify the results.
The simulation result implies that the stable (1 : n)RPT ξ?(t) is in the
subspace Q. For every trajectory in Q, the corresponding polygonal chain
will demonstrate a property of symmetry. It describes this property by the
lemma.
Lemma 8. If the trajectory ξ ∈ Q, then the polygonal chain satisfies the
equations:
xi(t+ Tr) = Rlxi(t) + b,
vi(t+ Tr) = Rl0vi(t),
(2.12)
where Rl is a reflection in a line l, b is a vector parallel to l, and Rl0 is the
reflection in the line parallel to l through origin.
Proof. It is a well-known face that any transformation of R2 which preserves
the link length and flips the orientation is a reflection in a line and a shift
along the same line.
2.3.1 Configuration Precession
An interesting phenomenon it can observe in the computer simulation (figure
2.3 and 2.4) is the configuration precession of the stable figure-eight. It can
be seen that F ?n moves sideways with a small transverse velocity.
Corollary 9. If the trajectory ξ? ∈ Q, then the precession is parallel to the
axis of symmetry.
Proof. This is an application of Lemma 8 in the configuration precession of
figure eight, and it directly follows the statement of the Lemma.
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(b)
Figure 2.8: Simulations of the transverse velocities in the configuration
precession of stable Fn? among different number of agents (with a scale of
( n
10
)2 to each velocity in (b)). Here set k = 10 and s = 1.



















































Figure 2.9: Simulations of the transverse velocities in the configuration
precession of stable F ?n (30 agents) among different desired velocities s in
(a) and among different control gains k in (b).
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The velocity becomes constant after the system researching its stable tra-
jectory. This phenomenon is commonly observed in the dynamics of a top,
and is the first time to be reported in the dynamics of the cyclic pursuit
system.
The velocity of configuration precession depends on the geometry of F ?n ,
which is determined by the system parameters n, s and k. This section
studies the influence of these parameters on the configuration precession,
particularly the transverse velocity, by comparing the simulation results (2.9)
in a range of settings. According to the observation of the simulation results,
it notices that the velocity is approximately inversely proportional to n2 and
is proportional to s. However, the value of the control gain does not seem to
affect it.
2.4 Effect of Rotation Number
The analysis of the figure-eight Fn motivates us to investigate the relation-
ships among all the polygonal chains with the same rotation number q. Since
the sign of q only represents the direction of the system trajectory and can be
flipped by switching the roles of predator and prey in the system, it focuses
on the absolute value of q in the discussions. As is mentioned in the litera-
ture, |q| of a regular polygon has important impacts on the stability of such
polygon as a relative equilibria of agents cyclic pursuit. Previous studies [8]
proved that a relative equilibria of regular polygon tends to be unstable when
its |q| is large. In other words, more agents are required for stability when
the polygon has larger |q|.
In this section, assume the number of agents is sufficiently large so that
the stability condition for the polygonal chain is always satisfied for its |q|.
Under the dynamics (2.5), a polygonal chain will evolve into one of the stable
polygonal chains.
Theorem 10. The rotation number of a stable polygonal chain (regular poly-
gon or stable figure-eight) is equal to the rotation number of all the unbroken
polygonal chains evolving into it.
Proof. By the definition of rotation number of a polygonal chain, q can only
change when θi+1−θi = ±π. However, since the polygonal chain is unbroken,
23
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Figure 2.10: Simulation results of several stable polygonal chains (in black)
and the polygonal chains evolving into them. In the figure (a), (b), (c) and
(d), the polygonal chains have |q| = 1, 2, 2 and 3 respectively. The
simulation time tf = 100, 500, 200 and 200 in figure (a), (b), (c) and (d)









and tf are plotted
in the color of red, blue, green, yellow and black respectively. In all the
cases, n = 30, k = 10 and s = 1.
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it has the no back-tracking condition (NBC):
For any λ > 0,
xi+1 − xi 6= λ(xi − xi−1).
(2.13)
Therefore, q is invariant under NBC.
This fact gives us a novel view on the study of the region of local stability.
Given n, s and k, the set of all unbroken polygonal chains can be partitioned
corresponding to their rotation numbers. There exists a type of locally stable
polygonal chain in each subset of the partition. All the polygonal chains will
evolve into their corresponding stable polygonal chain with the same q.
It has already shown in section 2.2 the polygonal chains which evolve into
a stable figure-eight in several situations. Here it demonstrates more simula-
tions with respect to different |q|’s of the polygonal chains and observe their
evolutions. The results are provided in figure 2.10. Since the rate of con-
vergence varies significantly among different initial formations and rotation
numbers, it uses different simulation time in accordance with their rates of
convergence. The stable polygonal chain is plotted in each sense, and the
polygonal chains evolving into it are also illustrated. It indicates that the
rotation number is a geometrical invariant of the polygonal chain during the
multi-agent cyclic pursuit.
2.5 Conclusion of the Chapter
Motivated by the natural scenario of cyclic pursuit, this chapter has studied
the dynamics and geometry of the polygonal chain constructed by the system.
Future work on the stable (1 : n)RPT of figure-eight chain can be done by
further revealing its underlying properties. An analytical expression of the
stable trajectory remains to be shown and the optimality of this trajectory
with respect to the control cost needs to be studied.
On the other hand, the relationship between the rotation number and
the dynamics of the polygonal chain provides a novel idea in the formation





In the previous chapter, this thesis has shown a cyclic collective behavior of
MAS and its limiting properties. In this chapter, it generalizes the cyclic mo-
tion to the study of stationary distribution and the concentration of the group
in a two dimensional space. The navigating algorithm of each agent simply
takes the information of the group potential energy measured by pairwise
distances between the agents. A gathering and drifting behavior is observed
and proved, which concentrates the swarm to a desired region based upon
the control laws and the environment factors. The influence of the envi-
ronment factors on the swarm concentration is demonstrated via computer
simulations.
3.1 The Model
The model of the swarm is inspired from golden shiners, a type of school-
ing fish adapting their swimming speed to the environment. A group of
golden shiners tends to swim towards to the bright area while schooling. Re-
search [18] indicates that this collective intelligence is caused by the swim-
ming speed of golden shiners that corresponds to the light intensity of the
environment. However, they merely sense the intensity at one location with-
out memorizing the change of it. This interesting phenomenon motivates the
modeling of the swarm concentration.
Let the environment of the swarm be a 2 dimensional Euclidean Space
R2. The swarm consists of n intelligent agents and the position of the ith
agent is denoted as xi ∈ R2. Then the configuration space of entire swarm is
represented as Cn = R2n. Moreover, let us define the distance between agent
i and j as di,j. In this study, time is expressed in discrete series, i.e. xi(t) is
the position of robot i at time t.
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Consider X(t) = [X1(t), X2(t), ..., Xn(t)] consists of n components for the
positions of the agents, and each component is sampled in turn from the con-
ditional distribution given the values of all the other components. Since each
agent does not memorize the previous states, the next position of each agent
i, Xi(t+1), only depend on the current states X(t) = [X1(t), X2(t), ..., Xn(t)].
Hence, this is a Markov process on continuous state space and discrete time.
Let f be the probability density function (pdf), the component-wise transi-
tions are denoted systematically in cycle as follows:
X1(t+ 1) ∼ f(X1(t)|X2(t), X3(t), . . . , Xn(t))
X2(t+ 1) ∼ f(X2(t)|X1(t), X3(t), . . . , Xn(t))
. . .
Xn(t+ 1) ∼ f(Xn(t)|X1(t), X2(t), . . . , Xn−1(t))
(3.1)
The above transition is similar to the Gibbs sampler of Markov chains
Monte Carlo where each state variable is utilized as soon as it is available.
A typical implementation of the transition is a random permutation for the
above equations to update the states. In the sense of this study, each agent
is assumed to be identical, so the updating order is chosen as equation (3.1)
without loss of generality.
This study focuses on the limiting collective behavior of the concentration
of the swarm. In other words, it demonstrates the stationary distribution π
of the Markov chain corresponding to the control and the environment effect.
When designing the control laws and the environment factors, it achieves the
irreducible and aperiodic condition for the Markov chain, which is shown in
the next section. Thus, the swarm of the intelligent agents will eventually
converge to its stationary distribution.
3.1.1 Potential Energy and Control Law
In order to concentrate the swarm, it is essential to design the conditional
distribution in equation (3.1), and the control law of each intelligent agent is
also based on this distribution. The objective of the control is to first gather
all the agents from arbitrary initial distribution and then localize the gath-
ered swarm to some desired area in the space. Therefore, the concentration
process consists of two parts: gathering and drifting. On the other hand, the
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design of the control only takes the measurement of pairwise distance, which
dramatically reduces the communication cost and algorithm complexity.
To design the conditional distribution and the control law, let us define a
potential energy of the entire swarm at time t as H(t) so that





Hi(t)(x1(t), x2(t), ..., xn(t)), (3.2)
where Hi(t) is the potential energy measured from all the agents to agent i,
which is expressed as:






Note that di,j is the distance between agent i and agent j, and it can be the
Euclidean distance or the metric in a two dimensional torus according to the
settings of the space. The implementation of di,j will be illustrated in the
next section.
The design of the control law is based on the Metropolis-Hastings algo-
rithm. Let f(x) = f(x1, x2, ..., xn) be the joint pdf of the swarm, g(y|x) be
a pdf that represents a random walk and δ be the step size of the random
walk. Assume at step t, only Xi(t) is updated from equation (3.1), then the
control law is expressed as follows:
1. Generate a candidate Y ∼ g(y|X(t)),
2. Update the state X(t+ 1) = Y with probability α(X(t), Y ),
3. Remain the state X(t+ 1) = X(t) with probability 1− α(X(t), Y ),
where g(y|x) is the proposal density and Y is the proposed update of X,
which is denoted as:
Y = [X1(t), X2(t), ..., Xi(t+ 1), ..., Xn(t)]. (3.4)
Note that it only proposes an update of Xi(t) according to the random walk
pdf g(y|x).
The parameter α is called the acceptance ratio and is defined as:




This acceptance ratio indicates that when the agent i jumps to a state with
higher pdf f(x), it accepts the jump with probability 1, and when it jumps
to a state with lower pdf f(x), it accepts the jump according the decreasing
radio of the jump. It is less likely to accept the jump if the proposed state
has much less density than the current state.
Based on the above control law, we can conclude the following:
Lemma 11. The Markov chain X(t) has a unique stationary distribution
π(x).
Proof. To show the existence of unique π(x), we are going to show the irre-
ducible and aperiodic properties.
With the acceptance ratio α > 0, there is positive probability for any agent
i to jump from one position to any other positions in finite steps in the space.
Thus, a configuration of the swarm X(t1) can transform to another configu-
ration X(t2) with positive probability, which gives the irreducible property
of the Markov chain.
On the other hand, the initial configuration of the swarm is set up ran-
domly. And there is positive probability for a self-loop of any node in the
Markov chain when α < 1. Thus, the Markov chain is aperiodic.
Moreover, the stationary distribution of the swarm can be described as:
Theorem 12. The stationary distribution π(x) of the swarm is the pdf f(x).
Proof. The proof of the theorem follows lemma 11 and the Metropolis-Hastings
algorithm. In addition, the proposal density g(y|x) has the symmetric prop-
erty: g(y|x) = g(x|y).
This theorem provides a efficient way to further design the control laws
of the swarm. To obtain a desired stationary distribution of the system, we
only have to design the pdf f(x) and the follow the above algorithm.
What is remaining is to relate the pdf f(x) to the potential energy. Since
the goal is to gather the swarm, the probability of the distribution is high





where β determines the importance of the energy function and Z(β) is the
partition function which normalizes the distribution. The parameter β is
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also called the rate of gathering in this study. The stationary distribution π
is also called Boltzmann distribution or Gibbs distribution. Moreover, the
acceptance ratio is modified as:
α(x, y) = min{eβ(H(x)−H(y)), 1}. (3.7)
The control laws for the swarm concentration can be concluded as:
Corollary 13. The swarm system (3.1) has a stationary distribution (3.6)
applied with the Metropolis algorithm with acceptance rate (3.9).
3.1.2 Environment Factors
By applying the Metropolis algorithm, the swarm of intelligence agents can
gather with a desired distribution. However, stationary distribution is de-
termined by the potential energy which is computed by using the relative
positions. In order to concentrate the gathered swarm to a desired global
position, environmental factors have to be taken into consideration. In this
study, the effect of the environment is particularly represented by the step
size δ of the random walk and it is determined by the current location of the
agent.
In the sense of golden shiners, δ is the swimming speed that is affected
by the light intensity. Similar to golden shiners, the agents in this study are
also assumed to be memoryless, i.e. the step size δ is only determined by
the current location. This design dramatically reduces the complexity of the
control algorithm and the cost of the communication. Therefore, δ is only
determined by the current position of the agent.
In the related researches [19, 18], the environment factor is represented by
the variance of the distribution or a vector field in the space. They have
shown that the swarm of the agents tends to move towards to the area with
lower variance of the distribution or climb along the gradient of the vector
field. In this study, the environment factor is the step size δ, and this thesis
is going to show that the swarm tends to be concentrated to the region with
small δ. In particular, a slowdown region is constructed where the agents
inside the slowdown region have smaller δ than the agents in the normal
regions. Various shapes and sizes of the slowdown regions are compared with
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different slowdown factors. A detailed implementation will be illustrated in
section 3.3.
In addition, in order to avoid the influence of the location of the slowdown
region, the metric of distance di,j is used as the metric in a 2D torus:
d2i,j = 2− cos(xi[1]− xj[1])− cos(xi[2]− xj[2]) (3.8)
where xi[1], xj[1] and xi[2], xj[2] are the first and second coordinates of agent
i, j in a 2D space, respectively. Then the range of each coordinate is set to
be [0 2π) and the location of the slowdown region is always in the center of
the space without loss of generality.
3.2 Collective Intelligence
The swarm of agents performs collective intelligence through the design of
the control law and the environment factor. The collective intelligence is
generated by simple random walk of each individual agent and swarming to-
gether. All the intelligent agents gather to a desired distribution and roam to
a prescribed region is the space. In this section, the model and the algorithm
in 3.1 are implemented and the joint behaviors are demonstrated.
3.2.1 Gathering
This section focuses on the motion of gathering of the swarm. So let us
assume for now δ = 1 over the entire space, which indicates the jump step
size is constant and there is no slowdown region yet. The space is set up
as described in section 3.1 and a swarm of intelligent agents is uniformly
distributed over the space at t = 0.
The simulation results of the gather behavior is illustrated in figure 3.1. In
the simulation, 1000 agents, represented by dots, are initially uniformly dis-
tributed over a 2D space. Applied with the control law, the swarm evolves to
the stationary distribution (3.6) as in figure (a) and (c). Note that the swarm
does not necessarily converge to the center of the space, they actually can
get gathered arbitrarily in the space. In these figures, the gathered swarms
are plotted at the center for demonstration convenience. As shown in figures
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Figure 3.1: The distribution of the swarm with the gathering algorithm
(n = 1000). In (a) and (c), each agent is represented as a dot in the space,
and the swarm is plotted in blue, green and red at t = 0, t = 40 and t = 200
respectively. The parameter β = 5 in (a) and β = 10 in (c). (b) and (d) are
the histograms of the stationary distribution (in x coordinate) of the swarm
in (a) and (c) respectively.
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(b) and (d), the stationary distribution matches the expected distribution in
(3.6).
When designing the stationary distribution, it is essential to choose a
proper the rate of gathering β. From equation (3.6), it indicates that larger
value of β will steer the swarm of agents more intense. In figure 3.2, it
demonstrates the effect of different β on the stationary distributions. In this
simulation, the level of gathering is expressed by using the total potential
energy. It is easy to observe from equations (3.2) and (3.3) that when the
agents are closer to each other, the potential energy decreases. Therefore, as
is indicated in figure 3.2, the total potential energy decreases first by prop-
erly choosing β ≥ 5 and then it remains constant since the swarm reaches its
stationary distribution. Another fact it shows is that larger value of β tends
to provide a faster gathering speed and lower stationary potential energy,
which satisfies the conclusion in section 3.1. However, when β is not large
enough (for example, β = 1 in the simulation), the gathering behavior does
not show up.
In this section, it demonstrates the gathering behavior of the collective
intelligence and the effect of parameter β. The step size δ is kept constant
in the simulations. In the next section, more interesting behavior of the
collective intelligence will be shown by constructing slowdown regions with
different δ.
3.3 Concentration with Slowdown Region
The gathering behavior of the swarm has been shown in the previous section.
When the jump step size δ of each agent is constant over the entire space, the
swarm exhibits a gather behavior and the stationary distribution is related to
the group potential energy. Meanwhile, since the distribution of the swarm
is only determined by the relative distance between the agents, the gathered
agent group is roaming randomly in the space. In this section, a slowdown
region is constructed of the space to localize the swarm. It will demonstrate
several interesting characteristics of the concentration with respect to the
parameters of the slowdown region.
Assume the step size of the random walk δ = 1 without loss of generality.
Let δ̃ be the step size of the agent inside the slowdown region. δ̃ ≤ 1 is
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Figure 3.2: The potential energy of the swarm in different rates of
gathering β.
also called slowdown factor, which indicates the decreasing of the step size
of the slowdown region. The control law of the agent is the same as what
has been described in section 3.1.1 and δ̃ represents the environment factor
denoted in 3.1.2. Figure 3.3 shows computer simulations of the evolution and
the stationary distribution of the swarm concentration with slowdown factor
δ̃ = 0.2. The agents of the swarm not only move close to each other (as in
figure 3.1) but also stay inside of the slowdown region with high probability.
The phenomenon that the slowdown region attracts the gathered swarm is
denoted as a ”drifting” collective behavior in this study, which localizes the
swarm with respect to the position of the slowdown region.
In fact, the concentration of the swarm depends on the parameters of the
slowdown region. To further illustrate the effect of the slowdown region,
different parameters of the slowdown region are explored in the following
subsections. In particular, the effect of δ̃, the size and the shape of the
slowdown region are studied. Meanwhile, the value of the rate of gathering
is selected as β = 5 in the following simulations since it provides a good
”gathering” behavior as shown in figure 3.2.
34







































Figure 3.3: The distribution of the swarm (n = 1000) with slowdown region
denoted as the black rectangle. In (a) and (c), each agent is represented as
a dot in the space, and the swarm is plotted in blue, green and red at t = 0,
t = 40 and t = 200 respectively. The parameter β = 5 in (a) and β = 10 in
(c). (b) and (d) are the histograms of the stationary distribution (in x
coordinate) of the swarm in (a) and (c) respectively.
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3.3.1 Slowdown Factor
The slowdown factor δ̃ ∈ [0 1] is the ratio of the step size inside the slowdown
region and the normal step size δ. When the value of slowdown factor is less
than 1, it is more likely that the agents jump from outside to inside the
slowdown region, which leads to a higher probability of the swarm to stay
inside the slowdown region. The drifting concentration behavior of the swarm
is generated by this reason.
On the other hand, when the slowdown factor δ̃ is smaller, it is more likely
for the swarm to stay inside the slowdown region. Figure 3.4 shows the
effect of δ̃ on the concentration behavior. Different values of δ̃ are chosen
between 0 and 1, and the concentration behavior is measured in terms of two
parameters: (a) the percentage of the number of agents inside the slowdown
region, and (b) the sum of distance square from the center of the space. The
same experiment is repeated for 10 times and the averages of these parameters
are plotted in the figures. As is illustrated from the simulations, when δ̃ = 1,
the collective behavior only includes the gathering and the gathered swarm
is randomly roaming around the space. When δ̃ decreases, the number of
agents inside the slowdown region increases in the stationary distribution.
This indicates the probability to concentrate the swarm with respect to the
slowdown region is high for small δ̃. Meanwhile, the parameter of the sum
of distance square also demonstrates the same phenomenon.
3.3.2 Size and Shape of the Slowdown Region
While localizing the swarm and designing of the slowdown region, it is es-
sential to determine the size and the shape of the slowdown region. In this
section, it first studies the effect of the region size on the concentration per-
formance. Thereafter, it reveals the correlation between the shape of the
region and the ”drifting” behavior when the size is fixed. In all the following
experiments, the slowdown factor and the rate of gathering are properly fixed
in order to focus on the parameter of the region itself.
The size of the slowdown region plays an important role on concentrating
the swarm. Figure 3.5 shows the distributions of the swarm with respect to
different region sizes. When the size of the slowdown region is large enough,
such as figure (a) and (b), the agents are concentrated inside the slowdown
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Figure 3.4: The effect of the slowdown factor δ̃ on the concentration. In the
simulations, δ̃ is chosen as 0.2, 0.4, 0.6, 0.8 and 1 in each case and the
concentration behavior is compared. (a) The percentage(%) of the number
of agents inside the slowdown region. (b) The sum of distance square from
the center of the space. Each result is the average calculated from 10
experiments with the same settings.
region. However, the slowdown region cannot attract the swarm if the size
of it is not large enough (figure (c) and (d)). The simulation illustrates
the fact that the probability of the slowdown region to catch the roaming
swarm decreases dramatically when the size of the region is not large enough
compare to the distribution of the swarm and the jump size. For example,




slowdown region to ”hold” the
swarm. The corresponding percentage of the number of agents inside the
region is shown in figure 3.6 (a). It is obvious that the number of agents
increases with the increasing of the size of the region.
Another interesting phenomenon about the region size is that the swarm
becomes more intensive when the size of the region is properly designed.
Figure 3.6 (b) shows the swarm intensity with respect to the size of the
region. The intensity is described by the sum of distance square of from the
slowdown region center. It first decreases when the region size decreases, then
it increases since the region is too small to concentrate the swarm. Figure
3.6 (a) and (b) also demonstrate this phenomenon. The region size is π × π




in figure (b). The swarm is more intensive in (b) than
(a). It indicates that the slowdown region can not only localize the swarm
but also enhance the gathering behavior.
On the other hand, the shape of the slowdown region affect the concen-
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Figure 3.5: The distribution of the swarm (n = 1000) with slowdown region
denoted as the black rectangle in different sizes. The slowdown regions are







experiments, δ̃ = 0.2 and β = 5.
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Figure 3.6: The effect of the size of the slowdown region on the
concentration. In the simulations, the edge length of the square slowdown








in each case and the concentration
behavior is compared. (a) The percentage(%) of the number of agents
inside the slowdown region. (b) The sum of distance square from the center
of the space at time t = 2000. Each result is the average calculated from 10
experiments with the same settings.
tration as well. Figure 3.7 shows the distribution of the swarm with respect
to different shapes of the rectangle slowdown regions. In this simulation, the
size/area of the all the slowdown region are kept the same while the ratio













×2π in figure (a), (b), (c) and (d) respectively. When the
rectangle becomes slimmer, the boundary of the slowdown region increases.
It indicates that longer region boundary tends to enhance the ability of










However, when the width of the slowdown region it too short compared to
the jump size δ, it again becomes difficult to attract the swarm. In figure
(d), the π
32
× 2π slowdown region fails to concentrate the swarm since the
width is not large enough. Thus, a properly constructed slowdown region
can highly improve the concentration behavior.
3.3.3 Discussion
In the previous sections, it has shown the simulation results of the collective
intelligence of concentration with slowdown region. In this part, it provides
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Figure 3.7: The distribution of the swarm (n = 1000) with slowdown region
denoted as the black rectangle in different shapes. The slowdown regions











× π and (d) π
32
× 2π respectively. In all
experiments, δ̃ = 0.2 and β = 5.
40
an insight on the reasons for the concentration.
Recall that the stationary distribution of the swarm is f(x) = 1
Z(β)
e−βH
under Metropolis-Hastings algorithm with the acceptance rate α(x, y) =
min{ f(y)
f(x)
, 1}. This is valid when the proposal density is symmetric g(y|x) =
g(x|y). In the sense of a slowdown region of the workspace, the symmetric
condition is violated when x is inside the region and y is outside the region
or the other way around. In this case, in order to use Metropolis-Hastings
algorithm, a claimed acceptance rate is:
α̃(x, y) = min{f(y)g(x|y)
f(x)g(y|x)
, 1}. (3.9)
If x is inside the slowdown region and y is outside, then g(x|y) ≥ g(y|x) and
α̃ ≥ α. Hence, the actual acceptance rate is less than the claimed rate and
it is less likely to jump from inside to outside. If x is outside the region and
y is inside, then g(x|y) ≤ g(y|x) and α̃ ≤ α. It is more likely to jump from
outside to inside, which is equivalent to the previous case. Therefore, the
agents tend to stay inside the slowdown region under the actual acceptance
rate α.
To see why slowdown factor affect the concentration, assume x is inside
the region and y is outside. Then g(y|x) = 0 if δ̃ = 0, and g(y|x) = g(x|y) if
δ̃ = 1. Therefore, smaller δ̃ value gives smaller g(y|x) and α is much smaller
than the claimed rate α̃. So it is more likely for the agents to reject the jump
to the outside and to stay inside the slowdown region for smaller δ̃.
In fact, the size and the shape of the slowdown region also affect the
proposal density g(y|x). However, it depends different parameters of the
control law and the workspace, and is beyond the scope of the work. So
this thesis implements computer simulations to demonstrate the behaviors
in section 3.3.2.
3.4 Conclusion of the Chapter
Starting from the periodic group motions of the cyclic pursuit, this chap-
ter focuses on a more generalized swarm concentration problem. Inspired
by the golden shiners, this chapter proposes a concentration strategy based
on the Metropolis-Hastings algorithm. The control law only requires mem-
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oryless local environment information and pairwise measurement, which re-
duces the computational complexity. A number of computer simulations are
demonstrated to reveal the effects of the corresponding parameters on the
concentration behavior.
Future research can be addressed on quantifying the collective intelligence
and optimizing the choice of the parameters. The stationary distribution of
the swarm can be analytically computed using the parameters from the con-
trol law and the environment factors. The strategy to construct the slowdown




In this chapter, topological configuration space is introduced to assist the de-
sign of MAS controls for a one dimensional coverage problem. In particular,
the topological configuration space is denoted as space of coverings (SoC).
In the sense of full coverage with excess one agent, the topological struc-
ture of the space of coverings is described by the skeleton of permutahedron.
Based on its topological structure, this chapter demonstrates a design of a
periodic trajectory which satisfies natural performance requirements and a
two-level hybrid hierarchical control on the multi-agent system. Then this
chapter compares the hybrid hierarchical control to a usual centralized con-
trol through two numerical examples and their simulations. Stability of the
feedback controls is indicated by Poincaré map.
4.1 Space of Coverings and Patrol
Consider a compact metric space X, i.e. a space with a metric such that the
corresponding topology on X induced by the metric makes it a compact set
(refer all topological definitions to [52]). The space X models the terrain,
and the metric ball centered at x ∈ X models the sensing regions for the
agent positioned at x. In applications often X is a subset of a Euclidean
space, or a simplicial complex with Euclidean distance on simplices.
In this study, the configuration space is denoted as the space of coverings
(SoC). Suppose the number of agents is n.
Definition 14. The (labelled) space of coverings (SoC) is defined as:
Covn(r,X) = {(x1, x2, . . . , xn) :
n⋃
i=1
Bi(xi, r) ⊃ X}.
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where X is a metric space, xi ∈ X is the position of agent i and Bi(xi, r)
denotes the sensing regions with radius r centered at xi. Note that the space
of coverings Covn(r,X) is naturally embedded in X
n. Each point in it is
viewed as a configuration of the agents, and so the entire SoC can be thought
as a certain generalized configuration space, analogous to configuration spaces
of algebraic topology and topological robotics [42].
Also assume that this study ignores the non-collision conditions normally
imposed on the multi-agent systems: the reason is that it wants to concen-
trate on the coverage specific issues, without introducing an extra constraint
further complicating matters.
The main focus of this chapter is on the interplay between the topology of
the SoCs and the motion planning for the multi-agent system. In particular,
a desired feedback stabilization on the group of agents is specified as a patrol,
a special periodic trajectory in Covn(r,X).
Definition 15. A patrol for coverage on a terrain X with the base set
B ⊂ X is a periodic trajectory in the SoC Covn(r,X), i.e. a mapping γn :
S1 → Covn(r,X) such that each of the n agents visits B.
Patrol can also be called a repeated coverage problem. One can strengthen
the requirements on the patrol to cyclic patrols, which are characterized by
the condition that all agents follow the same trajectory in X, with a time
lag.
Whether it deals with stabilization on a cyclic patrol, patrol or any given
periodic trajectory, the problem is highly nontrivial since the topology of
the SoC Covn(r,X) is very complicated even in the simplest situations (the
space is very Swiss-cheese like), and any feedback control is bound to have
complicated sets of discontinuities (compare [44]).
The SoC can be roughly classified by their complexity in terms of the excess
number defined as the difference between n, the total number of agents, and
the minimal number of agents needed to cover X under the given sensing
radius. The higher the excess, the more complicated the topology.
The study starts with one of the simplest possible models, where the
covered terrain X is a closed interval I of unit length. Even in this one-
dimensional situation, the SoC Covn(r, I) exhibits rich topological and com-
binatorial properties, many of which will give us a novel perspective on multi-
agent motion planning and the limiting collective behaviors.
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4.2 Mathematical Background
4.2.1 SoC for Intervals
Let us recall a few topological constructions. Given two topological spaces
X and Y , suppose there are two continuous maps f and g from X to Y .
A homotopy H between f and g is a continuous map from X × [0, 1] → Y
satisfying H(x, 0) = f(x) and H(x, 1) = g(x). If such map exists, f is
homotopic to g.
Two spaces X and Y are homotopy equivalent if there exists continuous
functions f : X → Y and g : Y → X such that f ◦ g is homotopic to identity
map idY on Y , and g ◦ f is homotopic to identity map idX on X. Roughly
speaking, two spaces are homotopy equivalent (or, have the same homotopy
type) if one can be deformed continuously into the other. This deep concept
is fundamental in algebraic topology and formalizes the intuitive notion of
“invariance with respect to arbitrary reparametrizations”; [52, 53] provide
more details.
In this chapter it will work with the one of the simplest instances of a SoC,
the space of coverings for an interval I by n subintervals of length 2r (i.e.
r-balls)1. Without loss of generality, let us assume I to be the unit interval
[0, 1]. In this situation, the space Covn(r, I) can be described as follows. First,
introduce ke = n − d 12re, the excess number of the covering. Also, recall
that a permutahedron is a polytope derived from the convex hull of all vectors
that are obtained by permuting the coordinates of the vector (1, 2, . . . , n). It
remarks that while Pn is defined in Rn, it is in fact an (n − 1)-dimensional
polytope (for example, P3 is a hexagon). More details about permutahedron
can be found in [54].
It turns out that the topology of the SoC depends on n and ke only:
Theorem 16. The space Covn(r, I) is homotopy equivalent to the k–skeleton
of the permutahedron Pn (the ke-th skeleton is the union of all the ke-dimensional
faces of the polytope).
The proof is sketched here for the sake of completeness.
1Even this simple model corresponds to important practical applications, such as high-
way patrolling.
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Let’s consider the case of the open interval I. First, let us partition In, the
configuration space of the ordered n-tuples of points in the unit interval into
simplices (of different dimensions) by the main diagonals Hij := {xi = xj}.
Each of the simplices will consist of strictly ordered collections of blocks (a.k.a
ordered partitions of points (say, a tuple 0 < x3 < x4 = x5 < x1 = x6 < x2 <
1 corresponds to the ordered partition (3)(45)(16)(2) and defines a simplex
of dimension 4.
For each ordered partition P , there exists a balanced center of the corre-
sponding simplex ∆P , i.e. the tuple of points “most evenly” distributed in
I: that is, if there are q blocks altogether, the position of the points in the
k-th block is (2k − 1)/2q. It uses these balanced centers of the simplices
to subdivide them further in a quasi-barycentric fashion (using the balanced
centers in lieu of the barycenters). It will call the resulting simplices small.
Let us coordinatize each of the small simplices Delta by the standard
simplex 0 < y1 < . . . < yq < 1 in a natural way (so that the vertices with the
sum of coordinate k goes to a k-dimensional stratum), and lift the homotopy
gt : y = (y1, . . . , yq) 7→ (y1−t1 , . . . , y1−tq ), 0 ≤ t < 1
to each of the simplices ∆.
One can verify (simple but lengthy) that these homotopies are consistent
and define a homotopy of I which has the property that the natural Lyapunov
function
τ(x1, . . . , xn) = supz∈Imin1≤i≤n|xi − z|
is non-decreasing under this homotopy (so that the covering sets are pre-
served).
It follows that each Cov(r, n) is homotopy equivalent to the union of the
small simplices contained in Cov(r, n). An analysis of the lattice of such
small simplices shows that it is equivalent to that of the chains of the faces
in the k skeleton of the permutahedron Pn.
For excess 0, the space of coverings consists of n! disjoint (contractible)
components. For positive excess k > 0, the space is connected and has
interesting topology.
Consider as an example, Cov3(r, I), 1/2 < r < 1 (i.e. excess one). By the








Figure 4.1: Visualization of the SoC for 3 points to cover I while 2 is
enough. The arrows on the outskirt illustrate the traveling of a single agent
from one side of I to the other.
of P3, which is a hexagon. This structure can be readily understood. Any
edge of the hexagon can be labeled by an ordered partition into 2 blocks of
[3] where it can assume the agents in the first partition block have a collec-
tive covering of [0, 0.5] and those in the second partition block cover [0.5, 1].
Moving from one edge to the next one in P3 has a clear correspondence in
the covering configuration that one agent is moving from one side of I to the
other (see figure 4.1).
Similarly, when the covering index set is [4] with excess one, the SoC and
its homotopy equivalence, the 1-skeleton of P4 after the deformation, are
demonstrated in the figure 2 of [55]. More details can be found in [56].
Finally, it remarks that the vertices in the 1-skeleton of Pn play a role of
landmarks: a covering configuration as a particular order of all the covering
agents with respect to their coordinates on the interval is indicated by a per-
mutation. An edge in the 1-skeleton of Pn indicates a transposition between
two neighboring agents, thereby their order is changed as indicated by the
vertices at both ends of the edge.
4.2.2 Topological Obstacles to Continuous Feedback
Patrolling of the SoC for Intervals
The existence of a continuous feedback stabilization on a patrol trajectory
on Covn(r, I) depends critically on the topology of this SoC: indeed, such
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a control would imply that Covn(r, I) can be continuously retracted on the
patrol trajectory, i.e. a circle, and therefore has the homotopy type of the
circle. This happens only for n = 3 excess 1 case. One way to see it is to
consider the Betti numbers, i.e. the ranks of the homology groups of the SoC.
As they are homotopy invariant [53], the continuous feedback stabilization on
a patrol trajectory would imply that these Betti numbers are β0 = 1, β1 = 1,
and vanish in all other dimensions2. Using Theorem 16, it can deduce that
the SoC Covn(r, I) with excess one is homotopy equivalent to the wedge
(union joined at a vertex) of n!(n− 3)/2 + 1 circles.
The maximal set where a continuous flow converges to a patrol trajectory
cannot be the whole SoC, and some subset - referred to as cut - should be
deleted. Using the topological data above, it can show that the cut has at
least n!(n− 3)/2 connected components. It emphasizes that this fact is fully
general, whether the control feedback is hybrid, centralized or localized. It
is exploited in more details in the next subsection.
In the remainder of the chapter it shall focus on the excess one case.
4.2.3 Feedback Stabilization
In order for us to achieve a patrol for coverage on I, it needs to clarify for
the design of dynamics on the SoC.
For a control system
ẋ = f(x, u), (4.1)
and a patrol trajectory γn on a SoC, it is seeking a piece-wise continuous
feedback stabilization u = k(x) such that for (as many as possible) initial
positions, the solution to ẋ = f(x, k(x)) is defined for all times, and converges
to a periodic motion on γn.
As reasoned above, such a feedback cannot exist if the topology of the SoC
does not match that of the circle.
Following [44], let us introduce the tools:
Definition 17. An admissible basin for γn in Covn(r,X) is an open subset
Bs on which a piecewise-continuous feedback control function k(x) is defined,
such that
2Recall, that the first Betti number is just the number of independent cycles while the
zeroth Betti number is the number of connected component.
48
• The vector field ẋ = f(x, k(x)) defines a semiflow on Bs;
• γn is its attractor, and
• the negative flow starting outside γn leaves Bs in finite time.
A cut is a complement set of Bs in Covn(r,X).
It is looking for a minimal (in a topological sense) cut Cut for Covn(r,X)
because its topological structure impacts the complexity of the algorithms of
motion planning and stabilization.
4.2.4 Centralized and Hierarchical Control
For distributed system, often with limited computational and sensing capa-
bilities, the efficiency of the feedback control algorithms is critical. It distin-
guishes the information flow structures in the distributed systems. A central-
ized control allows each agent to possess the full information of the whole sys-
tem. In other words, the control function for the i-th agent ui = ki(x1, ..., xn).
Centralized control becomes quite expensive in terms of sensing and commu-
nication [57, 58] as n grows.
In fully localized control, each agent has the information only about its po-
sition and those agents in its communication vicinity (either fixed in advance,
or defined by the mutual positions).
An important intermediate version has one of the agents (the leader) to
possess the full information, while restricting the remaining agents to the
localized data. It will refer to such a control as a hierarchical one, and to the
agents having access only to the local information, as to the lower level ones.
On the other hand, in the sense of covering with excess one agent, a natural
manner to embed a hierarchy on the system is invoked. It assigns the role of
upper level to the excess agent and the role of lower level to the remaining
agents. Thereafter, in the desired hierarchy, the corresponding authorities
and tasks to different levels of agents are formulated as follows:
• The upper level agent can observe complete global positions of all the
agents as well as the endpoints of the interval, and knows the goal of
the motion of the system on the current stage;
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• The lower level agents only observe local information, the distances
between themselves and the closest agents on both sides of them. If
a lower level agent is the closest one to the endpoint of the covered
interval, it also acquires the distance from the boundary of the interval
to itself.
Formally in the two-level hierarchical control strategy, the dynamical sys-
tem (4.1) becomes:
ui =
 f(x1, . . . , xn), i is the leader,g(xi−1, xi, xi+1), i is a lower level agent. (4.2)
Note that the design of the lower level control is a slightly modified case of
distributed formation control [59].
However, the hierarchical control law as described is not flexible enough
to stabilize on a patrol trajectory. Hence,it generalizes the idea of hybrid
system to the hierarchical control.
Definition 18. A hybrid hierarchical control is a family of continuous
feedback controls with a corresponding hierarchy assembled to each of the sub-
system. A signal (according to the state or time) denotes the switch between
the controls. When a switch happens, the role of each agent in the hierarchy
can change. In other words, the role of leader is changed, depending on the
positions of agents.
Practically, in control laws (4.2), the leader and one of lower level agents
switch their roles in the hierarchy when the leader arrives at a certain pre-
specified (desired) position and passes the “baton” to that lower level agent.
4.3 Patrol Patterns and Vector Fields
4.3.1 Patterns for the Cyclic Patrol
For the rest of the chapter, it focuses on the design of a cyclic patrol whose
pattern is based on the structure of the SoC. Suppose there are n covering
agents with excess one, an orientated cycle γ̂n on the 1-skeleton of Pn realizes
a specific cyclic patrol γn it aims at.
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Figure 4.2: A pattern for a 4-agent patrol. The orientated red cycle γ̂4
passes through 12 vertices, and the blue curves illustrate repelling
trajectories from different local cycles γ̂3 that drive the system from the
other configurations onto γ̂4. The green line marks denote the cuts in the
SoC.
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Definition 19. A cycle realization of a patrol γn in Covn(r, I) is a map-
ping γ̂n : S
1 → Pn which captures the patrol pattern of γn. The set of
vertices of Pn is called the permutation set for γ̂n.
Recall that the vertices of Pn can be treated as landmarks indicative of
the order of the covering agents on I. Therefore, the SoC is simplified by a
“thin” version, i.e., the 1-skeleton of Pn. Hence it can take advantage of the
labels of vertices on Pn and trace them out as the pattern of a patrol in the
motion planning.
An example of a particular cycle γ̂n realizing the pattern of a patrol γn is
represented by tracing out different vertices as follows:
(1, 2, . . . ,n, n− 1)→ (1, 2, . . . ,n, n− 2, n− 1)→ . . .
→ (n, 1, 2, . . . , n− 1)→ (n, 1, . . . ,n− 1, n− 2)
→ (n, 1, 2, . . . ,n− 1, n− 3, n− 2)
→ · · · → (n− 1, n, 1, . . . , n− 2)→ . . .
→ (2, 3, . . . , n,1)→ (2, 3, . . . , n− 1,1, n)
→ · · · → (1, 2, . . . , n)→ (1, 2, . . . ,n, n− 1)
In this pattern, γ̂n traces out n(n− 1) vertices on the 1-skeleton of Pn. On I
the patrol is achieved by moving each agent from the right side of the interval
to the left side while the coverage requirement is maintained by the other
agents. When the roaming agent arrives at the left end, it makes all the
other agents move to the right except for the one on the right end. When
n = 4, γ̂4 is shown in figure 4.2.
4.3.2 Vector Fields Design
The next goal is to design vector fields on the admissible basin Bs of the SoC,
and it achieves the following:
• Starting at any initial point on γn, the vector field induces the trajec-
tory as γn;
• any point off γn takes γn as the attractor, the negative flow leaves Bs
in finite time.
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Figure 4.3: Simulation results of vector field for 3-agent covering I via (a)
usual centralized control algorithm and (b) hierarchical control algorithm.
The curves in different colors denote the trajectories of the corresponding
agents. In both cases, r = 0.3, k = 10 and ε = 0.001.




























































Figure 4.4: Simulation results of vector field for 4-agent covering I via (a)
usual centralized control algorithm and (b) hierarchical control algorithm.
The curves in different colors denote the trajectories of the corresponding
agents. In both cases, r = 0.25, k = 10 and ε = 0.0001.
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Note that different controls (centralized or hierarchical) follow the same pa-
trol pattern, but they generate different vector fields on the SoC.
Initially, at any point in Covn(r, I), the order of the covering agents is
indicated by a vertex in the 1-skeleton of Pn. The desired vector field would
make it attracted to γn. If the point is not on γn but on γk (a local patrol
pattern involving only a subset of k agents), the design wants it to exit γk
into γk+1. Inductively, the point on the SoC which denotes the configuration
of the system would be able to reach γn, the global patrol trajectory, and
periodically goes along it.
While the vector field is not easy to visualize in the SoC, the design of
patrol pattern on the 1-skeleton of Pn gives us “roadmaps” for the vector
field design. Following a similar discussion of [55], there is a proposition
indicating the number of cut based on the vector field. By fixing the last
n − k agents according to their order on the interval, it can allow cyclic
patrols involving only the first k agents, realized by the cycles γ̂k. Note
that to guarantee cycles, k is no less than 3. Denote the set of all cycles
involving k agents above as Γk. γ̂k ∈ Γk is consistent with γ̂k+1 ∈ Γk+1 if the
permutation set for γ̂k is contained in that for γ̂k+1.
Proposition 20. A cut set consisting of n!(n− 3)/2 disjoint edges from the
1-skeleton of Pn is needed for the vector field it proposes to define semiflows
to γn from any initial point in Covn(r, I), and the cardinality of this set is
minimal.
This gives us a verification that the scheme of the design is optimal in the
sense of necessary minimal cut.
4.4 Numerical Implementations
4.4.1 Equilibrium Points and Objective Distances
In this section, it provides two simple examples on the vector fields design.
Both the usual centralized control law and the hierarchical control law are
applied. The resulting motions of the system driven by different laws are
compared by simulations.
54
When designing the usual centralized feedback control for the system, it
needs to find equilibrium points on I. The set of equilibrium points is a col-
lection of agents’ positions, where the overlaps between any two neighboring
agents are equal, and they also equal to the extruding part of the agents
at the end of the interval. There are overall n − 1 equilibrium points on a
covered interval. By simple calculation, the overlap l = (2nr − 2r − 1)/n.
Then the positions of the equilibrium points are computed as:
xeq1 = r − l =





1 + 2r − l =






1 + (n− 2)(2r − l).
(4.3)
It can construct a usual centralized control by stabilizing the agents to these
equilibrium points on I, and moving the extra agent to the desired position.
On the other hand, in the sense of hierarchical control, it defines an ob-
jective distance d as a desired distance between two lower level neighboring
agents. In this case, d is computed by finding the distance between the equi-
librium points. Instead of stabilizing the positions of the lower level agents
to the equilibrium points, it invokes local information to stabilize their dis-
tance to d. Moreover, it also introduces the boundary objective distance b as
the desired distance between the endpoint and the first (or last) equilibrium




, and b =
2r − nr + 1
n
. (4.4)
The patrol pattern has been discussed in section 4.3 and vector field vk on
each γ̂k is accordingly divided into two stages: on the first stage, the agent
in the (k − 1)th position moves forward until it reaches the first equilibrium
point on the interval. The other agents are stabilized corresponding to their
equilibrium points. The trajectory of this stage involves k− 2 vertices of Pn.
On the second stage, all the k − 2 agents with neither largest nor smallest
coordinates simultaneously move to the equilibrium points next to them.
This stage also contains one vertex of Pn. Thus, there are k − 1 vertices in
a subtrajectory of γ̂k and k different choices of these subtrajectories, which
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leads to all the k(k − 1) vertices appearing in γ̂k.
4.4.2 Three agents Cover an Interval
The simplest case of 1D covering problem is that three agents cover I when
two agents are enough. The vector field vf3 on γ̂3 is first constructed sepa-
rately around each vertex of the hexagon and then connected by logic func-
tions. Each vertex of the hexagon is labelled by one of the permutations of
three agents (the same as figure 4.1).
V1 = (123), V2 = (132), V3 = (312),
V4 = (321), V5 = (231), V6 = (213),
Let us denote Sn as the permutation group. In an element of S3, the first digit
in the permutation denotes the agent that has the minimum coordinate, the
second digit is the agent moving from one equilibrium point to another and
the last digit denotes the agent that has the maximum coordinate. Hence,
it indicates that any configuration of the three agents in the SoC can be
represented by one of the vertices labelled by the above permutations.
Then the vector fields on Cov3(r, I) are constructed as:
ẋ = fp(x), p ∈ S3, (4.5)
where p is the switching signal and switches among the elements in S3.
Usual Centralized Control




min − xp(1))− ε
∂U
∂xp(1)









where x1, x2, x3 denote the positions of the agents on I, k represents the




are the equilibrium points with the minimum and maximum coordinates,
xdest denotes the destination of the moving agent in this part of vf3 and U
is a barrier function, which is introduced to reject the situation where full
coverage is not achieved. In this case, it is expressed as:





2r − (xmid − xmin)
+
1
2r − (xmax − xmid)
+
1
xmax + r − 1
,
(4.7)
where xmin and xmax are the minimum and maximum values of the agents’
coordinates. This function produces a huge repelling force to the agents when
the system configuration in the SoC get close to the boundary. The switching
signal p switches when the roaming agent arrives at its destination.
Based on the topological analysis, a continuous feedback stabilization can
be built in this case. Therefore, a logic function is introduced to construct
this continuous vector field. It excites a part of vf3 at one time (an example







where α is a large positive number. c1 ≈ 1 if the configuration is x1 < x2 <
x3, and c1 ≈ 0 otherwise. By multiplying it to the corresponding part of vf3,
It can obtain a continuous vector field on the SoC (a computer simulation is
shown in figure 4.3(a)).
Hierarchical Control Algorithm
When designing vf3 via hierarchical control algorithm, it invokes the idea of
changing the roles of the agents in the hierarchy. The leader is always the
one in the middle of the three. It gives its role to another agent when it
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arrives at its desired position. Hence, the vector field in one part of vf3 is:
If |z| < 2r :
ẋu = k(xdest − xu)
ẋl,i = k[(zi − d) + (wi − b)]− ε
∂W
∂xl,i
If |z| ≥ 2r :
ẋu = 0





where xu denotes the position of the leader, xl,i denotes the positions of lower
level agents with i = 1, 2 and xl,1 ≤ xl,2, zi is the distance of two lower level
agents, computed as zi = xj − xi with xj next to xi, wi is the distance from
the boundary to the closest agent, computed as w1 = −xl,1 and w2 = 1−xl,2,
d and b are objective distances from equation(4.4). The barrier functions in
this case depend only on the local variables, which are:



















Starting from any configuration, if the distance between the two lower level
agents is greater than 2r, it first steers them to get closer so as to cover the
whole interval without the leader. After the distance is smaller than 2r, the
leader begins to roam to its destination. Therefore it constructs two different
barrier functions W and W
′
in different situations. A simulation result is
shown in figure 4.3(b).
4.4.3 Four agents Cover an Interval
In a more complicated case where it uses four agents to cover an interval while
three agents are enough, the SoC is homotopy equivalent to the 1-skeleton
of P4, which consists of 24 vertices. Among them 12 vertices lie in γ̂4 , and
the other vertices lie in γ̂3 (see figure 4.2). One example of γ̂4 traces out a
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sequence of the following vertices:
V1 = (4123), V2 = (4132), V3 = (4312),
V4 = (3412), V5 = (3421), V6 = (3241),
V7 = (2341), V8 = (2314), V9 = (2134),
V10 = (1234), V11 = (1243), V12 = (1423).
Now, the vector fields vf4 is constructed as:
ẋ = fp(x), p ∈ S4, (4.11)
where S4 is divided into two subsets S
(1)
4 = {V1, V2, ..., V12} and S
(2)
4 =
{V13, V14, ..., V24}. They consist of the vertices from γ̂4 and γ̂3 respectively.
Usual Centralized Control Algorithm
Based on the patrol pattern indicated by the vertices in S
(1)
4 , it first demon-
strates an approach to designing the vector field in the system (4.11) via usual
centralized control strategy. One part of vf4 is proposed as the following:
ẋp(1) = k(x
eq









 k(xdest − xp(2))− ε
∂U
∂xp(2)
, p ∈ B
k(xeqmid − xp(2))− ε ∂U∂xp(2) , p ∈ A
ẋp(3) =
 k(xdest − xp(3))− ε
∂U
∂xp(3)
, p ∈ A
k(xeqmid − xp(3))− ε ∂U∂xp(3) , p ∈ B
(4.12)
where p switches from the current value Vi to the next value Vi+1 when the




max denote the same
meanings as they are in the 3-agent example while xeqmid = 0.5. Moreover,
where A = {V1, V2, V4, V5, V7, V8, V10, V11} and B = {V3, V6, V9, V12} are sub-
sets of S
(1)
4 . Also denote xmid1 as the second largest agent position among
the four agents and xmid2 as the third largest agent position among the
four agents. When p ∈ B, the agent xmid1 is stabilized around xeqmid and
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the agent xmid2 approaches its destination. They switch their roles when
p ∈ {V2, V5, V8, V11}. On the other hand, when p ∈ {V1, V4, V7, V10}, there
are simultaneous two roaming agents where the one with smaller coordinate
moves to xeqmid and the other approaches to x
eq
max. Similar to the 3-agent






2r − (xmid2 − xmin)
+
1
2r − (xmid1 − xmid2)
+
1
2r − (xmax − xmid1)
+
1
xmax + r − 1
,
(4.13)
where xmid1 is the second largest coordinate among the four agents and xmid2
is the third largest coordinate among the four agents.
In addition, in order to achieve the design goal, local vector fields vf3 on γ3
need to be built on the SoC which consists of the other 12 vertices (Vi ∈ S(2)4 )
of P4. It constructs vf3 similarly to the vector field in the 3-agent example.
Thus, starting at any point in Cov4(r, I), it can be attracted to γ4, and moves
cyclically along the trajectory γ4, achieving the predetermined cyclic patrol.
A simulation is demonstrated in figure 4.4(a).
Hierarchical Control Algorithm
The structure of hierarchy in this case is built by one leader and three lower
level agents. The hybrid vector field is made up of four continuous subfields
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with different leaders. One of the sub vector fields is constructed as:
If |z1| < 2r and |z2| < 2r :
ẋu = k(xdest − xu)
ẋl,1 = k[(z1 − d) + (w1 + b)]− ε
∂W
∂xl,1
ẋl,2 = k(z2 − z1)− ε
∂W
∂xl,2
ẋl,3 = k[(−z2 + d) + (w2 − b)]− ε
∂W
∂xl,3
If |z1| ≥ 2r or |z2| ≥ 2r :
ẋu = 0













where xl,1, xl,2, xl,3 are the positions of the lower level agents with the property
xl,1 ≤ xl,2 ≤ xl,3, z1, z2 are local distances computed as z1 = xl,2 − xl,1,
z2 = xl,3 − xl,2, w1, w2 are the distances from the endpoints of the interval
to the lower level agents next to them and their values are w1 = −xl,1 and
w2 = 1− xl,3.
The barrier functions W and W
′
are calculated using local information,
which are:





















2r−z1 , z2 ≥ 2r
(4.15)
The reason why it needs to compare z1, z2 with 2r is because of the de-
nominators of some terms in the barrier function. In this hierarchical control
algorithm, the task of the three lower level agents is to fully cover I while the
task of the leader is to identify the current configuration of the system and
drive it to the desired configuration. Similarly to the sense of usual central-
ized control, a family of vf3 is also designed to cover the entire configuration
space. It also illustrates the simulation in figure 4.4(b).
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Table 4.1: The spectral radius of the centralized ρ1(A) and hierarchical
control ρ2(A) with a range of gains k in Poincaré map
k 1 2 3 4 5 6 7 8 9 10
ρ1(A) 0.2587 0.1002 0.0619 0.1379 0.1422 0.1246 0.0836 0.1114 0.1152 0.1140
ρ2(A) 0.4850 0.0233 0.0079 0.0071 0.0142 0.0067 0.0087 0.0334 0.0147 0.0134
k 15 20 30 40 50 60 70 80 90 100
ρ1(A) 0.0853 0.1763 0.0471 0.0113 0.1091 0.0322 0.1667 0.2080 0.3576 0.4129
ρ2(A) 0.0214 0.0019 0.0685 0.0176 0.0158 0.1339 0.2145 0.3534 0.3609 0.5782
4.5 Simulation Results Analysis
4.5.1 Stability of the Vector Fields
Now let us apply Poincaré map to numerically indicate the stability of vector
fields in terms of both usual centralized control and hierarchical control that
it has constructed in the numerical examples.
Consider the vector field ẋ = fp(x), p ∈ S4 with a periodic solution x̄(t).
A cycle of period T is defined as the whole trajectory when one of the four
state variables, denoted as xu, goes along its orbit until it returns to the
same position with the same velocity as what it began with. Thereafter, it
perturbs the other three state variables, denoted as xp, to a random position
on a sphere with radii ε. A map Φ defined on the perturbed state variables
is constructed as:
xp(T ) = Φ(xp(0)). (4.16)
This map can be linearly approximated as:
xp(T ) = Axp(0) + b, (4.17)
where A ∈ R3×3 and b ∈ R3. The vector field is stable if
max(|ρ(A)|) < 1. (4.18)
The spectral radius of matrix A in the simulations for both usual centralized
control and the hierarchical control are calculated and compared during a
range of control gain k. The result is shown in table 4.1.
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4.5.2 Comparison Between the Control Algorithms
Basically, both the usual centralized and the hierarchical control law applied
to the multi-agent system are designed by using the topological property of
the SoC and follow the same desired pattern of patrol. Hence, they share the
same patrol trajectory γn and achieve a common objective to stabilize the
dynamic system in the entire admissible basin. Their periodic trajectories
are both obtained by connecting a family of subtrajectories.
However, in the usual centralized control system, the patrol trajectory
is followed by all the agents while in the hierarchical control system, only
the leader can push forward the system configuration along the trajectory.
Moreover, since each agent knows full information of the entire system in
the usual centralized control, the vector fields defined on Bs is continuous by
using logic functions to connect each sub vector field. This cannot be realized
due to the lack of information in the lower level agents in the hierarchical
control.
4.6 Conclusion of the Chapter
In this chapter, it has presented the approach to a hybrid control design for
1D multi-agent coverage problem. It first illustrated the topological proper-
ties of the SoC together with an analysis of minimal cut. Then it constructed
a patrol pattern on the SoC that obtains minimal cut. A hierarchical con-
trol which involves the novel idea of changing roles in the hierarchy is imple-
mented to the multi-robot system and it is compared to the usual centralized
control by demonstrating two numerical examples. At last, Poincaré map is
used to indicate the stability of the vector fields. The idea of studying the
SoC is to give us a topological perspective to understand the complexity of
the control design and indicates the condition of the existence of a continuous
vector field which is essential to the feedback control design.
Future efforts will be mainly addressed on two areas. One is to extend
the coverage problem to more complicated and practical situations. Com-
binations of 1D intervals or higher dimensional terrains will be taken into
consideration based on their topological properties. The other is to improve
the efficiency of the trajectory design. Time optimization and obstacle avoid-




Inspired by the natural MAS, the thesis studies the collective intelligence
of the MAS using the instances of cyclic pursuit and swarm concentration.
In the previous chapters, it has shown the modelling of the problems and
the methodologies to analyze them. Moreover, this thesis has illustrated
the implementation of topological configuration space to assist the design of
distributed controls for a multi-agent covering problem. In the final chapter
of the thesis, the contributions of each of the studies in the previous chapters
will be briefly summarized and followed by the closing remarks.
5.1 Contributions of the Thesis
In general, the main contribution of this thesis is to study the collective
intelligence of the MAS by applying simple and distributed controls. The
controls proposed in this thesis are simple but can effectively steer the MAS
to exhibit desired performances. The distributed control strategies of cyclic
pursuit and the swarm concentration problems are the typical implementa-
tion of the bio-inspired MAS and provide novel ideas of learning from the
phenomena in nature. In particular, each of the instances studied in this
thesis illustrates its contributions to the specific area of the researches of
MAS.
The study of the cyclic pursuit proposes a novel figure-eight shaped limiting
geometric formation by the periodic group motion, which demonstrates a
collective intelligence from the MAS. The characteristics of this collective
behavior are analyzed, and the stability of it is shown by Poincaré map.
Moreover, the study reveals the rotation number is a geometric invariant
that dominates the evolution of the collective behavior.
In the swarm concentration problem, Metropolis-Hastings algorithm is im-
64
plemented to generate the gathering behavior of the MAS, and the slowdown
regions are used to concentrate the swarm. This setting proposes an efficient
way to control and localize a swarm with tremendous size and simple en-
vironment effect. Different parameters of the algorithm are analyzed, and
simulations are conducted to show the concentration process.
Lastly, topological configuration space is implemented in the space covering
problem as a powerful tool to design the distributed controls. Hybrid controls
are proposed as vector fields in the space of coverings to achieve the goal of
patrol with full coverage. Minimal cuts are obtained from the underlining
topological property for this cooperative task.
5.2 Closing Remarks
The research of AI has been growing dramatically in recent years, and the
intelligence of an individual agent has been shown in numerous applications.
On the other hand, the scientific research and the engineering implementa-
tions of the MAS with collective intelligence have a promising future in the
next few years. It is hoped that the presented ideas and the methodologies
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