シンプレクティック幾何的視点でのBAYESの定理について (部分多様体の幾何学の深化と展開) by 野田, 知宣
Titleシンプレクティック幾何的視点でのBAYESの定理について (部分多様体の幾何学の深化と展開)
Author(s)野田, 知宣











GENERAL EDUCATION AND RESEARCH CENTER, 





に対応する多様体 M2n と力学構造を与える微分 2—形式 w との組 (M竺 w) を研究する幾何
学分野である。ここで W は可積分条件 dw= 0と非退化条件研'-/=0 を満たす 2—形式であ








W を考えると、（線型）正準変換の下で保たれるものとして先ず W の次元 dimW,また wo




w上：={vEV; wa(w,v)=O, vwEW} 
で定める。 WcW1_のとき W をisotropic;逆に W上 cwのとき coisotropic1;W c W上
かつ dimW=らdim茫 =nのとき Lagrangian; W n W上={O}のとき symplecticと
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ても一般化となるし、民値を直積束 Mx良の切断と見なせば、 M 上の直線束の切断を函
数の一般化と考える事も出来る巴 Lagrange部分多様体の場合、函数の定数項を無視する事
で、函数 fの外微分 dfを函数 fと実質同じものと見なす。すると、 dfはM から余接束
T*Mへの写像、即ち T*Mの切断を定める。一般に L形式 aE A1をa:M→T*Mと見
なすと、像 a(M)がLagrange部分多様体である事と da=0である事は同値である。完全
形式 dfは閉形式だから、函数（の外微分）は Lagrange部分多様体を定める。 Lagrange部
分多様体の説明の最後として、シンプレクティック微分同相写像との関係を説明しておく。
t.p:M→M を微分同相写像とする。このときゃがシンプレクティック構造を保つ為の必要
充分条件は、 MxM内のグラフ {(x,<p(x));xEM}が (Mx M,w')のLagrange部分多




























































S=伍=p(x; ~) E P(X) ; ~= (ぐ，．．．，ぐ） E己｝
をn次元統計モデルと呼ぶ。




Po= exp [c(x) +苫゜ ipi(x)一ゆ(0)l 




例 2.3(有限集合上の確率分布）. X={xo,x1,---,Xn}とし、 X上の確率分布全体を






・ ぐ=Pi (1 :s; i :s;n), 
・ぐ=3p; -1 (1 :; i :;n) 
など幾らでも入れる事が出来る：
L ?-1 I 2 
この場合、
·C(x)~o, F, 心）~{1 (x~ 叫）
0 (x =/叫）
とすると指数型となる。




1 (x -μ)2 
ご exp[― 2び2 ] 
の場合、
（ぐ，ぐ） = (μ, 己：平均と分散，
・（ぐぐ） = (μ,a) : 平均と標準偏差，
・（ぐぐ） =(μ 記 +aり：モーメント
など色々座標系を入れられるが、














n次元統計モデル S= {pe E P(X);l = (ぐ，...,l門€ 己｝に対し対数尤度を le= logpe 
で表す。また座標函数ぐ (1:; i :;n)による偏微分を oiで表す。
定義 2.5.s = {pe;l EB}に対し Fisher情報行列 g=[%lを
g勾＝聾le研]=J閲）（研）Pedx = -Edo鱗 l
X 
で定める。 gが正定値であるとき Fisher計量と呼ぶ。
本稿では統計モデル Sに付随する gは非退化なもののみ考える。従って gはFisher計
量である。 Fisher情報行列は不偏推定量の平均 2乗誤差に関する Cramer-Raoの不等式に
おいて下限に登場するが、これを S上の Riemann計量と考えるべきである事を提唱した
のは Raoであると記億している。






定義 2.6.gを統計モデル S上の Fisher計量とし、その Levi-Civita接続を▽o, その






a接続▽(a)の性質などを簡単に述べておく。先ず a=0, 即ち▽(0)は計量的：▽(O)g = Q 
である（が、これは Levi-Civita接続であるから明らか）。任意の aE JRに対し▽(a)は捩




例 2.7(正規分布族の場合）.X=股上の正規分布 N(μ,庄）の族において、 Fisher計量を
例 2.4で定めた自然パラメータ (01,炉）で表すと
1 01 




となる。この場合の期待値座標は 'T/1=μ,'T/2 =μ2 +庄となり、この座標系での Fisher計
量を g= [giJ]とすると
gll ='T/2 +'T/『,12 = g21 = _'T/1 22 




ここまでで統計モデル S= {P{i~EB} には Fisher 計量 g と a 接続▽(a)が付随する事
が判った。そこで、これを抽象化して次のように定める。
定義 2.8.多様体 S,Riemann計量 g,アフィン接続▽ で
(i)▽ は捩れ無し： T▽ = O; 
(i)▽ はCodazzi方程式を満たす：（▽xg)(Y, Z) = (▽ yg)(X, Z) 







4接続▽ に対し Zg(X,Y) = g(▽ zX, Y) + g(X, ▽ ~Y) を満たす▽＊は一意的に存在し、▽＊を▽ の双対
接続と呼ぶ。また▽ と▽＊は双対であると云う。
36
定義 2.9.統計多様体 (S,g,▽）に対し、▽ が平坦、即ち曲率が R▽ =0を満たすとすると、




(1)▽ アフィン座標系（砂...,0門及び▽＊アフィン座標系 (71,・. , 7ln)でg(oi,か） = r5f
を満たすものが存在する。但し 8i= 8/8か，が=8/877j, 
(2) S上の函数心，r.p:S→良で dゆ=7Jid0i, dr.p =『d7iを満たすものが存在する。この
ときゅ+r.p=0渾が成立。
如枷(3) 0i = - ・ - d仔=gijd附仇 =%dかが成立。また
珈i, 7J=細 j'
枷j 82'1/) 80i 82r.p 
% = g(8i, む）＝―＝―炉=g(か，が）＝―＝―
{)0i 80潤 j' 如珈吻j
が成立。
次に分布の距離を測る函数について説明する。先ず、次のように定義する。
定義 2.11.双対平坦空間 (S,g,▽）に対し、命穎 2.10(2)のゆ，ゃを用いて
D(p, q) = D(pllq) = cp(p) +ゆ(q)-TJi(p)0¥q) 
で定められる函数 D:Sx S→股を（▽*に関する） canonical divergenceと呼ぶ。
この D(p,q)はp,qに関して対称ではないが、距離の 2乗のようなものである。実際、
vp,q ESに対し D(p,q):: 0が成立し、等号はp=qのときに限る。
例 2.12.指数型分布族 S= {p0;0 E 8}に対し canonicaldivergenceは
D(p,q)= J plog'!!.dx 
X q 
となり、これは相対エントロピーである。
いま、平坦統計構造 (g,V)から canonicaldivergenceを構成したが、逆に Dから統計構
造を構成出来る。多様体 snの直積上の函数 D:Sx S→股で D(pllq)::::0であり等号は
p=qに限るものを考える。この Dから SN上の統計構造を構成する為、記号を準備する。
SxS の点を（局所）座標で（ぐ...'~叫炉，...,en)と表す。また、 D⑰II・):= OiD(・II・), 
D(・II糾）：＝糾D(・II・)と置く。更に、 D に関する種々の微分などの対角成分△ cSxSへ
37
の制限を D[・l・l:= D(・ll・)I△で表す。このとき
D[oill・l = D[・II糾l= o,
n[aiajll・l = D[・lloioJl = -n[ai11a.JJ 
が成立する。いま炉=[gり]= [D[8i8jll・llと置くと、これは半正定値である事が判る凡以
下炉が正定値となる D のみ考える。このような D は divergence,contrast函数、 yoke
などと呼ばれるが、ここでは divergenceを使用する。 D をdivergence,X とYをS上の
ベクトル場としたとき、
g町X,Y) = -D[XIIY] 
により S上の Riemann計量が定まる。
次にr腐：＝ーD[8i8jll外］を Christoffel記号とする接続を▽Dとすると T▽D =0かつ
g州可Y,Z) = -D[XYIIZ]が成立する。更に D*(Pllq)= D(qllP)とすると gD*=砂であ
り炉＊は▽Dの双対接続となる。これで divergenceDから統計構造 (g互▽D)及び双対接
続▽D*が定まった。因みに、 (1,2)ー テンソル場 TをD[TxYIIZ]= D[XYIIZ] -D[YZIIX] 
で定めると▽(a):=▽ (o) -%Tにより a接続も定める事が出来る。
3. 統計モデルとシンプレクティック構造
本節では統計構造とシンプレクティック構造について簡潔に述べる。詳しくは Furuhata
[9], Noda [14], Boumuki-Noda [5]などを参照下さい。
前節で統計構造 (g,▽）と divergenceDとの関係、特に双対平坦空間 (S,g,▽）と canonical
divergence Dを考えた。先ず Dからシンプレクティック構造を定め、その例などを述べる。
(S,g, ▽）を統計多様体（双対平坦空間）、 D を (canonical)divergenceとする。 D:






＊を付す（前節では 9を使用していた）。この写像 d1Dによって T*S上の正準シンプレク
ティック構造ーd約を引き戻す事で
AN 叫試')= (d1D)*(-d0o) = dぐI¥dCj 淡屯ej
を得る。これは SxSJ:::のシンプレクティック構造を定める。即ち、 divergenceDからシン
プレクティック構造 wが定まった。最も簡単な例を挙げよう。 S=良”とし、 D:SxD→良
1 






例 3.1.双対平坦空間 (S,g,▽）に対する (V*の） canonical divergence D : S x S→ 哀の
場合、
(3.1) w = -g;Jd0i I¥ d0*J = dri; I¥ d0i = -giJ炉dTJkI¥ d0*J = -ij dTJi I¥ driJ 
となる。但し {0}は▽ アフィン座標系、 {ri}は▽＊アフィン座標系であり、%などは
Fisher計量の対応する成分。
(3.1)において 2つ目の表示が見易い。これは 0座標系を接空間の座標、 n座標系を双
対空間の座標と見なすと T*Sの正準構造と一致しており、ポテンシャル函数心と r.pが
Legendre変換の関係となっている事と整合する。
11 S X S w0 = dTJi I.d01 = -gijd01 /¥ d0"i 
／が
en TS ??? ??? r・s 




? Legendre transf. 
<p. l H 
恥
次に一般の多様体上で統計構造とシンプレクティック構造が両立する場合を簡単に述べて
おく。 M2nを多様体、 gを Riemann計量、 Jを概複素構造、 w をシンプレクティック構
造、▽ をアフィン接続とする。 (S,g,J,w)が概 K辿ler多様体であり (M,g,▽）が双対平坦
空間、▽ がシンプレクティック接続 (i.e.,wを保つ）とき、 5つ組 (M,g,J,w,▽）を平坦s
多様体と呼びたい (Furuhata[9]では holomorphicstatisticalと呼んでいる）。このとき
(3.2) ▽＊＝▽ー J(▽J), （▽ xJ)Y = (▽げ）X
が成立する（シンプレクティック構造と統計構造が両立する為の条件が大体 (3.2)である）。
平坦s多様体は局所的には双対平坦空間の余接束と見なす事が出来る。即ち、或る双対平
坦空間 (S,gs,▽釘が存在し M 竺 T*Sが成立。更に▽ アフィン座標系 {0},▽＊アフィン
座標系 {ri}で共に Darboux座標系となっているものが存在する：
w = d01八d0n+l+・ ・ ・+d0n I¥ d02n = dri1 I¥ drin+l +・・ ・+drin I¥ dri2n• 
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p(μ) ex exp [―却(μ―μof Aa1(μ ―μo)] 
標本 yが得られたときの事後分布は μlyぶ~N(μn,An), 
p(μly, ~) ex exp [―却(μ―μnf A:;,1(μ —匹）］•
但し
μn = (A尉 +n~-l戸(A訂µo +~-1'[)), A;,-1 = A訂 +n~-l-
(2)分散 Xが未知の場合。μ の事前分布を µI~~ N(μo, ~/ko), ~~ IW(vo, Ao)とする
と事後分布は µly,~~ N(四ぶ/kn),~IY ~ IW(vn, An)-但し
K。 n k。n
1/n =―μo+― y, kn = ko + n, vn = vo + n, An = An+ S + -S。•
ko+n ko+n ko+n 





















































































































































































































































































<f>_t = <l>t1とdet屯 =1を用いる事で
となる。
Pt= Po(<I>-tx) =は）n (det~) —1/2 exp [-½ 豆呪ぶ―1<f>-tX]




準変換で Bayesの定理が表現出来るためには、分散既知の場合なら <J>TA計<I>=A計 +n~-1

















巫＝炉=[ In -(A計 +n~-1戸(n正）1/2 ] 
(n~-1)1/2 In_ (n~-l)1/2(A計 +n~-l戸(n刃ー1)1/2 E Sp(2n, 賊）
6 しかしながら、線型 Hamilton 系での発展で到達出来る正規分布には分散 ~(t) に制約が付く。具体的には
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