We propose a general approach for supervised learning with structured output spaces, such as combinatorial and polyhedral sets, that is based on minimizing estimated conditional risk functions. Given a loss function defined over pairs of output labels, we first estimate the conditional risk function by solving a (possibly infinite) collection of regularized least squares problems. A prediction is made by solving an auxiliary optimization problem that minimizes the estimated conditional risk function over the output space. We apply this method to a class of problems with discrete combinatorial outputs and additive pairwise losses, and show that the auxiliary problem can be solved efficiently by exact linear programming relaxations in several important cases, including variants of hierarchical multilabel classification and multilabel ranking problems. We demonstrate how the same approach can also be extended to vector regression problems with convex constraints and losses. Evaluations of this approach on hierarchical multilabel classification show that it compares favorably with several existing methods in terms of predictive accuracy, and has computational advantages over them when applied to large hierarchies.
Introduction
Many important tasks in machine learning involve predicting output labels that must satisfy certain joint constraints. These constraints help restrict the search space and incorporate domain knowledge about the task at hand. For example, in hierarchical multi-label classification, the goal is to predict, given an input, a set of labels that satisfy hierarchical constraints imposed by a known taxonomy. More generally, the output space can also depend on the observed inputs, which is commonly the case in language, vision and speech applications. Collectively, these problems are broadly referred to as structured prediction.
Formally, the goal of structured prediction is to learn a predictor h : X → Y that maps an input x ∈ X to some y in a structured output space Y. Unlike the classical problems of binary classification (Y = {−1, 1}) and regression (Y = R), a defining challenge in structured prediction is that Y can be a highly complex space, usually representing combinatorial structures like trees, matchings, and vertex label assignments on graphs, or any arbitrary set of vectors in a real vector space. The difficulty of the task naturally depends on the geometry of Y and the choice of loss function : Y × Y → R + .
Many existing structured prediction methods can be understood as learning a scoring function F (y, x), which assigns to each y ∈ Y its compatibility score with some input x. A prediction is made by solving an auxiliary optimization problem that finds some y * ∈ arg max y∈Y F (y, x). Conditional random fields (CRFs) [1] , Max-Margin Markov Networks (M 3 N) [2] and Structured Support Vector Machines (SSVM) [3] are three commonly used methods that fit into this framework. CRFs directly model the conditional distribution F (y, x) := p Y |X (y|x) with a graphical model, thus maximizing the compatibility score is equivalent to maximum a posteriori estimation. In M 3 N and SSVM, F (y, x)
is expressed in a linear (or log linear) form w, φ(x, y) , where φ(x, y) is a joint feature representation of the input-output pair. The weight vector vector w is found by solving a generalized max-margin problem that maximizes separation of the true labels from others by their score differences, which are usually augmented with a loss function.
In this paper, we propose an approach to structured prediction by least squares estimated conditional risk minimization, which can also be characterized as one that learns a scoring function F (y, x). Specifically, the scoring function (to be minimized over) can be interpreted as a direct estimate of the conditional risk function, R(y|x) := E Y [ (y, Y )|x], where is a loss function of choice. Notably, like M 3 N and SSVM, our approach can also use kernels to learn from a rich class of hypotheses, but avoids the nontrivial pre-image problem of the former, which involves finding some y that maximizes the inner product w, φ(x, y) . Our main contributions are summarized as follows: (i) we derive a closed form expression for the estimated conditional risk function, in the form of a weighted sum of loss functions, as solutions of a collection of regularized least squares problems (Section 2) (ii) we show that in a certain class of problems with discrete combinatorial outputs and additive pairwise losses, the auxiliary problem can be solved efficiently by exact linear programming relaxation (Section 3) (iii) we extend this approach to convex output spaces and learning additive models of conditional risks (Section 4) (iv) we derive an excess risk bound for the algorithm under a parametric class of R(y|x) and finite Y, and show that it scales logarithmically with |Y| (Section 5). When applied to hierarchical multilabel classification (Section 6), our approach achieves predictive accuracies that are competitive with several existing algorithms, with added computational advantages that allow it to scale well with the hierarchy size.
Least Squares Estimated Conditional Risk Minimization (LS-ECRM)

Preliminaries
Throughout this paper, we represent X ⊆ R p and Y ⊆ R d as collections of vectors in a real vector space. Depending on the application, Y can be discrete (e.g., a combinatorial subset of {0, 1} d ) or otherwise (e.g. a polytope). As in most supervised learning settings, we have a training set,
, where the samples are i.i.d. and drawn from some fixed distribution P X,Y . We define R(y|x) := E Y [ (y, Y )|x] to be the conditional risk of predicting label y having observed an input x, and useR to denote its estimate. Here the conditional expectation is defined with respect to P Y |X .
In summary, the proposed method can be described in two steps:
1. Training: Learn a set of functions indexed by y, {R(y|·) : y ∈ Y} by solving a (possibly infinite) collection of regularized least squares problems. 2. Prediction: Given an input x, predict h(x) = y * by solving an auxiliary optimization problem, y * ∈ arg min y∈YR (y|x).
Training
We begin with two basic observations: for any fixed y ∈ Y, (i) the random loss function (y, Y ) can be written as (y, Y ) = R(y|X) + ε(y, X), where ε(y, X) is a zero-mean random variable that depends (randomly) on X and (deterministically) on
. This decomposition suggests a regression approach to estimating R(y|·): for every y ∈ Y, we posit that R(y|·) lies in some function space H ⊆ {f : X → R} and estimate it by solving a regularized least squares problem,
where · H is a norm over H and λ is a regularization parameter. We define H to be a reproducing kernel Hilbert space (RKHS) spanned by a real, symmetric positive definite kernel k : X × X → R.
This enables us to learn from a rich class of functions and reduces the problem to kernel ridge regression (KRR) [4] , leading to the following closed form solution. Proposition 2.1. For every y ∈ Y, an optimal solution for the regularized least squares problem can be expressed asR
where w i (x) is the i-th element of w(x) := (K + λI)
Because the above holds true for all y ∈ Y, we have a complete characterization ofR(·|x) as the weighted sum of the individual loss functions { (·,
induced by y (1) , . . . , y (m) , with weights w(x) that only depend on x and x (1) , . . . , x (m) . This property arises from the fact that KRR is a linear smoother [5] . Such linear combinations of loss functions also arise in instance-based learning methods like kNN. However, these methods typically rely on a weighting of neighboring samples, whereas (3) is derived from least squares estimation over the whole data set. Using KRR provides added modeling flexibility through kernels, which can either be chosen based on domain knowledge or learned from data [6] .
For comparison with existing structured prediction methods, it is useful to think ofR(y|x) as an alternative scoring function to that of M 3 N and SSVM, which also admits a linear form w, φ(x, y) . The key difference is that we do not define a joint feature map φ(x, y), but instead have a linear expression in which x and y are decoupled. This avoids the pre-image problem of finding a y that maximizes w, φ(x, y) when predicting an output, which is nontrivial in general [7] . Another related method is Kernel Dependency Estimation (KDE) [8] and its extensions [9] , which are also based on KRR. However, KDE differs from our approach in that regression is used to learn a mapping from inputs to a feature space associated with Y, whose output is then mapped from the feature space back to Y by solving a pre-image problem. In place of the pre-image problem, our method requires solving an auxiliary optimization problem, which we discuss in the next section.
Prediction
Given an input x, we first compute w(x) := (K + λI) −1 v(x). This is done by first forming v(x) ∈ R m and then either solving a linear system, or multiplying v(x) with the inverted matrix if already pre-computed in training. Both can be done efficiently in moderately sized problems. 2 A prediction y * =ĥ(x) is computed by solving an auxiliary optimization problem that minimizes the estimated conditional riskR(y|x),
The difficulty of this problem crucially depends on the geometry of Y, the choice of and in some cases the signs of w(x). In Section 3, we will apply LS-ECRM to a range of settings and provide conditions under which this auxiliary problem can solved efficiently. Before we consider more complex settings, it is useful to understand what it means to apply LS-ECRM to the simple case of binary classification. With the zero-one loss, (y, y ) = 1(y = y ), R(y|x) is simply the conditional probability of misclassification, P(y = Y |x). Minimizing its least squares estimate, we obtain the following decision rule from (4),
We now show that this is equivalent to Regularized Least Squares Classification (RLSC) 3 [12] . In RLSC, one posits that the classification rule is of the form h(x) = sgn(f (x)) and estimates an f * by solving a regularized least squares problem:
Here H is a RKHS associated with a kernel k. Despite using the square loss in place of the more common hinge loss of SVM, RLSC has been shown to achieve similar performance as SVM in practice [14] . The following proposition states that sgn(f * (x)) is equivalent to (5).
Proposition 3.1. Let w(x) be defined as in Proposition 2.1. Then, sgn(f * (x)) = 1 if and only if
Thus LS-ECRM can be viewed as a generalization of RLSC. From the equivalence above, we can also interpret RLSC as minimizing the least squares estimated misclassification probability.
Predicting binary-valued vectors
In this section, we consider Y ⊆ {0, 1} d and any loss function (y, y ) that can be written as the sum of functions of pairwise elements in y and y . Specifically, we define Y to be a set of points in {0, 1}
d that satisfy the following set of linear constraints,
where I 1 , I 2 , I 3 are (possibly empty) disjoint sets of indices such that their union is {1, . . . , n}, and
In other words, there are a total of n linear constraints, each can either be an inequality or an equality. This characterization of Y is fairly general as many objects of interest, including matchings, permutations and label assignments in graphs, can be represented as such. For convenience, we will define A := [a 1 . . . a n ]
T to be the constraint matrix and
One property of matrices that will be useful to us later is total unimodularity, defined as follows. 
Under this loss and our definition of Y, the auxiliary problem in (4) is a discrete optimization problem,
where Z is defined to be a polyhedron in R d that is characterized by all the linear constraints in (6). This problem is N P-complete in general. In the following theorem, we provide sufficient conditions under which the problem can be solved efficiently by exact linear programming relaxation. Theorem 3.2. If A is totally unimodular and b ∈ Z n , then for any w(x) ∈ R m , an optimal solution of the auxiliary problem can be found by solving the following linear program,
Total unimodularity is an important property in combinatorial optimization. There are many results on classes of matrix that satisfy this property (see, e.g., [15] ). In what follows, we will specialize this method to two problems and show how Theorem 3.2 can be applied, leading to new algorithms.
Example 1: Hierarchical Multilabel Classification (HMC)
In HMC, we have a set of labels V = {1, . . . , d} organized in a hierarchical structure (e.g., a hierarchy of topics in text classification). The goal is to predict a subset of V that corresponds to an input x. Let y j ∈ {0, 1}, j = 1, . . . , d denote whether each label y j is chosen (1) or not (0). In addition to choosing a subset of V, we consider a variant of this problem where y must also satisfy the following hierarchical constraints:
• For each j ∈ V: if y j = 1, then y k = 1, ∀k ∈ P(j). Here P(j) denotes the set of immediate parent labels under which j belongs in the hierarchy.
The hierarchy is commonly represented as a tree or (more generally) a directed acyclic graph (DAG), with each node being a label in V and each arc (k, j) encoding a parent-child relation, k ∈ P(j). Formally, we define the DAG as G = (V, A), where V is defined as above and (k, j) ∈ A iff k ∈ P(j). The resulting output space Y can be succintly described with |A| linear constraints (in addition to y ∈ {0,
A common choice of loss function in HMC is the Hamming loss, (y,
, which is simply the fraction of incorrect labels. This is a special case of the additive pairwise losses defined in the preceding section. We show that the auxiliary problem can be solved efficiently below. Proposition 3.3. For any DAG, G = (V, A), the auxiliary problem for HMC with Hamming loss is equivalent to the following linear program,
Given w(x), the cost coefficients of the linear program can be computed in O(md). The size of the linear program (in terms of variable and constraint counts) scales linearly with d and |A|, but is otherwise independent of m. In practice, linear programs can be solved very efficiently with state-of-the-art optimization solvers [16] . As we will see in Section 6, this makes the method scale well to large hierarchies.
Example 2: Multilabel Ranking
Suppose we are interested in predicting a ranking over all labels, rather than only choosing a subset. We consider a setting where the training set consists of complete permutations σ (1) , . . . , σ (m) over the label set V and their associated inputs. The goal is to learn to predict a permutation σ given an input x, where σ(j) indicates the rank of label j for every j = 1, . . . , d. To measure the loss, we will use the normalized Spearman's footrule distance,˜ (σ, σ ) =
sums the absolute differences of the two ranks over all labels and normalizes it to within [0, 1]. By representing σ as a binary vector, we will show that the auxiliary problem can be solved by exact linear programming relaxation.
Let us define y j,k ∈ {0, 1}, ∀j, k ∈ {1, . . . , d}, as a vector in R This can be interpreted as the set of perfect matchings in a complete bipartite graph. With this representation, we can equivalently write˜ as (y, y ) = 1 2d(d+1) j,k,l |k − l|1(y jk = 1, y jl = 1), where each summation over j, k, l is from 1 to d. This is again a special case of the additive pairwise losses defined earlier. Together with the fact that the constraint matrix associated with bipartite matchings is known to be totally unimodular [15] , we can apply Theorem 3.2 to reduce the auxiliary problem to the following min-cost assignment problem. Proposition 3.4. The auxiliary problem for multilabel ranking with Spearman's footrule distance is equivalent to the following linear program,
Extensions
Predicting continuous-valued vectors
We briefly describe how LS-ECRM can be extended to predict a vector in a convex set Y, under a loss function (y, y ) that is convex in y (e.g., L 1 and L ∞ losses). In principle, Proposition 2.1 still applies but the auxiliary problem in (4) is now a continuous optimization problem. Also, the convexity of (·, y ) implies that R(·|x) is convex for every x. However, this need not be true for
is negative, which can result in a nonconvex auxiliary problem. One approach is to solve the problem approximately by minimizing its convex upper boundR
While we do not provide examples of application in this paper, we note that the problem of learning a mapping from inputs to a convex set has been studied in the more general setting of conditional stochastic optimization using local estimators [17] [18] such as kNN and kernel smoothing.
Learning additive models of conditional risk
As seen in examples of the previous section, many loss functions considered in structured prediction are additive over substructures of Y. It is often desirable to decompose the learning problem over these substructures, so that any local features can be exploited for better generalization performance. Here we show how LS-ECRM can be extended for this purpose. Consider (y, y ) = S∈S S (y S , y S ), where each S is defined over a subset of elements in y, y that correspond to the index set S ⊆ {1, . . . , d}, i.e., y S := (y j : j ∈ S) (likewise, for y S ). As a result, we can also express the conditional risk function in additive form, R(y|x) = s∈S R S (y S |x) with R S (y S |x) := E[ S (y S , Y )|x], and then estimate R S (y S |x) separately for every S.
This decomposition is useful in several scenarios. For example, with respect to each S, we may: (i) tune the regularization and kernel parameters in (2) (ii) apply feature selection so thatR S (y S |x) depends only on a subset of inputs most relevant for predicting y S . By solving the regularized least squares problem in (2), we obtain for every S,R S (
, where w S (x) is a weight vector specific to S. These results can then be combined to form
and the auxiliary problem can be solved similarly as in (4). Theorem 3.2, Proposition 3.3 and 3.4 can also be extended to hold in this case if the losses are in the form described in Section 3.2. On the other hand, such decompositions incur additional computational costs because a separate weight vector has to be computed for each S. Deciding the granularity of S is thus a matter of tradeoff between predictive and computational performance, and largely depends on the application.
Statistical properties of LS-ECRM
We analyze the statistical properties of LS-ECRM under the assumption that R(y|·) ∈ H for a parametric class of functions H. Specifically, for every y ∈ Y, we assume that there exists some β(y) ∈ R q such that R(y|x) = β(y) T φ(x), where φ : X → R q is a mapping from the input space to a Euclidean feature space with finite dimension q. Thus (2) can be reduced to linear regression in the feature space,
We will only consider the setting where λ = 0 and the design matrix,
m×q is observed and non-random, which is analogous to the fixed design setting in linear regression. 5 Under these assumptions, we derive the following excess risk bound.
Theorem 5.1. Letĥ and h * be a LS-ECRM and Bayes optimal predictor, respectively. Suppose that
where r ≤ q and ν are the rank and the smallest eigenvalue of 
Experiments
Setup
We apply LS-ECRM in HMC using the formulation in Section 3.2.1 and compare it with several existing algorithms, each based on a different paradigm: (i) BR-SVM: A binary relevance approach: a SVM classifier is trained for each node. The predictions are imputed from the bottom up to satisfy the hierarchical constraints. (ii) H-SVM: A hierarchical approach [20] : at each node, a SVM classifier is trained using only samples in which its parents are positively labeled. Node labels are predicted recursively from the top down, terminating at any node that is negatively labeled. (iii) Clus-HMC [21] : A decision tree approach.
Each method is evaluated on HMC benchmark data sets from three domains: text (enron, rcv1v2), image (imclef07a, imclef07d) and functional genomics (pheno_go, spo_go, gasch1_go, gasch2_go). A summary of these data sets are available in the Appendix. For consistency, we do not apply any feature selection. Preprocessing is only done for the genomics data sets, where we trim the original hierarchy with over 4000 nodes down to a few hundreds. We implement our method in Julia [22] and solve the auxiliary linear programs with Clp [23]. Both BR-SVM and H-SVM are implemented using LibSVM [24] . For Clus-HMC, bagging is used to train an ensemble of decision trees, which we have observed offer substantial accuracy gains over a single decision tree. LS-ECRM, BR-SVM and H-SVM all use the RBF kernel. The parameters are tuned on the training sets by grid search with cross validation. All tests are run on a quad-core 3.5GHz CPU with 8GB RAM.
Results
For each data set, we compute the AUPRCs (area under precision-recall curve) for all methods within the intersection of their operating regions and the highest F-scores in their respective PR curves. This is shown in Table 1 . To find out how the methods scale computationally with hierarchy size, we evaluate the training and prediction time on gasch1_go over label counts ranging from 10 to 512, obtained by truncating the original hierarchy. The results are presented in Figure 1 .
As Table 1 shows, LS-ECRM and BR-SVM perform the best overall in terms of both metrics, leading the other two methods by significant margins in several data sets. While LS-ECRM has only a slight lead over BR-SVM in predictive performance, its training and and prediction time can be several orders of magnitude faster, as Figure 1 shows. Whereas BR-SVM requires training a separate classifier at each node, training LS-ECRM only involves forming the kernel matrix and computing an inversion, which is independent of the hierarchy size. This is a unique property not shared by other methods under our evaluation. Predicting with LS-ECRM requires solving linear programs, which we have observed empirically tend to terminate in few iterations without exhaustive search, in spite of growing hierarchy size. This gives it a clear advantage over BR-SVM, which does not take into account of the problem structure to search efficiently. H-SVM also has a flattening trend in both training and prediction time, which can be explained by its top-down hierarchical approach: even as the hierarchy grows, the number of positively labeled instances generally diminish (for a fixed sample size) as one descends down the hierarchy, resulting in early termination of the algorithm. In terms of prediction time, Clus-HMC has a clear lead over the rest, though its gap with LS-ECRM narrows with increasing label counts. Its predictive performance, however, trails behind in several data sets.
Conclusions
We have developed a new approach to structured prediction based on least squares estimated conditional risk minimization. Our approach treats the problem as one of learning a conditional risk function, which is then minimized by solving an auxiliary problem to predict an output. We showed how kernel methods can be used to learn from a rich class of hypotheses without introducing a joint feature map, thus avoiding the pre-image problem of existing methods. By using exact linear programming relaxations, we demonstrated that the auxiliary problem can be solved efficiently in several important cases, including hierarchical multilabel classification (HMC) and multilabel ranking with additive pairwise losses. Empirical evaluations on benchmark data sets showed that the proposed HMC algorithm compares favorably with existing methods and scales well computationally to large hierarchies, most notably having a training time that is independent of the hierarchy size. The generality of our conditional risk minimization framework and its compatibility with a variety of loss functions makes the approach potentially applicable to many problems. 
where wi(x) is the i-th element of w(x) := (K + λI)
Proof. Recall that the optimization problem is the following.
For any fixed y, the representer's theorem [1] states that any optimal solution of the problem lies in the span of {k(·, x (i) ) : i = 1, . . . , m}, i.e., there exists some
where K is defined above. Thus it suffices to consider an equivalent optimization problem over α,
Denoting Ly := [ (y, y (1) ) · · · (y, y (m) )] as the vector of observed losses, this can be written compactly as
Since the problem is convex (which follows from k being a symmetric, positive definite kernel), the first order optimality conditions are necessary and sufficient. Taking the derivative of the objective function and equating it to zero, we have
For any x ∈ X , we know thatR
wi(x) (y, y (i) ) as desired.
Proof of Proposition 3.1
Proof. We can solve for f * by applying the representer's theorem as in the proof of Proposition 2.1,
Since sgn(f * (x)) = 1 iff f * (x) ≥ 0, the claim is proven.
Proof of Theorem 3.2
Theorem 3.2. If A is totally unimodular and b ∈ Z n , then for any w(x) ∈ R m , an optimal solution of the auxiliary problem can be found by solving the following linear program,
Proof. First, we show that the auxiliary problem is equivalent to an integer linear program. For that purpose, it is useful to express the loss function algebraically in terms of y: because yj ∈ {0, 1}, we have jk (yj, y k ) = jk (1, y k )yj + jk (0, y k )(1 − yj), ∀j, ∀k. As a shorthand notation, let us denote¯
Here C := j,k,i˙
jk wi(x) is a constant that does not depend on the decision variables. Thus the problem is equivalent to minimizing over a linear objective function subject to y ∈ {0, 1} d ∩ Z.
Next, we establish sufficient conditions for the existence of an exact linear programming relaxation of the above integer linear program. This allows us to replace all constraints yj ∈ {0, 1} with 0 ≤ yj ≤ 1, ∀j, such that the resulting linear program (LP) is guaranteed to contain an optimal solution that is also optimal for the original problem. The key is to show that the set of linear constraints that characterize the LP,
can be expressed in a single constraint matrix that is totally unimodular (TU). Let A := A T |I|I T be the (n + 2d) × d constraint matrix that characterizes the LHS of (5)- (9), where I ∈ R d×d is an identity matrix that corresponds to either (8) or (9) . Likewise, let b :
T be a (n + 2d) × 1 vector that characterizes the RHS, where 0 T and 1 T are 1 × d row vectors of zeros and ones, respectively. By the assumption of the theorem, we know that A is TU. Our goal now is to establish that A is also TU.
Proof. Both of these results are well known. (i) follows directly from the fact that det(B T ) = det(B) for any square matrix B. A proof of (ii) is available in [2] .
= A is a chain of operations that preserve TU, thus proving the claim that A is TU.
We now show that this implies every vertex of the polytope characterized by (5)- (9) is integral. At a vertex, there exist d constraints out of (5)- (9) that hold with equality (by default, (7) is included), such that the corresponding constraint vectors are linearly independent. LetB andb be submatrices of A and b , respectively, that correspond to these d rows of constraints. Then the vertex is the unique solution of these equalities,B −1b . Note thatb is integral because b is integral by assumption. Also, by total unimodularity of A , det(B) is either 0, −1 or 1. Therefore, by Cramer's rule,B −1b is integral.
Together with the well-known fact that any LP defined over a nonempty polytope contains an optimal solution that is a vertex [3] , we conclude that the LP in (4) has an optimal integer solution that is a vertex. As a result of the relaxation, it must also be optimal for the integer linear program.
Proof of Proposition 3.3
Proposition 3.3. For any DAG, G = (V, A), the auxiliary problem for HMC with Hamming loss is equivalent to the following linear program,
Proof. In order to apply Theorem 3.2, we will show that the set of constraints, yj − y k ≤ 0, ∀(k, j) ∈ A can be represented by a constraint matrix A and coefficient vector b, such that A is totally unimodular (TU) and b is integral. More precisely, we want to represent the constraints in (10) as
where A ∈ R |A|×|V| and b ∈ R |A| . Clearly, b := 0 is integral. We now show that A T is exactly characterized by the following lemma.
|V|×|A| is a matrix with each element Bja corresponding to the node-arc pair (j, a), j ∈ V, a ∈ A, such that
if j is the tail of a, 0, otherwise.
Then, B is TU.
Proof. A proof is available in Chapter 4 of [4] .
It is easy to check that A T = B, where B is defined in the lemma above. Lemma 1.2 implies that B is also TU. Therefore, we satisfy all conditions of Theorem 3.2 and by substituting jk (yj, y k ) := 1(j = k)1(yj = y k ), our claim is proven.
Proof of Proposition 3.4
Proposition 3.4. The auxiliary problem for multilabel ranking with Spearman's footrule distance is equivalent to the following linear program,
Proof. By noting that 1(y jk = 1, y jl = 1) = 1(y jl = 1)y jk , we can write the objective function of the auxiliary problem as follows, (i) (j) = l, so we obtain the objective in the proposition above (disregarding the normalization factor). The constraint matrix associated with perfect bipartite matchings is known to be totally unimodular [4] . We can thus apply Theorem 3.2 and relax the constraints so that y jk ∈ {0, 1} becomes 0 ≤ y jk ≤ 1, ∀j, k. The inclusion of constraints y jk ≤ 1 does not change the problem in (11), so they are redundant and can be dropped. 
where r ≤ q and ν are the rank and the smallest eigenvalue of
The proof extends the analysis of fixed design (Φ is deterministic) linear regression, with the key extension being that the results hold uniformly over y ∈ Y. It can be broken down into 3 steps.
1. Bound the LHS of (12) with 2E sup y∈Y
νm .
3. Finally, bound E sup y∈Y Φβ(y) − Φβ(y) 2 with maximal inequalities.
1.6.1 Proof of Theorem 5.1:
Step 1 Lemma 1.5.
Proof. By applying the definition of R(y|x) := E[ (y, Y )|x] and iterated expectation, the LHS of (13) can be written as
We will now bound R(ĥ(x)|x) − R(h * (x)|x) as follows. Observe that for every x ∈ X ,ĥ(x) is a minimizer of the auxiliary problem,ĥ(x) ∈ arg miny∈YR(y|x). As a shorthand notation, we will definerx(g) :=R(g(x)|x) and rx(g) := R(g(x)|x) for any predictor g. Then,
where the inequality is due torx(ĥ) −rx(h * ) ≤ 0, which follows fromĥ(x) being a minimizer ofR(y|x).
Now note that |rx(ĥ) −rx(ĥ)| = |R(ĥ(x)|x) −R(ĥ(x)|x)| ≤ sup y∈Y |R(y|x) −R(y|x)|. Likewise, we can apply the same bound to |rx(h * ) − rx(h * )|. Therefore,
To complete the proof, substitute R(y|x) = β(y) T φ(x) andR(y|x) =β(y) T φ(x) into the last line, then apply 
Let ν1 ≤ ν2 ≤ . . . ≤ νq be the eigenvalues of
for any u ∈ R q . Applying this to the above with u :=β(y) − β(y) and ν := ν1, we obtain
2 . Taking the supremum over y ∈ Y on both sides completes the proof. 
The first inequality follows from Jensen's inequality and the third inequality is due to Property 2 of Proposition 1.8. By letting s = 1/4L 2 , the last line becomes 2L 2 (2 log |Y| + 1). Putting all these together in (15), 
Accounting for intercept in Proposition 2.1
We briefly discuss how to account for intercept in (2) . In linear regression, this is often done by centering both the dependent and output variables at their respective empirical means, and then solving the least squares problem without an intercept. The output is then translated by the mean to obtain a final estimate, which can be shown to be equivalent to the output of a model with intercept [7] . However, if we apply the same approach to (2), the result may not be what we expect: because the kernel implicitly defines a mapping φ(x) → H from the original input space to a feature space, which can be highly nonlinear, a point that is centered in X need not be centered in H. This can result in biases.
One alternative is to center the inputs in the feature space by working only with the inner products. Let us definẽ φi := φi −φ to be a centered input in the feature space, where φi := φ(x (i) ) andφ := It can be shown that the resultingk is also a positive definite kernel, and its gram matrixK is a centered kernel matrix [8] that can be written asK 
