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Text classification, the most fundamental and vital task in natural language processing, 
has been widely studied and applied in many domains. Over the last few decades, 
surpassing results and progress have been achieved in this area due to the groundbreaking 
deep learning models. However, they rarely consider incorporating the additional 
knowledge hidden in the labels whether it is a traditional machine learning method or a 
deep learning approach. We argue that the additional hidden information in the labels 
leads to better text classification accuracy.  
In this paper, instead of just encoding the labels into the numerical values, we 
incorporated the knowledge in the labels into the original model without changing the 
model architecture. We combined the output hidden states of an original classification 
model with the relatedness calculated based on the embeddings of a sequence and a 
keyword set. A keyword set is a word set to represent knowledge in the labels. Usually, it 
is generated from the classes while it could also be customized by the users. The 
experimental results show that our proposed method achieved a 1.7% maximum absolute 
increase among three popular text classification datasets compared with the original 
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Over the last few decades, text classification, one of the fundamental tasks in natural 
language processing (NLP), has been widely studied and applied in various domains in 
text mining, such as sentiment analysis [1][2][3], spam filtering [4][5], and topic labeling 
[6]. With the advent of the big data era, unstructured data, not structured in a pre-defined 
manner, is growing at an alarming rate per year and appears almost everywhere such as 
in social media, emails, and web pages. However, extracting insights from such kind of 
unstructured information, which is typically text heavy, is difficult and time consuming 
due to their convoluted nature. By adopting automatic text classification, unstructured 
text data can be analyzed quickly and cost-effectively compared with manual 
classification. Moreover, automatic text classification methods could yield more reliable 
and less subjective results which are useful for enhancing data-driven decisions. 
A text classification dataset contains sequences of text as 𝐷 = {𝑆1, 𝑆2, … , 𝑆𝑁}, where 
each sequence is labeled with a class value. The label is usually shown as text while being 
converted to a numerical value for machine learning algorithms. For instance, classes in 
AG news dataset [7] {world, sports, business, sci/tech} will be transformed into {0, 1, 2, 
3}. Although this translation is common in encoding labels, it neglects to incorporate 
hidden knowledge in the labels. The text classification model receives only these numbers 
without understanding their meanings. From a human perspective, number 1 represents 
the label “sports” related to football, competition, and entertainment while number 2 
means the label “business” related to company, profit and money. Hence, taking the rich 
knowledge information hidden in the labels into consideration can lead to a better 
understanding between sequences and classes, thereby improving the performance of the 
text classification models. 
Three main challenges exist in incorporating the knowledge in the labels into text 
classification models: (1) Label Knowledge Selection: Considering a given label, how 
to properly select its related information is difficult. For example, the label “sports” 
contains many forms of competitive physical activities, such as football, hockey, or racing. 
However, we cannot include all of them in the representation of the hidden knowledge. 
Too much related information may bring knowledge noise while insufficient knowledge 
incorporation leads few improvements; (2) Label Knowledge Encoding: After obtaining 
related information from the labels, how to represent it in the modern text classification 
models is an important problem; (3) Heterogeneous Information Fusion: Designing an 
appropriate method to fuse the original model’s information and the knowledge 
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information in the labels is another challenge. 
To overcome the above challenges, we propose an effective approach to incorporate 
the knowledge in the labels into the model while without the need of changing the original 
model architecture. In our approach, label-related knowledge is represented by a keyword 
set that can be customized by the users. The main contributions of this paper can be 
summarized as follows:  
1) This paper proposes a novel idea about utilizing the hidden knowledge in the labels. 
2) The implemented new method significantly outperforms the original models while 
without changing the original model’s architecture. 
3) The codes of our proposed method are publicly available at 
https://github.com/HeroadZ/KiL. 
In this thesis, studies related to text classification are introduced in Chapter 2. Details 
of the proposed method are presented in Chapter 3. We then described the experiments 
and results in Chapter 4. Finally, we provide concluding remarks and further optimization 
discussion in Chapter 5. 
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2 Related Work 
Many efforts have been made to improve the performance of automatic text 
classification. Previous work on automatic text classification can be classified into two 
main systems: rule-based and machine learning-based.  
Rule-based systems classify texts based on word patterns like counting the number of 
the specific words. Rule-based systems are comprehensible by humans and can be 
improved over time. However, designing rules for a complex text classification task can 
be quite challenging and time-consuming. Moreover, these handcrafted linguistic rules 
are difficult to maintain and do not scale well for texts from other domains.  
On the contrary, machine learning-based systems classify texts based on the past 
observations. Machine learning algorithms can learn the potential associations between 
texts in different classes by using pre-labeled examples as training data. For the machine 
learning-based systems, there are mainly two types: traditional machine learning models 
and deep learning models. There are three main differences between them. First, 
traditional machine learning models have a rather simple structure while deep learning 
models are, like a human brain, complex and intertwined. Secondly, traditional machine 
learning models rely heavily on feature extraction, while deep learning models need only 
little human intervention. Thirdly, deep learning models require much more data and 
computation power than traditional machine learning models to function properly. 
2.1 Traditional Machine Learning Models 
Traditional machine learning models dominated in the field of text classification since 
the 1960s. This method significantly outperforms the rule-based system in accuracy, 
stability, and scalability. Feature extraction and classifier selection are two essential parts 
for a traditional machine learning model.  
2.1.1   Feature Extraction 
Because text data cannot be directly used for classification, feature extraction is 
necessary to transform text data into numerical data for the model. In this step, data 
cleaning functions like stop words removing are optional. The common techniques for 
feature extraction are listed as follows.  
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⚫ Bag-of-words (BOW) [8]: representing a text by a vocabulary of known words 
without considering the order of words. 
⚫ Term frequency (TF) [9]: reflecting the importance of words by using a weighting 
matrix based on the number of occurrences of terms. It can be calculated by 
equation (1) where 𝑓𝑡,𝑑 represents the raw count of term 𝑡 in document 𝑑. 
𝑡𝑓(𝑡, 𝑑) = log𝑒(1 + 𝑓𝑡.𝑑) (1) 
⚫ Term frequency-inversed document frequency (TF-IDF) [10]: reflecting the 
importance of words by multiplying term frequency (TF) and inverse document 
frequency (IDF). IDF is for preventing the high weights of common high-
frequency words such as “the”, “this”, “and”. The formula of TF-IDF is shown 
in equation (2) where 𝐷 represents all documents in the corpus. 
𝑡𝑓 𝑖𝑑𝑓(𝑡, 𝑑, 𝐷) = 𝑡𝑓(𝑡, 𝑑) ∙ 𝑖𝑑𝑓(𝑡, 𝐷)
= log𝑒(1 + 𝑓𝑡.𝑑) ∙ log𝑒 (
𝑐𝑜𝑢𝑛𝑡(𝐷)
𝑐𝑜𝑢𝑛𝑡(𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑)
)
(2) 
⚫ Word Embeddings [11]: representing words in the vectors of real numbers by 
training on large corpora to quantify and categorize the semantic similarities 
between words. Famous previous work includes Word2Vec [11] and Global 
vectors for word representation (Glove) [12]. 
2.1.2   Classifier Selection 
The second part, which is the most important step, is choosing a proper classifier. Many 
classic classification algorithms have been designed since the 1960s. Here we briefly 
introduce several most popular classification algorithms based on different theories. 
⚫ Decision trees (DT) -based [13]: DT learns the correlation between classes and 
attributes by constructing the tree structure which reflects the theory of divide-and-
conquer. 
⚫ Probabilistic classifiers: This kind of classifiers primarily use the prior probability 
to calculate the posterior probability under the assumption that the features are 
independent like a Naïve Bayes classifier [14]. 
⚫ K-nearest neighbor (KNN) -based [15]: The input will be classified by a plurality 
vote of k-nearest labeled neighbors. 
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⚫ Support vector machine (SVM) -based [16][17]: SVM constructs an optimal 
hyperplane or set of optimal hyperplanes in a high-dimensional space by 
maximizing the distance between the hyperplane and the pair categories, 
consequently reaching the best ability of generalization. 
⚫ Ensemble learning classifiers: Ensemble algorithms, such as random forest (RF) 
[18], AdaBoost [19] and XGBoost [20], aims for obtaining better predictive 
performance and interpretation by aggregating the results of multiple algorithms. 
2.2 Deep Learning Models 
Deep learning models have achieved superior results than the traditional machine 
learning models and have become the mainstream method for the text classification task 
since the 2010s. Main deep learning architectures including: 
⚫ Multilayer perceptron (MLP) -based [21][22]: A MLP model, sometimes colloquially 
referred to as “vanilla” neural networks, consists at least three layers of nodes: an 
input layer, a hidden layer and an output layer. It can distinguish linearly inseparable 
data by utilizing backpropagation for training. 
⚫ Convolutional neural networks (CNNs) -based [23]: CNNs are originally proposed 
to deal with image classification problems. As the regularized versions of MLP, 
CNNs use a series of convolutional layers and pooling layers in the hidden layers to 
capture more complex patterns with lower complexity. Kim et al. proposed TextCNN 
[24] that achieves excellent results on multiple benchmarks with little 
hyperparameter tuning and static vectors. 
⚫ Recurrent neural networks (RNNs) -based: A RNN can capture the dependency of 
variable length sequences through recurrent computation. Long short-term memory 
(LSTM) [25], the improvement of RNN, are broadly used in speech recognition and 
machine translation because it effectively alleviates the gradient vanishing problem 
that can be encountered when training traditional RNNs. 
⚫ Transformer-based [26]: Pretrained language models (LMs) like bidirectional 
encoder representations from transformers (BERT) [27] achieve state-of-the-art 
performance on NLP tasks including text classification due to effectiveness on 
learning global contextual semantic representation. Such kinds of LMs, pretrained on 




Since the appearance of BERT which is considered as the milestone in NLP, numerous 
techniques have been proposed to improve it. Recent work demonstrated that injecting 
additional knowledge information can enhance the original pretrained LMs. Zhang et al. 
[28] are the pioneers in this direction by fusing entity information in a knowledge graph 
(KG) with BERT. Liu et al. [29] proposed K-BERT which utilizes the knowledge of 
relations between entities and designs a soft position and visible matrix to limit the impact 
of knowledge noise. 
However, their methods must modify the original model's inner architecture and 
neglect the knowledge hidden in the labels.  
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3 Proposed Method 
Currently, to our best knowledge, systems that notice the importance of labels have not 
been found by far. In this research, we construct a novel framework to effectively 
incorporate the knowledge hidden in the labels for the text classification task. The 
knowledge is represented by the relatedness between tokens in a sequence and keywords 
generated from the labels.  
3.1 Notations 
We denote a text sequence as 𝑠 = {𝓌1, 𝓌2, … , 𝓌𝑛}, where 𝓌𝑖 ∈ 𝕍 is an i-th word 
that appears in the sequence 𝑠, and 𝓃 is the length of the sequence. The keyword set 
generated from the labels is denoted as 𝕂 = {𝑘1, 𝑘2, … , 𝑘𝑚}. Note that 𝓂 has no relation 
with 𝓃 . In this study, we adopted word-level tokens in English texts. The whole 
vocabulary, which implies all the tokens, is denoted as 𝕍. 
3.2 System Overview 
The overview of our proposed framework is presented in Figure 1. As shown in Figure 
1, it consists of four modules: the embedding layer, the original model (middle left), the 
mean relatedness layer (middle right), and the linear layer. 
Figure 1. Overview of the proposed framework 
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⚫ The embedding layer: a layer for transforming the numerical values into the vector 
representations.  
⚫ The original model: a text classification model such as LSTM or BERT. 
⚫ The mean relatedness layer: a layer for calculating the relatedness between tokens 
in a sequence and keywords generated from the labels. 
⚫ The linear layer: a layer for applying a linear transformation as shown in equation 
(3) to the input features. The output size of this layer is always equal to the number 
of the classes. 
𝑦 = 𝑥𝐴𝑇 + 𝑏 (3) 
3.3 Procedure 
  For a complete run, the following steps are conducted. Note that steps 3 and 4 can be 
performed parallelly. 
1. Tokenization: The input sequence is transformed into the numerical values based 
on the vocabulary 𝕍 which contains all tokens. As shown in Fig. 1, text “Google 
auction begins on Friday” could be tokenized into [“google”, “auction”, “begin”, 
“on”, “friday”] by performing lowercase conversion and lemmatization. Then 
these tokens might be transformed into [1, 2, 3, 4, 5] where the numbers 
represent the indices of the corresponding token in 𝕍. 
2. Word Embeddings Conversion: Instead of just feeding the indices into the 
model, the indices are mapped to corresponding word embeddings by the simple 
lookup table in the embedding layer. The reason is that the vocabulary is discrete,  
which means that there is no relationship behind the indices while the association 
between words is common. Therefore, a continuous, distributed vector 
representation of words can capture the semantic similarities between words, 
thereby improving the performance of models. For example, the word 
embeddings of tokenized indices [1, 2, 3, 4, 5] are noted as {𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5} 
where 𝑒𝑖 ∈ ℝ
1×𝒹 and 𝒹 is the dimensionality of the word embeddings. 
3. Original Model Training: Then we feed the word embeddings into a text 
classification model such as LSTM or BERT. The output of the model is hidden 
states in the hidden layer after the finish of training. 
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4. Relatedness Calculation: We calculate the relatedness for each keyword in 𝕂. 
For the relatedness between one keyword and a sequence 𝑠, the mean value of 
similarities between this keyword and all tokens in 𝑠 will be calculated. Simple 
dot product is performed for the calculation of similarities since the 
representation of words is vectors. 
5. Concatenation: We simply concatenate the output hidden states from the 
original model after training and relatedness vectors since both are 1-dimension 
vectors. 
6. Classification: The size of neurons should be shaped into the number of classes 
by applying a linear transformation. It would be better to apply softmax function 
in equation (4) to the output vectors of the last linear layer for text classification 
task. The class label can be obtained by retrieving the indices of the maximum 





3.4 Relatedness Calculation  
The mean relatedness layer calculates the relatedness between a sequence 𝑠 and each 
keyword in the keyword set 𝕂. The detailed calculation process is shown in Fig. 2. 
Figure 2. Calculation of relatedness between a sequence and a keyword. 
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Suppose that there is a sequence 𝑠 and a keyword set 𝕂 after the transformation by 
the embedding layer. Note that the word embeddings of 𝑠  are represented as 
{𝑒𝓌1, 𝑒𝓌2, … , 𝑒𝓌𝑛}  and 𝕂  is represented as {𝑒𝑘1, 𝑒𝑘2, … , 𝑒𝑘𝑛} , where 𝑒𝓌𝑖, 𝑒𝑘𝑖 ∈
ℝ1×𝒹 and 𝒹 is the dimensionality of the word embeddings. The common dimensionality 
of pre-trained embeddings, such as Glove, is 300 and 768 for the base BERT. In Fig. 2, 
the dimensionality of the word embedding is set as 4 for a simpler understanding. Then, 
we calculated the similarity between each token and each keyword using a dot product as 
described in equation (5).  




In Fig. 2, the similarities between the keyword “business” and tokens {“google”, 
“auction”, “begin”, “on”, “friday”} were calculated. Then, the relatedness between the 
sequence 𝑠  and the keyword “business” was obtained by the mean function. The 
relatedness of other keywords was calculated in the same way. Therefore, the relatedness 
matrix of each sequence 𝑠  is 𝑟 ∈ ℝ1×𝑚 , where m is the length of 𝕂 . For a better 
explanation, Algorithm 1 shows the pseudo code of the detailed implementation. 
 
Algorithm 1 Relatedness Calculation 
Input word embeddings of tokens 𝑬𝒘 = {𝒆𝔀𝟏, 𝒆𝔀𝟐, … , 𝒆𝔀𝒏}, 
     word embeddings of keywords 𝑬𝒌 = {𝒆𝒌𝟏, 𝒆𝒌𝟐, … , 𝒆𝒌𝒏} 
Output relatedness vector 𝒓 ∈ ℝ𝟏×𝒎 
1 for 𝑒𝑘𝑖 in 𝐸𝑘   do 
2 for 𝑒𝑤𝑗 in 𝐸𝑤  do 
3    𝑡𝑒𝑚𝑝[𝑗] ←  𝑒𝑘𝑖 ∙ 𝑒𝑤𝑗 
4 end 
5    𝑟[𝑖]  ← 𝑚𝑒𝑎𝑛(𝑡𝑒𝑚𝑝) 
6 end 






In the experiments, we used three widely used text classification datasets in English to 
evaluate the effectiveness of our proposed approach: AG news1, IMDB movie reviews2, 
and 20 newsgroups3. An overview of these datasets is described in Table 1. The reasons 
for choosing these datasets are summarized below: 
⚫ They are all widely used by other researchers and easy to obtain. 
⚫ AG news and IMDB reviews differ in the size of data; however, they both have a 
small number of classes. Therefore, we could observe the effect of the dataset size 
on our proposed method. 
⚫ IMDB reviews and 20 newsgroups differ in the number of classes, while similar 
in data size. Consequently, the effect of the number of classes can be noticed. 
 
Table 1. Overview of datasets used 
Dataset Train size Test size Number of classes 
AG news 120k 76k 4 
IMDB reviews 25k 25k 2 
20 Newsgroup 11,314 7532 20 
 
4.2 Baselines 
In this research, we compared our proposed methods with two baselines: 
⚫ Two-layer bidirectional LSTM [25] with 300-dimensionality pre-trained embeddings 
 
1 http://groups.di.unipi.it/~gulli/AG_corpus_of_news_articles.html  
2 https://ai.stanford.edu/~amaas/data/sentiment/  
3 http://qwone.com/~jason/20Newsgroups/  
12 
 
Glove4 [12], which was trained on Wikipedia 2014 and Gigawords 5th edition5. 
⚫ 12-layer, 768-hidden, 12-heads, 110M parameters pre-trained base uncased BERT 
[27], which is provided by HuggingFace6. 
4.3 Metric 
The metric we used in this paper is accuracy, which is given in equation (6). Accuracy 
is the most common criterion for measuring the performance of text classification systems.  
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝐴𝑙𝑙 𝑆𝑎𝑚𝑝𝑙𝑒𝑠
(6) 
4.4 Parameter Settings 
4.4.1   Keyword Settings for Datasets 
For each dataset, we defined keywords that could represent the knowledge in the labels. 
Here, we only used keywords extracted from labels without additional words. For 
instance, we only used {positive, negative} as keywords for IMDB movie reviews, while 
words such as {good, awesome, boring} might also be helpful for better label 
representation. 
⚫ AG news (5): {world, sports, business, science, technology} 
⚫ IMDB movie reviews (2): {positive, negative} 
⚫ 20 newsgroups (31): {atheism, computer, graphics, microsoft, miscellaneous, 
system, hardware, windows, mac, ibm, sale, recreation, entertainment, auto, 
motorcycle, sports, baseball, hockey, science, cryptography, electronics, medical, 
astronomy, space, social, religion, christian, gun, politics, arab, mideast} 
4.4.2   Parameter Settings for Base Models 
For LSTM, we set the dropout ratio to 0.2. As the data sizes of different datasets vary, 
the learning rate and batch size should be adjusted for stable training, such as batch sizes 
of 2048 for AG news dataset and 32 for 20 newsgroups dataset. The training epoch for all 
 
4 https://nlp.stanford.edu/projects/glove/  
5 https://catalog.ldc.upenn.edu/LDC2011T07  
6 https://huggingface.co/transformers/pretrained_models.html  
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datasets was set to 20.  
For BERT, Devlin recommends the range of fine-tuning parameter as follows7: 
⚫ Batch size: 8, 16, 32, 64, 128 
⚫ Learning rate: 3e-4, 1e-4. 5e-5, 3e-5 
⚫ Epoch: 2, 3, 4 
Thus, we used 5e-5 as the learning rate for all datasets. An epoch of 3 was set for AG 
news dataset, while an epoch of 4 was set for 20 newsgroups dataset for data insufficiency.  
4.5 Evaluation Results and Discussion 
The results are shown in Table 2. For LSTM, we took the mean accuracy of the top five 
epochs (left) and the highest accuracy (right) for comparison, as several epochs are 
necessary for training a stable model. On the contrary, BERT had a stable accuracy as 
fine-tuned BERT results were stable owing to its complexity. The proposed and original 
methods had the same parameter settings. The better results are in bold. 
Table 2. Evaluation Results on Accuracy (%) 
Dataset Method 
Model 
LSTM (*) BERT 
AG 
original 92.50 / 92.62 94.64 
proposed 92.72 / 92.82 94.72+ 
IMDB 
original 88.78 / 88.91 93.93 
proposed 89.53 / 89.68 94.06+ 
20 Newsgroup 
original 79.18 / 79.73 86.27 
proposed 80.84++ / 81.35++  87.24++ 
(*) Mean accuracy of the top five epochs / the accuracy of the highest epoch 
+: statistically significant for p < 0.05.  
++: statistically significant for p < 0.01 
 





⚫ Our proposed method outperformed the original model, particularly for the smaller 
datasets with a larger number of classes, i.e., Newsgroup (maximum absolute 
accuracy increase of 1.7%). 
⚫ The improvement for BERT was smaller than that for LSTM. The reason might be 
that BERT has already had a better understanding for text owing to its capacity to 
handle complex parameters. 
⚫ More keywords resulted in higher improvements. We have 5 keywords for AG 5, 
2 keywords for IMDB, and 31 keywords for Newsgroup. 
⚫ We could not confirm the statistical significance for AG and IMDB when adopting 
LSTM. 
4.5.1   Relationship between improvements and training data size 
The relationship between improvements and training data size has been investigated 
by taking 10%, 20%, …, 100% of the training data. Here 20 Newsgroup dataset was used 
as an example. For a more stable result, we randomly selected fixed percentage data from 
the training data for 10 times and took the average value of 10-time results. The randomly 
selected training data were used both in original and proposed models. The results are 
shown in Figure 3. We confirmed that the improvements on accuracy are independent 
from the training data size with the same keywords. The improvements on BERT are 
smaller than that on LSTM. 
4.5.2   Relationship between improvements and number of keywords 
We also investigated the relationship between improvements and the number of 
keywords by taking different number of keywords. Here we also used 20 Newsgroup 
dataset as an example. The total number of keywords of 20 Newsgroup dataset is 31. In 
the experiment, {5, 15, 25} was set as the number of keywords on the same training data. 
Similarly, we randomly selected fixed number of keywords from the keywords set for 10 
times and averaged the 10 results for each number. The results are shown in Figure 4. 
There is a linear relationship between the number of keywords and the improvements in 














This thesis proposed an effective approach to incorporate knowledge in the class labels 
into text classification models. We designed a keyword set that could be customized by 
users to represent the knowledge in the labels by calculating the relatedness between text 
sequences and keywords. The experimental results demonstrate that our proposed method 
is capable of understanding the relationship between sequences and labels. Furthermore, 
our proposed method performed well on datasets with many classes. An absolute accuracy 
increases of 1.7% was obtained for LSTM and 1.0% for BERT on the Newsgroup dataset.  
Future work consists of two important directions: (1) creating a proper keyword set to 
represent knowledge in labels without adding knowledge noise and (2) finding a better 
calculation method for relatedness, not just using the mean value. These directions may 
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