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ABSTRACT

A long standing goal in the field of artificial intelligence (AI) is to develop agents that can perceive richer problem space and effortlessly plan their activity in minimal duration. Several strides
have been made towards this goal over the last few years due to simultaneous advances in compute power, optimized algorithms, and most importantly evident success of AI based machines in
nearly every discipline. The progress has been especially rapid in area of reinforcement learning
(RL) where computers can now plan-ahead their activities and outperform their human rivals in
complex problem domains like chess or Go game. However, despite encouraging progress, most
of the advances in RL-based planning still take place in deterministic context (e.g. constant grid
size, known action sets, etc.) which does not adapts well to stochastic variations in problem domain. In this dissertation we develop techniques that enable self-adaptation of agent’s behavioral
policy when exposed to variations in problem domain. In particular, first we introduce an initial
model that loosely realizes problem domain’s characteristics. The domain characteristics are embedded into a common multi-modal embedding space set. The embedding space set then allows
us to identify initial beliefs and establish prior distributions without being constrained to only finite collection of agent’s state-action-reward experiences to choose from. We describe a learning
technique that adapts to variations in problem domain by retaining only salient features of preceding domains, and inferring posterior for newly introduced variation as direct perturbation to
aggregated priors. Besides having theoretical guarantees, we demonstrate end-to-end solution by
establishing FPGA-based recurrent neural network, that can change its synaptic architecture temporally, thus eliminating the need of maintaining dual networks. We argue that our hardware based
neural implementation has practical benefits, due to the fact it only uses sparse network architecture and multiplex it on circuit level to exhibit recurrence, which can reduce inference latency on
circuit-level, while maintaining equivalence to dense neural architecture.
iii

EXTENDED ABSTRACT

This dissertation presents an adaptive learning methodology for high-dimensional systems that
tend to experience dynamically changing environments as purely stochastic events, which cannot be mathematically modeled beforehand. Many problems in robotics have unknown, highly
non-linear dynamics, and offer significant challenges to both traditional control methods and reinforcement learning (RL) algorithms. Such problems are intractable to be modeled in closed form
as a formal control task. For example, what can be an optimal objective function for a manipulator
to “maneuver smoothly” from a point to another while avoiding random occlusions? It is often
difficult to develop a good dynamics model for such problems, because of both, data collection
of random events, and unbiased data modeling from generative samples. Additionally, the complexity of these problems grows exponentially if the dynamics of the system vary slightly from its
initial state. Moreover, deriving closed-loop controllers for high dimensional, stochastic domains
are proven to be computationally expensive and are rigid against generalization, resulting in lack
of ability to be reused for relevant control tasks.
To alleviate these difficulties, this dissertation proposes an adaptive RL method that not only develops control policies in continuous spaces, but also adapts its policy to the varying dynamics in
real-time by characterizing new variations as improvement over prior policy ensembles, resulting
in faster inference. The prior ensembles are realized via an iterative backfitting of experiences
using Markov Chain Monte-Carlo (MCMC) algorithm. Each prior ensemble contributes a small
amount of overall model, which collectively enables full and accurate assessment of uncertainty
in model prediction. However, the MCMC chains tend to become intractable when problem space
is purely stochastic, resulting in exponential growth in computational cost and complexity. We
address complexity growth by substituting parametric updates with kernel vectors, and to reduce
compute cost, we introduce circuit-level architecture to implement function approximation by exiv

ploiting parallelism of FPGA hardware To restrain the complexity growth, we utilize vector-valued
kernel embedding (instead of parameter vectors) to represent prior distributions as features in nondecreasing Euclidean space. A policy gradient is realized by estimating Bayesian posterior from
inner product of prior ensembles as Gaussian kernels, allowing the search space to be defined as
high dimensional (possibly infinite) Euclidian space, while keeping the complexity to grow nonexponentially with growth of search space.
To consolidate our study as end-to-end solution for adaptive systems, we present FPGA based
metastable function approximators that exhibit low latency and high throughput inference capabilities. The metastability phenomenon defines tendency of function approximator to be observable
in both steady and non-steady states. The property of being observable in non-steady state allows
to resolve the function output as probabilistic transient response. The response is factored from
a circuit-level probability distribution function (PDF), which is being inferred from metastable
circuit. The metastable circuit comprise of timing-violation based reconfigurable circuit that can
induce delays in signal propagation lines on asynchronous temporal scale, yielding stochastic behavior on hardware level. The delay propagation can be end-to-end programmed and fine-tuned
by regressing over response assessed in time domain as spike signal, which can be numerically
differentiated or integrated for obtaining gradient or distribution of the function respectively. The
function can be regressed by means of gradient-based optimization schemes thus forming the basis
for circuit-level metastable neural network (Meta-NN). Besides having theoretical equivalence of
Meta-NN with classic NN, our study also enables to deploy Meta-NN framework for achieving
near-zero-latency control in real-world applications such as high-DoF robotic manipulators operating in purely stochastic environments. Although several contributions of this research tend to be
oriented towards robotic manipulation, however, the techniques presented in this dissertation are
directly applicable to scenarios that can be formalized as closed-loop control problem in continuous space.
v
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CHAPTER 1: INTRODUCTION

Motivation. One of the long awaited dreams in field of Artificial Intelligence (AI) is to enable
agents to perceive and take autonomous decisions based on rational thinking. Recent advancements
in this field have proven that agents, if endowed with abundant trials, can eventually learn to decide
rationally and plan their activities to solve abstract tasks like playing chess [2] or solving a Rubik’s
cube [3]. These agents not only manage to act rationally but outperform their human rivals.
Challenges. Despite such advances, reasoning capabilities of agents remain confined within scope
of finite trials or data samples. Any variations in the problem domain requires the agent to redo the
trials and discard its predecessor reasoning policy. Biological creatures, when exposed to a new
problem, often easily develop a new solution by identifying salient features from their predecessor
policies (solution) and embedding (or combining) those features as expert knowledge for solving
new problem. For instance, a human can learn to solve a 33 Rubik’s cube, and can effectively adapt
to solve new variable size (say 43 ) Rubik’s cube by reinforcing on latent knowledge. Or, when a
biological creature encounters a physical disability, it adapts to its loss of degrees of freedom
quickly without the need of relearning the locomotion. Since this ability feels so natural and
effortless to us, it can be easy to overlook how challenging this skill can be for a computer to learn.
Significance. Although the pursuit of enabling agents to perform as closely as biological organisms seems challenging. However in broader scope, we have witnessed rapid advancements in
the area of reinforcement learning (RL). More specifically, the state of the art RL methodologies
[4, 5, 6, 7], under moderate environment variations, are promising enough for learning newly introduced problems with minimal engineering and without need of an explicit model of problem
dynamics. Our contributions have also witnessed success in achieving adaptive skills, enabling
robotics agents to adapt robustly when loss of degrees of freedom is encountered [8, 9]. Together,
1

these accomplishments enable us to foresee viability of RL based adaptive methods for real-world
applications like adaptive robotic control, manipulation planning, trajectory estimation, etc.
Remaining Challenges. In all these well-established methodologies, the problem of adaptive
learning is predominantly classified as the problem of optimizing sample efficiency with assumption of bounded parametric growth and a hard-wired policy update cycle. For instance, the autonomous locomotion adaptation [4] utilizes Soft-Actor-Critic (SAC, [7]) to remove the need for
manually tuning of gradient parameters, but it does not considers the tendency of exponential parametric growth in high-dimensional problem space, which can eventually create bottleneck known
as curse of dimensionality. Similarly, the adaptive-SAC (ASAC) implementation [6] emphasize
only on gradually reducing a parameter called an entropy temperature, which regulates the entropy
of the control policy. ASAC is evidently a natural extension to SAC for limiting entropy variations, however, the problem of parametric growth remains proportional to growth (or variations) in
agent’s search space.
Our Contributions. In this dissertation we develop techniques that enable self-adaptation of
agent’s behavioral policy when exposed to variations in problem domain. In particular, first we
introduce an initial model that loosely realizes problem domain’s characteristics. The domain
characteristics are embedded into a common multi-modal embedding space set. The embedding
space set then allows us to identify initial beliefs and establish prior distributions without being
constrained to only finite collection of agent’s state-action-reward experiences to choose from. We
describe a learning technique that adapts to variations in problem domain by retaining only salient
features of preceding domains, and inferring posterior for newly introduced variation as direct perturbation to aggregated priors. Besides having theoretical guarantees, we demonstrate end-to-end
solution by establishing FPGA-based recurrent neural network, that can change its synaptic architecture temporally, thus eliminating the need of maintaining dual networks. We argue that our
hardware based neural implementation has practical benefits, due to the fact it only uses sparse
2

network architecture and multiplex it on circuit level to exhibit recurrence, which can reduce inference latency on circuit-level, while maintaining equivalence to dense neural architecture. Furthermore, the hardware implementation of neural networks exhibit comparable improvements against
standard approaches when examined over physical-time per iteration, thus making a more viable
solution to real-time systems.
Potential Limitations. Our approach in its entirety, still has potential limitations. One common
criticism, which arises due to the hybrid (hardware and software integration) nature of framework,
is about defining evaluation metrics of the system. For instance, the floating point arithmetic on
FPGAs lack dynamic precision range which results in limitations for estimating accuracy of the
system at higher resolution. It may feel natural to decouple the system by only performing inference calculations on FPGA, and performing regressions on general-purpose computer processors.
Although, that might result in added latency in the system, on the other hand, addressing these
tasks jointly would allow us to develop a more ‘generalized’ solution that can adapt to variable
environments without need of relearning from scratch or explicitly modeling problem dynamics.

1.1

Dissertation Organization

The rest of dissertation is organized as follows. Chapter 2 presents literature survey of various existing methodologies regarding gradient based reinforcement learning, Bayesian policy gradients,
non-parametric learning, and hardware-based function approximators. In Chapter 3 we present
our modular policy learning approach which utilizes Bayesian policy gradients to learn reusable
policies. An extension to this approach is presented in Chapter 4 where Bayesian policy gradient is
coupled with evolutionary optimization. Chapter 5 introduces non-parametric learning scheme. In
Chapter 6 we introduce hardware based approaches for self-adaptive learning using FPGA fabric.
Finally, in Chapter 7, we conclude the dissertation and highlight potential future goals.
3

CHAPTER 2: LITERATURE REVIEW

2.1

Bayesian Reinforcement Learning

Bayesian formalism, through incorporating prior information with inference, offers an elegant approach to account for prior knowledge and observational uncertainty while effectively trading between exploration and exploitation in RL. Unfortunately in modern robotics, the prior information
and system model can rarely be expressed as a parameterized Markov model [10], therefore we
will focus exclusively on Bayesian methods for model-free RL, where priors are expressed over the
value function or policy class. Specifically, the Gaussian process temporal difference (GPTD) [11],
a value-based Bayesian RL, employs the Bayesian methodology to infer a posterior distribution
over value functions conditioned on the state-reward trajectory observed in learning with an accuracy measure, value estimation variance, as a byproduct. Recently, the Bayesian policy gradient
(bpg) algorithms [10], a representative policy-based Bayesian RL technique, proposed to maintain
a class of smoothly parameterized stochastic policies {π(·|s; θ), s ∈ S, θ ∈ Θ}, and update the
policy parameters θ in the direction of the estimated gradient of a performance measure. Finally,
the Bayesian actor-critic (BAC) algorithms [12] innovatively applied the Bayesian quadrature (BQ)
machinery [13] to the policy gradient in order to reduce the variance in estimating policy gradient.

2.2

Bayesian Reinforcement Learning for Robotics

For statically constrained working environment, utilizing deep RL-based algorithm to optimize
motion trajectory for robotic systems with unknown dynamics has been investigated previously.
For example, a trajectory-centric RL (Guided Policy Search) approach [14] was proposed to intelligently reshape reward functions based on trajectories computed by RRT [15]. Only quite
4

recently, researchers started leveraging deep RL to autonomously constructing sequential manipulation policy with unknown robot dynamics and time-variant environments. For example,
studies [16] and [17] investigated, with a dual-robot setup similar to ours, automatically deriving
constraint-based controllers and using them as steering functions in a kinodynamic manipulation
planner with collision avoidance. Their central idea is to build multiple policy priors that tackle
different environments, and dynamically select one, guided by Bayesian learning framework, to
react on-line to disturbances. Fundamentally, both studies shared with the meta-learning proposed
in [18] the key idea that the optimal policy can be computed through intelligently sampling from a
meta-policy or a policy pool trained for multiple objectives or environments.

2.3

Non-Parametric Kernels

For constrained working environments, utilizing deep RL-based algorithm to optimize motion trajectory for robotic systems with unknown dynamics has been investigated previously. For example, a trajectory-centric RL (Guided Policy Search) approach [14] was proposed to intelligently
reshape reward functions based on trajectories computed by RRT [15]. Only quite recently, researchers started leveraging deep RL to autonomously constructing sequential manipulation policy
with unknown robot dynamics and time-variant environments. For example, studies [16] and [17]
investigated, with a dual-robot setup similar to ours, automatically deriving constraint-based controllers and using them as steering functions in a kinodynamic manipulation planner with collision
avoidance. Fundamentally, both studies shared with the meta-learning proposed the key idea that
the optimal policy can be computed through intelligently sampling from a meta-policy trained
for multiple objectives or environments; strongly relying on assumption that meta-policy would
remain invariant over the time.
Reproducing Kernels in Hilbert Spaces (RKHS). RKHS based non-parametric reinforcement
5

learning and associated rich function class has been used previously to model complex policies for
systems with unknown dynamics as well. For instance, [19] proposed adaptive and compact representation of policy within an RKHS with no need of remetrization of abstract feature space and
showed a non-parametric actor-critic framework through efficient sparsification method in RKHS.
The authors in [20] showed more attention to derive a stochastic policy gradient method by plugging unbiased stochastic policy gradient computed in an RKHS and build a theoretical framework
of convergence to a neighborhood of critical points which is further extended in [21]. In general,
these methods focus to more accurately estimate value function or policy gradient, our DRL algorithm exploits Bayesian learning to principally “guide” policy search in the direction biased by
prior experience. In terms of problem setup, while studies such as [16, 17] considered robotic control under statically constrained environments, our DRL work instead focuses on developmentally
constructing optimized motion policy for dynamically constrained environments.

2.4

Metastability Phenomenon

Developing learning mechanisms to equip machines with reasoning and decision-making capabilities has become a widespread research pursuit. Inspired by the sophisticated functionality of a
human brains, almost all machine learning techniques use a simplified, yet identical architecture
of a brain that simulate an artificial neural network (ANN) on silicon. Each artificial neuron unit
in ANN represent an algebraic function, and is interconnected with other neurons, forming a mesh
or network of functions [22]. Behavior of a single neuron can be expressed as a mathematical
function where each input is separately weighted and the sum is passed through a non-linear (activation) function [23, 24]. The learning mechanism involves adjustments to the weights of the
interconnects based on the input patterns. Neuron cells can be seen as sophisticated logic blocks
that evolves over time to perform various operations on incoming stimuli; collectively, forming a
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network that exhibit accurate behaviors of real-world systems by learning from examples [22].
In general, ANNs demand large resources during training phase because of maintaining non-linear
activation functions and numerous multipliers per neuron within the network. Beside CPUs and
GPUs, FPGAs are becoming a natural choice to model ANNs, because FPGAs can handle various
computing operations, logic, and memory resources in the single device, which preserves the parallel architecture of neurons and can be reconfigured as well. Moreover, FPGA draws less power
requirements when compared to a CPU and GPU [25], thus opening up possibilities of using ANNs
for problems where meeting speed or energy constraints are must.
Extensive research has been done to model ANNs digitally. Although, majority of such studies
are constituted around CPU or GPU based software implementation of ANNs; very few studies
involved hardware ANN designs until recently [26]. It is due to the fact that, size and complexity of ANN is directly proportional to both, total number of neurons, and number of layers in the
neural network. Thus for large-scale problems, scaling of ANN would require higher density connections and more algebraic multiplier blocks on hardware. Researchers in [27] suggest to use
Lookup tables (LUTs) to store activation functions in order to maintain speed and reduced multiplier requirements with a trade-off of higher LUT resources. Additionally, studies in [28] and
[29] propose usage of dynamically adaptive memory blocks to reduce static memory allocation.
Similarly, authors in [30] have demonstrated ANN implementation with only 8 neurons on Xilinx
FPGA coupled with 1KB × 8 erasable programmable read-only memory (EPROM) blocks for
control of inverted pendulum problem. Despite tremendous improvements in FPGA densities and
logic cores, the numerous algebraic operations at each neural synapse, and highly redundant interconnection requirements limit the size of network that can be trained on standalone FPGA, thus
making ANN applications less viable to be realized on small FPGA chips. Therefore, achieving a
generalized model of ANN on hardware fabric remains hot area in the research community.
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CHAPTER 3: REUSABLE POLICY METHODS

One of the fundamental objective of artificial intelligence is to achieve optimal behavior for stochastic system in dynamically changing environment. This involves planning to solve complex tasks
by observing state of the environment and taking actions based on that observations. Recently
reinforcement learning (RL) has shown significant contribution in achieving continuous control
for virtual agents in game worlds [31]. The de-facto RL methods allows an agent to interact with
the environment and learn by taking temporally extended actions—actions that are returned from
a closed-loop policy over one time-step behavior [32]. Using the policy for choosing better actions
over time would help an agent to improve its efficiency to solve a problem. However for agents with
exceedingly complex state and action space representations—like snake maneuver robot; learning
a singular closed-loop policy for such agents cost significant computation power [33].
A number of approaches have been suggested to improve learning in complex environments. One
approach is to introduce additional exploration knowledge by imitation to define a positive bias for
gradient direction [34] . The user defines preferred sequence of actions with advice rules [35] to
be followed in different set of states. Another approach is to accelerate learning new actions by
extracting useful macro-actions by correlating commonalities in solutions to previous tasks [36].
The core technique of macro-actions is to reinforce the tendency to perform action b after action
a more frequently if such a pattern had seen more reward in past—thus the system formulates
a macro-action â{b → a} ∈ A. This gives an action-to-action mapping coupled with state-toaction mapping. The macro-actions prove to have increase in performance for grid-world problems
with a condition of known model representation however for continuous horizons; computing a
value function based on values emitting from both pairs (state-action and action-action) is not
guaranteed to converge due to large variance in learning time of these pairs [36]. Hierarchical RL
on an other hand specially addresses continuous environment spaces by using different abstraction
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levels to learn task-specific partial policies with computeable bounds [37]. The knowledge of
partial policies can be used for learning a new task by initializing Q-values for a new episode with
previously learned Q-values [38, 39] however the transfer of knowledge requires expert mapping
between states and actions, and it is also restricted to learning optimality of previous policies that
were learnt partially for generic tasks.

3.1

Learning Modular Policies

The results of this section have been published in the following papers:

- Sayyed Jaffar Ali Raza and Mingjie Lin. Constructive policy: Reinforcement learning approach
for connected multi-agent systems. In 2019 IEEE 15th International Conference on Automation
Science and Engineering (CASE), pages 257–262. IEEE, 2019 [40]
- Sayyed Jaffar Ali Raza and Mingjie Lin. Policy reuse in reinforcement learning for modular
agents. In 2019 IEEE 2nd International Conference on Information and Computer Technologies
(ICICT), pages 165–169. IEEE, 2019 [41]

In this section we propose a modular reinforcement learning method for agents that share analogous structure and can be classified as inter-connected modular architecture. The proposed
methodology has been The main learning idea has two layers of abstraction. The first layer evaluates the agent’s modularity and decomposes the problem space into symmetrical partitions with a
condition of keeping dexterous modularity identical over entire system. The decomposition is said
to be done in n-folds where n is the number of sub-modules partitioned over entire system. The
first layer then independently learns control over only 1-fold of overall structure as shown in fig.
3.1, the bold boundary box shows the 1-fold agent structure that is equipped with a policy πlocal
9
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πθ3
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πglobal
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πθ2
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πθn
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(π , θ)
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= {g} Sub-goal

πθ1
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= {G} Global Goal
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Figure 3.1: Global Policy—Reusing 1-fold standalone policy πlocal with global parameter vector θ⃗
for each inter-connected modular agent. Each modular agent comprises of 2-DoF joint angles and
is differentiated with colors. The allowed workspace is shown as identical colored grid around the
modular agent.

learnt at layer 1. We are considering the example of a serpentine (snake-like) robot agent with theoretically unknown number of DOFs and that its geometric structure has potentially bio-inspired
gait maneuverability. The policy πlocal is considered to be well-learnt for the given local space of
(1-fold) sub-agent. We consider local policy learning as relatively preliminary for the first subagent in the system—such that the very first sub-agent of the system can virtually operate on πlocal
without any need of external parameter tuning. Looking at fig. 3.1 again, we can see the intuitive
reuse formation of policy πlocal over entire agent architecture. Due to restricted inter-connection
between each sub-agent, they are subject to geometric constraints and sharing a singular policy
would not suffice optimality for every sub-agent in the system. For instance, the local policy πlocal
is learnt with a stationary base-joint grounded all the time for the very first sub-agent, where as rest
of the sub-agents experience dynamically floating bases—the end effector of precedent is base to
the subsequent as shown in fig. 3.1.
In order to utilize the similar policy for all sub-agents, it needs to adapt parametric changes over
10

entire agent structure. πlocal can be bounded with a global parameter vector θ⃗ that can be used
to sample and parameterize local policy before assigning any tasks to sub-agents. Once the first
layer finishes partitioning the complex agent into n-folds and trains a standard policy locally for
single sub-agent; then the parameter θ⃗ learning is done at the second layer. θ⃗ is a vector that
⃗ The second layer
comprises of unit parameters for each sub-agent such that unit vector θ̂ ∈ θ.
⃗ to use learned parameters in θ⃗ and sample the sub-goals
learns a global policy π ∗ → {πlocal , θ}
for all sub-agents—following a global objective terminal state. The action space A for global
policy learning tend to be a sequence of real valued coordinates that are taken by πlocal as local
goals to each sub-agent. The formation of global actions and parameter learning is elaborated with
more detail in later sections. In a nut-shell, we propose a modular policy reuse idea that improves
learning time by partitioning dexterous agent into symmetrical sub-modules in continuous state
and action space and learn a policy over standalone sub-module as first part of idea. The next and
final part of methods learns a guided parameter vector to impose standalone policy repeatedly over
all connected sub-modules by building upon independent parameter updates over identical local
policy for all sub-agents. We test our proposed method on a 6 + 6 DOF serpentine robot in a
simulation world and we demonstrate optimal maneuverability control of the agent.

3.2

Methodology

We extend existing hierarchical frameworks [42, 37] which are based on expert behavioral demonstration at different abstraction levels for learning optimal trajectories for control a robot agent.
In this section we introduce formal reinforcement learning methods for value iteration and policy optimization for local learning of πlocal and through local behavioral experiences we derive
global formal method of connected multi-agents. We consider an infinite-horizon environment
with memoryless attributes such that a state tuple is an MDP with (S, A, P, R) can use parame-
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terized function approximators[1] as a value function Vi to store the Q-value of given (currently
observing) state and generalize that for unseen (expected) state value Vi+1 . The parameters for
such function approximator can be tuned to achieve optimality –updating values over continuous
time.
Vi+1 (Si ) = Vi (Si ) + α ∗ δi ≈ Vπ (S)

(3.1)

δi = ri + γ(Vi+1 (Si+1 ) − Vi (Si ))
The value function V states simply estimates the expected maximized value given in certain state
si under some policy π. In other words it uses a recursive approximation to calculate all possible
values for given state si – not state (si , a) pairs like in Q-Function.
V (s(t))π = E(r(t) + γr(t + 1)+
2

γ r(t + 2) +

i

(3.2)

... + γ r(t + i))

From dimensionality point of view, it is out of scope to calculate Q values for all possible combinatorial (si , a) tuples because state and action pairs can go infinitely long. Short hand for value
function can be written as equation (3.3).
V (s(t))∗ = maxa′ Q(s, a′ )

(3.3)

In order to optimize the value function estimation we need to have tuning parameters to adjust the
approximations accordingly that can optimally generate highest Q value possible. Let θV be the
parameter we need to optimize our value function approximator then using equation(3.1).

θVi+1 = θVi + α ∗ δi

∂Vi (Si )
∂θVi

(3.4)

Expanding Vi (Si ) by partial derivative of (3.2) and that is basically expected sum of cumulative
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Figure 3.2: Workflow of sub-agent interaction with global controller that receives observation
from external environment and emits sub-goals. The global moderator observes the environment
and assigns sub-goals to modular agents. The return is fed back to moderator to update global
policy parameters.

rewards.Since in next steps we want global reward as function of local values we can calculate
parameterized sum of differential local rewards over existing parameter θ and generating a uniform
slope from the policy or sequence of local policies for adjusting gradient of global policy. Our local
policy is based on an MDP that generates max value for (s, a). We can generalize reward at each
time step as equation(3.5) where γ is the discount factor and rewrite(3.2) as sum of expected local
reward as (3.6)
R = ri + ri+1 + ri+2 · · · + ri+n
n=maxSteps

⇒R=
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X
i=0

i

γ ri

(3.5)

n=maxSteps

X

π

V (s(t)) = E

i=1

i

!

(3.6)

γ r(i)

Assuming we have a well trained policy for local agents that generates maximum expected value
for action selection every time. We can then further simplify equation (3.6) as following

V (s(t))π =

(3.7)

max r(s, a, st+1 )

(st ,a,st+1 )

Since we need to formulate a global policy that observes local rewards in order to generate optimal
sub-goals for each agent and collectively yields to obtain global objective as well. However when
an agent Xi transitions to specified sub-goal, then agent Xi+1 and all succeeding agents should
adapt to it’s positioning continuously and each agent Xm should get its sub-goals adjusted after
each step of preceding agent Xm−1 until the last agent’s end effector positions precisely on the
goal or objective position. This adaptive relationship can be investigated by observing each agents’
combinatorial rewards in such fashion that each step should be taken with most choosing optimal
combination of local rewards—global policy needs to generate combination of sub-goals that yield
maximum reward distributed non-linearly among each agent and yield towards achieving the global
objective.
π

π

π

!

∂V (s(t))
∂V (s(t))
∂V (S(t))
=E
+
+...
∂step#
∂step#agent1 ∂step#agent2
| {z }
|
{z
} |
{z
}
global
agent1
agent2

(3.8)

We can then compute global value function as expected sum of local value functions and use any
policy optimization method to learn global approximation function for obtaining a combination of
maximum expected local rewards for each local agent.The global moderator needs to take steps in
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direction ∇θ V . This gradient can be written as(3.8)
∇V (πparam=θ ) =

E

(s,a)∈S,A

[∇θ log πθ (a|s)Qπ (s, a)]

(3.9)

Consider N agents with policies πi ∀ i = 1..N parameterized by θi ∀ i = 1..N . Each agent performs
sequence of actions such that a single state-action representation grows as Qπi (s, aˆ1 , aˆ2 , ...aˆN ) S ×
⃗ The deterministic objective gradient function in eq. (3.9) can be rewritten with
A → [0, 1], â ∈ A
expanded Q function.

∇V (πparam=θi ) =

[∇θi log πθi (a|s)Qπ (s, a)]

E

(s,a)
a∈BU F F ER

BU F F ER → (s, st , â, (r1 , r2 , ..., rN )
X
⇒
Q
→
ri + γQπi
U P DAT E

(3.10)

i

Actions sequences for a local agent in any given state is πi (s) → âi given that πi is well trained
locally; Q∗ .s ∈ S × â ∈ Â which gives global policy expression π ∗ (S) and value function V ∗ (S)
⃗
π ∗ (S) = argmaxQ∗ (S, A)
⃗
A

⃗
V ∗ (S) = maxQ∗ (S, A)∀s
∈S
⃗
A

⃗ + γ
V (S) = max[R(s ∈ S, A)
∗

⃗
A

⇒ max
⃗
A

X
P ·R

X

′

⃗
P (s ∈ S) | (s, A)]

(3.11)

S,A

Partial derivatives with respect to the shared parameter θ for value functions in and logarithmic
transition probability gives simplified expression for value function that can be iterated recursively
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in place of classic bellman function reducing effort by utilizing localized probability distributions
over shared θ parameters as P (ai ) = ai log(θi ) + (1 − ai ) log(1 − θi ). For simplicity, assume all
agents choose parameter θi then for single agenti update:
"
#
∂
∂
P (aˆ1 , aˆ2 , . . . , aˆN
Vθi = R ·
⃗
∂ θi
∂ θi i i
(S,A)
"
#
⃗â
∂
∂
(1
−
â)
Vθi = R ·
−
⃗
∂ θi θi (1 − θi )
∂ θi i i
(S,A)

(3.12)

The global moderator generates sub-goals for local agents and with seclusive nature it accepts all
kinds reward signals from local agents in episodic mode. Once an episode is finished the environment generates rewards as well – global moderator correlates local rewards with global objective
(in terms of reward) and takes decision. to restart sub-goal assignment randomly or follow same
trajectory if that trajectory does help approaching global convergence. Policy gradient method
buffers all type of experiences, either a success or failure and then prioritize the most rewarding
experiences from the buffer. Prioritizing rewards can be calculated by measuring temporal difference error. The critic computes the TD target value and then uses the temporal difference value
to compute the loss L over the batch size n We can formulate actor and critic models by using
neural networks. The weights and biases of critic network will be updated by backpropagating
the error computed from loss function L. The weight updates for actor network will be formulated
by computing the gradient of the value function (output of critic network) and the output of actor
itself, that is actually a distribution over action bounds.
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Figure 3.3: The global reward trend indicating aggregate sum of sub-agents always remain > 0,
which ensures constant positive intrinsic reward from each sub-agent, maximizing global objective.

3.3

Experiments

We performed experiments against Deterministic Proximal Policy Optimization (DPPO) method
and Asynchronous Advantage Actor-Critic (A3C) baselines. fig. 3.3 shows running reward trend
that is initially over-motivating due to high exploration rate but it settles down above zero ensuring
that global predictate always receives positive value. We tested our idea against standard policy
learning methods, our method performs better against baselines in fig. 3.4. Though DPPO performs initially better due to its alternative surrogate update but as the exploration rate reduces, it
seems to slow down as well.
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Figure 3.4: Comparison of modular (proposed) policy gradient with off-the-shelf proximal policy
optimization (PPO) method, and asynchronous-advantage actor-critic (A3C) method. PPO is likely
to perform better in narrowing down the search space in limited iterations but in long-term it gets
trapped in local minima after achieving bare-minimum oracle, which makes its progression trend
to slow down.
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CHAPTER 4: TASK AGNOSTIC LEARNING

The results in this chapter have been published in the following papers:
- Sayyed Jaffar Ali Raza, Apan Dastider, and Mingjie Lin. Survivable hyper-redundant robotic
arm with bayesian policy morphing. In 2020 IEEE 16th International Conference on Automation
Science and Engineering (CASE), pages 1–7. IEEE, 2020 [8]
- Sayyed Jaffar Ali Raza, Apan Dastider, and Mingjie Lin. Developmentally synthesizing earthworm like locomotion gaits with bayesian-augmented deep deterministic policy gradients (ddpg).
In 2020 IEEE 16th International Conference on Automation Science and Engineering (CASE),
pages 1122–1128. IEEE, 2020 [43]
There are at least three fundamental challenges in learning a modular policy in terms of its usability to various tasks. First, how to abstract out an existing modular policy into a usable form
that can bootstrap policy exploration for newly introduced tasks that appear later on. Second, to
ensure the timeliness of response, an agent has to compute an effective control policy that meets
a real-time learning performance. Third, although Bayesian algorithms, based on apriori data,
can incrementally predict posterior distributions with probabilistic inference, posterior prediction
becomes inconsistent, if the learning model is sensitive to small parametric perturbations. This
is typically the case for reinforcement learning algorithms, specifically when learning a policy in
continuous spaces with stochastic dynamics.
To alleviate all these challenges under a robotic setting, this chapter formulates the problem of
task-agnostic learning by representing policies as Gaussian distributions, instead of parametric
mapping function. We call our approach Bayesian Policy Morphing (BPM). Abstractly, given a
learned policy π for a fixed robotic agent, BPM aims at quickly adapting to sudden changes in
19

system dynamics or robotic agent itself. For example, a trained robot unexpectedly losses certain
portion of its mobility or the unforeseen occurrence of obstacles or hazards. Mathematically, all
these scenarios can be formally abstracted as the losses in state space S or action space A. As
such, the goal of our BPM is to compute a new optimal policy π ′ considering the changes in S and
A, while exploiting the previously learned policy π.

4.1

Continual (Developmental) Learning

Our BPM methodology has fundamentally been built upon the recent work of DDPG [1, 44] and
the asynchronous off-policy updating strategy [45], but with significant extensions of Bayesian
learning (See Fig. 4.1) and augmented by continuous control scheme [14]. Specifically, our BPM
combines probabilistic estimation using behavior ensemble and Thompson Sampling [46] to sample unknown MDPs (see Fig. 4.1). In addition, our BPM utilizes deep function approximators that
can learn policies in high-dimensional and continuous action spaces, which is crucial for robotic
control. Furthermore, our BPM stabilizes its non-linear deep approximation through relay buffer
sampling and batch normalization, both off-policy.

4.1.1

Confidence Metric Representation

We formalize the problem as agent based learning as shown in Fig. 4.1. The agent constitutes
its interaction with environment as an MDP, such that at any given state s at timestep t, the agent
follows a policy π(st ) to choose action π(st ) → at . Each state has a value, that is expectation of
discounted cumulative sum of rewards
"

Vπ (st ) = E arg max
a

N
X
k=0

!#

γ k rt+k+1 | st , at = π(st )

20

,

(4.1)

Actor-Net
πθ (at |st )
Policy Evaluation

at

Fixed
Critic

η

Thompson Sampling
(Φ̂)

Φ̂
Value Estimate ai ∈ η
Qφ̂ (st , a0 ), Qφ̂ (st , a1 ), · · · , Qφ̂ (st , aN ),

Environment

Critic-Net

Behavior
Ensemble
(πη )

Posterior Parameter Proposal
βt (η) ∝ p(V (st )|πφ̂ )
argmax (πφ̂ )

Update Beliefs (Value Improvement)
{R φ1 , φ2 ,φ3 , · · · , φK , }
p(φ̂ |πη ) = p(π|φ , πθ ) ≈ ∑Ki=1 p(φi |θ , πθ )
st+1 , rt+1

Compute Probability for Weighted Bias
p ← P(Qφ (s, π̂φ (s)) > Qθ (s, π̂θ (s)))
Accept / Reject Bias
if p > β : πt ← π̂φ ; else πt ← πθt−1

Figure 4.1: Overall BPM Algorithm.

where 0 < γ < 1 is the discount factor. For higher dimensions, the policy can be parameterized
with vector-values θ to approximate model. The performance of policy π is defined as probability
distribution over expected utility value P (R|θ, π, η), where θ is policy parameter for model η and R
is cumulative reward. We explicitly represent model dynamics as η to signify that θ is conditioned
over stationary model representations. When the model representations are varied from η → η ′ ,
the parameter θ would be readjusted by resampling state-action values to comply with variations,
which is computationally expensive task to perform every time model dynamics are changed.
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4.1.2

Probabilistic Sampling of Behavior Ensemble

Given a behavior model η as a probability distribution, we draw samples that strongly correlate
with on-going distribution η̂ of the agent, while maximizing expected reward as well as acting as
randomly as possible to balance the exploitation of behavior policy in those states whose utility is
irrelevant (unknown) for current distribution η̂. We use Thompson sampling to draw probabilistic
sample distributions my modeling posterior reward distribution of each state-action variable.
Thompson Sampling, instead of maintaining a fixed-point estimate, maintains a distribution over
ensemble weights and consequently over values of the state space. The samples are contextualized
as set of parametric weights for η̂ that can be forward-passed to the critic network to generate
resulting Q values for each state-action combination. This technique is well known in MultiArm bandit problems where each bandit carries unique distributions and agent only has a single
independent prior belief. We extend this setting over a continuous control agent setting where an
agent is provided with a behavior ensemble as its belief, and uses Bayes’ rule to estimate posterior
distributions.

4.1.3

Sample Reduction using Apriori Morphing

In order to reduce sampling requirements, our BPM defines the confidence metric β(η) as probability distribution that measures the extent of match between representation η (already seen) and
representation η ′ (currently faced).

βt (η) ∝ P (V (st )|θ, πt , η) βt−1 (η)

(4.2)

When learning unknown representation η ′ , η is taken as behavior ensemble that initializes con22

fidence metric with a prior probability using Bayes’ rule at timestep t0 . β metric identifies the
confidence as belief over Bayesian apriori, which is then used as bias kernel to use weighted hypothesized increment on current policy optimization. If more than one model representations are
accessible, than the confidence parameter can be represented simply as maximum expectation.

η ← max
η

X

β(ηi ) E [R|ηi , π] ,

i=0

ηi ∈ η̄

(4.3)

where η̄ represents set of all representations. We use only single model representation for our
experimentation, to emphasize on adaptability aspect of BPM (instead of multi-policy) as major
contribution of this work.

4.1.4

Bayesian Policy Morphing

Once the confidence distribution is computed, the BPM proposes bias parameter η̂ ≈ P (η̂|η, η ′ )
by taking joint probabilities of two available representations. Any improvement to expected utility
for currently facing representation would use confidence as kernel. We can write optimal policy
improvement function as:

∗

π = arg max
η

Z

+∞

X

β(η) P (V (S)|θ, π, η) dθ

(4.4)

η

The optimal policy is conditioned over confidence metric within the critic framework. And the
accuracy of confidence is highly dependent on the performance distribution P(R|θ, π, η) which
has both policy parameter θ and confidence metric η as conditional parameters. The conditional
probability makes confidence distribution agnostic to myopic value estimates that can arise if γ is
set too close to 0.
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Algorithm 1: Bayesian Policy Morphing
Require.
πτ . Behavior Ensemble
St . Current Observation
T . # of allowed steps
for episode = {1, 2, ..., k} do
for t = {1, 2, ..., T } do
at ← obtain from πθ (at |st )
η ← F ixedCritic(at , ST , θ)
ϕ̂ ← T S(η|πη )
Update:
Value Estimate. Qϕ̂ (st , a0 ), Qϕ̂ (st , a1 ), ...Qϕ̂ (st , aT )
Posterior Param ← βt (η) ∝ P (Vst |πϕ̂ ) # eq. 2
P
Value Improvement ← ρ(ϕ̂|πτ ) ≈ i P (ϕi |θ, πθ )
# Get probability of expected value
ρ ← P [Qϕ (s, πˆϕ (s)) > Qθ (s, πθ (s))]
if ρ > β then
CNTRL. accept proposed bias
choose at ← Aϕ
else
V (st ) ← F ixedCritic
CNTRL update:
Loss ϕ ← ϕ − ∆ϕ Lcritic (ϕ)
Loss θ ← θ − ∆θ Lcritic (θ)
Value Update← V (st )
end
return η̂
end
4.1.5

Accept/Reject Controller

Lastly, the overall setting of BPM also rectifies the bias induction caused by inaccurate posterior
estimations. Equation. 4.2 shows the confidence as most appropriate similarity of η ′ with η. This
can be simply rewritten as optimal belief at any given time t

β ∗ (τ ) = arg max P(Vt )βt (η)
η
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(4.5)

The confidence β ∗ (τ ) can be considered as unique solution if and only if β ∗ (τ ) > β ∗ (τ ). This
condition can also be defined in proportion to agent’s current distribution as
βt∗ ≡ βt∗ (η|rt , πt , θt ) ∝ P(R|πt , θt , η).

(4.6)

The belief proposals could be accepted or rejected based on this sanity check to rectify the confidence to only maximize the utility. If the confidence results in detrimental update, the BAP
controller would reject the bias proposal (see Fig. 5.1). The overall flow of BPM is outlined as
pseudo-algorithm in Algorithm 1.

4.2

Case-Study Experiments

To validate our proposed BPM methodology. We carry out an empirical analysis of two case
studies on robotic control applications. The results presented in following subsections have been
published in [8] and [43] respectively.

4.2.1

Redundant DoF Manipulators

This section describes our experimentation system comprising of both hardware and simulation
platforms in order to produce experiment results as presented in Section 4.2.1.4.

4.2.1.1

Experimental Setup

As shown in Fig. 4.2, we used a custom-built 8-DOF hyper-redundant robot arm mounted on the
vertical frame, which faces a horizontal table-top plane constituting the workspace for its manipulation reach. The first 3 DOFs of our robotic arm are realized with three Robotis Dynamixel
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Figure 4.2: (a) Physical design for redundant manipulator. (b) Front view showing reach of arm’s
end-effector. (c) Exoskeleton in Gazebo-ROS simulation used during training. (d) 3D CAD model
of overall hyper-redundant design.

MX-106 servo motors with high torque and robust structural durability, while its next 4 DOFs are
controlled with AX-12A motors, and its last DOF is supplied by a gripper as the end-effector to
pick an object placed in its workspace. Furthermore, all these actuators are controlled through a
daisy-chained command control system.
To conduct mechanical control, we integrated the PID values generated with the control method
described in [14] in order to ensure precise position control for each end-effector to follow a feedback trajectory and remain within a specified range. The control input for robots was joint angle
vector which is the function of action-velocities emitted from RL controller by observing feedback
from simulation and real motor values in handshaking protocol supplied by Robotis®. Special care
was taken when mapping the joint angles in a structured manner, complying with the kinematics
and dynamics of the manipulator, in order to avoid the self-collision. Finally, to quantitatively
validate the effectiveness of our BPM methodology, we designed three malfunction modes. 1)
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unresponsive joints, 2) joints with constant offset angle, and 3) Joints with random precision. To
increase the difficulty level of BPM learning, for each malfunction mode, we have changed the
number of faulty joints, i.e., malfunction degree, from 1 to 4.

4.2.1.2

Simulation Environment

Our simulation setting consists of a high-fidelity robot model of our physical 8-DOF robotic arm,
and a virtual environment closely resembling our physical setting. Specifically, in order to replicate our physical arm for the simulation setting, we modelled our 8-DOF robotic arm with CAD
software through incorporating various modular design files of actuators, brackets, gripper, and
base plate in our assembly, as depicted in Fig. 4.2(d). Our simulation profile cloned all physical
properties and inertial properties with high fidelity through exporting the CAD designs to the simulation profile. The inter process communication (IPC) was built upon Robot Operating System
(ROS) ecosystem to handle parallel executions and register low latency feedback coming from
simulation, real hardware, and the BPM controller. Finally, each agent was spawned as an independent ROS node while its communication was synced at the minimum rate of 20Hz that ensures
all independent ROS nodes to maintain their handshaking message passing protocol.

4.2.1.3

Experimental Procedure and Parameters

In our experiments, our robotic agent, an 8-DOF hyper-redundant robotic arm, started with a motion policy, π0 , pre-trained assuming no faulty joint with the state-of-the-art deep RL method with
continuous control as in [1, 14]. Specifically, we used ϵ-greedy algorithm to compute 1-step lookahead value function, defined our reward function as quaternion difference between expected pose
and terminal pose of an agent. After π0 was learnt, we injected different modes of malfunction
with different degrees.
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We now define key learning variables for our BPM. The state s in our experiments is defined as
8×2×2 matrix consisting of joint angles and pose variables containing quaternion orientations and
end-effector coordinates. The action a is defined as a vector of 8 parametric joint angles. A reward
r is computed as an absolute pose difference. Finally, each RL episode terminates if either of the
following two condition is true. (a) the agent’s pose is sufficiently closer to the goal (desired) pose,
and (b) the agent exhausts its allowed number of steps for one episode.

4.2.1.4

Experimental Setup and Results Analysis

We define the success of our robotic as the accuracy of reaching objective locations in the target
area. Our experiments seek to investigate, (a) Does improve the learning efficiency when subjected
to a joint malfunction?, (b) How does the learning effectiveness of BPM vary with different degrees
of malfunction, i.e., different number of faulty joints?, and (c) How does various key algorithmic
components of BPM impact of its learning convergence? Specifically, if removing the policy bias
filtering, how adversely will the learning performance of our BPM methodology be impacted?

4.2.1.5

Baseline

To validate our BPM algorithm, we choose a recent study based on the Gaussian DQN method [5]
as our baseline, which has an almost identical settings and problem formulation. The key idea
of our baseline study can be described as an incremental control policy learning termed as selfmodelling in [5], which is actually a Gaussian distribution of its MDP learnt offline. Specifically,
the agent in [5] exploits its self-model when choosing actions, and if a disagreement is detected
between self-model and observation, our baseline first infers the damage by choosing motor actions
and measuring their consequences as feedback to agent. Next, our baseline updates it’s self-model
by making incremental changes to the existing Gaussian Process (GP) until it reaches to optimal
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Figure 4.3: Comparison of learning convergence between BPM and the baseline DDPG for three
malfunction modes. a) unresponsive joints, b) joints with constant offset angle, and c) Joints with
stochastic response. The dotted line represent the oracle or terminal state. A point higher than
oracle indicates successful terminal state in given episode.
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representation of observation. This method has demonstrated significant performance in dense
environment spaces like quadrupedal agents [4], whose action space can be discretized with fine
granularity. However for agents in continuous spaces, the baseline would encounter two problems.
(a) it would be practically infeasible to provide the self-model GP of a continuous space, (b)
updating the entire GP in each episodic setting to match with current observation would be quite
computationally expensive. Our methodology aims at continuous control by combining behavior
learning baseline with incremental actor-critic setting [6]. Instead of providing a GP model, BPM
provides the agent with the behavior ensemble of its model that has abstract information of stateaction values. The agent does not update the ensemble, instead it emits a bias hyperparameter from
critic network, by comparing observation and beliefs at each episode.

4.2.1.6

BPM Learning under Different Malfunction Modes

To thoroughly validate our BPM methodology, we consider three different malfunction modes: 1)
unresponsive actuators that mimic the complete failure of one or multiple joints randomly selected
during operation, 2) permanent angular offsets of 45 degrees for one or more joints, and 3) joints
with randomly varying angles within a bound of ±10 degrees. As shown in Fig. 4.3, our BPM
algorithm, once reaching to the oracle point, exhibits much lower variance around the oracle when
compared with our baseline’s results. Note that the variance span for both methods are shown with
lightly shaded regions. Additionally, since one of the key innovations of our BPM algorithm is
its filtering mechanism, the step of accept or reject in Algorithm 1, that effectively controls the
BPM’s bias induction, we validate its importance by presenting the learning results without such
bias induction with the green curve. in Fig. 4.3(a). As expected, the BPM without the final bias
filtering demonstrates significantly lower learning rates than the complete BPM, albeit still better
than the baseline. This is largely because that the behavior ensemble under consideration does not
carry complete representation of current observations and it is likely that, in some states, it can
30

mislead the learning process to a local minima, resulting in sub-optimal returns.
In Fig. 4.3(b), we illustrate how well our BPM methodology will adapt to the “stuck-at” error of
servo joints. For our BPM setting, a joint offset can be seen as an unknown but absolute translation
or shift in a joint angle value. With a constant 45-degree angular offset in one randomly chosen
joint, our BPM learns this offset first with higher exploration (notice the high onset variance) until
its first success and drastically reduces its exploration space around the oracle. One way to intuitively understand the effectiveness of our BPM is to draw an analogy between our case with the
classic multi-arm bandit learning using Thompson sampling [47]. Fundamentally, our BPM algorithm treats its action space as contextual bandits with dynamic distributions and uses Bayes rule
to update those distributions incrementally. Therefore, if any distribution encounters a permanent
change, our BPM, instead of nudging the distribution, iteratively tunes the bias parameter until
its posterior matches with its observation. In contrast, our baseline method seemed to lag behind
throughout entire training period but still shows slowing improvement in its learning performance.
Finally in Fig. 4.3(c), we study the impact of uncertainty in sensorimotor control upon the BPM
learning. Modeling the error profiles of robot actuators has been extensively studied [48]. We
instead focus on investigating if our BPM agent could adapt to random sensorimotor noise without
providing a detailed error profile. As such, we artificially injected a uniformly sampled ±10-degree
angular noise in a randomly selected servo motor. Fig. 4.3(c) shows that, to combat such angular
imprecision, our BPM algorithm needed significantly more epochs for its pre-defined oracle level.
However, relative to the baseline, our BPM clearly demonstrated very controlled variance (shaded
region around average reward signal), which signifies the effectiveness of both controlled bias induction and average-based Monte Carlo sampling instead of naive value estimates, which matches
with our understanding that the naive value estimation, being greedy in nature, works better for
short-term rewards but will show high variance in long term.
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Figure 4.4: Standard deviation charts for different difficulty levels. Top row. Average success rate
of proposed BPM approach, and Bottom row. Average success rate of baseline approach for three
malfunction categories.

4.2.1.7

Impact of Malfunction Degree upon BPM Learning

We now investigate the effectiveness of our BPM methodology for different malfunction modes
with various degrees. For each malfunction degree, We randomly selected the locations of faulty
joints. In Fig. 4.4, we have plotted our experimental results in six subplots, in each of which, the
shaded boxes show the confidence interval around median of success rates in different malfunction
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configurations for all test cases, while the whiskers show the errors computed by bootstrapping
and extrapolating error bounds. Additionally, the thick line shows the median success ratio among
an entire batch of randomly-seeded samples, where all the + points depicted the outliers that lie
beyond the bootstrapping bounds.
Overall, for each malfunction category, our BPM method (blue boxes) has shown significant improvements over our baseline (red boxes) in terms of average success rates. Specifically, for each
category, as the malfunction degrees increase from 1 to 4, not surprisingly, the average success
rate drops noticeably. Interestingly, only for the category of unresponsive joints, our BPM method
actually achieved a slightly higher success rate when the number of broken joints changed from 1
to 2. One possible explanation is that two damaged joints actually reduced the DOF by 2, hence
barely removing the hyper-redundancy. Our BPM methodology performed comparatively lower
for the category of angular imprecision when compared with the other two categories, which may
be due to the fact that the 3rd malfunction mode is significantly stochastic and highly non-linear.

4.2.2

Biological Locomotion and Gait Estimation

Bayesian policy search provides an efficient estimation framework for an agent to learn a policy
by selecting higher return actions when facing an unknown task τ , with partial and/or random
observability [49, 50, 51]. In reinforcement learning setting, a task can be defined as a Markov
Decision Process (MDP), and an agent is equipped with a policy π that corresponds as a solution
to the task. Formally, at any given timestep t, π(st ) → at is a probability distribution function that
proposes a higher return action at given state information st . The return is defined as a feedback
reward, generated from interacting with the MDP by following π. A cumulative return R for t
P
timesteps is R = ti=1 ri , where ri is the immediate reward for taking action at step t = i − 1.
Fundamentally, any Bayesian performance model actually develops a probability distribution over
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R as its hypothesis P(R|τ, π), which defines how an agent would act towards a task τ when given
a policy π [52, 53]. This formalism is more significant when an agent faces an unseen, new task τ ∗ ,
and tries to develop a belief β(τ ∗ ) that is a probability distribution for about what extent τ ∗ matches
with already known (prior) set of tasks T : {τ0 , τ1 , . . . τm }. At any timestep, the belief is updated
using Bayes’ rule, and update is based on the reward signal and prior probability distribution:

βt (τ ∗ ) =
normalization factor is
η=

m
X
i=0

1
P (Rt |τ, πt ) βt−1 (τ ),
η

(4.7)

P (Rt |τi , πt ) βt−1 (τi ) .

(4.8)

The normalization factor η is identical to cumulative sum of internal rewards

Pt

i=1 ri ,

except that

it adheres to sum of weighted beliefs—instead of immediate rewards, over tasks that maximize the
expected return. Naturally, a Bayesian model updates its belief using only reward signal, which
may be unfavorable for environments where the feedback is delayed or is sparsely observable. This
constraint restricts its usage to smaller and finite domain problems in tabular settings. Additionally,
the framework requires an agent to always learn policy parameters from scratch, for every new task
initiation, which can be inefficient for tasks that are stochastic and demonstrate variable behavior,
resulting into agent considering a single stochastic task as multiples.
We build upon the underlying Bayesian search framework to address above limitations by (i) extending the framework from tabular representations to neural network approximation for continuous domains, (ii) augmenting parametric bias to jump up (rectify) on-going learning to avoid learning from scratch. Augmentation of bias is done by casting Markov Chain Monte Carlo (MCMC)
samples to represent both, reward signal as observation, and task priors as belief as well as expert
advise for parameter update direction.
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4.2.2.1

MCMC Sampling

In this section we briefly describe the working of MCMC sampling for our problem setting,
that tend to exhibit non-linearity and has irregular distributions. Modeling those distribution
mathematically is prohibitively expensive, both, in terms of compute and complexity. A workaround for this issue can be MCMC sampling, which allows to estimate the configurations and
shape of such distributions [54, 55]. MCMC can be described as a two-fold solution. first,
use Monte Carlo simulations to repeatedly sample random points xi ∈ X from fixed but unP
known distribution X , and return approximated parameter X = N1 N
n=1 xn . Second, construct a

continuous-time Markov Chain by sequencing the Monte Carlo simulation events with assumption

of memoryless-ness between events, such that the posterior distribution would satisfy the con
dition Pr Xtn+1 = in+1 |Xt0 = i0 , . . . , Xtn = in . Notice that all events were sampled randomly

over priori, hence posterior inference also induces randomness and satisfies the property of independent and identically distributed (i.i.d) distribution.
Similar methods to this approach are eligibility traces: [56] or random walk. [57] that tend to
find traces in offline-collected Markov Chains and assign credit to similar (eligible) prior events

according to how recently and repeatedly they occurred. We use MCMC because it uses sampling instead of regressive optimization and simply because its ease of implementation with policy
gradient algorithms.

4.2.2.2

Bayesian Augmented Policy (BAP)

For any task τ in stochastic environment, value for given policy can be defined as expected toPt=∞

tal return Vτ (π) = Eπ
t=0 rt |τ . The value is used to optimize the policy and compute as-

cend/descent direction. In MCMC setting, we describe the optimization via approximate sampling
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of a Markov Chain. We make an assumption, that the estimation of maximum likelihood of a
Markov sequence is equivalent to policy optimization.
Assume in parametric space Θ, V (πX , τ ) be the value of a policy (πX , τ ) ∈ T , where T is the
space of tasks we are considering, and X ∈ Θ be the parameter for π. For ease of calculation we
can consider only one prior task τX . For learning new task policy πY for τY , We can begin with V
to find optimal policy πY∗ that can satisfy:

πY∗ = arg max loge V (πY ),
(π,τ ), τ ∈T

(4.9)

Now, based on the belief β, we can maximize the expected utility by suggesting meaningful perturbations to find optimal parameter for current policy by finding joint conditional probability
between X and Y , such that, the deduced perturbation Λ. Z∥XY would derive joint conditional
opinions for the policy π, under the current belief, the expected utility maximization belief can be
represented as

VBARL = max

π(Z||XY )

X

β(τ )E[R|τ, π, Z||XY ].

(4.10)

τ ∈T

The deduced suggestion Λ is augmented as:

Q(πΛ ) ≈ p(πΛ |R = 1) ∝ p(πΛ ) loge VBAP

(4.11)

We consider intrinsic rewards as binary random variable whose conditional distribution is represented in eq. 4.11 above. After the deduced inference is ready, the next step involves estimating
proposal for both policy and transient parameters. The prior distribution remains marginal to both
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current policy and πY and any auxiliary parameters in Θ. The transient parameters (like Λ) are
not directly used as hyperparameters to the agent’s policy, but instead are used to bound the hyperparameter search by their covariance kernels. The covariance depends on state of X,Y ∼ Θ
which will be biased by policy prior. The BAP algorithm is described in Algorithm 2 and its block
diagram representation is outlined in Fig. 5.1.
Algorithm 2: Bayesian Augmented Policy Algorithm
Required.
R
Prior knowledge. p(πX ) = Θ p(πX , θX )dθ, X ≈ Θ
Covariance Kernels. Kπ , Kθ
Initialize.
Learner’s policy dist. ≈ p(πY , θY )
Episode count. N
No. of Steps. M
Replay buffer. D
Repeat.
for episode = {1, 2, 3..., N } do
for t = {1, 2, 3...M } do
estimate param θz ≈ Z∥XY
choose kernels ϵ –greedy
Propose:
πt+1 ≈ Kπ (πt , θt ) #policy
θt+1 ≈ Kθ (πt , θt ) #latent param
if ∆πt+1 then
#recompute policy eval V (πt+1 ) ∝ log p(R = 1|πt+1 , Z)
else
Obtain V (πt+1 ) #V(π) from fixed critic
Compute.
Keep(MCMC Seq.) #Hastings sampling
TD Error (δ) ← Rt+1 + γVt+1 − Vt
end
D ← store(episode transition)
end
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Figure 4.5: (a). The experimental physical design to replicate undulatory and circular gaits. (b).
Sidewinding locomotion (planar sinusoidal), that is also used as behavior model for our agent. (c)
and (d) are gaits that are adapted over existing behavior gait. Yellow dotted points show desired
trajectory and white arrows show displacement directions (e). Simulation CAD design that can
adhere to N degrees of freedom redundancy. The modular design of joints allow theoretically
infinite DOFs (10-DOF in our case) attachment
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4.2.2.3

Platform Structure

The robotic platform we utilized for all experiments has a modular architecture as shown in
Fig. 4.5. Each module consists of two AX-12A Dynamixel actuators, coupled in a manner that
every modular unit has two axes of rotation, one along the pitch and another along the yaw of
the global co-ordinate system. Having two DOFs at each joint readily permits our earthworm-like
robot to adapt both planar and translation (circular styles) gaits. Structurally, all modules are connected in a daisy-chain command control system, which allows potentially adding infinite joints
to achieve maximum redundancy. In this study, our experimental robot possesses 10-DOFs (5x
modules) in order to emulate a hyper-redundant motion complexity.
With 10-DOFs, the design anatomy of our earthwork-like robot allows to achieve undulatory,
sidewinding, circular or a hybrid gait patterns as shown in Fig. 4.7. For robotic control, we employed PID-based closed loop feedback system in order to control each DOF precisely within its
operating range. Given the unknown trajectories, our BARL algorithm adjusts its gains to control
feedback, and additionally controls wave propagation parameters to control gait profiles until the
worm can adapt to new constraint and complete its trajectory by following new optimal policy
exported with highest reward from RL controller.

4.2.2.4

Simulation Environment

We trained and tested our implementation in Gazebo-ROS physics simulator. Since the robot
design is modular and custom-built, a 3D CAD part-by-part assembly is designed, which is later
exported into simulation domain. Ideally, both simulation and physical models possess similar
mass and inertial index. While designing actuators, we carefully incorporated the torque properties
of AX-12A servo motors. Multiple unit modules are connected sequentially in order to match the
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full anatomy of our earthworm-like robot. Overall, our simulation setup not only mimics our
physical earthworm-like robot kinematics but also the real training environment. To facilitate
our experimentation, we have devised an Inter-process Communication Protocol (IPC) through
Robot Operating System(ROS) for synchronous communication and command implementation
between physical agent and its simulation profile. Our earthworm-like robot has been spawned as
an individual ROS node with ROS topics publishing velocity commands for each joint.

4.2.2.5

Bayesian-Augmented Gait Synthesis

The agent learns behavior gait by optimizing over an abstract trajectory. We used generic sidewinding, also known as sinusoidal wave style gait as the behavior model for the agent. The reasoning
behind choosing sidewinding is its natural propagation property that requires 1-dimensional temporal displacement, thus allowing an agent to traverse with minimum differential motion. The
sinusoidal abstract model is given to the agent (as shown in Fig. 4.7). Given the abstract model,
we treat the problem as search-based policy optimization, therefore we perform gradient updates
and do initial random sampling generating ai , and use action’s influence on the return value to
update gradient parameters [58]. Parametric updates to the policy can be applied regardless of the
internal stochastic structure of objective function (black box optimization), but it comes with the
cost of high variance of policy parameters which can also be seen as shaded region in Fig. 4.6.
The fundamental method to overcome this high variance is to quantify updates over large number
of samples which comes with high computational costs. Since the behavior gait has to act as the
baseline as well, we allow the behavior gait to establish maximum generalization at initial cost of
higher sample requirements.
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Figure 4.6: Learning performance as average running reward over span of all episodes. It can be
observed that given multiple random-seed trials, despite of high variance, our BARL method can
steadily stay above oracle point

4.2.2.6

Adapting to Unknown Gait

As discussed above, we extend the sidewinding gait model as existing behavior representation for
the agent, such that the agent can adapt to various new gaits and trajectories by formulating beliefs
over it’s behavior model. Once the behavior model is available to the agent, it tries to develop
belief models for any unseen gait exposures. The belief is incrementally adjusted by applying
Bayes rule on behavior distribution (prior) and expected return signal (observation) to estimate
posterior. The Bayesian controller adjusts it’s confidence by tuning trajectory parameters to match
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offset, phase-difference, frequency, and magnitude with current environment model (observation).
We investigate the performance of agent by exposing it to trajectories that are unseen before but
are similar to behavior model on abstract level. Intuitively, we assume that sidewinding can be
described as planar sinusoidal and undulatory manipulation can be described as phase differential
sinusoidal – hence two different gaits share similarities on abstract level. Additionally, we show
that the agent also adapts to circular gait manipulation, though the circular gait has least correlation
with temporal flow of sidewinding – we treat it more like a diamond gait, as shown in Fig. 4.7,
which is basically a morphed form of prior behavior model.

4.2.2.7

Results Analysis

Our BARL methodology enables an agent to adapt to multiple gait trajectories, given an abstract
behavior gait model. We validate our method over following test cases:
Circular. In order to maintain domain similarity with behavior model, we developed a variation
of circular gait. The trajectory can be seen in Fig. 4.7, and it can be argued if the trajectory strictly
follows circular pattern or not—however it still requires the agent to emulate circular manipulation, which justifies this test case as a close replication of circular gait. Through examining the
adaptation curves in Fig. 4.8, we can observe that our BARL method successfully learns to follow
a trajectory that is identical to circular locomotion, however the baseline (DDPG without Bayesian
inference) shows significantly more inferior performance. Though the starting trend for baseline
looks promising, it is trapped under higher variance problem that makes the overall learning trend
sluggish.
Undulatory. Next, we tested the adaptation capabilities of our BARL methodology over a trajectory that requires undulatory locomotion. This not only involves sinusoidal joint oscillations, but
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Figure 4.7: Overall trajectory following in each gait modes. It also shows (right) a test case for
hybrid trajectory which is a randomly generated path over undulatory and circular.

also requires bodily motions of a drag-and-push style [59]. Fig. 4.8 has clearly illustrated that our
proposed BARL methodology can manage to achieve the terminal goal state. More specifically, we
can clearly see a dip in the adaptation trend of our BARL learning. One way to intuitively reason
this observation is that our BARL agent could have developed its belief with a high certainty of
trajectory being sinusoidal. However when it suddenly experiences complex slope, its adaptation
performance reduces significantly.
Hybrid. In order to cross-validate the generalization of behavior model, we tested our method on
a random combination of two gaits (circular and undulatory), which still possesses identical but
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Figure 4.8: Normalized adaptation trends for each gait in both baseline (without Bayesian augmentation) and proposed BARL method settings.
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asymmetric parametric attributes as a sinusoidal (offset, amplitude etc). Interestingly, although
sub-optimally, our proposed BARL approach quickly achieved the terminal requirement on the
hybrid trajectory. Although Sinusoidal behavior model is sufficient to emulate properties of most
gaits, we assume that the optimal behavior over hybrid gaits could be achieved if the agent can be
provided with a higher generalization model like multi-ellipsoid gaits.
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CHAPTER 5: NON PARAMETRIC POLICY GRADIENTS

We incrementally formalize the non-parametric policy gradient problem with standard RL scheme.
An agent interacts with initially unknown environment, with an objective to maximize its long-term
performance. This interaction with environment is conventionally modeled as a Markov Decision
Process (MDP). In section 5.1, we start with laying out standard MDP framework and explicitly
identify the bottlenecks of conventional Monte-Carlo based gradient approaches for problems that
require computing policy integrals with partial observability or high parametric divergence [60].
Next, in section 5.2, we highlight similar MDP framework but with Bayesian gradient estimation
methods that represent policies as normal distribution and a Gaussian Process (GP) is used to learn
the expected return of a policy given the policy’s parameters [49, 61], and it incorporates variance
as observation noise in distribution. However, the requirement of retaining “parameterized” distributions still remains to be strictly obliged even in Bayesian setting; which becomes unattainable in
environments with complete non-stationarity; i.e. for real-world robotics, where, both the reward
and state transition distributions are allowed to evolve indefinitely over time, and their parametric bounds for variation cannot be estimated or derived from past transitions. Moreover the prior
component of Bayes’ theorem also becomes intractable.
Finally, in 5.3, we introduce non-parametric RKHS for defining Bayesian priors as kernel embeddings—
bypassing the problem of non-tractable parameters. We show that the prior and likelihood (conditional) probabilities can be defined as kernel mappings or RKHS functions of an empirical samples,
and no parametric model is needed to perform regression over empirical samples. The posterior
can be derived by taking weighted mean of prior RKHS sample, the similarity between two kernels
can be computed linearly via their inner products.
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5.1

MDP Composition as Monte-Carlo Simulation

Let P(S) be a set of probability distribution for each state s ∈ S, and the MDP instance be a tuple
(S, A, q, P, P0 ), where S and A represent the state and action spaces; q(· | a, s) ∈ P(R) represents
state-reward distribution over actions; P (· | a, s) ∈ P(S) is the transition probability distribution,
which can be either stationary or non-stationary; and P0 (·) ∈ (P )(S) is the probability distribution
when starting from initial state s0 . The agent selects actions using policy π(· | s) ∈ P(A), which is
a probability distribution over actions, conditioned over state s. The sequence of action selection
given a state forms a Markov chain ξ = (s0 , a0 , s1 , a1 , . . . , sT −1 , aT −1 , sT ). The PDF for this
Markov chain is represented as

Pr(ξ | π) = P0 (s0 )

T
−1
Y
t=0

(5.1)

π(at | st )P (st+1 | st , at )

Regardless of the nature of stationarity for any Markov chain, the reward R(ξ) =

PT

t=0

γ t r(st , at )

is a random variable due to both, the path ξ is a random variable and even for a given (deterministic)
ξ, each of the rewards sampled in the chain would be stochastic. We define the expected return for
a given ξ as

η(π) = E(R(ξ)) =

Z

R(ξ) Pr(ξ | π)dπ

(5.2)

The policy search is performed by estimating the gradient over expected return from a class of parameterized stochastic policies {π(· | s, θ), s ∈ S, θ ∈ Θ} w.r.t policy parameters θ from observed
system trajectories and then improve the policy by adjusting the parameters in the direction of
gradient. The gradient of expected return is derived by integrating reward outcomes of a trajectory
R
ξ following πθ . We define that as ∇η(πθ) = R(ξ)∇ Pr(ξ | πθ )dξ. We can define the gradi47

ent as likelihood ratio

, then for any given paths ξ1 , ξ2 , . . . , ξM we can define

∇ Pr(ξ,θ)
=∇ log Pr(ξ,θ)
Pr(ξ,θ)

Monte-Carlo (MC) estimator as

M
1 X
c
∇η M C (πθ ) =
R(ξi )∇ log Pr(ξi , πθ )
M i=1

Ti−1
M
X
1 X
=
R(ξi )
∇ log π(at,i | st,i , θ)
M i=1
t=0

(5.3)

In MC estimation, policy gradient is defined as finding the expected value of R(ξ). In such estimations, the samples are drawn according to their probability values Pr(ξ, πθ ), and the integral is
calculated as described in previous equations. MC based policy gradient follows the intuition that
c M C (πθ ) is an unbiased estimate of true gradient η(·), with a condition that variance diminishes
∇η

to zero as M → ∞, i.e. MC samples tend to infinity. However, MC estimation is fundamentally
unsound as explained in [62], because the estimator only depends on the values of sampling distribution which are arbitrary choices, and are dependent on stationary reward distributions. This
dependence violates the likelihood principle because the estimated gradient becomes irrelevant
if the reward distribution is likely to evolve with time [49]. Therefore, for problems with high
variance, classical policy gradient alone would yield non-optimal performance.

5.2

Bayesian Quadrature for Computing Policy Gradient

In Bayesian quadrature, the gradient estimate can be derived by representing return estimate as
R
a Gaussian distribution function. As such, Eq. (5.2) can be rewritten as η = f (ξ, θ)p(ξ, θ)dξ,

where s ∈ S. In Bayesian RL, the distribution of an unknown function f (·), such as a control
policy π(a|s) to be learned, is typically modelled as a Gaussian process (GP) in order to account
for uncertainty completely by defining a Gaussian normal as the prior distribution over functions.
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Specifically, the prior function f (·) → N {f0 (·), κ(·, ·)} corresponds to the expected mean E(f (s)) =
f0 (s) and the covariance can be represented as Cov(f (s), f (ŝ)) = κ(s, ŝ), where κ is the kernel function that maps sampled prior distribution, and ŝ is the noisy observation of ground truth
state. If the kernel measurement is normally distributed, the resulting posterior is also normal.
Therefore, the gradient of expected return in terms of Bayesian quadrature is given by ηB (πθ ) =
R
R(ξ) Pr(ξ, θ)dξ. We consider ηB (πθ ) as a random variable due to high variance (Bayesian un-

certainty) in R(ξ). As such, the expected mean of a posterior distribution of gradient is computed
as
∇E(ηB (θ) | DM ) = E(∇ηB (θ) | DM )
Z
∇ Pr(ξ, θ)
Pr(ξ, θ)dξ | DM ),
= E( R(ξ)
Pr(ξ, θ)

(5.4)

where the set of samples DM ( = {(si , ŝi )}M
i=1 ) are provided and ŝ is the noisy observation of
f (s) : s × a → s′ . The integrand in Eq. (5.4) can be decomposed into a GP prior function f (ξ, θ)
and its probability distribution p(ξ, θ). When computing posterior, the quadrature assumes p to be
known.
Despite of addressing the issue of high variance, calculating the gradient in Eq. (5.4) implicitly
assumes that (i) the behavior of prior moments can be aggregated into a policy distribution that
is a normal Gaussian process and (ii) the parameter θ of prior can be embedded for determining
direction of posterior gradient.
Unfortunately, for a problem setting where transition variation is unbounded, as in our nonstationary MDP setting, computing posterior based on these two assumptions would be degenerating into
infinite regress [62]. Even more seriously, this infinite regress will find no finite point to identify the convergent sequence, also make it illegitimate to apply fixed-point theorems to validate
convergence (see [62], [61] for thorough discussions).
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5.3

Computing Policy Gradients in Reproducing Kernels

To mitigate the constraints (discussed above) in standard Bayesian policy gradient methods, we opt
to represent policies as multivariate Gaussian models defined as a mapping function h : S → A,
where h(s) belongs to a vector-valued RKHS H in which, ∀h ∈ H, s ∈ S and a ∈ Rd , the
reproducing property ⟨h(·), κ(s, ·)a⟩H = h(s)T a, holds true. Here, κ(s, ŝ) is a matrix valued
Gaussian kernel with covariance matrix ΣRBF such that the agent’s control policy can be defined
as
(a−h(s))T Σ−1 (a−h(s))
1
2
e−
πh,Σ (a|s) = p
.
2πdet(Σ)

(5.5)

In this non-parametric learning paradigm, the learning objective will be finding the optimal mapping h∗ such that

∗

h := argmax Js0 (h) = argmax E
h∈H

h∈H

∞
hX
t=0

i
γ t r(st , at )|h, s0 .

(5.6)

Similarly, the action-value function Q(s, a; h) can be defined as

Q(s, a; h) = E

∞
hX
t=0

i
γ t r(st , at )|h, s0 , a0 .

(5.7)

Furthermore, by utilizing the formulation of Frechet Derivative [19], the gradient of Js0 (h, ·) with
respect to functional h yields

∇h Js0 (h, ·) =


1
E(s,a)∼ρs0 (s,a) Q(s, a; h)κ(s, ·)
1−γ

Σ−1 (a − h(s))|h ,
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(5.8)

t
a function in H, where ρs0 (s, a) := πh (a|s)(1 − γ)Σ∞
t=0 γ p(st |s0 ) = πh (a|s)ρs0 (s). Finally,

because the ascent gradient algorithm improves policy according to ht+1 = ht + αt ∇h Js0 (h, ·),
Eq. (5.8) can be expressed as the following integral

where D(s) =

R

∇h Js0 (h, ·) =
Z Z
1
Q(s, a; h)κ(s, ·)Σ−1 (a − h(s))ρs0 (s, a)dsda
1−γ
Z
1
=
D(s)κ(s, ·)ρs0 (s)ds,
1−γ

(5.9)

Q(s, a; h)Σ−1 (a − h(s))πh (a|s)da following [21]. The motivation of using non-

parametric policy gradients in DRL can be justified by comparing with Bayesian policy gradients.
As defined in Eq. (5.4), existing Bayesian methods, assuming that the Bayesian kernel is always
differentiable, computes policy gradient simply by differentiating (finite) trajectories with respect
to their policy parameters.
However, due to the undefined evolutionary changes in non-stationary MDP (as explained in Section 5.2), there are no obvious ways to choose proper scaling of those policy parameters to estimate
the posterior distribution that can help in predicting future transition dynamics. Additionally, if we
use Eq. (5.4) in high-dimensional spaces (ex. multi-agent robotic manipulators with high DoFs
in continuous space), the size of parameter vector could become huge, making scaling and preconditioning of priori difficult and computationally expensive. Whereas, modeling probability
distributions in an RKHS (Eq. (5.9)) can be principally scaled by RKHS norm, which unlike Eq.
(5.4) does not requires to retain a parameter vector.
Instead in RKHS representation, we rely on repositioning (vector-valued version of) kernels on
the support of current Markov chain through state space. Specifically in our DRL, we use kernel
embedding with Maximum Mean Discrepancy (MMD) (adapted from [63]) as the similarity metric between vector-valued probability distributions because it allows representing a kernel mean
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Figure 5.1: Overall DRL Algorithm.

embedding as an instance of integral probability metric (IPM, [64]), that has property to express
mean deviation distance as linearity of inner products of kernel, which proves to be quite economic
to compute.

5.4

Proposed Approach

At high level, our DRL algorithm is an actor-critic reinforcement learning algorithm equipped with
Gaussian-based Bayesian quadrature and kernel feature mapping/embedding within RKHS, which
greatly facilitates learning complex polices in a dynamically challenging environment.
Extending the theoretical basis from Section 5.3, we integrate RKHS embedding (from [19]) as a
non-parametric apriori distribution into Bayesian actor-critic model (from [10]) as shown in Fig.
5.1, therefore making our learning both sample-efficient and fast to converge for real-world robotic
platforms.
Considering our dual-robots setup, we define initial task domain as O that is stochastic but its
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Figure 5.2: Detailed Algorithm of CriticNet.

system dynamics (transition probabilities) are deterministic. An agent TB is equipped with, say
πhold , that is conditioned over explorations of n tasks (o1 , o2 , . . . , on ). If n → ∞, then by central
limit theorem [65], πhold can be generalized for domain O. However, if the domain evolves from
O to O+ i.e. its reward and state transition distributions are evolved, and TB experiences a new
task o+ ∈ O+ , how much helpful would πhold could be in that case? An intuitive answer to this (as
suggested in [66]) is to create a pool of domains and compute global policy aggregated over a set
of domains O = {O, O+ , . . . }. Although such intuition is natural, nevertheless, for each domain
in set O it still requires independent exploration from scratch, which is not only computationally
expensive and requires huge bookkeeping of all policy parameters, it also does not benefit from the
entire prior knowledge already available.
Specifically, our approach (Fig. 5.2) proposes a resolution to above challenges of incremental
learning by representing policy distributions as an apriori of non-parameterized kernels in RKHS,
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where each old policy is an embedded instantiation to prior policy’s kernel—this context can also
be visualized in fig.

5.2 and is further explained in section 5.4.2. In particular, to map our

robotic state space into a high (possibly infinite)-dimensional Hilbert space, we construct a diagonal matrix-valued Gaussian kernel with radian basis function κΣRBF (s, ·) and a covariance matrix
ΣRBF as

(s−s′ )
′ T Σ−1
RBF
2

κΣRBF (s, s′ )ii = e−(s−s )

(5.10)

∀i = 1, ..., m.

Subsequently, during value exploration, as shown in Fig. 5.2, the critic uses kernel based least
square temporal difference [67] to regress action-value function Q̂πh,Σ (s, a) and replaces the Q(s, a; h)
in Equation (5.8). With this approximated value, the actor chooses the best action mapping function
h(s) that derives the policy gradient in a close neighborhood of the optimal point; i.e. evaluating
the kernels and taking steps until eventually reaching the maximum expected return (argmax of
h

Eq. (5.7)).
Finally, in section 5.4.1 we explain Bayesian likelihood function in the same RKHS, allowing prior
embedding to suggest new action mapping directions for learning πhx (·|s), resulting in posterior
estimation, derived by perturbing h and exploitation of formerly observed gradient updates.

5.4.1

Likelihood Observation

We require likelihood functions to be an element of same H so that we can easily link the kernel
mean embedding of prior distribution with the observations {oi }ni=1 ∈ O. At any given time t,
O is a set of random events occurred before t − 1 that have resulted in change of learned actionmapping function ht . Here each oi is considered as a tuple having elements as 6 joint angles and 7
pose variables containing both Cartesian and quaternion orientations of both robotic manipulators
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TA and TB , and a binary collision flag. We interpret the likelihood function as an empirical kernel
mean embedding estimator µ̂l (·) = n1 Σni=1 κ(oi , ·) which depends on observation set O and kernel
hyper-parameters, and the dot substitutes to another parameter of kernel space would be any ok ∈
O. With µ̂l (·), the likelihood function is represented as a conditional distribution ρ(µ̂l (·)|µprior
)∝
t
MMD(ρl (·), ρprior
), where MMD is maximum mean discrepancy function that estimates similarity
t
as the probability of an event oi conditioned over prior kernel embedding [68].

5.4.2

Establishing Priori in RKHS

A prior encrypts the state distributions emitted from hindsight knowledge of policy πhold ,Σ (·|·).
The distributions of behavior (old) policy and target policy can be converted into respective kernel
mean embedding so that they can be encapsulated as elements in same Hilbert space, H. Then
prior distributions can be defined as vector-valued estimation in H through Gaussian process as
target
target old
2
− µold
, ρold
, ρt )), where, MMD(ρtarget
µprior
∼ GP(hold
t
t
t ||H . Here,
t )) = ||µt
t , MMD(ρt

GP is the Gaussian process that estimates if for any temporal sequence {t = t0 , ..., tn }, µprior
has
t
a joint distribution embedding where hold
t is the vector-valued mean function of old policy. MMD
based similarity evaluation tracks the divergence between two distribution spaces. If the difference
is decaying (i.e. the discrepancy is lower), then the hyper-parameters of old policy can guide the
target policy to adapt to new observation and plan actions accordingly reducing the cost of learning
from scratch for new task.

5.4.3

Posterior Inference in RKHS

After developing non-parametric priors as RKHS representations, the posterior is derived as the
conditional probability distribution on the likelihood observation, obtained from set O. For any
set of events (o1 , . . . , oT ) ∈ O, µ(oi ) is a vector valued GP. The µ is also a random vector in
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O. Each instantiation of µ(oi ) is a function h(oi ).S × A. For a given o, µ(o) is a random variable, normally distributed jointly with the other components of µ. The posterior distribution can
be fully derived by inner product of prior kernels. The kernel function κ(·, ·) encodes our prior
knowledge over covariance between components of O at different points. It may be thought of as
inducing a measure of proximity between the kernel in Hilbert space; defining a function space
within which a search for new policy (posterior inference) can take place. In general, κ(·, ·) is
a linear transformation, µ(oi ) is an unknown function with oi as its input, returning an observable sequence, modeled as noisy version (or hold ) of mapping h(oi ).S × A. The observation
also updates the prior belief w.r.t correlation between hold and htarget , derived from posterior.
Here, µ̂l links new observation {oi }ni=1 to µprior
in order to draw the kernel embedding of post
target
⟩H adjusts the
terior distribution µtarget
. The inner product based similarity evaluation ⟨µold
t
t , µt

confidence impact ψt+1 proportional to inner product outcome, that defines prior kernel’s similarity towards future kernel being learnt. The posterior regress over action mappings (h-maps),
conditioned on observed data htarget
= τ htarget
+ πhold
t
t+1
t . Since both policy gradients lie in H,
target
old
⟨∇old
Js0 (htarget , ·)|s=s′ ⟩H can be easily measured.
h Js0 (h , ·)|s=s , ∇h

The essence of inner product between two RKHS kernels lies in finding an ascent direction for
target policy. Let’s assume that for relearning new action mapping htarget with updated apriori
moments and new observations, the previous mapping hold is outside of an ε neighborhood of the
old
optimal solution i.e |∇old
h Js0 (h )| > ε. We need to relearn target policy in a way that policy

gradients moves in an ascent direction for functional Js0 (h). It would be true when
target
old
⟨∇old
Js0 (htarget , ·)|s=s′ ⟩H > Zε/2
h Js0 (h , ·)|s=s , ∇h

is satisfied. Mathematical proof of this statement (inspired by [21]) is shown as Theorem 1 in [63].
This positive lower bound on inner product also turns the dynamic regret Rk into a non-negative
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sub-martingale, defining convergence as Rk := Js0 (h∗k ) − Js0 (hk )— converges to its optimal value
as E[R∗ ] = limk→∞ Rk . We present further details in Algorithm 3 about implementation of nonparametric Bayesian actor-critic, followed by empirical evaluations in results section.
Algorithm 3: Bayesian-Augmented Critic Algorithm
Inputs.
Confidence Prior ψ(·)
Belief Parameters πhold (·|·), h0 ∈ hold
L. # of allowed trials
D. # of episodes

Repeat.
for episode = {1, 2..., D} do
S + ← Reset(rand.seed)
s+ ← InitialState ∀ s+ ∈ S +
for t={1,2,...L} do
a ∀ a ∈ A, ← ActorN et(πhold (·|·))
s, r′ , s′ ← env.step()
Select hold
k with current confidence ψ
Simulate ρprior
∼ πhold
(·|st ) as prior embedding
t
k
target
Obtain ρt
by sampling current πht (·|S + )
target
Compute MMD←Similarity(ρold
)
t , ρt
Update.
old
tar.
tar.
InferPerturb (λ, τ ) ∝ ⟨∇old
)⟩H
h Js0 (h ), ∇h Js0 (h
prior
target
Confidence param
ψ
∝
⟨ρ
,
ρ
⟩
H
t
t
P t+1
Critic MSE L1 i (yi − Q(si , ai ; ht ))2
t+1
t+1
t
Return ht+1
target ← τ htarget + λ(hold + htarget )
end
end

5.5

Experimental Analysis

As shown in Fig. 5.3, we used two research-grade 6-DOF robotic manipulators of Robotis®
Manipulator-H, TA and TB , that are mounted on a grid mapped table-top, a shared workspace
of close proximity in terms of their manipulation reach for all experiments and at the initial time
step, the end-effectors faced each other at a very minimal distance of 3.5 inches. For mechan57

Agent B (TB)

Agent A (TA)

Easy Zone
Medium Zone
Hard Zone
A
B

Goal position for TA
Goal position for TB

Figure 5.3: The experimental setup for our DRL study.

ical control, we integrated the PID values for each end-effector to follow a feedback trajectory
and remain under specified range. Given this dual-arm setup, we installed a 400×600-resolution
touch-sensitive surface as our working space. The success of robotic control is defined as the accuracy of reaching objective locations placed on the touch panel. Our simulation setting consists
of high-fidelity robot models of physical Manipulator-H arms and a virtual environment closely
replicating the real grid-mapped work-space designed in the Gazebo simulator to generate physics
properties that aligned closely with the real setting.
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(a)

(b)

(c)

Figure 5.4: Comparison on average return for (a) easy, (b) medium and (c) hard difficulty levels

5.5.1

Variables and Learning Parameters

We now define key learning variables for our DRL. The state-space is defined as a vector comprising 27 variables-6x2 joint angles, 7x2 pose variables containing quaternion orientations from
both TA , TB and binary collision flag, I. The action a for each agent is defined as a vector of 6
joint angles. A reward r is computed as an absolute pose difference. In addition, the Boolean
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indicator function for collision acts as a predicate that generates negative feedback if true and zero
if false, i.e., R ← rt+1 + I · β(−rt+1 ), where β > 1 and I = 1 if true or 0 if false. Finally, we
chose here diagonal matrix-valued universal Gaussian Kernel to map the observation space into an
infinite-dimensional feature space.

5.5.2

Accelerating DRL with Bayesian Learning

The baseline, which we compared our proposed DRL methodology with, is off-the-shelf modelfree policy gradient method (DDPG [1]). Our evaluation metric is the cumulative expected return that an RL agent obtains in each trial. Agent TA is trained as generative model with 5000
random samples generated by a calibrated controller based on inverse kinematics. Agent TB is
trained with Bayesian augmented non-parametric actor-critic as in [19] using random 5000 samples generated by the inverse kinematics engine. We then randomly generated 100 location pairs
[(xA , yA ), (xB , yB )] on the touch panel. During the DRL procedure, we let TA reach each location
sample (xA , yA ) independently while the agent TB will adaptively retrain or developmentally adapt
its prior motion policy. We consider three types of scenarios with different learning difficulty levels between TA and TB . easy, medium, and hard, which depend on 1) the proximity of two goal
locations and 2) their relative locations as depicted in Fig. 5.4.
As shown in Fig. 5.4, our DRL methodology improves learning convergence significantly, suggested by its resulting episodic returns, over the state-of-the-art DDPG augmented with continuous control. Also, compared with the DDPG, our DRL can greatly stabilize the return curves,
whereas the baseline DDPG exhibits relatively high variance. The horizontal dotted line shows the
oracle reward threshold, if achieved, an episode can be terminated as a successful one. Overall,
we conclude that the Bayesian learning framework has been quite effective in speeding up policy
learning.
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Table 5.1: Comparison of proposed developmental policy gradient approach against baseline policy gradient method (DDPG [1]) on different difficulty levels.
Baseline

Proposed

Easy

Med

Hard

Easy

Med

Hard

0.0442

0.0053

0.0000

0.9216

0.6300

0.2816

Avg(t) 1st success 0.7279

0.8888

1.0000

0.0900

0.2800

0.4116

Overall Success

1.651%

# success trials

5.5.3

61.1%

Validating Dynamic Obstacle Avoidance

Fig. 5.4 shows a comparison of convergence rates of agents using methods without and with
Bayesian learning. Without Bayesian learning, the agent achieves slower convergence, because
the training of the critic is harder as well as results in unstable training due to a high and noisy
collision penalty, and it is harder to get positive reward which the agent receives only upon reaching the goal. Our method is both stable and converges faster, because Bayesian learning and
non-parametric learning makes it easier for the Critic to fit the Q function, and Bayesian learning
mitigates the noisy reward problem by biasing policy search in the direction of prior experiences.

5.5.4

Generalization to Goal Perturbation

Finally, we evaluated how well our DRL method could generalize to various goal perturbations.
For each difficulty level, we randomly sampled 500 different positions in different regions shown
in Fig. 5.3. Table 5.1 lists all comparison results in terms two performance metrics. 1) success
rate defined as the ratio of successful trials over all trials, and 2) average steps to the first success
defined as the number of trials before reaching the target location precisely.
Across all difficulty levels, our DRL performed significantly better than the baseline DDPG method.
In particular, for the difficulty level of “hard”, the baseline method failed for all 500 tests, while our
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DRL method achieved the success rate of 0.28. Moreover, in terms of adaption rate to avoid dynamic obstacles, on average, our DRL (61.1%) is approximately 25 times higher than the baseline
(1.65%).
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CHAPTER 6: METASTABILITY INDUCED LEARNING

So far, we have explored dynamic ways to construct adaptive human-like learning capabilities using artificial neural networks (ANN). However, all such methods remains susceptible to exorbitant
power needs and significant compute resources which are often expensive to furnish. It is evident
fact that ANNs have proven to closely reflect behavior of a human brain, allowing the learning
systems to cognitively adapt to the problems so it can learn and model non-linear and complex
relationships between input stimuli and output. This end-to-end learning capability is proven to
solve common problems in the fields of AI, machine learning, and deep learning. In addition to
high energy requirements during training, standard ANN implementation also require high-density
(fully-connected) connections and data bandwidth between each node to attain abundant logic components to carry out algebraic transformations during training phase. These requirements can be
easily satisfied when training a model on tethered systems with abundant memory and compute
resources, however, such requirements become a fundamental bottleneck when training ANNs on
untethered, limited-resource platforms like FPGAs.
Despite improvements in FPGA densities, the numerous algebraic operations at each neural synapse
limit the size of network that can be trained on a standalone FPGA, thus making ANN applications less viable to be realized on small FPGA chips. We propose an implementation that is aimed
at reducing high-connectivity requirements within nodes without much compromise on learning
abilities of ANN. We use sparsely wired network structure and prove its equivalence to a fully connected structure. We achieve this by exploiting parallel architecture of FPGA hardware that can
reconfigure the synapse/node wiring in real-time, based on input stimuli. The sparse connections
between nodes are inferred from a metastable circuit. The metastable circuit induces its readout
stream to form sparse neural network assigning probabilistic weights to each neuron connection,
and is fine-tuned over time such that metastable readouts exhibit properties as of a probability den63

sity function (PDF) of model being trained. In this section we propose an end-to-end approach to
implement metastability-driven neural network (Meta-NN), and carry out its feasibility analysis on
well-established algorithms.

6.1

Overview. Metastability-Driven Neural Network (Meta-NN)

As for the hardware implementation technologies for deep neural networks (ANNs and DNNs),
while there is no single architecture that works best for all machine and deep learning applications, FPGAs can offer distinct advantages over GPUs and CPUs in embedded and IoT type of
computing systems. While GPUs excel at parallel processing, FPGAs offer hardware customization with integrated AI and can be programmed to deliver behavior similar to a GPU or an ASIC.
Specifically, 1) FPGAs can inherently achieve both high throughput and deterministically low latency that are critical for real-time applications like video streaming, transcription, and action
recognition by directly streaming video data into the FPGA, specifically customizing its neural
computing modes, and bypassing a GPU or a CPU. 2) Intrinsically, with FPGAs, designers can
conduct application-specific hardware fine-tuning, which often significantly improving power efficiency [25], thus opening up possibilities of deploying neural networks in performance-strict or
energy constraint computing systems. 3) Furthermore, FPGAs can become much more versatile
by integrating additional capabilities onto the same chip, therefore prolonging its product life that
are essential for use in industrial defense, medical, and automotive industries.
Given all these performance advantages, extensive research has been carried out to model neural
networks digitally, although mostly for ANNs. In fact, majority of such studies revolved around
CPU- or GPU-based software implementation of ANNs; much fewer studies involved hardware
ANN designs until recently [26]. It is due to the fact that, the size and complexity of ANN is
directly proportional to both, the total number of neurons, and the number of layers in the neural
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network. Thus for large-scale problems, scaling of ANN would require higher density connections
and more algebraic multiplier blocks on hardware. However, even with tremendous improvements
in FPGA densities and logic cores, the numerous algebraic operations at each neural synapse,
and highly redundant interconnection requirements limit the size of network that can be trained
on a standalone FPGA, thus making ANN applications less viable to be realized on small FPGA
chips. Therefore, achieving a generalized model of ANN on hardware fabric remains hot area in
the research community. Unfortunately, DNN implementation, in general, demands even larger
resource usage during training phase than the conventional ANNs because of maintaining dynamic
high-density interconnects and non-linear activation functions within the network.
Compared with conventional FPGA-based neural network implementations, Meta-NN replaces
densely connected neural network with a stochastically connected temproal-spatial computing
graph with only sparse interconnects, therefore avoiding high-density (fully-connected) interconnects and excessively high LUT occupancy. As a result, Meta-NN, if feasible, can effectively relax
growth proportion of interconnects w.r.t size of neural network, along with reduced energy values,
thus allowing neural network models to fit on single chip FPGA devices with reduced compute
overhead.
We first establish theoretical framework that guarantees equivalence between a randomly connected computing graph with a densely connected neural network structure. The theoretical basis of this equivalence the Stone-Weierstrass theorem, which enables uniform approximation of
a continuous (random) function defined on a Hausdorff space [a, b], as closely as desired, by a
polynomial interpolation to near linear function [69, 70]. Our approximation method conceptually
resembles how Liquid State Machine (LSM) establishes its equivalence proof that exhibits comparable properties (ex. sparse connections, fewer readouts etc.) [71]. Additionally, we leverage upon
studies carried out in [72], which emphasize that, provided sufficient number of neurons at hidden
layer, a three-layer NN with sigmoid function in hidden layer and a linear function on output layer
65

can virtually approximate any non-linear transformations [72, 73]. To summarize, the metastable
circuit induces its readout stream to form sparse neural network assigning probabilistic weights
to each neuron connection, and the implementation is fine-tuned over time such that metastable
readouts exhibit properties as of a probability density function (PDF) of model being trained.
Secondly, We, through exploring the phenomenon of metastability, designed a meta-stabilitydriven dynamic neural network architecture that significantly reduces its interconnect and energy
requirements while preserving its inference accuracy. Commonly seen as an unwanted property
in digital design, metastability causes signals to exhibit probabilistic behavior in asynchronous
time domain [74]. In contrast, Meta-NN leverages metastabiltiy to construct a high-entropy timing
violation circuit that generates stochastic outcomes in time domain. Although previously metastabiltiy has been explored to generate random bits through programmable delay lines (PDLs) that can
perturb signal propagation distance in the circuitry [75, 76, 77], we develop a hierarchical timingviolation based FPGA circuit by instantiating PDLs, and perturbing their propagation distance
dynamically on a temporal scale in order to a stochastic probability distribution function (PDF).
Such PDFs are subsequently utilized for reconfiguring the network connections and determining
weights of these interconnects. During training, the circuit is fine-tuned by end-to-end regression
(closed-loop feedback) until entropy is minimized and an optimal PDF is achieved (see Figs. 6.1
and 6.3).
Finally, We both theoretically and empirically validated our Meta-NN hypothesis by establishing
the equivalence homogeneous to LSM principles. Specifically. with our Meta-NN methodology.
we have prototyped a working model of non-tabular Q-learning algorithm inference with standard
benchmarking data sets. To further investigate the applicability of Meta-NN, we also performed
extensive cross-platform comparisons of our Meta-NN methodology on FPGA, CPU, and CPU
platforms.
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6.2

Meta-NN. Methodology Overview

Our proposed Meta-NN methodology possesses multiple architectural features that deviate from
the standard static ANN (Artificial Neural Network). First, our Meta-NN, unlike the standard static
ANN, does not require a task-dependent fixed topology of neural circuit. Instead, it relies on the
sparse neural connections dynamically determined by a metastable circuit (hence the name MetaNN). Second, our Meta-NN does not require well defined transitional sequence between internal
states of ANN for given stable targets. Instead, stable target states can be estimated from sparse
readouts of output neurons in the network. Third, the sparsity of a Meta-NN system is dynamically
adjusted by selecting stochastic interconnects, which in turn perturb the wights of output neurons
such that the network can reproduce temporal patterns equivalent to a fully connected network
model. In the following, after first establishing the computing equivalence between a sparsely
connected Meta-NN model and a fully connected ANN model, we present the general design principles of achieving hardware-level metastability as well as dynamically tuning a given metastable
circuit.

6.2.1

Computability Equivalence of Meta-NN

Theoretically, the computability of a Meta-NN system can be derived from applying the StoneWeierstrass theorem, which enables uniform approximation of a continuous (random) function
defined on a Hausdorff space [a, b], as closely as desired, by a polynomial interpolation to near
linear function [69, 70]. Distinctively, a Meta-NN does not possess fully connected links between
its neurons. Instead, the interconnects of a Meta-NN are defined by mapping functions that dynamically define weight values in response to incoming signals. To facilitate the following proof,
we assume that, given a continuous input function x(·), our targeted Mata-NN is expected to yield
an output signal y(·), which is a chosen function of time. Furthermore, we assume the length of
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weight vector w to be less than or equal to the length of input vector x. Mathematically, our MetaNN M needs to effectively map its input x(·) to a desirable output y(·). To this end, we denote the
mapping function as uM (t) which constitutes a transient response to its input sequence x(s), s ≤ t.
Note that the value of transient response states may change continuously over time and these states
contain all information about all preceding events till the time step s ≤ t. In this paper, we define
these transient states as so-called meta-states.
Mathematically, the meta state can be defined as an output of some filter (or circuit in our case)
QM that maps x(·) to y(·),

uM (t) = QM x (t) .

The readout map for meta-state is a transformation function f M that constitutes the current transient information into the output,

y(t) = f M uM (t) .

It is important to note that the Meta-NN QM does not need to be task specific, instead it can realize
any state representation as a function of time. However, unlike QM , the transformation function
f M requires to be task specific as it maps the meta-states to output readout neurons in a taskspecific manner. Formally, f M is a map from input X n into (R)k ; where X n is a subset of vectors
consisting of n time domain input sequences x ∈ X, and (R)k is a vectorized tuple of k functions
of time. The input-output relationship can be demonstrated as,
x(·) → (QM (x))(t) → uM (t) → f M (uM (t)) → y(t) .
| {z }
|{z}
|{z}
| {z }
| {z }
input

meta circuit

meta state

transformation

mapping

(non-

readout

function

steady)

function

output

This relationship clearly shows an end-to-end connection between a hardware-level metastable
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function generator (as shown in Fig. 6.1) and a Meta-NN network (see Fig. 6.3).
The Meta-NN depicted in Fig. 6.1 can be recurrently evolved in order to establish optimal weights
for inference. The evolution of a meta circuit is driven by the error value from a meta-NN, where
the error is the covariance of a time domain output sequence. We will discuss in detail about how
dynamic adaptation and meta circuit tuning can be performed in Section 6.2.3. The meta-circuit
mapping QM permits the transformation function f M to act as readout map without retaining
information of previous states meta-states uM (s), s < t. Additionally, f M is also time invariant,
means if there’s any given amount t0 of temporal shift in the input sequence x(·), it causes equal

amount of shift at output function y = f M uM (t) , that is,

f M ut0 (t) = (f M u) (t + t0 ) , ∀t, t0 ∈ R.

Arguably, the transformation function f M constitutes for all maps from input function of time
to output temporal patterns, and this can be satisfied mathematically with the help of StoneWeierstrass approximation [78]. Such approximation allows us to represent a continuous valued
function on a compact interval C ([a, b]R), where the polynomials are uniformly dense with respect
to its sup-norm. In order to show equivalence, we can first consider the interval as f ∈ C ([0, 1], R).
Once we establish the equivalence for this case, the general Stone-Weierstrass theorem will follow.
Since [0, 1] is a compact interval, continuity of f implies, such that for given ϵ > 0, there exists
δ > 0,
|x − y| ≤ δ ⇒ |f(x) − f(y)| ≤

ϵ
∀x, y ∈ [0, 1]
2

There exists M := ∥f∥∞ , since f is a continuous function on compact set. Then by above expres-
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sion, for any ξ ∈ [0, 1], |f(x) − f(ξ)| < 2ϵ , or alternatively f|x − ξ| ≥ δ. then
|f (x) − f (ξ)| ≤ 2M ≤ 2M



x−ξ
δ

2

ϵ
+ ,
2

(combining the above two inequalities)
2

x−ξ
ϵ
∀x ∈ [0, 1]
|f (x) − f (ξ)| ≤ 2M
+
δ
2
Using Bernstein polynomial interpolation [79], the above expression can be realized as

|(Bn (ξ, f ) − f (ξ)| ≤

ϵ 2M 1
+ 2 (ξ − ξ 2 ).
2
δ n

On [0, 1] interval, the maximum of ξ − ξ 2 is 14 ,
|(Bn (ξ, f ) − f (ξ)| ≤
So, take N ≥

M
.
2δ 2 ϵ

ϵ
M
+ 2
2 2δ n

Then, for n ≥ N
| (Bn (ξ, f ) − f (ξ)|∞ ≤ ϵ

This proves an uniform equivalence on a compact interval [0, 1]
The proof for functions with arbitrary intervals C[a, b] can also be proven with the Stone-Weierstrass
theorem that is extended to define homeomorphism continuity [80, 81], thus a composite continuous function can be realized on a compact metric space. A similar methodology has been adopted
to prove the computing equivalence of a reservoir computing network [82, 71, 83] to a traditional
fully connected neural network.
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Figure 6.1: Metastable hardware circuit with closed-loop controller

6.2.2

Achieving Metastability

Metastability, as a probabilistic phenomenon, can be defined as temporal signal patterns that are
asynchronous with the system clock in digital devices such as FPGAs. Once a digital device enters
into metastable state, its signal response to a given input sequence becomes stochastic in nature,
thus exhibiting high entropy. Prior work has established that metastable states can be sustained for
certain time periods governed by an exponential function and can be discretely adjusted by controlling its signal propagation path until specific task-specific conditions are met [84]. Although
the metastability phenomenon is typically deemed to be undesirable in deterministic circuits, its
tendency to accept adjustments through perturbing propagation paths makes it analogous to a programmable machine exhibiting probabilistic behavior at a hardware circuit level.
Multiplexer-Based Metastable Circuit.

Theoretically, a meta-stable circuitry can be realized

with a hardware-based PDF (Probability Density Function) that evolves recurrently in a closed
loop as shown in Fig. 6.1. However, since the duration of a metastable state is probabilistic, it is
rather difficult to directly exploit metastability to construct a programmable circuit. The key idea
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in Meta-NN is to achieve controllable metastability by instantiating a stack of bi-stable devices
(like DFFs, MUX etc.) that form a closed loop, and using their input sensitivities to program
the propagation paths. A primitive example of such a programmable metastable device can be
a combinatorial circuit of SR-latch that generates a single-bit stochastic output [85]. Actually,
such implementations have been extensively studied to implement true random number generators
(TRNG [75]) or random uncloneable filter (PUF [86]). However, these direct implementations can
not be straightforwardly scaled up for large-scale high-complexity problems. To construct a scalable metastable circuit, our Meta-NN methodology first builds redundant bistable circuits inside
a lookup table (LUT), and then use those LUTs as metastable sources, connected in a hierarchy,
such that each metastable device (LUT) is instantiated modularly. Such a hierarchical approach
can deliver a wider output bandwidth and denser programming bits, both of which are essential in
attaining precise control on programmable delay lines (PDLs). This type of hierarchy is further illustrated in Fig. 6.1, whereas modular instantiation of meta-circuits is shown in Fig. 6.2. Although,
with poor statistical properties, the modularity between circuits allow convenience of harvesting
n-dimensional metastable states at higher precision. Mainly because each preceding module can
act as an arbiter circuit for succeeding module, and succeeding module acts as a randomizer circuit.
Thus allowing to violate the setup/hold time requirements and incrementally altering the length of
signal propagation path, and filtering out the deterministic bits.
Timing violation through delays. Each module in a Meta-NN circuit is triggered initially by a
seed value generated by a pseudo random circuit like linear feedback shift register (LFSR). Once
triggered, the signal length of its propagation path can be perturbed with very fine increments or
decrements through varying the inputs to its LUT pins. A single-bit delay circuit example implemented with a 3-input LUT is depicted in Fig. 6.2(a) in Meta-NN. The LUT constitute of 2x1
multiplexers (MUXs) connected to a set of SRAM cells. The 1-bit input defines an address for
SRAM cell to be accessed and transmitted for output of the LUT. The LUT is programmed as a
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Figure 6.2: Tuning metastability as hierarchical instantiating of metastable circuits

PDL to transmit SRAM data cell to output through a custom propagation path. The propagation
line can be customized in 22 = 4 paths, each path has different resistance which would define the
time required to propagate signal from SRAM to output. For example, the propagation path illustrated in red color in fig. 6.2 is the shortest path when delay control pins are set to (A1 A2 = 00).
Similarly it can be programmed to be longest path (blue lines in Fig. 6.2(a) ) by setting delay
pins as (A1 A2 = 11). In this study, we used an Xilinx “XC7A35T-1CPG236C” device equipped
with 6-input LUTs, hence allowing us to have 25 = 32 discrete levels for programming delay
combinations.
Recurrent random events in non-steady state. The LUT based PDL described above can only
work for a single data-bit transmission. However, using an entire LUT for a single bit transmission
is certainly undesirable and expensive as well. These data bits can be increased at the cost of
reducing the bits from delay control. Or, we can retain the flexibility of finer PDL levels, and use
the modular structure depicted in Fig. 6.2 in order to recurrently access multiple LUTs at each
timestep, hence accumulating and producing a n-bit long signal by stacking multiple LUTs as a
metastability source collectively as shown in Fig. 6.1. Although, we can exploit the parallelism of
FPGA to recurrently access n-LUTs circuits, we would still require to harvest the output of LUTs to
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derive a distribution that possess statistical properties of a probabilistic function. The harvesting is
done by accumulating each output signal of LUTs as random events, and perform synchronization
of random bits arriving asynchronously as mentioned in [87]. This can be efficiently implemented
using the circuit depicted in Fig. 6.1, which has arrays of LUTs and their corresponding output
get latched in a harvesting module. This harvesting block can be realized as discrete random
distribution function comprised on n random events. The random distribution constitutes as PDF
function for defining efficacy mapping of for metastability-driven dynamic neural network (MetaNN depicted in Fig. 6.3).

6.2.3

Tuning Metastable Circuit

Metastability in a bistable circuit can only be successfully measured within a narrow time window
around its setup/hold times. This time window is typically minimized by its circuit manufacturer and it varies with spcific technology node. Therefore any array of bistable circuits cannot
straightforwardly achieve metastable state, instead it requires to adapt the PDLs with constraints
of hardware. The delay difference ∆ need to vary to balance the entropy of circuit. A straightforward approach would be to update/correct the delay difference (∆) based on the error feedback
from Meta-NN module.
Tuning Circuit. We can formulate a closed loop proportional-integral (PI) controller in order to
establish a feedback loop mechanism as shown in Fig. 6.2. If the delay difference from a PDL is
similar to the smallest width of setup/hold time window δ, then a PDL delay D(·) for any given
input can be written as D(i) = i × α + (1 − i)(α + δ), where α is the delay coefficient value. As
such, each PDL block comprises of two LUTs (see Fig. 6.2, where these two complementing LUTs
inside a block are just the inverted patterns of the main LUT, making this block a differentially programmable delay block, whose delay value can be defined as Ddiff (i) = (1 − 2i) × δ = (−1)i · δ,
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where i ∈ {0, 1}. The hierarchical structure of PDLs packed in group of two, can efficiently generate any delay sequence desired for Meta-NN. Additionally, this arrangement can attain extremely
fine tuning of delay lines by instantiating preceding PDLs to successors. For instance, the first
delay block has two PDLs (2x LUTs), the second inherits and has four PDLs, and so on. A generP
alized expression for total delay difference that can be incurred would be: ∆f = ki=0 (−1)Ci ∗2i δ,

where Ci is the least significant i-th counter bit (ith LSB) at i = 0. And i = k is most significant bit
(MSB). The total delay δf incurred is adjusted based on a given Meta-NN’s requirements through
tunning the circuit in two modes. coarse and fine tuning.
Fine and Coarse Tuning. The coarse tuning (δco ) is responsible to lower resolution MSBs in the
distribution, whereas fine tuning mode (δf n ) is capable to adjust on precise resolution LSBs in the
delay line. With fine delay block with n PDLs, and coarse delay block with m PDLs, we can define
a delay range R = {n·δf n +m·δco , −n·δf n −m·δco }, and ∆f = wf n ·δf n +wco ·δco , where the weights
wf n and wco can be carefully defined over inequalities {−n < wf n < n, −m < wco < m}. This
allows producing any delay difference in range R. These weights are used as the tuning levels
in the circuit depicted in Fig. 6.2, and the decoder uses these weights to perform binary counting
function to differentiate total number of high bits for both delay lines (top and bottom) in each PDL
block. For any input I t [i] ∈ {0, 1}, or I b [i] ∈ {0, 1} to top or bottom delay paths respectively, the
P
weights are defined as w = ni=1 I t [i] − I b [i]. Thus the decoder in circuit would use the weights
to perform mapping of every PDL block to counter values, differentiated with PDL output values,
to adjust the counter in a closed loop feedback from PDLs.

6.3

Meta-NN. Hardware Design

FPGA accelerators can be seen as natural choice when it comes to parallelize neural network computations. Mainly due to the fact that FPGAs allow spatial architecture of hardware access, thus
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Figure 6.3: Neural network architecture of Meta-NN

allowing a neural network to be realized as a 2D lattice, where each node can interact parallel and
simultaneous with neighbor nodes. FPGA implementation of ANNs conceptually take the entire
network as whole and deploy it at once on the fabric, such that each instruction receives its own
dedicated hardware block, and every hardware block can be executed simultaneously (same clock
cycle), creating extreme parallelism in implementation [88]. However, simultaneous execution of
instructions requires tremendous amount of interconnect densities, and redundant data-paths resources, which makes implementation of large-scale ANN systems non-viable on FPGAs. Fig. 6.3
illustrates dynamic interconnect mapping efficacy, which allows to reproduce specific target outputs based on temporally integrating random weights in the neural circuit.
Metastability-Defined Network Paths.

Our method addresses above issue by introducing dy-

namic reconfiguration of network paths. Instead of having redundant fully-connected network
branches which remain to be fixed for an entire operation period, dynamic reconfiguration allows
to define paths based on the need of a specific inference task. Specifically, Meta-NN adjusts its network topology dynamically and does not follow a fully connected symmetric topology. In contrast,
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it uses a sparse model of connections, which is suggested from non-steady probabilistic metastable
circuit detailed in subsections of Chapter 6.2.2. In fact, the probabilities are in the range of (0,
1) defined as fixed-point implementation, which means that they can be represented as unsigned
integers without much concern for scaling. Along with that, all neurons in the hidden layer of
a Meta-NN are activation functions whose outputs are bounded by sigmoid excitation function,
which is a bounded function, thus keeping weights bounded and propagating them sub-linearly to
avoid numerical instability.
Replace Redundancy with Recurrence. The advantage of Meta-NN is that we can reduce the
dimensionality of network interconnections by establishing sparse efficacy map over redundant full
connections. The sparsity does not trades-off the power of non-linearity of network, due to the fact
that every module on the FPGA device is executed in parallel and that enables metastable circuit
to recurrently propose dynamic interconnect efficacy maps. Thus, for each steady neuron synapse
in Metastability-driven ANN (Meta-NN), a path can be defined to access any other neuron through
a dynamic meta-state uM (t). Note that at any specific timestep, Meta-NN does not guarantees
all possible datapath connections between neuron synapse, as offered in a fully-connected system.
However it can asynchronously modify the network topology to integrate required datapath mapping in next clock occurrence. This property can arguably raise limitations for Meta-NN, as the
efficacy mapping is directly dependent on stochastic PDF model, and attaining most optimal PDF
for a task is non-trivial problem itself. We address this constraint by introducing a transformation
function f M (uM (·)) at the output readout. f M is memoryless and time-invariant, therefore it does
not creates additional resource overhead, but it can retain information about previous temporal
shifts in input-output which is leveraged by meta-circuit to infer best possible interconnect mapping by adhering to temporal shifts. Our proposed methodology can evidently be categorized as an
offshoot of Reservoir Computing (RC) neural network described in [82, 89]. However, Meta-NN
differs significantly as it allows flexibility to dynamically adapt the reservoir layer connections in
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RC, that too in online fashion during ongoing inference.
Meta-NN Bandwidth. Digitally identical to the standard architecture of a neuron synapse, a unit
neuron inside a Meta-NN constitutes of simple arithmetic elements (ADD, MUL, etc.) together
with activation function modules. We set the data resolution inside each neuron to be 1-byte long
in order to restrict the cost of resource requirements. Additionally, all input data are resolved
bitwise through PDLs in batches of 32x8 bits. Furthermore, each input is normalized with the
range of −1 to +1, and padded by 17 bits in terms of the weight value of a neuron, where 1-bit
is to retain the sign, and other (8 + 8) bits are for identifying fraction terms of input after getting
encoded with weights. After passing through the activation module, the output is obtained as a
signed 25-bit sample, with a nomenclature of (1 + 8 + 16) − bits for sign, whole, and fractional
respectively. Although, modifications of precision can be easily made without making significant
changes to our primary methodology, a lower precision length is deliberately chosen in order to
avoid excessive resource overhead, thus reducing the overflow per neuron. Finally, we exploit the
parallelism of FPGA, and make simultaneous updates to all neurons (in the same clock instance).
With a lot of recurrency in calculations, the small precision variations in input samples seem not to
affect the accuracy of our Meta-NN, as all of its layers are affected (to some extent) by these input
changes, therefore our Meta-NN inherently develops certain tolerance to the precision variability
of all inputs.
Meta-NN Layer Multiplexing.

We adopt the layer multiplexing method proposed in [72] and

integrate it with metastable circuit for constructing neuron layers inside a Meta-NN. Layer multiplexing allows allocating a single largest layer with maximum number of neurons with its control
block to carry out arithmetic operations. The single layer is sequentially multiplexed to exhibit
functions of all layers in the network with every MUXed mode. The only additional component
required to operate a MUXed layer constitutes of a MUX-controller block, which depicts as a finite
state machine (FSM). The MUX-controller ensures that behavior of each layer in the network is
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complete by determining appropriate active neurons, and assigning them right inputs, weights, and
activation values from block memory. For instance, if X is the input vector to the network, and
L1 , L2··· Lk be the number of neurons in layer 1, 2 . . . k. Now, lets assume any layer, say Lm−1 th
layer has the maximum neuron count, then only Lm−1 will be allocated the hardware space with
each neuron having its arithmetic control blocks with each neuron having maximum inputs. Layer
Lm−1 would suffice to represent all other layers in ANN that require resources less than Lm−1
itself. Thus realizing layer multiplexed NN model allows to off-load redundant resource overhead
for FPGA.
Metastability-driven Neural Network.

Although, the dynamical reconfiguration of intercon-

nects categorize as non-linear, but the only weights that get perturbed are for those synapse connections, which can be accounted as “mapped” to the output neurons at a given timestep. Thus,
a quadratic error function can be defined with respect to temporal network parameters and can be
easily differentiated to a liner circuit system. Additionally, the reconfiguration of interconnects
is adjusted at circuit level which enables changing the network architecture in real-time, allowing
Meta-NN to ideally possess unique neural connections at every time step.

6.4

Experiments and Results

To make our study concrete, we have prototyped a hardware implementation of Meta-NN that
computes a Q-learning inference model on an Artix-7 XC7A35T-1CPG236C FPGA device. We
choose the Q-learning algorithm for benchmarking Meta-NN because: (i) Q-learning 1 inference
algorithm [90] has been widely adopted for deep reinforcement learning, thus becoming a de facto
generalized computing model for AI-based hardware accelerators; (2) Q-learning heavily relies
on recurrent updates, therefore challenging for conventional hardware implementation techniques.
1

Readers can follow [90] and [91] to learn more about Q-learning.
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Figure 6.4: Exploded view of update stage in Meta-NN iteration

A successful implementation of Q-learning model with our Meta-NN methodology would greatly
illustrate its performance advantage for recurrent inference models; (3) Q-learning has a notorious performance limitation due to its exponential growth in complexity while its problem space
increases, therefore can potentially better highlight the resource and energy benefits of our MetaNN methodology. As such, Meta-NN can be rigorously evaluated in order to examine if it can
substantially reduce its synapses requirements as claimed in Section 6.2.
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6.4.1

Hardware Design and Experimental Setup

The proposed hardware system for a Meta-NN based Q-learning, consisting of N states and M
actions per state, is depicted in Fig. 6.4. Note that although there is a possibility of N M stateaction pairs (si , aj ) ∀{si ∈ S N , aj ∈ AM }, our proposed design only consumes N × M blocks
in physical hardware, through dynamically assigning all weight values corresponding to every
required (s − a) pair at any given time. At the initial stage, this Meta-NN system will be first
triggered with a clock edge, and then randomly initializes the value for s0 as start state to register
REGs0 . Subsequently after every kth clock cycle, one batch of input samples are registered with
a frequency Fs = 1/Ts , where Ts is the sampling time required to store each observed sample. In
this study, our hardware design strictly follows a discrete clock sensitivity.
To further understand the working mechanism of our Meta-NN machine, we present an exploded
view of update stage in Meta-NN iteration in Fig. 6.4. Specifically, the sequence of algorithmic
steps can be described as the following:

• During k-th iteration, the observed state REGsk would accumulate value for snk , where n
represents the state index. Similarly, am
k will be the m-th action taken in k-th iteration.
• The register unk with length of m-bits indicates to enable or disable the value storage register
for action-value update in n-th state done in k-th iteration.
• Reward rn is derived from 2-input LUT, which fetches signed binary reward from SRAM
cells. The reward modes are -1, 0, and 1. As explicit as their numerical values, rewards are
assigned based on success, transition, and failure criteria.
• At k + 1 iteration, n-th future state can be defined as snk+1 , and the Q-update can be taken as
max Qn for (k + 1)-th iteration.
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• The entire Q function can be represented as a 2D register Qnk depicting m action values in
n-th state.
• The discount (γ) and learning (α) rate are unsigned values stored in SRAM block.
Overall, as shown in the Fig. 6.4, the metastable stage (MS) block gets triggered with a random initial state distribution, which in turn generates various action trajectories encoded as bit sequences
drawn as random events from a pre-configured PDF. Furthermore, each action trajectory is indexed temporally and generated during a number of clock cycles that are equal to the dimension
of all available actions. Subsequently, these action bits are post-processed in order to decode these
obtained probabilities into their corresponding actions, such that an action azk is:
azk = P1 × azk−1 + P2 (mod(M )),
where azk is an integer in range (0, M ), and azk−1 is the previous action drawn from a metastable
distribution. Here, the coefficients P1 and P2 are constants that are updated at the end of each
iteration. At the end of each iteration, all resulted actions will be latched as a FIFO sequence, and
then sent to the update stage or US block, a combinational block that determines which (snk , sm
k )
will be updated. Afterwards, each of these US blocks will return a column vector unk :
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where each unit un,z
k is 1-bit flag that indicates if any action matrix element needs to be updated.
Here, a logic high value represents ‘must-update’, and a low value represents ‘no-update’ requirements. At every iteration, only single action bit will signal as high for update. The update operation
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Figure 6.5: Single pass iteration of Meta-NN in clock cycles

makes the column vector unk right shift if snk == n. Moreover, if un,z
k flag shows logic level high
for an action azk , the system also updates corresponding Q-value (state-action value) Qk (snk , am
k ).
Q-values are held in N × M registers during ongoing iteration. After Qk (snk , am
k ) updates are
done, the values for k-th time step are transported to a BRAM of size 4 × N × M . The allocation
inside SRAM is done by assigning one N × M memory block to future state selection, thus for
n
every (snk , am
k ) pair, we have 1-step look-ahead table always ready to predict sk+1 -th state. Another

BRAM of identical size is used to store values Qk (·, ·) for each (snk , am
k ) pair, followed by memory assignments for immediate reward r, and finally last N × M BRAM resource is assigned to
store binary selector bits for M actions in N states — at this point, completing the single-pass of
algorithm on hardware.
All iteration stages carry out computations in a recursive manner. Each pass of input-output during
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one single iteration takes 4-clock cycles, from its meta-state observation to new value updates
stored in the BRAM. With an internal clock speed of 100 MHz, it takes 40 ns (40 × 10−9 s) for one
inference iteration to complete with hardware. Fig. 6.5 illustrates all individual steps during each
cycle of iterations. Additionally, after all updates, our Meta-NN block takes ≤ N XM (worst-case)
clock ticks to generate a new efficacy mapping for actions. (see Fig. 6.3 and 6.1 for the complete
system architecture). Intuitively, the total number of clock ticks required for a Meta-NN block can
be significantly reduced through carefully selecting an appropriate level of interconnect sparsity.
However, currently, there is no specific methodology to systematically minimize the required level
of interconnect sparsity except empirically determining it according to the specific complexity of
a given problem.

6.4.2

Results Analysis and Discussion

In this section, we first demonstrate the learning success of our Meta-NN prototype system, as well
as illustrate its equivalent computing power when compared against a standard fully connected
ANN for a standard Q-learning algorithm. Next, to demonstrate the computing effectiveness and
performance of our Meta-NN system, we perform a run-time comparison between our Meta-NN
system and a recent baseline system in terms of absolute wall-clock time for the same Q-learning
benchmarking application. Finally, to illustrate the scalability of our Meta-NN methodology, we
conduct multiple hardware implementations for different system sizes and present the increasing
trend of overall resource usage with the growth in state space for both our Meta-NN and the baseline.
We used a fully-connected Q-learning NN implementation proposed in [92] as our baseline. Our
targeted problem is a 2D maze routing problem, of which the objective is to navigate to its terminal
state in fewer steps possible. Specifically, its action space remains to be a 4-tuple constant for
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Figure 6.6: Comparison of Meta-NN inference performance against baseline neural FPGA-NN
implementation
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moving in all four directions on the grid (up, down, left, right). However, all actions of this 2D
maze routing problem are stochastic with ϵ = 0.3. Because the state space of this problem can
grow infinitely, keeping the complexity of problem admissible for evaluating high-dimensional
performance is crucial. Fig. 6.6 illustrate the performance by drawing comparison of a reward
signal per unit inference step. The state space size used for all those runs was 220 = 1048576,
which is slightly over 1 million states. Fig. 6.6(a) and 6.6(b) present multiple independent runs for
both the baseline and Meta-NN, respectively. The oracle line in each plot determines the criteria
of learning success, i.e., reaching the terminal state, hence accomplishing its learning objective. In
order to ensure the repeatability of solutions, multiple runs were carried out in each case.
Form Fig. 6.6(a) and 6.6(b), it is evident that the baseline settles down to the oracle quite quicker
than that of Meta-NN trend in Fig. 6.6(b). However, we will see that the baseline takes significantly longer wall-clock time per inference instance. Maybe more importantly, with a growing
state space, the learning performance of the baseline tends to deteriorate precipitously (see Table 6.1). Additionally, our Meta-NN utilizes much fewer compute resources at a level of 35%
sparsity. Finally, a side-by-side comparison of an average run for both baseline and our Meta-NN
is depicted in Fig. 6.6(c), showing that, after initial iterations, our Meta-NN exhibits a learning
success equivalent to a fully connected ANN baseline.
To further validate the performance advantages of our Meta-NN system, we also measured each
inference period in terms of the total wall-clock time taken per run. As shown in Fig. 6.7, our
Meta-NN system exhibited a relatively long inference time at the beginning, mainly because of
arbitrary interconnects being used at its initial stage. However, quite interestingly, our Meta-NN
system rapidly adapted to its desired probabilistic distribution, hence requiring much less time in
order to perform forward-passes in its network. This phenomenon has resulted in a significantly reduced time period, which can be observed between x-axis values of 550 and 750 in Fig. 6.7. In fact,
merely after 33% elapsed runs (after elapsing gray-color area in plot), our Meta-NN system over86
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Figure 6.7: Comparison plot for physical time per inference

took the baseline in learning rate. Eventually, our Meta-NN system settled down to a steady rate of
0.002439 seconds/inference (2.439 ms) after 51% of its elapsed runs. Notably, such a settlement
time remains to be unattainable for the baseline even at its last recorded iteration. Specifically, our
baseline attained 0.0098968 seconds/inference (9.896 ms). These findings clearly demonstrated
that our Meta-NN system possesses a slight performance edge over the baseline system, but with
significantly high hardware efficiency and design scalability.
To investigate the design scalability of our proposed Meta-NN methodology, we measured the
hardware usage, especially the BRAM utilization, for both our Meta-NN and the baseline while
incrementally increasing the state space size and varying sparsity of interconnects. As shown in
Table 6.1, Meta-NN with sparsity level of 0% has zero sparsification, hence it becomes identical to
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Table 6.1: Max inference error with growing state space
# of
states
220
222
224
226
228
230

Error:
Error:
Error:
Error:
Error:
Error:

Baseline
FNN
3.11
3.37
5.34
XX
XX
XX

0%
4.07
4.32
5.97
XX
XX
XX

Meta-NN Sparsity (%)
15% 35% 40%
7.91 10.53 14.80
8.08 17.99 22.75
11.71 23.00 29.43
XX 39.30 48.07
XX
XX
XX
XX
XX
XX

45%
24.03
29.38
33.71
56.61
76.97
XX

fully-connected network, where each neuron has direct link to its adjacent-layer neurons. We alter
the interconnect sparsity by perturbing number count of PDL-LUTs in the meta-circuit shown in
Fig. 6.2. Here, sparsity of 0% indicates that the number of PDLs equals to the number of neural
nodes in the implemented network, hence becoming the identical representation of our baseline
but with extra hardware overhead. Similarly, higher sparsity percentage has lower resolution of
interconnects and PDLs in a system. Table 6.1 clearly demonstrates distinctive performance of
Meta-NN in tackling high-dimensional problems. In contrast, our baseline method has experienced
synthesis time-out, resulting in hardware implementation failure when given a large-scale problem.
Such failure runs are shown as XX in Table 6.1. Finally, by observing the failure occurrence, we
can correlate that growth in dimensionality impacted sub-linearly to the performance of a Meta-NN
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system, thus making it viable enough to be considered for large-scale learning problems.
We study the implementation scalability of our Meta-NN methodology in terms of hardware resource utilization. Fig. 6.8 illustrates that our Meta-NN system does not incur an exponential
increase of BRAM utilization even given a significant size increase in state space. In this study,
a 100% utilization of BRAM signifies an invalid allocation of memory resource. As such, our
baseline system did not pass its logic synthesis stage after the state space of our benchmarking
problem grew beyond 226 . To make our comparisons fair, the sparsity for each state space instance
of our Meta-NN system was kept at maximum while registering BRAM resource information. For
example, for a state space of 230 , we used 45% sparsity for our Meta-NN system. It is interesting
to note that our Meta-NN system has experienced a logic synthesis failure for the state-space of 230
dimension. However, even after this failure, it did not exhaust the BRAM resource entirely. This is
mainly because of the LUT-based modular structure of our Meta-NN circuit design (see Fig 6.5),
as well as the fact that our Meta-NN system decentralizes its memory load per timestep through
multiplexing Meta-NN layers temporally.
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CHAPTER 7: CONCLUSION AND DISCUSSION

“We may hope that machines will eventually compete with men in all purely intellectual
fields. But which are the best ones to start with? Even this is a difficult decision. Many
people think that a very abstract activity, like the playing of chess, would be best. It can also
be maintained that it is best to provide the machine with the best sense organs that money
can buy, and then teach it to understand and speak English. This process could follow the
normal teaching of a child. Things would be pointed out and named, etc. Again I do not
know what the right answer is, but I think both approaches should be tried.”
— Alan Turing, Computing Machinery and Intelligence, [93]

This dissertation focuses on facilitating a viable reinforcement learning solution for agent-based
systems (especially robotics) that experience randomness while operation, and that, the bounds of
randomness cannot be realized or computed beforehand. From modeling perspective, the models
we developed can be classified into broader category of reinforcement learning, where each model
regressing a gradient to infer optimal actions. We start by proposing computing reusable policy
gradients by representing policy gradients as Gaussian Mixtures instead of parametric vectors.
In the next step, this dissertation also argues on achieving better performance when a Bayesian
policy gradient is transformed to learn kernel embeddings in place of value functions for policy
gradient. The proposed non-parametric approaches are validated with case studies that employ
non-parametric Bayesian policy gradient in simulation as well as in physical capacities. The key
idea is to leverage Bayesian policy gradient by encoding knowledge bias in posterior estimation,
which in turn alleviates future policy search explorations, in terms of sample efficiency and when
compared to random exploration based policy search methods. Policy priors are represented as
Gaussian mixtures, which allow tractable computation of approximate posterior (when true gradi90

ent is intractable), by incorporating guided bias as proxy from prior replays.
Furthermore, the bottlenecks are identified which arise when implementing kernel-based function
approximators with standard neural network architectures. To address those bottlenecks, a generic
neural network architecture is presented that is constructed by observing probabilistic behavior
of bistable circuits using FPGA hardware. Besides providing theoretical guarantees for proposed
methodologies, an end-to-end solution is provided by using hardware-based metastable neural networks (Meta-NN) which programs neural connections as probabilistic behavior on circuit-level
through delays created by timing violation scheme. Meta-NN allows low-latency inference capabilities along with reduced hardware, due to the fact that it utilizes compact neural network architecture comprising of layer-multiplexed neurons, which equivalently play role of multi-layered
network by spatio-temporal multiplexing of synapse connections per clock instance.

7.1

Discussions

Despite witnessing rapid advances in the field of reinforcement learning over the last few years, it
is clear that many challenges still remain. One of the well-respected and often cited benchmark in
this field is robotic control. Recently, many research advances have shown very promising results
in agent-based robotic control. Inspired by recent advances like [49, 4, 94, 7] and by amalgamating
them, our study proposed many practical benefits in terms of modular learning methodology for
bounded variation problems, or non-parametric Bayesian learning approaches to reduce parametric
complexities during learning. Although these methods evidently managed to reduce the amount
of samples required by the algorithms, they do it by increasing both conceptual and computational
complexity of the models. We explored avenue of integrating hardware-based function approximators which relies on relatively simple and homogeneous operations repeated in temporal layers,
which decrease code complexity. It uses parallel execution of arithmetic operations on FPGA,
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which has all computational components sharing same silicon fabric; which in practice results in
high performance even with approximators or neural networks of lesser order or low depth. We
hope that many of the architectural elements proposed in our research can be reused and pave the
way for future inspirations in this line.
We would also like to discuss some key challenges we encountered during this research. A central
challenge lies in how we can construct a generalized architecture that can abstractly work for most
policy based inference methods. A possible line of research in this regard would be to realize
policies with initial belief distributions that disambiguate between residual hypothesis incurred
from overestimation. Another future direction in this line would be to examine the effect of isolated
neurons in Meta-NN. Since Meta-NN performs layer multiplexing and there are various neurons
that physically do exist but does not become part of operation due to sparsity (their interconnects
are set to zero). To make further progress, it is these kinds of problems that we must turn to next.
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