While significant theoretical and experimental progress has been made in the development of neural network-based systems for the autonomous identification and control of space platforms, there remain important unresolved issues associated with the reliable prediction of convergence speed and the avoidance of inordinately slow convergence. To speed convergence of neural identifiers, we introduce the preprocessing of identifier inputs using Principal Component Analysis (PCA) algorithms. which automatically transform the neural identifier's external inputs so as to make the correlation matrix identity, resulting in enormous improvements in the convergence speed of the neural identifier. From a study of several such algorithms, we developed a new PCA approach which exhibits excellent convergence properties, insensitivity to noise and reliable accuracy.
INTRODUCTION
One motivation for the development of active neural control technology is the realization in space systems of a high degree of autonomous behavior that provides constant health monitoring and fault tolerance with minimum human intervention. Because unanticipated changes may occur in any part of the system, autonomous control systems must be capable of identifying all relevant system parameters while in operation. The foundation of our investigations is a highly modularized processing architecture for neural algorithms in identification (ID) and control2 devised some years ago. The basic capabilities of this architecture for both identification and control adaptation have been demonstrated experimentally. For example, in the Adaptive Neural Control Program for the Air Force Research Lab (AFRL), autonomous control algorithms for vibration suppression were demonstrated on the ASTREX testbed3'4. These experiments not only showed completely autonomous convergence to a high performance controller, but also automatic controller reconfiguration/recovery following the simulated failure of randomly selected subsets of the actuator hardware units. The central core of our architecture is an identifier module, which is used both for adapting a plant model and for optimizing the control law. Our experience in the use of neural identifiers, particularly those based on gradient descent, has shown that the speed of convergence of unaided algorithms is inadequate, due to the ill-conditioning of the correlation matrix associated with the regressor vector, especially in the case of lightly-damped structures.
In this paper, we consider the use of Principal Component Analysis (PCA) algorithm that can be used to improve the predictability and speed of convergence of a wide variety of adaptation systems. We begin in Section 2 by presenting the basic identification algorithm and illustrating the convergence speed issue by numerical results on an apparently benign, three mode example. PCA algorithms are introduced in Section 3 where we develop a variant of the standard algorithm which is less sensitive to process noise and faster to converge on higher order principal components. The efficacy of this algorithm is illustrated by numerical results on both the three-mode example and on a 100-mode model of the UltraLITE large space optics test bed of the AFRL.
BASIC SYSTEM IDENTIFICATION ALGORITHM AND CONVERGENCE SPEED ISSUES
In order more clearly to motivate the subject of this paper, we first discuss the nature of convergence speed issues encountered with backpropagation-based neural networks or similar LMS-style adaptive signal processing schemes.
Moreover the issues with which we shall be mainly concerned do not depend upon whether or not the control system or identifier is linear or nonlinear. Therefore, for simplicity and to focus ideas, we consider the problem of identifying a linear plant. The structure of the neural identifier depends upon the model form with which the plant is represented. To address the most popular model form, suppose the output, y(k), of a linear SISO system with input x(k), can be represented by the ARMA model; y(k+l) = WpT X(k) (l.a) X(k) = [y(k), y(k-1), ... y(k-N+1),x(k), x(k-1), ...x(k-N+l)]T (1 .b) where QT denotes the transpose, N is the order ,X is the 2N dimensional "regressor vector", assumed to be measured and Wp is the vector of ARMA coefficients. Now, given X, the simplest neural net for representing the above system, using the definitions in the reference2, consists of an input layer, accepting X(k) at each time k, with signals feeding into a single output neuron with synaptic connectors having a 2N dimensional weight vector, W(k). The output, z(k+1), is thus given by:
This is then subtracted from y(k+1) to obtain the output error:
Supposing that our neurons are two-way devices as in the reference2, we feed e(k+ 1) back into the backward path of the output neuron. Following the rules in the reference2 for updating the weight of each synapse, we find that the change in W is proportional to the dyadic formed from the forward path input to W and the backward path input to W:
where:
Here, i(k) is a time varying adaptive speed and a is a constant. The definition of i is one of the distinguishing features of our work. It allows us to choose the constant a once and for all and, under quite general conditions, guarantee convergence. These matters are considered in some detail in the reference2. For a general identification system, even a nonlinear system, the following result holds: If there exist weight values such that z can duplicate y exactly and if the square of the norm of the error , considered as a function of the weights, is a homogeneous function of degree M, then cx<M implies that e(k) converges to zero. In the above linear problem, the square of the error is obviously a quadratic function of the weights (M = 2). Hence, if y can be represented exactly by a system of form (2) for some value(s) of W, then cx<2 implies convergence of Ie(k)I.
Because it results in one-step convergence in the one-dimensional case, we most often use the value a =1.
Next, in order to say more about the rate of convergence, we need to recast (4.a) into a more suitable form. Define:
Then:
e(k+l) = w(k)T X(k) (6) Using this expression in (4.a) and replacing W in favor of w, we get:
where I denotes the 2N dimensional identity. By the way, equation (7) is in no way peculiar to our particular neural net architecture -it is the basic "prototype" equation for studying the convergence behavior of virtually any adaptive system: controllers, identifiers, linear or nonlinear neural networks or LMS. Correspondingly, the convergence speed issues are common to all these systems as well.
Equation (7) describes the evolution of the deviation, w, of the weight vector from the values that permit z to exactly match y. The behavior of the mean of w or the norm of w gives some notion of the rapidity of convergence of (4). There are veryfew exact results, particularly when a is of order unity (a not small). However, for small a, results such as those reported in [5] show that the expected value of w(k) asymptotically approaches wa(k), where:
We see that R ( often called the "confluence matrix") is the second moment matrix of the normalized net input, X/ IIXII. The sum of the eigenvalues of R, trace(R), is unity. Thus the rates of geometric convergence have the form (1 -aAj, where 2. is any one of the (non-negative) eigenvalues of R. We cannot make this factor small by increasing a indefinitely because, in general, a<2 is necessary to ensure that W(k) is bounded. Thus, if R is ill-conditioned, i.e., has a set of small eigenvalues, then I1-&J will be nearly unity, and convergence can be very slow. Equations (8) (9) pertain to the case a <<1, but it is still arguable that (8) (9) gives the leading term in a sequence of asymptotic approximations and adequately portrays the dominant factors in convergence speed even when a is of order unity.
Slowness of convergence is a problem that depends on a very complicated way on the system dynamic parameters, sample rate, the number of delays in the ARMA model, etc. The sensitivity of convergence speed to system parameters and the fact that slow convergence can even occur for relatively low order, apparently innocuous systems are well illustrated by the following "three mode example". This is a single-input, single-output system with just three lightly damped resonancesapparently a trivial example. The discrete-time model is given by:
[s3 Finally, in (10) X(k) is a discrete time white noise process that is normally distributed with unit variance.
Given the above system, we construct a simulation T steps long in which the regressor vector, X, is assembled and the system identification algorithm, (2)- (4) is implemented. Although rigorous requirements for convergence are satisfied, a typical run with N=6, a =1 and T=h000 results in very little decline in the output error. Figure 1 shows the system output and the output error, e(k), versus time steps for these values of parameters and for an initially zero weight vector. Apparently, e(k) persists throughout the entire 1000 steps without any evidence of further improvement. For the same case, Figure 2 shows the time variation of the elements of the weight vector. Again, there is no appreciable tendency toward convergence. The standard algorithm, (2)-(4) does converge but it would require a simulation over a much larger time period to reveal this numerically.
For the above simulation oflength T = 1000, the eigenvalues of R are found to be: 
In view of relations (8) and (9) and the eight orders of magnitude spread in the above eigenvalues, it is not surprising that convergence is glacially slow. Considering that this sort of phenomenon can occur for such a simple example it is vital to address the root cause of the problem in order to assure reliable operation of neural adaptive systems for applications of practical importance.
INPUT PRE-PROCESSING: BASIC PCA ALGORITHM AND ITS LIMITATIONS
The above discussion hopefully provides convincing motivation for the present study. Furthermore, equations (8) and (9) suggest some ways out of our difficulty. The first possibility considered is to make the confluence matrix well conditioned by transforming the regressor vector before it is used by the neural identifier. In other words, replace X(k) by Y(k) where:
Furthermore, we form the estimated system output as:
so that the output error is:
and W is updated according to:
In this case, in place of equation (7), we have:
In view of the analysis underlying (8) and (9), the idea is to choose Q so that the correlation matrix of Y is well-conditioned.
In fact, the ideal requirement is that:
Moreover, we seek algorithms for determining Q to satisfy (20) that can operate in real time on current data, are adaptive and can be implemented in parallel computations. It turns out that these basic requirements are satisfied by the family of Principal Component Algorithms (PCAs). What is more, PCAs can be directly implemented as neural network algorithms. In the following, we discuss the background of PCAs, then briefly describe the innovative developments of the present study.
Principal Component Analysis is discussed by Preisendorfer6 and Jolliffe7. PCA was first introduced by Pearson8 and later developed independently by Hotelling9 and Karhunen10. It was further generalized by . The modern version, in the form of a feedforward neural network that extracts the desired number of eigenvalues ('principal components") is described by Sanger12, who also gives a proof of convergence. This basic neural network version is termed the Generalized Hebbian Algorithm (GHA).
The most elementary component of GHA that extracts the first "principal component" of an N-dimensional vector time series, {X(k); k=1 ,2,...}, consists of an input layer of N neurons (which receive the elements of X at each time step) with synaptic connections that converge into a single hidden neuron, the output of which fans out to N output neurons. All neurons are linear and the weight vectors of both the "fan-in" and the "fan-out" sets of synapses are the same weight vector, call it w(k). Thus the net output is (w'*X)X. We form the error signal by subtracting this output from the original input, X. The next step is to use some algorithm for recursively adjusting w so that the norm of X-(w' *X)X is minimized. In other words, we are trying to make the network optimally approximate (in a least mean square sense) the time varying vector, X(k), by a constant vector (the vector to which w(k) converges) multiplied by a time varying scalar. It turns out that when we succeed in doing this, w is the eigenvector of the input second moment matrix, E[XXTI, corresponding to the largest eigenvalue. Moreover, the time averaged square of the hidden node output, wT X, is the largest eigenvalue of E[XXTI. The type of learning rule that is typically used is called "Hebbian" because the increment in w is formed solely by multiplying the net inputs and outputs and does not involve any explicitly backpropagated signals.
Next, it is obvious how to generalize the above network to construct as many principal components as we wish. Suppose we want the second largest eigenvalue and associated eigenvector of E[XXTI. To the first network we add a second network of identical form but with weight vector w2 (and rename the w of the first network by wl). We form the output error of the second network by subtracting its output from X-(wiT X)wl (not from X). In other words, we require the second network to approximate what remains of X when its "principal component" has been subtracted off. With the correct learning rule, once the first net converges for w 1, the second net converges so that the mean square value of (w2T X) approaches the second largest eigenvector of E[XXT] and w2 approaches the corresponding normalized eigenvector (and w2 becomes orthogonal to wi). Continuing in this way, we can build a cascaded sequence of networks that automatically extract as many eigenvalues and eigenvectors of E[XXT] as desired. In particular, the complete network can generate all the information needed to form the transformation Q in (15) such that the correlation matrix of Y is identity (as in (20)). Here we proceed to derive the GHA in the context of the neural architecture defined in the reference2, Section 1 . Using the two-way neurons and synaptic connectors defined in that paper, we find that the neural algorithm for determining the M largest principal components is as follows. Let:
wMJT (21) i.e., wkT forms the kth row of W where wk is the kth "principal vector". Also, let:
Each element of V is seen to be the component of the input data, X, along one of the eigenvectors. Finally, let LT[.] denote the lower triangular matrix (including the diagonal) formed from the matrix argument [.] . Then the Generalized Hebbian Algorithm (generalized because it constructs an arbitrary number of principal components) is:
.
Again, following the reference2, Section 1 , in order to assure reliably bounded behavior, we choose the adaptive speed, mu, so that ji(k) = W( wT X )2 where we use (instead of cz) to denote the learning rate constant to keep this distinct from the learning rate used in the system identification algorithm. In the present study, we typically take l i. (23) differs from usually considered PCA algorithms in that j.t is time-varying according to (23.b) rather than being a constant or some explicit, and decreasing function of time, such as ilk. However, if X is normalized .t is very nearly constant anyway and there little difference produced in the final result. The mean square values of the elements of Vare readily seen to be the eigenvalues of
As part of our on-line algorithm we form estimates of the mean square values of the elements of V by means of time averaging. Denoting these estimates by the vector lambda, we compute lambda from:
where Tav denotes the averaging time used to compute the mean square value. Once the algorithm converges, the desired transformation, Q, that allows (20) to be satisfied is:
It is easily seen that after convergence, the correlation matrix of Y = QXis:
Butsince WR = [diag(1' )] W and the above reduces to the MxM identity.
To illustrate how GHA works, we first simulate the three-mode example for T=l000 to generate X(k), k+1 T. With this data and the parameter values: N = 6, T = 1000, = 0.01, Tav = 100, M=6; we run the algorithm (23)-(25). One can monitor convergence behavior by plotting the separate rows of W versus time. Figure 3 shows the time variation of the elements of the first three rows of W, i.e. the first three Principal Component vectors. Clearly, the role of 3 is a reciprocal averaging time. Larger j means quicker initial convergence but larger steady state fluctuating or noisy error. Smaller slows convergence but reduces the steady state noise coming through to W. The various rows of W are seen to converge sequentially: the first row converges first, the second row second, etc. The first few rows converge rather quickly and the mutual orthonormality conditions take hold after the first several hundred time steps. The higher order eigenvectors take much longer to converge and seem to be impeded by residual errors still remaining from the lower order eigenvectors.
As one explores the behavior of PCA trying various values of parameters, one observes several unsatisfactory aspects. First, the convergence of the higher order principal component vectors (the lower rows of W) appears to be inordinately slow. Secondly, a large fraction of the plant disturbance noise is transmitted through the algorithm to appear as a steady state fluctuation error in W. Small values of beta partially remedy this but at the cost of slow convergence. A third difficulty is that although the algorithm eventually makes the principal vectors mutually orthogonal, the higher order principal vectors still retain small components along the lower order vectors and this seems to impede the convergence of the higher order vectors. The next section addresses the remedy of these difficulties.
PCA REFINEMENTS: VARIABLE SPEEDS, TIME AVERAGING AND WEIGHT ORTHOGONALIZATION
Here we consider several modifications to the GHA presented earlier designed to address the difficulties noticed in the last Section.
The first difficulty noted in Section 3 was that the convergence of the higher order principal vectors (the lower rows of W) appears to be too slow. An obvious source of this difficulty is that while GHA is really an ordered sequence or cascade of single-component algorithms, the adaptive speed, .t(k), is the same for all stages of the cascade. In other words, we have not taken advantage of the cascaded structure of the algorithm to define larger adaptive speeds for the higher order principal vectors. This inefficiency accounts for at least a part of the slowness of convergence of GHA.
First, let us explore the cascaded structure of GHA in more detail. Using the notation in the last Section, we may write out the algorithm in an expanded form as:
etc.
Clearly the algorithm is sequential in that the results for wi wk-1 form the basic inputs to the computation of wk. We can modify the above relations slightly to make this aspect even more explicit. Recall that the GHA, during convergence, tends to enforce the mutual orthogonality of the wk's. Thus in (26.b) very little is changed if, in the inner product (w2T X), we replace x by X1=X(w1T X)wl. In other words, in the second principal vector computation, the input is not X but rather the residual error found by subtracting the first principal component from X. Likewise, we could modify the third principal vector computation by replacing X by the residual signal obtained after subtracting off the first two principal components. Proceeding in this way, we get the following sequence of relations:
xl =X(w1TX)w1
In this form, the algorithm for each principal vector is basically an independent computation. Further, we can consider the convergence of each component based only on its local output error and its immediate input. Note that in the above .t is the same for each component, i.e.: t = IIIXII. However, with the algorithm in the form of (27), the boundedness and convergence results of the reference2, Section 1 would require that, for the kth principal vector, .t is bounded by two divided by the square of the norm of the local input, Xk-1. Obviously, if there is any convergence at all for components 1 through k-
1, then 1T
is smaller than XT x. Thus, for the kth principal vector computation, we can actually use a ji which is much larger than what was previously defined. With this reasoning, we replace (27) above by the relations:
A second difficulty noted in connection with the basic GHA in the last section was that a large fraction of the plant disturbance noise is transmitted through the algorithm to appear as a steady state fluctuation error in W. A straightforward way to address this is to pass the wk's as defined by (27) through a low-pass filter. In other words, ifFn denotes the expression given in (27) for wn(k+1)-wn(k), then low-pass filter Fk then use the output as wn(k). This device clearly reduces the presence of noise in the principal vectors. Also, it has the effect of time averaging second-order products of the input, thereby strengthening the importance of the regressor correlation matrix, R = E[XXT]. With this modification, the first few stages of the algorithm are as follows:
where Tav denotes the averaging time selected by the user. A third difficulty associated with the basic algorithm is that in the course of convergence, the higher order principal vectors become corrupted with small components along the lower order principal vectors. This happens because of progressively accumulating errors and despite the fact that the algorithm eventually tends to make the vectors mutually orthogonal. Moreover, such errors tend to become more and more serious for the higher order vectors. These errors appear to significantly impede the convergence of the high order principal vectors. A simple remedy for this is to subtract off from each iterate for wn the components along all the lower order vectors. Specifically, in addition to equations of the form (28) for each vector, wn, and just before wn(k) is updated to wn(k+1), we have the sequence of replacement relations:
The modified GHA incorporates all of the refinements described above, specifically including relations (29) and (30). To provide a numerical example, it is convenient to run the three-mode example to generate X. f=0.0l is a reasonable value for the learning rate constant and it is advisable to select an averaging time that is consistent with beta, say Tav= 143 or less. If one examines the behavior of the algorithm for values of parameters comparable to the foregoing, it becomes evident that with the new values of the adaptive speeds, convergence is more rapid for the higher order vectors. Also, the principal vector results settle down more quickly and are far less noisy. Finally, the forcible orthogonalization of the vectors via relations of the form (30) noticeably helps convergence, particularly of the mid-order principal vectors.
Despite the above noted positive results, sufficient experimentation with the modified GHA can reveal some disadvantages to both (30) and to the strict use of modified inputs such as in (28.c, f, and i). What can happen in the case of (30)is that due to accumulated errors, the repeated subtraction from a high order vector of components along lower order vectors results in a nearly zero vector, at which point the convergence process for the vector in question as well as for all higher vectors collapses. In addition, and in analogous fashion, the precise subtraction from the input at stage n of components along all the lower order principal vectors can result in some Xn(k) being nearly zero. This makes the convergence process break down. It is especially necessary to "back off' on requirements (30).
Before concluding this section, we address the above problem and describe how the appropriately modified algorithm can be expressed in a completely general form, capable of extracting an arbitrary number of principal components. First, we do wish to subtract off components of the input to a vector of given order along vectors of lower order and we still wish to enforce the orthogonality of successive vectors. The basic motives for doing these things remain valid. However, we do not need to carry out these steps precisely; it suffices to impose these conditions to first order accuracy only. Thus in place of the sequence (28.c), (28.0, (28.i), etc., we would specify the regressor inputs to the several principal component stages as:
Xl =X(w1TX)wl X2 =X -(wlT X)wl -(w21 X)w2 X3 =X -(wiT X)wl -(w2T X)w2 -(w3T X)w3
Likewise, in place of the restrictive relations (30), we impose only the first order versions:
With the above changes but retaining the time averaging operation and the basic update equations for mun and Fn , n=1 .. the overall algorithm can be expressed in the general form: (w1TX) (w2TX) 0
(w1TX) (w2TX) (w3TX) ... ;
All of the above are embodied in the new refined version of GHA. As part of this algorithm, we also calculate the output variable "Cor". This is the correlation matrix of Y over the whole record length. Clearly, the resemblance of Cor to the identity indicates the closeness of the algorithm to convergence. Some experimentation with the refined algorithm shows that it works quite reliably and performs up to the limitations inherent in PCA algorithms.
In the next section, we will examine the convergence behavior of PCA as embodied in equations (33) -(41), using numerical results from the three mode example discussed above. We conclude by summarizing both the useful features and the limitations of the PCA algorithms studied herein.
PERFORMANCE OF THE REFINED PCA ALGORITHM: NUMERICAL RESULTS
An issue that should be explored further is whether or not the neural ID and PCA algorithms should be run sequentially or concurrently. It is easy to combine the various algorithms given earlier to investigate the behavior of a combined algorithm; i.e. the Qtransformation matrix is being updated every time step while the neural identification is proceeding. Results from such an experiment should quickly deter one from the possibility of concurrent operation. We have found that changing the basis of the ID weights, which is what one is doing when Qis updated each time step, greatly disrupts their convergence. On the three mode example we have been unable to obtain convergence under concurrent operation. For now the only tenable conclusion seems to be that one should keep Qconstant in the ID algorithm, except for step-wise changes, and that one should run PCA for substantial blocks of time (long enough to get reasonably accurate statistics) before updating (in step-wise manner) the transformation Q.
Adopting the above policy it appears that the final algorithm of Section 4 (equations (33)-(41)) can work quite well and the difficult three mode example, for which R exhibits an eight order-of-magnitude spread in its eigenvalues, can be treated successfully. This can be observed by applying the refined GHA to the same data sequence {X(k): k =1 1000) generated for the three mode example in the case of Figure 3 . In other words, we suppose that for the first 1000 time steps, the basic identification algorithm is run with Q =I. The data generated for X during the first 1000 steps is used by the refined GHA to obtain a better estimate for the transformation Q. At some time subsequent to this, we reset Q equal to the value generated by the refined GHA and continue running the identifier with the new (constant) value of Q. Figures 4 and 5 show the time variation of the first and third Principal Components to illustrate the operation of the refined GHA. We used the same parameter values as in Fig. 3 but extracted all 12 Principal Components. Initially, W was set to the identity matrix. It can be seen from these results that high frequency fluctuations due to the training signal stimulus are absent. Moreover the higher component vectors converge considerably more quickly.
As the second step of the process, we now use the Q generated by the refined GHA as described above and run the revised identification algorithm, (15)-(18), holding Q constant. Figure 6 shows the results in terms of the system response and the identifier error. This may be compared directly with Figure 1 . It can be seen that the modified ID algorithm substantially converged within 200 time steps. This is a vast improvement over the initial results. Also, it should be noted good ID convergence behavior was obtained even though the PCA convergence was far from complete at the end of 1000 steps. In fact the correlation matrix of the transformed regressor still had an almost order-of-magnitude spread in the eigenvalues. This emphasizes the fact that only approximate convergence in PCA is needed to produce profound improvement in the identification algorithm performance.
So far in the above, we have investigated the effectiveness of transforming the regressor via PCA on the apparently simple but actually challenging "three mode model". Now it is time to see how well the more effective of the algorithms so far evaluated work on a problem of more representative complexity; namely one based on the hundred mode UItraLITE model.
The original data on U1traLITE provided to this study was in the form of the standard [A,B,C,D] matrices for a continuoustime model. Specifically, the 200x200 A matrix was in 2x2 block diagonal modal form, the C matrix pertains to the position sensors and the B matrix corresponds to the collocated piezo actuators. This continuous-time model was then transformed into a discrete time model assuming a 200 Hz sample rate. To set up a suitable identification problem, we assume that the system represented by the hundred-mode model is stimulated with discrete-time white noise injected through actuator number 1 . It is also assumed that we monitor response through the (collocated) position sensor number 1. Now if, under the above assumptions, we look at system responses to the white noise disturbance, we see that response is largely made up of the oscillation of the first mode having frequency near 1 1 Hz. Beyond the first mode, there is a sizable frequency gap before the next modes start at approximately 35Hz. There is also a large group of "substructure" or "component" modes from approximately 90 Hz to approximately 165 Hz, with some ninety modes in this band. On the whole, however, the main "global" modes, i.e. modes in which the motion embraces all parts of the structure, not just localized components, appear to be the first ten modes. These extend in frequency up to approximately 90 Hz. Consequently, we consider a model consisting of the first ten modes in the following.
When we apply the standard algorithm (without transformation of the regressor) to the identification of the above system and inspect the output signal and identification output error, we see that there is reasonable convergence for the first mode response (which has a level of 1.5 to 2.0) over the first 200 time steps but that there is also a persistent, higher frequency error (with magnitude of a few tenths). Clearly, there are slow modes of convergence in this case. Further, when we compute the correlation matrix of the regressor, R, using sample time averages, we see that the eigenvalues of R range from 4.6e-19 to 0.13. This means that R is even more poorly conditioned in this case than in the three-mode example. Little wonder that the standard algorithm apparently fails to converge for this U1traLITE example.
Next, we run the refined GHA with the parameter values f =0.01 , T = 500, Tav = 100 and N =40. We monitor convergence by looking at the off-diagonal elements of Cor, the correlation matrix of the transformed regressor, Y. If all such elements are of magnitude less than 0. 1 , we deem the algorithm to have converged to an acceptable extent. Under these conditions, the refined GHA extracted all 40 principal components in approximately 4.5 minutes. This is not an inconveniently long time considering that this initial component extraction only has to be undertaken once initially and subsequent system changes can be tracked relatively quickly.
For purposes of comparison, Figure 7 shows a thousand time step simulation of the ten mode U1traLITE model with no transformation of the regressor. Although the identifier error settles down to a magnitude approximately an order-ofmagnitude less than the system output, there is no evidence of further significant improvement. In contrast, Figure 8 shows the result of the use of the regressor transformation, Q, computed as described above. In this case, judging from the identification error, the identification algorithm converged in approximately 600 to 700 steps. In summary, then, the performance of PCA on the ten mode U1traLITE example is quite analogous to the results obtained on the three mode model.
CONCLUDING REMARKS
Our work has concentrated on the development of effective learning algorithms for PCA networks and the use of such networks for accelerated convergence of neural network or LMS series-parallel system identifiers via the appropriate transformation of the identifier inputs. After studying several major variations and extensions of previously considered algorithms, we have devised a new algorithm that converges rapidly, is insensitive to disturbance or training input noise and can preserve accuracy tolerances for the higher order principal components. With mild constraints on the learning rate parameter, the weight vectors converge to the normalized (and mutually orthogonal) eigenvectors of the regressor vector correlation matrix. When this algorithm is applied to generating the transformation for the simple example described in the text, the system identifier converges to high accuracy within 200 time steps. Similar results are obtained on the much larger model of the dynamics of the UltraLITE test bed. Besides the many orders-of-magnitude improvement in convergence speed, the convergence time required is much more predictable. Specifically, with the use of transformation Q generated by a PCA network, one can make a reasonably accurate estimate of the convergence time given a bound on the system order and the neural network parameters.
In closing, it must be noted that PCA, notwithstanding the above advantages, still needs to operate over a relatively longer term time scale than the ID algorithms. Basically, we recommend that one should typically use a PCA module which operates long-term in the background, constantly preparing the ID module for fast reaction. In general, the context within which one uses PCA assumes that input/output statistics are roughly persistent; i.e. significant order-of-magnitude changes are long term. This can be true, at least in an approximate sense, even for some step changes in system parameters. However, this is not true for sudden changes in certain types of parameters -e.g. the dimension of the input space changes abruptly (an actuator fails). To handle such cases, we must examine alternative algorithms. Here, the PCA-generated transformation was used on the regressor. The training stimulus time series is exactly the same as that used in Figure 7 . 
