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A B S T R A C T
Antibiotic resistance is an urgent and growing concern, and developing novel
therapeutic approaches to overcome antibiotic-resistant infections has assumed
immense significance. Recently, it has been shown that heterogeneity in a mi-
crobial environment can accelerate the development of antibiotic resistance.
However, the effect of the spatial distribution of the microbial population itself
remains to be investigated. Using the human pathogen Pseudomonas aeruginosa,
we show that increasing cell density can drastically impact the survival and
growth of antibiotic-resistant mutants in the presence of aminoglycoside an-
tibiotics in a density-dependent manner. Increasing density confers both posi-
tive and negative effects to mutant survival, which we term “protection” and
“inhibition”, respectively. Using a combination of microbiological assays and
biophysical modeling, we find that inhibition is mediated by a low-molecular
weight, native by-product of bacterial metabolism that acts in conjunction with
aminoglycosides through an effected increase in pH. A wide range of bacterial
species are capable of producing inhibition, which is related to their growth
by amino acid catabolism. We additionally develop a stochastic model of inhi-
bition in homogeneous environments, which indicates that local density fluc-
tuations on the scale of individual bacteria can significantly alter bacterial
survival when colonizing a new environment. This work raises the possibility
that the manipulation of population structure and the nutrient environment of
microbes in conjunction with the use existing antibiotics could provide novel
therapeutic approaches to combat antibiotic resistance.
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I N T R O D U C T I O N
Though advancements in medicine have led to the development of numerous
antibiotics to treat bacterial infections, resistance to these antibiotics has be-
come one of the primary issues in public health. In the United States alone, it is
estimated that each year 2 million people contract resistant bacterial infections,
from which at least 23,000 people die annually [1]. Understanding how pop-
ulations of initially antibiotic-susceptible bacteria give rise to resistant strains
is essential to designing treatment regimens that prevent or delay the devel-
opment of antibiotic resistance, and to increasing the lifetimes of current lines
of antibiotics [2–4]. Recently studies using experimental work and theoretical
models have shown that heterogeneity in the environment (e.g. antibiotic gra-
dients) can accelerate the evolution of genetically-based antibiotic resistance
[5–10]. However, while these studies examine the variation in properties of the
environment, they do not directly account for the effects of structure in the mi-
crobial population itself. Population structure includes properties such as the
composition and spatial organization of multiple types of cells, and is highly
relevant because most microbial communities consist of interacting, heteroge-
neous, multispecies populations [11]. Understanding these properties is vital
to translating microbiological research, which is generally performed on sim-
plified microbial communities consisting of uniformly distributed bacteria of
a single strain, to more realistic and medically relevant systems.
Few studies to date have examined the effects of microbial population
structure in the context of the development of antibiotic resistance [12–14]. An
exception is found in research on microbial biofilms, multicellular aggregates
embedded in an extracellular matrix on surfaces [15]. Typically, bacterial in-
fections begin with a low-density inoculum of initially planktonic cells, which
can subsequently develop into a chronic, biofilm infection [15]. The high cell
density and microbial heterogeneity of biofilms have been shown to confer
phenotypic antibiotic resistance to bacteria in biofilms, and can lead to recalci-
trant infections [15]. However, the impact of microbial population structure on
the development and propagation of genotypic antibiotic resistance remains to
be explored. Unlike biofilm-based phenotypic antibiotic resistance, genetically-
based antibiotic resistance can play a role in the microbial life cycle outside of
biofilms, and has the potential to be inherited and spread to descendant pop-
ulations.
In this work, we explore the impact of population structure on the manifes-
tation of antibiotic resistance in Pseudomonas aeruginosa, a nosocomial pathogen
which frequently affects burned, wounded, and ventilator-assisted patients,
and also one of the leading proximate causes of death in patients with the
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genetic disorder Cystic Fibrosis (CF) [16]. We find that increasing cell density
can drastically impact the survival of antibiotic-resistant mutants generated
in initially-susceptible populations of P. aeruginosa when exposed to antibi-
otics. In particular, we observe that increasing cell density can both positively
and negatively impact resistant mutant survival, in a density and antibiotic
concentration-dependent manner. We term these positive and negative effects
on survival “protection” and “inhibition”, respectively. This is seen at densities
densities lower than those typically found in biofilms, and thus corresponds
to densities found in initial infections. This phenomenon manifests itself in
several systems, including those which are spatially-homogeneous and hetero-
geneous, and implies that the absolute number of antibiotic-resistant mutants
that a population generates is not the sole determinant of the likelihood and
extent of the spread of resistance. After phenomenologically describing these
effects, we go on to elucidate the molecular mechanism of inhibition, and its
potential ramifications for antibiotic resistance research.
We observe inhibition with two different aminoglycoside antibiotics: to-
bramycin, which is currently a front-line drug for treatment of P. aeruginosa
infections, and gentamicin, which is commonly used in the treatment of a
wide range of Gram-negative bacterial infections [17, 18]. Furthermore, we
find that a wide range of microbial species can produce inhibition. Our results
indicate that this is because the molecular agent of inhibition is a by-product
of native bacterial metabolism, and that the mechanism of inhibition involves
an alkaline change in the pH of the environment. This also implies that pop-
ulation structure can impact the development of antibiotic resistance through
interactions between species in natural communities, in addition to through
the spatial distribution of cells in an environment.
We develop a diffusion-based model with which we estimate the molec-
ular weight of the molecular agent of inhibition, and we show the potential
for this theoretical framework to be used in other contexts to help discover
the identity of other inhibitory substances without the use of advanced equip-
ment [19]. Additionally, informed by our observations and inferences about
the mechanistic details of inhibition, we develop a stochastic model of inhi-
bition in spatially-mixed systems. This model predicts that local fluctuations
in cell density on the scale of individual bacteria could lead to our observa-
tions of inhibition in mixed systems, and implies that the spatial distribution
of cells early on in the colonization of a new environment could lead to large
divergences in community survival.
Combined, these results suggest that microbial population structure is a po-
tentially powerful target and tool in developing novel therapeutic approaches
to combat antibiotic resistance, and that the lifetime of current antibiotics
might be extended with the use of natural products as synergistic agents. Fur-
thermore, our finding that inhibition is mediated by a product of amino acid
metabolism which acts through alkalinity suggests that modulation of micro-
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bial metabolic state and environmental pH may be useful in the development
of new therapies. A recent advance has shown that the addition of aerosolized
bicarbonate to the CF lung can enhance the efficacy of innate antimicrobials
[20, 21] and our results suggests that a similar approach could potentially en-
hance the efficacy of aerosolized aminoglycoside antibiotics. This work also
introduces a novel interaction between members of microbial communities to
be taken into account in ecological and medical studies on antibiotic resistance
and community dynamics in general. Understanding these interactions is key
to understanding how individual species and populations of bacteria, which
have been well characterized in isolation, interact with each other in realistic
natural and medical settings.
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Part I
B A C K G R O U N D
1
C E L L D E N S I T Y I M PA C T S R E S I S TA N T M U TA N T S U RV I VA L
This study was sparked by the serendipitous discovery that, when a hetero-
geneous population of antibiotic-resistant mutant and non-resistant wild-type
(WT) Pseudomonas aeruginosa cells is exposed to aminoglycoside antibiotics,
mutant survival depends heavily on aspects of population structure at the time
of exposure, such as cell density and genetic composition. This phenomenon
manifested itself in several different systems, which will be described in the
following sections. These experiments paved the way for further investigations
into the specific physical and biological mechanisms that govern these effects,
which are described in Chapters 2 and 3.
1.1 protection and inhibition in spatially-mixed systems
We have found in a variety of systems that the ability of P. aeruginosa antibiotic-
resistant mutants to survive antibiotic treatment is heavily modulated by pop-
ulation structure. This is most clearly seen when directly investigating the
survival rate of mutant cells as a function of cell density. WT P. aeruginosa
cells and a previously isolated resistant P. aeruginosa mutant (See methods
for mutant characterization) were mixed together and plated on Luria-Bertani
(LB) agar plates containing the antibiotic tobramycin at a concentration of
8 µg/mL, approximately 8 times the minimum inhibitory concentration
(MIC) for the WT cells and slightly lower than MIC of the resistant mutant Minimum
Inhibitory
Concentration
(MIC): The
minimum
concentration of a
given antibiotic
which inhibits a
microbe’s growth.
strain (9.6 µg/mL). The mixed population was created at a fixed mutant to
WT ratio to simulate a naturally occurring mixed population of resistant and
non-resistant cells, and was plated at cell densities varying over 4 orders of
magnitude (:1− 104 cells/nL). WT cells would subsequently die on the agar
and fail to form colonies, while some portion of the mutant cells would survive
and grow into colonies which were then enumerated. Controls with only cells
from the WT culture were plated at the same densities, and any spontaneously-
generated mutants were subtracted from the colony counts.
Each colony found on the plates after incubation was assumed to originate
from a single cell inoculated on the plate which survived antibiotic exposure,
such that colony counts represented the number of surviving mutant cells. Sur-
prisingly, we found a non-monotonic dependence of this cell survival number
on cell density at the time of plating (Fig. 1a). This reflects the observed max-
imum in the number of surviving cells and corresponding “sweet-spot” in
cell density for mutant survival at approximately 103 cells/nL. Survival rates
were calculated by dividing the colony counts by the known total number
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(a) Mutant survival numbers
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(b) Mutant survival rate
Figure 1: in a spatially mixed system , there is a non-monotonic depen-
dence of resistant mutant survival on cell density. Antibiotic-
resistant mutant cells were mixed with P. aeruginosa WT cells at fixed ratios,
and plated on agar plates containing 8 μg/mL tobramycin at varying initial
cell densities. We find that mutant survival both in absolute number (a) and
in survival rate (b), is enhanced by increasing density at low densities, but
is negated at high densities to an increasing degree. Replicates represent
experiments performed on different days with fresh bacterial cultures.
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of mutants plated at each density, and similarly the survival rate varied non-
monotonically with cell density (Fig. 1b). This was unexpected, as it was not
immediately obvious why the survival rate would vary in this way, or vary at
all. Protection: The
observed increase in
mutant survival rate
with increased cell
density, which we see
occur at relatively
low densities.
In a low cell density regime (< :103 cells/nL), mutant survival was en-
hanced by increasing numbers of WT cells, and the presence of susceptible
WT cells increased survival compared to mutant survival in isolation. How-
ever, this effect was negated to an increasing degree at high cell densities
(> :103cells/nL). The range of cell densities to which mutant survival re-
sponded varied over several orders of magnitude (:101 − 104cells/nL).
These results indicated that there may be counteracting phenomena which
act to increase or decrease mutant survival in P. aeruginosa, which we term Inhibition: The
decrease in mutant
survival rate with
increased cell density,
which we observe at
relatively high
densities.
protection and inhibition, respectively. It is interesting to note the apparent
maximum in survival rate and numbers, as well as the “sweet-spot” in cell
density. In realistic populations, larger populations contain larger numbers of
randomly-produced resistant mutant cells due to extra opportunities for cell
division. In our system, however, simply increasing the number of cells in an
antibiotic medium can counter intuitively decrease the number of surviving
cells at high densities, or disproportionately increase the number of surviving
cells at low densities. Thus, the gross number of antibiotic-resistant mutants
in a population is not the sole determinant of a population’s survival during
exposure to aminoglycosides, and factors such as the total population size and
the population density may be vital properties of natural bacterial populations.
1.2 some thoughts on protection
We define protection as an observed increase in mutant survival rate with in-
creasing cell densities. In the experiment described in the previous section,
protection was seen at relatively low cell densities, while inhibition was seen
at high ones. While the focus of this thesis is on inhibition, a few aspects of
protection are worth noting. Phenomena analogous to protection have been in-
vestigated in the literature, primarily in two forms: biofilms and the inoculum
effect.
1.2.1 Biofilms
Biofilms are high density aggregates of bacteria which form on surfaces which
tend to display increased resistance to antibiotics [15]. While the mechanisms Biofilms: High
density surface
aggregates of bacteria
characterized by
resilience to
antibiotic exposure.
by which this occurs are not well understood, it is thought that decreased diffu-
sive penetration of the biofilm by antibiotics, and metabolic changes triggered
by oxygen and nutrient deprivation could be potential causes [15]. However,
biofilm densities are typically much higher than those seen with protection.
7
The protective effect in this system is seen well below 102 cells/nL, corre-
sponding to average distances between cells on the order of tens of cell lengths,
which is lower than one would expect to cause barriers to antibiotic diffusion
and oxygen and nutrient depletion.
Interestingly, inhibition occurs in cell densities of the same order of magni-
tude as those found in biofilms. This indicates that the molecular mechanism
behind inhibition either is not active in biofilm environments, or is present and
compensatory mechanisms exist in biofilms which counteract it. The latter pos-
sibility is particularly interesting, as these compensatory mechanisms could be
targeted during treatments to eradicate or inhibit biofilm formation. It is un-
clear presently which of these possibilities is true, though results in Chapter 3
seems to point to the latter, and further studies will need to be performed.
1.2.2 The inoculum effect
Protection seems to be more similar to the inoculum effect. The inoculum Inoculum effect:
The observed increase
in measured MIC
values with increased
culture density.
effect is a well documented observation that in general, cell density alters
measured MIC values when tested in liquid culture [13]. In particular, higher
densities tend to produce higher readings of the MIC for a given organism.
Similarly to biofilm resistance, the inoculum effect is not currently well under-
stood, however it is hypothesized that antibiotic degradation or differences in
the molar quantities per cell of the antibiotic may be responsible [13]. Studies
into the inoculum effect show it manifesting in systems with the same order
of magnitude cell density that we see protection[12, 13], which may indicate
a common molecular mechanism between the two. In particular, the mecha-
nism of reductions in the molar quantities of antibiotics per cell leading to
increased antibiotic resistance is applied to develop a model of inhibition in
spatially-mixed systems in Chapter 4.
1.3 deconvolving inhibition from protection
Under the experimental conditions described in Section 1.1, we observe both
protection and inhibition, and it is unclear whether they govern two exclusive
density ranges, or both act in varying degrees in overlapping ranges. In order
to deconvolve inhibition from protection, a slightly altered experiment was
performed. In this experiment, the tobramycin concentration of the LB agar
growth medium was lowered to 4 µg/mL. This decision was based on the in-
ference that protection would be diminished at lower antibiotic concentrations
due to decreased stress. In other words, we expected that lowering the concen-
tration of antibiotics would remove the dependence of cells on protection to
survive.
8
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(a) Number of mutant colonies
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(b) Mutant colony frequency
Figure 2: adjusting antibiotic concentration can deconvolve inhibi-
tion from protection. Cells from a P. aeruginosa WT overnight culture
with non-resistant cells and spontaneous antibiotic-resistant mutants were
plated on agar plates containing 8 μg/mL tobramycin at varying initial cell
densities. We find a non-monotonic dependence of the number of mu ant
colonies formed on cell density (a), while we find a monotonic decrease in
the mutant colony frequency (defined to be the number of mutant colonies
divided by the total number of cells plated) (b). Replicates represent exper-
iments done on different days with fresh bacterial cultures. Figure adapted
from [22].
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The lower antibiotic concentration at only 4 times the MIC of the WT in-
creased the number of random mutants that appeared in overnight cultures of
WT cells which could survive antibiotic exposure on the plate, and enumera-
tion of added-in isolated mutant strains became difficult. As a result, overnight
WT cultures alone were plated onto the antibiotic plate. WT cells would again
die when exposed to antibiotics, however random mutants which appeared in
the overnight culture survived and formed colonies.
In accordance with the inference, the protective effect was no longer seen,
and we observed a monotonic decrease in survival rate (Fig. 2b). While sur-
vival rate was not directly observable in this experiment, due to the fact that
the true mutant cell number in the population was unknown, the observed
mutant colony frequency (number of mutant colonies/total cells plated) is Mutant Colony
Frequency:
Number of mutant
colonies/total cells
plated. Proportional
to the survival rate.
equal to the survival rate times the true mutant cell frequency, and is thus
directly proportional to mutant survival rate.
At 8 µg/mL tobramycin the survival rate began low and increased to a
maximum at :104 cells/nL. However, in this experiment at 4 µg/mL, survival
rate began at its maximum at the low density of 50 cells/nL, consistent with
the idea that cells no longer needed protection in order to survive, and decayed
with increasing cell density. Thus, experiments performed at 4 µg/mL allow
us to examine inhibition in isolation.
A survival rate of this form still led to a non-monotonic trend of the total
number of mutants which survived on the antibiotic plate (Fig. 2a) , and in-
dicates that even without two counteracting forces which act on cell survival,
a maximum number of surviving cells and corresponding optimal cell den-
sity for survival can still be observed. This stems mathematically from the fact
that the number of mutant colonies which grow on the plate is the product of
the number of mutants plated, and the survival rate on the plate. As cell den-
sity increases, the total number of mutants plated linearly increases, while at
the same time the survival rate decreases. The product of these two opposite
trending functions can contain a maximum.
1.4 source-sink dynamics : a case-study
While investigating evolution in source-sink systems, we observed that mu- Source-sink
system: Ecological
system in which a
population is free to
migrate between an
environment it is
well-adapted to and
one it is not.
tant survival numbers were not self-consistent under the assumption that cell
density does not impact survival probability, which is consistent with our pre-
viously described results. In these systems, organisms in a source environment,
to which they are well adapted, are connected by migration to a sink environ-
ment, to which they are maladapted. Only through mutation can the organism
adapt to populate the sink environment. In these investigations, we experimen-
tally tested a computational model of source-sink systems which predicted the
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Figure 3: the number of cells which survive migration to sink is not
proportional to the migration rate .We passaged cells from an
antibiotic-free source to an antibiotic containing sink over the course of
several days with varying migration rates (number of cells/day). When
antibiotic-resistant mutants arrived in the sink, we found that fewer cells
appeared on the plate at higher migration rates than we would expect from
numbers at lower migration rates. Replicates represent different source cul-
tures, each of which was migrated to a sink with N and 10N cells. Expected
value of 10N was calculated from measured values of N.
average time of adaptation of an organism to a harsh environment as a func-
tion of various parameters such as mutation and migration rate [7].
To test the predictions of this model, migration between a source and sink
was simulated by passaging P. aeruginosa from an antibiotic-free culture to
an LB agar growth medium containing the tobramycin at 8 µg/mL over the
course of several days to weeks. Since the antibiotic concentration in the sink
is approximately 8 times the minimum inhibitory concentration (MIC) of the
WT, growth was not seen in the sink until a resistant mutant arrived from the
source culture. The amount of time until a mutant cell arrived in the antibiotic
medium and survived was taken as the time of adaptation, which the model
quantitatively pr dicted.
To determine how migration rate impacted the time of adaptation exper-
imentally, the number of cells transferred to the sink environment, which is
proportional t the migration rate, was varied over an order of magnitude.
N = :108 cells and 10N cells from source cultures were plated onto antibi-
otic plates over the course of several days, and when a mutant strain arose in
the source and was migrated to a sink, we found that plates with N cells and
10N cells did not contain a proportional number of mutants, despite the fact
that an approximately proportional number of mutants would have migrated
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to the sink from the same source culture (Fig. 3). Instead, the observed fre-
quency of mutants (number of mutant colonies/number of cells plated) was
much higher in the lower cell density plates (N cells plated) than in higher cell
density plates (10N cells plated), and repeated consistently over multiple days
and replicates.
These results indicated that the adaptation of the P. aeruginosa cells to the
sink environment not only depended on obvious parameters such as mutation
rate, which would alter the number of mutants generated, and migration rate,
but also on cell density in the sink following migration. While higher migra-
tion rates could lead to an increased number of mutants migrating to the sink,
it also leads to increased average cell densities in the sink and thus potentially
nets a decrease in mutant numbers.
While adaptation time was not extensively compared at multiple migra-
tion rates, a trend was seen that intermediate migration rates, which could
correspond to plating densities of maximal survival rate, seemed to result in
mutants surviving in the sink at approximately the same time or before mi-
gration rates which were an order of magnitude larger. In this system, while
a higher migration rate increased the likelihood of a resistant mutant arriv-
ing in the sink environment to populate it, the resulting increased cell density
on the antibiotic-containing plate decreased the likelihood of survival of these
mutants.
As a result, inhibition and protection may manifest themselves not only
in homogeneous populations which are uniformly exposed to antibiotics, but
also spatially-heterogeneous populations, and may lead to altered ecological
and evolutionary dynamics in these systems. Many realistic bacterial popula-
tions of both scientific and medical relevance display spatial heterogeneities,
and thus it is important to examine our observed phenomenon in this system,
and in other relevant systems.
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Part II
P H Y S I C A L A N D B I O L O G I C A L D E S C R I P T I O N O F I N H I B I T I O N
2
P H Y S I C A L D E S C R I P T I O N O F I N H I B I T I O N
The remainder of this thesis will primarily deal with the phenomenon of inhi-
bition, in which Pseudomonas aeruginosa mutant cell survival decreases with in-
creasing cell densities when exposed to antibiotics. While inhibition was seen
in several different contexts, we also sought to determine the physical mech-
anisms which were responsible for it. Several experiments were performed
which aimed to elucidate the physical properties of inhibition, and a physics-
based diffusion model of inhibition in a spatially-heterogeneous system was
developed to further characterize this phenomenon.
2.1 inhibition acts at a distance
Disc-diffusion
assay: Filter paper
discs imbued with
cells or antibiotics are
placed on agar plates
with a background of
cells. Molecules
diffuse out from the
disc and form zones
of inhibition.
Since there were orders of magnitude more WT cells than antibiotic resistant
mutant cells in the experiments described in Chapter 1, we hypothesized that
WT cells were inhibiting antibiotic-resistant mutants. To investigate the role
of WT cells in inhibition, antibiotic-resistant mutants were overlaid onto LB
agar growth medium containing 4 or 8 µg/mL tobramycin, and WT cells were
deposited onto filter-paper discs placed on this background. This assay was
inspired by the antibiotic disc-diffusion assay, often used to evaluate suscep-
tibility to antibiotics [23]. After incubation of the antibiotic-resistant mutant
background, regions of clearing or zones of inhibition surrounding the filter Zone of
inhibition:
Clearing in bacterial
growth observed
around a source of
inhibitory substance
after incubation.
discs in which there was no visible mutant growth were seen at both concen-
trations (Fig. 4).
These results indicated that WT cells indeed were capable of inhibiting
the growth of resistant mutant in the presence of antibiotics. This is a remark-
able finding, as many other instances of bacterial inhibition in general involve
competition between different species, or between different lineages within a
given species. The inhibition which we observe is between mutant strain and
its recent progenitor strain.
Additionally, this effect works at a distance. Experiments described in
Chapter 3 confirmed that inhibition was not due to nutrient depletion or cell-
to-cell contact, and combined with the discovery of zones of inhibition, indi-
cate that inhibition is mediated by a diffusible inhibitory factor (IF). These
results are consistent with those in the mixed-system experiments in Chapter
1. Assuming cells produce a relatively constant amount of the IF, increasing
cell density would increase the concentration of IF in the media, and could
lead to the observed decrease in cell survival.
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Figure 4: wt pa14 cells inhibit the growth of resistant mutants in the
presence of tobramycin. We deposited ∼ 109 − 1010 WT P. aeruginosa
cells onto filter paper discs on 4 or 8 μg/mL tobramycin LB agar plates
which were inoculated with antibiotic-resistant P. aeruginosa cells. We find
that zones of inhibition are formed around the cells after incubation (A). We
see that sterile LB media which is used for overnight culturing of the WT
cells does not cause inhibition, and similar results are seen when overnight
supernatant is deposited on the disc as well (B). The size of the inhibition
zone is represented by X, the perpendicular distance between the edge of
the disc to the edge of the zone. Scale bars are 5 mm. Figure adapted from
[22].
2.2 modeling of inhibitory factor diffusion
To determine the diffusive characteristics of the IF, an analytical model of the
disc-diffusion assay was developed. This model built upon quantitative theory
describing antibiotic disc-diffusion assays [24]. Since antibiotic disc-diffusion
assays share the same geometry and general characteristics (an inhibitory sub-
stance which diffuses from a source) as our system, these models were a rea-
sonable base.
2.2.1 Theoretical basis for disc-diffusion assays
For antibiotics and other inhibitory substances, models of the disc-diffusion
assay conform to the following general scheme. An inhibitory substance from
a localized source diffuse out into agar which is inoculated with bacterial cells.
This diffusion can be represented by a concentration profile of the substance
which varies with distance from the source and time. Cells which are exposed
to a concentration higher than a threshold concentration die and fail to form
visible growth after incubation. Since higher source concentrations in general
increase the concentration at a given point, and decrease the time it takes for
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Figure 5: increasing the initial density of mutants in the lawn de-
creases zone size . Varying numbers of WT and mutant cells were used
on the disc and on the agar lawn respectively under the same conditions
as Figure 4. We observe that the size of the inhibition zone increases with
increasing numbers of WT cells on the disc, and decreases with increasing
numbers on the lawn. For each point, N = 3. Figure adapted from [22].
the concentration at a given point to reach a given value, increasing the source
concentration increases the range at which cells die, and thus the zone size. In
accordance with this, when we increase the number of WT cells on the disc,
the inhibition zone size X (the distance between the edge of the disc and the
edge of the zone) increases.
Empirically, it has been observed that the survival of cells exposed to an-
tibiotics depends on the time since inoculation not only implicitly, because the
concentration profile depends on time, but also explicitly. Studies have shown
that after a critical time (Tc) of growth, cells are not cleared, regardless of
the concentration they are exposed to[25]. This time of growth corresponds Critical time (Tc):
The amount of time
of growth after which
cells on the lawn do
not die and the zone
size is set.
corresponds to cells on the lawn growing to a critical density which prevents
the clearing of cells by the antibiotics [24, 26, 27]. We see this effect in our
system when we alter the initial inoculum on the agar plate. As the density
increases, the zone size decreases, which can be explained by a lowering of the
incubation time it takes for the lawn to reach the critical density (Fig. 5).
Though no conclusive work has been done to fully elucidate it, this phe-
nomenon could be another manifestation of the underlying cause of our ob-
servations of protection and also of the inoculum effect. In certain density
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regimes, higher densities could lead to increased resilience to antibiotics, and
thus this critical density the lawn needs to reach to survive could correspond
to the density which confers a large degree of resilience. Mechanistically it is
difficult to say what causes this, but it has been proposed that antibiotics at the
diffusive front are uptaken at a higher rate than they are replenished, and thus
are diffusion limited [27]. Regardless, this phenomenon has been routinely
seen in antibiotic disc-diffusion assays, and is considered a vital component of
models which try to describe them.
2.2.2 Model of inhibition in a disc-diffusion assay
With the framework from the previous section in mind, we modeled the re-
lationship between zone size and number of cells on the disc. While there
are several different models which describe slightly different antibiotic disc-
diffusion assays, with different sizes and natures of the antibiotic source (e.g.
whether the concentration at the disc falls or stays constant)[25], we use as-
pects of these models to most accurately describe our system. Since the IF
we observe likely behaves no differently than an antibiotic, we expect these
models to be a reasonable starting point for our investigations. We assume:
1. Cells release a set amount of IF to a concentration [IF]0 at the disc
2. The IF obeys Fick’s laws of diffusion and diffuses out of the disc with a
constant diffusion coefficient D and no consumption or degradation
3. A threshold IF concentration [IF]c is required to kill or prevent future
growth of mutant cells
4. IF does not cause inhibition of cells after a critical time Tcof incubation
(i.e. the zone size is set at this time).
We assume that the IF is not significantly consumed or degraded as it diffuses
out and comes in contact with cells. While this does not have to be the case in
reality, most antibiotic disc-diffusion models assume this and constitutes what
would likely be a minor perturbation from a model which takes it into account
the possibility.
In this system, a finite quantity of IF is released by cells at the disc and
diffuses into a cylindrical agar volume with radius much greater than height
(Fig. 6). The diffusion of the IF can be described by Fick’s Law of Diffusion:
∂[IF]
∂t
= D∇2[IF] (1)
where [IF] is the concentration of IF at a given point and time.
A system with this geometry has been solved with a non-closed form so-
lution [28]. However, this solution has been shown numerically to be approxi-
mated by the solution of one-dimensional diffusion from a constant source [28].
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Figure 6: schematic of disc-diffusion model . Antibiotics diffuse out from the
disc and establish a concentration profile (purple line) which evolves with
time. At the critical time, the point X at which the concentration of IF is Cc
is set as the zone boundary.
The concentration profile of IF as a function of distance from the disc x and
time after inoculation and placement of the disc t, can thus be approximately
described in our system by:
[IF] =
[IF]0
4piDt
exp
(
−
x2
4Dt
)
(2)
The size of an inhibition zone can be quantified by the distance between the
edge of the zone and the edge of the disc, which we call X (Fig. 4). At the
critical time, TC, the zone size X is set at a value equal to the lowest x with
concentration equal to [IF]c. Since the concentration profile is monotone for all
t, all x greater than this have [IF] < [IF]C and cells survive, while all x less
than this have [IF] > [IF]C and cells are inhibited. Thus, X must satisfy the
expression
[IF]c =
[IF]0
4piDTc
exp
(
−
X2
4DTc
)
(3)
Rearranging this gives
X2 = 4DTc ln[IF]0 + F([IF]c,D, Tc) (4)
where F is a function which does not depend on [IF]0. This expression would
be true, regardless of whether cells release an inhibitory factor at the disc, or
if antibiotics or some other inhibitor substance was imbued onto the disc. If
the inhibitory factor is released sufficiently fast from cells placed on the disc,
we can model cell-produced IF using this expression. This is a reasonable as-
sumption to make, since WT cells are capable of producing it and die soon
after being exposed to antibiotics. Assuming [IF]0 is proportional to the num-
18
ber of cells N0 inoculated onto the disc (i.e. [IF]0 = k0 ×N0 where k0 is a
production constant), Eq. 4 becomes
X2 = 4DTc ln (N0) + F(Nc,D, Tc) (5)
where Nc is the minimum number of cells on the disc required to produce
a visible zone of inhibition. At numbers below this, the cells do not produce
a high enough concentration to kill surrounding antibiotic-resistant mutants.
Notably, this expression implies a linear relationship between X2 and ln (N0),
with a linear coefficient equal to 4DTc. Therefore a linear regression of X2
and ln (N0) can be used to estimate the diffusion coefficient D if Tc is known.
While relevant factors such as Nc(and the corresponding [IF]c) likely change
with changes in antibiotic concentration on the agar plate, and Tc likely would
change with any factor which impacts the time it takes to reach the critical
density1, the analysis and estimate of D, which is not dependent on any of
those, should not change.
Tc for a given set of growth conditions can be estimated by preincubating Preincubation:
Alteration to the
disc-diffusion assay
where the inoculated
cells on the agar are
allowed to grow prior
to placing the disc on
the plate.
lawns for varying amounts of time before placing discs on the plate [27]. Since
Tcis the time it takes for the inoculated bacteria to reach the critical population
size, preincubation for a time h changes Eq. 5 to
X2 = 4D (Tc − h) ln (N0) + F(Nc,D, Tc) (6)
As h increases, the density of cells on the lawn increases due to bacterial
growth, and X2 should decrease. When h = Tc, we expect X2 to equal zero.
These inferences are consistent with the results in Figure 5, where zone size
decreases down to zero with increasing numbers of cells on the lawn initially.
Within this theoretical framework, we can estimate the diffusion coefficient of
the IF.
2.3 experimental measurement of inhibitory factor diffusion
characteristics
Since our model is dependent on the concept of a critical time, we sought to
confirm qualitatively that this is the case with inhibition. The critical time is
equal to the amount of time it takes for the lawn density to increase from its
initial inoculation to the critical density, and thus increasing the initial lawn
density should decrease this time and in essence imparting a non-zero h. Ex-
perimentally, we see this to be the case (Fig. 7b). Therefore critical time is likely
relevant in our system and the developed model can be used to describe the
IF.2
1 e.g. temperature, initial inoculum size, growth medium and antibiotic concentration.
2 The cells on the plate are at a relatively low density (~50 cells/nL), and thus are at a density
much lower than those we see inhibition in. Therefore we would not expect an increase in lawn
19
We varied the number of cells placed onto the disc in the disc-diffusion
assay at 4 µg/mL tobramycin, and found the predicted linear relationship
between X2 and ln (N0)(Fig. 7a). We found Tcto be 108± 26 minutes by mea-
suring zone sizes from plates which had been incubated for varying amounts
of time before disc placement and estimating the X2 = 0 intercept using lin-
ear regression. From this, and the estimated linear coefficient of the regression
from Figure 7a, we estimate D to be 4.5 ± 0.5 × 10−6 cm2/s and Nc to be
2.1± 6.3× 106cells.
2.3.1 The inhibitory factor is a molecule of low molecular weight
While the diffusion coefficient for the IF is a physically useful valuable quantity
to estimate, it also allows us to infer the molecular weight of the IF, which is
crucial for identifying the molecule. According to the Stokes-Einstein relation,
the diffusion coefficient of a spherical molecule in a fluid is given by
D =
kBT
6piηR
(7)
, where kB is Boltzmann’s constant, T is the temperature of the fluid, η is the
viscosity of the fluid, and R is the radius of the molecule. Approximating the
diffusing molecule to be spherical, it is easy to show that
D =
4piρ
3
kBT
6piη
MW−
1
3 (8)
, where molecular weight of the molecule MW and average density ρ satisfy
MW = 43piR
3ρ. If we measure the diffusion coefficient of IF of a molecule of
known molecular weight at the same conditions (i.e. the same T and η) and
assume the molecules have the same ρ, we can approximate the IF molecular
weight by
MWF =MWA
(
DA
DIF
)3
(9)
,where MWAand DAare the molecular weight and diffusion coefficient of the
known molecule respectively.
To ensure that the conditions under which we measure the diffusion of
the known molecule were the same as those for the IF, we chose the known
density to increase the lawn susceptibility to the tobramycin on the plate. However, the cells
on the disc are effectively at high density, and thus cells in the lawn surrounding the disc are
exposed to the equivalent [IF] of high densities and are inhibited. With a system organized
like this, an increase in lawn density confers the benefits of protection without significantly
changing the amount of IF cells are exposed to.
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Figure 7: experimental results of disc-diffusion match model predic-
tions. a) When we vary the number of cells N0 on the disc under the same
conditions as Figure 4, we find that the zone size squared (X2) varies linearly
with lnN0 (R2 = .87, N = 4). b) When we preincubate lawns for varying
times, we find a linear decrease in X2, down to zero (R2 = .99, N = 3) and
we estimate the value of Tc to be 108± 26 min. Figures adapted from [22].
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molecule to be tobramycin (MW = 467.5), and performed an analogous ex-
periment to the inhibition disc-diffusion assay. In this antibiotic disc-diffusion
assay, we placed discs with varying concentrations of tobramycin on antibiotic-
free LB agar inoculated with WT cells. Tobramycin would diffuse out from the
disc and produce zones of inhibitions in the lawns after incubation. A similar
expression to Eq. 6 can be written for tobramycin (Tob):
X2 = 4D (Tc − h) ln[Tob]0 + F([Tob]c,D, Tc) (10)
Therefore the same analysis which we performed for inhibition can be used to
determine the diffusion coefficient of tobramycin in our system. We found Tc
to be 680± 50 minutes and estimatedDTob to be 9.6± 0.8× 10−7 cm2/s.
Using these results and Eq. 9, we estimate the molecular weight of IF to
be 6± 3 Da, indicating it is a small molecule. We additionally performed the
same experiments for measuring the diffusion coefficient of the IF on 8 µg/mL
tobramycin plates, to examine the reproducibility of our molecular weight es-
timate. While altering the antibiotic concentration could change both Tc and
Nc, theoretically D and the resulting estimated molecular weight should not
change. We find the measured D to be2.5± 0.4× 10−6 cm2/s, with a corre-
sponding molecular weight estimate of 37± 23 Da. The measured Nc at this
concentration was 1.6 ± 3.7 × 106 cells, which is approximately 75% of this
value at 4 µg/mL, suggesting that there is an increased sensitivity to the IF at
higher tobramycin concentrations.
2.3.2 Overview of modeling results and limitations
The estimates of D and the molecular weight at 8 µg/mL tobramycin are rel-
atively close to measurements at 4 µg/mL tobramycin, and indicates that the
IF molecular weight may be near the lower limit of what can be estimated
using this model and experimental approach. More experimental work must
be done to fully validate the accuracy of this model under these conditions.
In particular, rather than using one molecular weight standard to estimate the
molecular weight of IF using Eq. 9, Eq. 8 can be rearranged to
MW =
(
4piρ
3
kBT
6piη
)3
D−3 (11)
, suggesting a linear relationship between MW and D−3. This was assumed to
be true in the aforementioned analysis. By measuring the D of various other
antibiotics and bactericidal chemicals which produce zones of inhibition using
the disc-diffusion assay, a regression of known MW and measured D−3 can
22
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Figure 8: modeling diffusion of tobramycin. a) Increasing concentrations of
tobramycin were deposited on WT PA14 inoculated lawns on antibiotic-free
LB agar. We find that the zone size squared (X2) varies linearly with lnC0
(R2 = .89, N = 4). b) When we preincubate lawns for varying times, we find
a linear decrease in X2, down to zero (R2 = .93, N = 4) and we estimate the
value of Tc to be 680± 50 min. Figures adapted from [22].
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be performed. Not only could the assumption of linearity be verified exper-
imentally, but the linear coefficient of this regression could be used to more
accurately predict the molecular weight of the IF, as well as improve confi-
dence interval estimates.
The theoretical framework described in this section can also be used in
other contexts in order to aid in the discovery of other inhibitory substances.
Natural products (i.e. substances that are produced by organisms such as
plants and microbes) are commonly used as antibiotics or antibiotic precursors,
and current active research still involves assays similar to the disc-diffusion as-
say to determine if microbes produce inhibitory substances of medical value.
This assay and model is a technique which does not require the use of ex-
pensive equipment, and may be a useful too in these studies, especially in
third-world countries with limited resources [19].
While future work into the disc-diffusion model will further elucidate the
diffusive properties of the IF and the accuracy of the model, our results at
present represent an order of magnitude estimate of the IF molecular weight
that indicate that the IF is a relatively small molecule. While the molecule is
unlikely to be less than 10 Da (smaller than the molecular weight of most
biologically relevant molecules), as predicted with experiments performed at
4 µg/mL, the order of magnitude of the estimated IF molecular is certainly
smaller than large macromolecules such as proteins with molecular weights
on the order of kDa, which drastically reduces the possible identities of the
molecule.
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3
B I O L O G I C A L D E S C R I P T I O N O F I N H I B I T I O N
Our investigations into the properties of inhibition indicated that it is gov-
erned by a diffusible inhibitory factor (IF) which is released by WT cells. We
estimated this IF to have a relatively low molecular weight, lower than what
would be characteristic of a protein. In this chapter, we explore the biological
characteristics of inhibition to form a more complete understanding of the phe-
nomenon. In particular, we investigate the environmental circumstances under
which inhibition is effected, what strains and species of bacteria are capable of
producing the IF, what the identity of the IF is, and the molecular mechanism
governing its effect. The experiments described in this chapter were performed Note: In this
section, when a
strain is described as
effecting inhibition,
this means that when
cells of this strain are
placed on the disc,
zone of inhibition on
antibiotic-resistant
mutants are formed.
by University of Texas at Austin Department of Molecular Biosciences gradu-
ate student Karishma Kaushik, and jointly analyzed by Nalin Ratnayeke and
Karishma Kaushik. This work is described in further detail in Kaushik et al.
[22]
3.1 inhibition is governed by a diffusible molecule
The results of the disc-diffusion assays indicated that inhibition acts at a dis-
tance. In order to confirm that this was in fact mediated by a diffusible in-
hibitory factor, we performed experiments to rule out cell-to-cell contact or
proximity mediated inhibition and nutrient depletion. Inhibition mediated by
the contact or proximity of cells on the disc to cells on the lawn could be a
reasonable explanation for our observations if the deposited cells on the disc
moved out and inhibited cells a distance away from the disc. Such forms of in-
hibition, dependent on contact or close proximity (<< millimeter scales), have
been described in previous studies[29, 30]. Similarly if inhibition were due to
nutrient depletion by discs on the disc, we would expect this to be translatable
over a distance.
3.1.1 Inhibition is not due to cell-to-cell contact or proximity
Bacterial inhibition which depends on cell-to-cell contact or proximity, medi-
ated by pathways such as type III secretion systems, has been seen in other
similar contexts[29]. To eliminate the possibility of cell-to-cell contact or prox-
imity, we examined a variety of flagellum and pilus loss-of-function mutants
(fliC, fliA, pilT) which were deficient in active motility. These mutants were
deposited onto the disc instead of WT cells in the disc-diffusion assay. These
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Figure 9: inhibition is not due to nutrient depletion. WT PA14 cells were
deposited onto LB-tobramcyin 8 μg/mL agar with no cores, and on agar
cores containing single (1X), double (2X) and ten-times (10X) nutrient cores.
Each core was surrounded by a lawn of resistant mutants on normal an-
tibiotic agar. No significant difference in X was observed (N = 3). Figure
adapted from [22].
mutants, while not capable of actively moving outside of the disc, still pro-
duced zones of inhibition of comparable size to WT cells. Additionally, we
ruled out passive movement from the disc, due to the fact that WT cells when
deposited on discs on antibiotic-free plates fail to show show growth very far
from the disc (Fig. 11). Thus, cells involved in inhibition must interact through
a long-ranged mechanism, such as through diffusion, that is not dependent on
physical contact between cells.
3.1.2 Inhibition is not due to nutrient depletion
To examine the possibility of nutrient depletion, we observed the impact of
modulating the nutrient levels in localized regions (cores) on the agar plate. In Core experiment:
A variation of
disc-diffusion
experiment. Discs are
placed on an agar
core with different
composition than the
plate.
these experiments, LB agar cores with 1x, 2x, and 10x nutrient concentrations
and 8 µg/mL tobramycin were created in 8 µg/mL tobramycin LB agar plates
by cutting out sections from an agar plate and filling them with different agar.
Discs with WT cells were then placed on the cores and the assay was per-
formed normally. If nutrient depletion was the mechanism behind inhibition,
in which WT cells consumed nutrients at the disc and prevented mutants in
the surrounding area to grown into a bacterial lawn, we would expect increas-
ing the nutrient concentration in the cores to decrease zone size. However, no
significant change in zone size was observed (Fig. 9).
Additionally, we created a nutrient sink agar core, containing antibiotics
but no nutrients. Nutrients would diffuse into the core and act similarly to
a situation in which cells were consuming nutrients from the surrounding
26
area. No zone of inhibition was seen around this nutrient-free core. These
results show that nutrient levels do not significantly alter inhibition, and that
inhibition is not caused by nutrient limitation. This result makes theoretical
sense, since WT cells likely die soon after being exposed to the antibiotics.
3.2 production and action of the inhibitory factor
Having established that inhibition is governed by a diffusible inhibitory factor,
we sought to determine the conditions under which it effects mutant inhibi-
tion, and under which it is produced. These properties are not only of intrinsic
use to us but also shed light on the factor’s identity. To this point, our obser-
vations of inhibition had been seen with P. aeruginosa WT cells inhibiting P.
aeruginosa mutant cells in the presence of tobramycin in LB media. Vital ques-
tions remained however: 1) what the conditions necessary for the production
of IF are, 2) whether antibiotics are required for the action of IF, and 3) whether
IF is a specific P. aeruginosa product or more generally produced. For these in-
vestigations, the disc-diffusion assay was used as an easy indicator for the
presence of inhibition under a given set of circumstances, as inhibition zones
provide an easily visible and quantifiable readout for inhibition.
3.2.1 Production conditions for the inhibitory factor
Two obvious conditions which the production of the inhibitory factor by P.
aeruginosa cells may depend on are the presence of antibiotics and nutrients.
Our previous results in Section 3.1 indicate that the presence of nutrients un-
der the cells do not impact zone size, and we find that increasing the diameter
of nutrient-free cores does not alter the inhibition zone size (Fig. 10). This im-
plies that nutrients are not a necessary condition for the production of IF, and
indeed, when there are no nutrients available underneath the disc, we still
observe IF production.
If the cell stress or death incurred when cells on the disc are exposed to
antibiotics triggers the release of the inhibitory factor, we would expect inhi-
bition to be heavily dependent on the presence of antibiotics. When the agar
plate does not contain antibiotics, we see no inhibition, even at low initial lawn
densities (Fig. 11). However, this could be because IF is not produced without
antibiotics, does not act without antibiotics, or both.
To determine which of these scenarios is the case, a similar experiment to
that described in the previous section in which a core with a different com-
position than the surrounding agar was formed in the area below the disc. In
this way, the conditions of the cells at the disc and on the agar plate can be
decoupled. An agar core was created with the same nutrient composition as
the surrounding agar, but without tobramycin. While tobramycin is still free
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Figure 10: utilization of nutrients on the agar plate is not necessary
for the production of the if . A) Schematic of core experiments with
nutrient-free agar underneath the disc. B) WT PA14 cells were deposited on
discs with no core, and nutrient-free cores of varying diameter. As a control,
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LB-tobramycin 8 μg/mL agar. We find that different core conditions and
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to diffuse into this core and come in contact with the cells on the disc which
is placed on top of it, it would introduce a time lag. Since the characteristic
diffusion time for a molecule to diffuse over length l is given by l2/D, and
our estimated value of D for tobramycin is 9.6± 0.8× 10−7 cm2/s, we would
expect the lag to be on the order of tens of hours, which our results in section
2.3 indicate would decrease the inhibition zone size. Additionally, this time lag
would increase with increasing core size. We find neither a significant differ-
ence in zone size between cells on no core and on an antibiotic-free core, nor a
decrease in zone size with increasing core size (Fig. 12). These results indicate
that antibiotics are not required for the production of IF.
3.2.2 Antibiotics are required for the action of the inhibitory factor
Our finding that inhibition is not seen on plates without tobramycin, combined
with our finding that IF is produced regardless of the presence of tobramycin
implies that the mutant cells on the lawn only respond to IF when exposed
to antibiotics. To further confirm this, we performed the core experiment from
the previous section with reversed geometry: the core contained antibiotics
and the surrounding plate did not. As expected, we found that no zones of
inhibition were formed (Fig. 12).
We find that mutant cells grow better in environments without antibiotics,
so the increased growth could lead to smaller zones which are not detectable
(Fig. 5). To control for this, we reduced the inoculum size on the plate, and still
found no detectable zone size, even when the lawn numbers were low enough
to see discrete colonies (Fig. 12). Thus, antibiotics are required for the action
of IF, while IF is produced regardless of the presence of antibiotics.
3.2.3 Inhibition is effected by a large variety of microbes and a second aminoglycoside
A related question to the production and action conditions of the IF with mono-
cultures of P. aeruginosa is whether other strains and species produce the IF as
well. We find that the same strain of antibiotic-resistant mutants which we
place on the lawn produces inhibition of the mutants on the lawn. This indi-
cates that the mutants are able to inhibit very closely related bacteria (coming
from the same progenitor overnight culture), and also implies that there are
no significant genetic differences between WT cells and resistant mutant cells
when it comes to inhibition. The latter implication is supported by the finding
that similar zone sizes are seen for mutant and WT cells on the disc, and that
cell stress and/or death due to antibiotics is not necessary for the production
of IF. Indeed, we see that strains with MICs orders of magnitude larger than
the concentration of tobramycin on the plate still produce inhibition.
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Figure 12: the inhibitory factor is produced without antibiotic , but
only acts in the presence of antibiotic .A set of complementary
experiments were performed to determine the role of antibiotics in inhi-
bition. A) Schematic of experiments. Cores of antibiotic-free media and
antibiotic-containing media surrounded by antibiotic-containing media and
antibiotic-free media respectively were used. B) Antibiotic is not required
for production of the IF. WT cells were deposited on agar cores of vary-
ing size containing antibiotic-free LB agar, or on no core (0 mm core). We
see no significant decrease in zone size between these conditions. B) An-
tibiotics are required for the action of the IF. WT cells were deposited on
cores containing LB-tobramycin agar and surrounded by varying numbers
of mutants. No zone of inhibition was seen, even at low initial lawn densi-
ties. Scale bars are 5 mm. Figure adapted from [22].
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species/strains additional remarks
Pseudomonas strains
P. aeruginosa (PA14, PAO1) Laboratory strains
Clinical P. aeruginosa strains Cystic Fibrosis Isolates
Sandgrass isolate Uncharacterized environmental
isolate
P. fluorescens Environmental isolate
Other microbial species
E. coli (DH5α, SM10) Laboratory strains
S. aureus (Mu50) Gram-positive, methicillin/vancomycin-
resistant clinical isolate,
co-pathogen with P. aeruginosa
Serratia marcescens Gram-negative, nosocomial
human pathogen
Burkholderia cepacia Gram-negative, nosocomial co-
pathogen with P. aeruginosa
Table 1: microbial species/strains which we see produce inhibition Ta-
ble adapted from [22].
Additionally, we find that the IF is produced by strains of P. aeruginosa other
than the one primarily used in this study (PA14), as well as other microbial
species. We tested a set of microbes which included both Gram-negative and
Gram-positive bacteria, some of which are co-pathogens with P. aeruginosa, as
well as 17 clinical isolates of P. aeruginosa all of which produced inhibition (Fig.
13). However, we find that the yeast Saccharomyces cerevisiae fails to produce
zones of inhibition. The production of the zones of inhibition is consistent
with what we find with PA14 (i.e. not produced in the absence of antibiotics),
so that we can assume that a similar IF is being produced in all cases. This
indicates that the IF is produced by a wide range of bacterial species, but is
notably znot produced in sufficient quantities in S. cerevisiae.
We also find that inhibition occurs in the presence of another aminoglyco-
side antibiotic, gentamycin. The antibiotic-resistant mutant which we isolated
and used in the previously described experiments had elevated MIC to gen-
tamycin (MIC = 9.7 µg/mL) so that the same experiments and strains used
before could be used, and we observe similar results.When these mutants are
deposited on the disc, we find that they too produce IF and inhibit mutants
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Figure 13: a broad range of bacterial species and strains produce inhi-
bition. For each isolate, 109 − 1010 cells were deposited under standard
disc-diffusion conditions for inhibition on LB-tobramycin agar. All bacterial
species tested produce inhibition, as did all P. aeruginosa clinical isolates (CF
*). N = 3. Figure adapted from [22].
on the lawn. Interestingly we also find that different mutants with gentamycin
resistance cassettes (MIC = 2.5 mg/mL) also produce inhibition. These cells
likely do not experience much stress, and certainly don’t die to the gentamycin.
This is consistent with the finding that antibiotics and resulting cell stress or
death is not required for IF production.
Additionally, to confirm that killing by inhibition is not a specific quality of
the antibiotic-resistant mutant which we primarily use, we tested the suscep-
tibility of five other antibiotic-resistant mutant strains. Three were produced
from spontaneous mutation in antibiotic-free media and isolated in the same
was as the previously described mutant, and two were evolved in the presence
of tobramycin-containing media. All of these strains exhibit susceptibility to
the IF, which indicates that killing by inhibition is not a unique property of
our mutant, and is likely a relatively common property of antibiotic-resistant
P. aeruginosa that isn’t dependent on the exact mutations conferring resistance.
3.3 identification of the inhibitory factor and its mechanism
of action
As described in the previous section, we find that the IF is produced by a wide
range of microbial species, and is produced without the presence of antibiotics.
This suggests that the IF may be a natively produced metabolic product, rather
than a specific inhibitory molecule which targets P. aeruginosa mutants. This
would explain why P. aeruginosa produces this molecule - not so that it can
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inhibit its closely related siblings, but rather because it is a naturally produced
metabolic product which only is lethal when aminoglycoside antibiotics are in
the environment. With this in mind, in this section we investigate the role of
metabolism in the production of the IF in order to gain insight into its identity.
We also investigate potential mechanisms of action of the IF.
3.3.1 Core metabolism may be involved in inhibition
The observation that the yeast S. cerevisiae was the only microbe tested which
did not produce inhibition suggests that metabolism may be involved the pro-
duction of the IF. All of the bacterial species tested were grown overnight in
LB medium, in which amino acids are the only significant carbon source. Bac-
teria growing in this medium primarily use amino acid catabolism for their
energetic and growth needs. On the other hand, S. cerevisiae was cultured in
YPD medium, in which dextrose is added to amino acids as a carbon source.
Yeast in this medium primarily use fermentation [31]. Thus, differences in the
products of carbohydrate metabolism and amino acid metabolism may lead to
the observed differences between yeast and bacteria.
In Section 3.2 we found that nutrients on the plate after cells are deposited
are not required for the production of IF, which indicates that the metabolism
of cells after being placed on the disc does not significantly alter the release of
IF to the surrounding area. Additionally, we find that depositing plain LB or
YPD media does not produce zones of inhibition. However, molecules created
during overnight growth could be released on the plate. While the overnight
supernatant was washed from cells, metabolic by-products from the overnight
culture could be carried over to the plate intracellularly. Thus, altering the
nutrient conditions of the overnight culture could alter whether the IF is pro-
duced after cells are placed on the plate.
We cultured P. aeruginosa, E. coli, S. aureus and S. cerevisiae. Both E. coli and
S. aureus are capable of either catabolizing amino acids or undergoing sugar
fermentation , while P. aeruginosa preferentially using amino acids even in the
presence of sugars, and S. cerevisiae can only ferment. We grew these microbes
in either LB, which only contains amino acids, and YPD, which contains both
amino acids as well as sugars. We found that when cultured in LB overnight,
all three bacterial species produce the IF and produce zones of inhibition. As
expected, S. cerevisiae, does not grow well in LB, which lacks sugars for fer-
mentation, and does not grow to significant levels. Even when the number of
cells of S. cerevisiae are the same as those of bacterial discs, we do not see any
visible inhibition. This is consistent with the idea that the IF is a product of
amino acid catabolism, which S. cerevisiae does not significantly use.
When cultured in YPD overnight, P. aeruginosa still produces inhibition,
while the other three microbes do not (Fig. 14). When cultured in YPD, S.
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Figure 14: the carbon source used for growth impacts whether the if
is produced. WT PA14, S. aureus, E. coli and S. cerevisiae were grown
overnight either in LB (A) or YPD (B) media. LB contains only amino acids
as a major carbon source, while YPD has both amino acids and sugar. Fol-
lowing overnight growth, cells were deposited onto LB-tobramycin agar
in a standard disc-diffusion test and zones were measured. Additionally,
cells were deposited onto discs on LB-tobramcyin BTB agar, and the color
change resulting from pH was quantified as described in Fig. 15. An inten-
sity ratio > 1 represents an acidic change, while < 1 represents an alkaline
change. A) When grown on amino acids only, the three bacterial species
produce zones of inhibition as well as an alkaline color change. B) When
grown in the presence of sugars, only P. aeruginosa, produces inhibition
zones and alkaline color change, while the others produce no inhibition
and an acidic change to the medium. Sterile media and overnight culture
supernatant produce no inhibition or BTB change. Figure adapted from
[22].
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Figure 15: quantification of the width of inhibition and intensity ra-
tio. Using intensity plots generated in ImageJ, intensity ratios were cal-
culated as the gray value at a fixed distance of 2 mm from the disc (A)
divided by the gray value at the edge of the alkaline change Xc, which we
estimate by eye. For each disc, measurements were taken through perpen-
dicular axes and the average value was used. Scale bar is 5 mm. Figure
adapted from [22].
cerevisiae is able to ferment and thus use an alternate metabolic pathway than
amino acid catabolism. However, P. aeruginosa is not capable fermenting and
thus will primarily metabolize amino acids. These two observations are consis-
tent with inhibition being associated with products from amino acid catabolism.
However, E. coli and S. aureus, which are capable of both forms of metabolism,
could theoretically use either in YPD. In the next section, we confirm that E.
coli and S. aureus utilize fermentation primarily on YPD, further supporting
our hypothesis that amino acid metabolism produces the IF, rather than fer-
mentative metabolism.
3.3.2 The inhibitory factor may be an alkaline product of amino acid catabolism
To confirm which form of metabolism is used in different media and species,
we observe the pH in the agar area around discs. Amino acid catabolism pro-
duces alkaline by-products, and indeed the pH of overnight LB cultures of P.
aeruginosa is ∼ 8. On the other hand, fermentation of sugar products produces
acidic by-products, and the pH of overnight YPD S. cerevisiae cultures is ∼ 6.
Supernatant from both overnight LB cultures and YPD cultures of P. aeruginosa
does not produce inhibition when placed on discs, but we attribute this to a
subcritical concentration of the IF in the supernatant.
To examine the pH of molecules released from cells on the discs, we used
agar plates which contained bromthymol blue (BTB), a pH indicator with a
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Figure 16: alkaline metabolic by-products correlate with inhibi-
tion.For different inhibiting strains, we measured the color change size
Xc and inhibition zone size X. We observe a correlation between the two
(Pearson’s correlation coefficient r = 0.9). Intensity profiles were used to
measure Xc using image analysis software. For each point, X and Xc rep-
resent the average of four measurements along two perpendicular axes.
N = 2. Figure adapted from [22].
dynamic range of 6 − 7.6. This indicator is yellow at acidic pH, and blue at
alkaline pH. In general, zones of color change could be seen around the discs.
To quantify these color changes, color images of plates were taken and split
into RGB components. The red channel was analyzed, and the ratio between
the intensity 2 mm from the edge of the disc and the value far from the disc
were calculated. Intensity ratios < 1 represent a blue color and alkaline pH,
while ratios > 1 represent yellow color and acidic change (Fig. 15).
When cultured overnight in LB, we see that all tested bacterial strains re-
leased alkaline products out of the disc. Additionally, we find that the size
of the inhibition zone (X) and the width of the alkaline color change (Xc) are
correlated, which indicates that the IF may be an alkaline product or products
of amino acid catabolism (Fig. 16). When cells are placed on discs on nutrient-
free agar, we observe similar patterns. This further confirms that nutrients on
the plate are not required in order to effect a change in the area around the
disc, and that even dying cells are capable of producing a change in the short
period of time before they die. S. cerevisiae does not produce any color change,
which is consistent with the lack of growth in the overnight medium, neither
producing significant amounts of alkaline nor acidic products.
As expected, when cultured overnight in YPD, P. aeruginosa produces an
alkaline color change, indicating it still produces alkaline products even in the
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presence of sugars (Fig. 14). This is consistent with the fact that P. aeruginosa
does not ferment and produce acidic products to significant levels. S. cerevisiae,
E. coli and S. aureus however effect an acidic change around the disc, consis-
tent with them utilizing fermentation in the presence of sugars. These results
shed light onto our observations that E. coli and S. aureus do not produce inhi-
bition when cultured overnight in YPD. In YPD, these bacteria preferentially
use fermentative metabolism, and thus do not produce the alkaline products
of amino acid catabolism that they normally produce in LB. Indeed, the pH
of their overnight cultures are acidic. Thus the nutrient conditions of the envi-
ronment can act as a “switch” which modulates the production of the IF.
Overview of metabolism results
Aggregated, our results indicate that there is a correlation between the pro-
duction of the IF and the metabolic state of cells. Of the several species of
microbes that we investigated, including several P. aeruginosa species, E. coli, S.
aureus, and S. cerevisiae, we found that all cells that effected inhibition utilized
amino acid catabolism in the overnight culture medium and released alkaline
products on the agar plate, while all cells that didn’t effect inhibition utilized
fermentation in the overnight culture and released acidic products. Thus, we
conclude that the IF which mediates inhibition is likely either a product of
amino acid catabolism, or a molecule which is correlated with it.
3.3.3 The inhibitory factor is not a reactive oxygen species
To further rule out other known inhibitory molecules, we ruled out reactive
oxygen species as molecular agents of inhibition. Bacteria produce reactive
oxygen species (ROS) as a metabolic by-product, and the production of ROS
has been implicated in the action of many antibiotics. Biologically relevant
ROS include hydrogen peroxide (H2O2), superoxide (O2-) and hydroxyl radi-
cals (OH-). To test the role of these products, we eliminated sources of each
of these species. We introduced catalase, which breaks down hydrogen perox-
ide, into the agar medium, and found no significant difference in inhibition
zone sizes. As a control, we deposited H202 onto discs alone, which caused
zones of inhibition to form, and found that catalase drastically reduced these
zone sizes. Additionally, we tested inhibition from a phenazine-null mutant
(Δphz1/2), which lacked phenazine operons. Phenazines are associated with
the production of all three relevant ROS. We found no significant difference
between the zones created by this mutant and the WT. Thus we infer that the
IF is not an ROS.
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3.3.4 The inhibitory factor acts through alkaline pH change
To determine if the alkaline pH change that we observe is correlated with inhi-
bition is causally linked to it, we investigated the effect of exogenous bases
on discs, rather than cells. We deposited ammonium hydroxide (NH4OH),
sodium hydroxide (NaOH), and sodium bicarbonate (NaHCO3) onto discs on
both BTB-containing LB-tobramycin agar, as well as on agar inoculated with
cells. These compounds all produced and alkaline change similar to what
we saw in previous experiments, and also produced inhibition of antibiotic-
resistant mutants when on LB-tobramycin plates. On antibiotic-free LB agar,
the zones of inhibitions are either absent (with NH4OH and NaHCO3) or sig-
nificantly reduced (with NaOH), indicating that basic compounds can recre-
ated our observations of inhibition.
Additionally, we deposited 10 μL of varying concentrations of these basic
compounds on discs and measured the resulting size of the zones of inhibi-
tion. Using linear regression to determine the relationship between concen-
tration and X , we estimate that 10 μL of 2.04M NH4OH, 1M NaOH, or 1M
NaHCO3 produces inhibition zones which are comparable to those seen with
cells (x = 5mm) (Fig. 17). Similarly to what we see with cells, we see a correla-
tion between the size of the color change and the zone of inhibition caused by
exogenous bases (Fig. 18).
Others have shown that alkaline pH changes can significantly enhance the
bactericidal activity of aminoglycosides (i.e. decrease MIC) [32, 33]. At least
two mechanisms for this pH-dependence of aminoglycoside activity have been
suggested: 1) an increased proton motive force which increases the uptake of
the antibiotics [33–35]; 2) an increased proportion of aminoglycoside molecules
found in their non-ionized, more-bactericidal form [33]. As a result, we infer
that the IF inhibits antibiotic-resistant mutants by increasing pH, which in-
creases the activity of the antibiotics in the medium.
3.3.5 Biogenic amines are plausible candidates for the inhibitory factor
A wide range of microbes produce basic compounds such as ammonia and
other amines as by-products of amino acid catabolism. Ammonia is a low
molecular weight molecule (MW = 17 Da), which is consistent with our esti-
mate of the IF molecular weight. Ammonia production from bacteria has been
shown to mediate long-range intercellular interactions, as well as influence
antibiotic resistance. Recently, gaseous ammonia released from bacterial cul-
ture supernatant, and trimethylamine was shown to decrease resistance to the
aminoglycoside antibiotics kanamycin and spectinomycin[36].
We used an ion-selective electrode to measure ammonia and amine emis-
sion from deposited bacteria and yeast. We find that P. aeruginosa emits nearly
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(a) Exogenous compound intensity ratios
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Figure 17: exogenous alkaline solutions can recapitulate inhibition.
a) 10 μL of exogenous compounds (2.4M NH4OH, 1M NaHCO3, 1M NaOH,
WT PA14 cells, and 1M NH4Cl ) were deposited on LB-tobramycin BTB
agar and intensity ratios were measured. The three bases and WT cells all
produced an alkaline change, while NH4Cl produced an approximately no
change change. b) Varying concentrations of NH4OH were deposited onto
discs. A linear relationship between X2 and the log of the concentration is
seen, similar to antibiotics (R2 = 0.96). Figures adapted from [22].
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Figure 18: alkaline change produced by exogenous bases correlates
with inhibition. 10 μL of decreasing molar concentrations of exogenous
alkaline compounds (A) NH4OH, (B) NaOH and (C) NaHCO3 were de-
posited on LB-tobramycin BTB agar and on antibiotic-resistant lawns over-
laid on LB-tobramycin agar. Intensity ratios and the color change zone size
Xc was calculated as described in Figure 15. Each compound had a roughly
increasing intensity ratio with decreasing concentration, as expected, and
we see that there is a correlation between Xc and X. Figure adapted from
[22].
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Figure 19: production of ammonia or amines is associated with inhibi-
tion. Using an ion-selective electrode, ammonia and amine emission was
measured following deposition of WT PA14 and S. cerevisiae cells on discs
on LB-tobramycin in vials. Emissions were normalized to the PA14 average.
Significantly higher amounts of ammonia were detected from PA14 than
S. cerevisiae. N = 3. P < 0.005 by two-tailed Student t test. ** P < 0.02 by
two-tailed Student t test. Figure adapted from [22].
five times the ammonia and amine levels as S. cerevisiae, a microbe which does
not produce inhibition. We additionally find that, in the disc diffusion assay,
deposition of ammonium chloride (NH4Cl) at similar concentrations to the
other exogenous compounds produces a slightly acidic change and fails to
produce inhibition (Fig. 19). Thus we find a correlation between alkaline pH
change and inhibition, but no significant effect from the specific properties of
the ammonia molecule when not in alkaline environments. This either means
that ammonia must be in its unionized form in order to effect inhibition, or
that the increase in pH following its release is the proximate cause of cell
death. In light of the results from the previous section however, the latter is
more likely.
Therefore, we tentatively identify the IF as biogenic ammonia and/or other
low molecular weight amines which effect an alkaline pH change which in
turn causes antibiotic-resistant mutant cells to die in the presence of aminogly-
cosides. The production of amines can be attributed to amino acid catabolism,
which is modulated by the nutrient conditions of the environment.
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Part III
M O D E L I N G
4
M O D E L I N G I N H I B I T I O N
Informed by the physical and biological properties of inhibition which we
uncovered in the previous chapters, we sought to further model its behavior.
There are a couple findings in particular which motivate these models. First,
the observation that the mechanism of action of the IF could involve pH led
us to examine what effect it could have on the model developed in Section
2.2. Secondly, we find that in the spatially-mixed system survival probability
approaches zero with increasing cell density (Fig. 2b). However mutant cells
are able to grow into high-density colonies without inhibiting themselves. To
resolve this paradox, we examined the effect of small-scale spatial fluctuations
in the initial population density, as well as pH-dependent antibiotic resistance
in a stochastic physics-based model.
4.1 ph-mediated inhibition in disc-diffusion assay
In Section 2.2, we describe a model which predicted the molecular weight of
the inhibitory factor in the disc-diffusion assay. This model examined the evo-
lution of the IF concentration gradient over time, and took the point at which
the concentration was a critical value at the critical time to be the edge of the
zone. Our results from Chapter 3 however, indicate that pH rather than the IF
concentration may be the immediate cause of death of cells. Since the pH at a
given point on the plate should be a monotonic function of the IF concentra-
tion, we can modify the disc-diffusion model to incorporate a threshold pH,
rather than threshold IF concentration.
It has been shown in several cases that the MIC of aminoglycoside antibi-
otics decreases exponentially with increasing pH [37]. For an alkaline IF, the
concentration of OH- is approximately of the form
[OH−] ≈ A× [IF]β (12)
Thus,
pH = α+β log10[IF] (13)
, where α = 14+ log10A. Combining this with Equation 2 we get:
pH = α+β log10
{
[IF]0
4piDt
exp
(
−
x2
4Dt
)}
(14)
This can be rearranged to:
x2 = 4Dt ln[IF]0 − 4Dt ln (4piDt) −
4Dt ln(10)
β
(pH−α) (15)
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Just as in the previous model, we assume [IF]0 = k0 ×N0, where k0 is a
production constant and N0is the number of cells on the disc, and Equation
15 becomes
x2 = 4Dt ln(N0) + 4Dt ln
(
k0
4piDt
)
−
4Dt ln(10)
β
(pH−α) (16)
This expression gives the point in space x at which the pH is a given value
at a given time. If pH modulates the antibiotic resistance of mutants, a critical
value of pH, pHc , should bring the MIC of the mutant below the concentration
of antibiotics on the plate. If the zone is formed at the critical time, as assumed
in the previous model, the edge of the zone X will satisfy:
X2 = 4DTc ln(N0) + F(D, Tc,pHc,k0,α) (17)
This expression has a dependence on ln(N0) which is of the same form as
the one found in the previous model without pH-mediated inhibition (Eq. 5).
Thus, pH-mediated inhibition does not alter our estimation of the molecular
weight of the the IF.
4.1.1 pH-mediated inhibition predicts a linear relationship between squared sizes of
indicator color change and inhibition zone
We observe that cells which produce inhibition also cause a zone of color
change in agar containing BTB. The perceived edge of this discoloration should
correspond approximately to a specific threshold pH, pHc,BTB. Similarly, based
on alterations to the disc-diffusion model which incorporates pH change, we
expect the edge of the zone of inhibition to correspond to another threshold
pH, pHc,IF if the IF is mediated by pH change. Therefore from Equation 15,
the inhibition zone size XIF is shown by
X2IF = 4DTc ln(N0) + 4DTc ln
(
k0
4piDTc
)
−
4DTc ln(10)
β
(pHc,IF −α) (18)
while at the critical time the size of the zone of discoloration XBTB is
X2BTB = 4DTc ln(N0) + 4DTc ln
(
k0
4piDTc
)
−
4DTc ln(10)
β
(pHc,BTB −α) (19)
Since the IF is both creating a zone of inhibition, as well as the zone of discol-
oration, all constants in these equations should be the same value. Thus:
X2IF = X
2
BTB −
4DTc ln(10)
β
(pHc,IF − pHc,BTB) (20)
This model therefore predicts a linear relationship between X2IF and X
2
BTB,
when XBTBis measured around the critical time. This is consistent with our
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observations of a correlation between the two zone sizes (Fig. 16). Addition-
ally, we can infer from these data that the threshold pH value for inhibition
is higher than the threshold pH value for the BTB color change. Since the
dynamic range of BTB is approximately 6 − 7.6, the defining of the edge of
the discoloration will likely be ∼ 7.6. Thus, the threshold value for inhibition
should be higher than 7.6.
4.2 inhibition in spatially-mixed populations
In the spatially-mixed system described in Section 1.3, where varying densities
of cells are plated in an agar overlay on an antibiotic-containing plate, we
observe that the survival probability of antibiotic-resistant mutants approaches
zero with increasing cell density. Similarly, in the disc-diffusion assays, we
see that increasing the deposited number of cells at the disc increases the
range at which mutants are inhibited. As a result, it seems paradoxical that
mutant cells are able to grow into high-density colonies on the plate at all
without inhibiting themselves. We see that mutant cells still produce the IF
in disc-diffusion assays, indicating this is a relevant question. Additionally,
since the mutants we observe are inhibited on the lawn of the disc diffusion
assays were isolated from colonies growing on antibiotic containing plates, we
infer that a genetic resilience to the IF is not required for a mutant colony to
grow. This also begs the question of why certain mutant cells to survive to
grow into a colony, while others die. To resolve these questions, we examine
the effect of spatial fluctuations in cell density on the survival of antibiotic-
resistant mutants.
It has been suggested that the molar quantity of an inhibitory substance
per cell is a more accurate determinant of cell survival during exposure than
the concentrations [13]. This is clearly seen in the inoculum effect, in which
higher density populations of bacteria exhibit a higher resilience to antibiotics
than those at lower densities [12, 13]. According to this interpretation, in a
well-mixed, homogeneous environment with a constant antibiotic concentra-
tion [AB], increasing cell density decreases the moles of antibiotic per cell,
{AB}, thus increasing the resistance of cells to the antibiotic at a given [AB].
However, our results in Section 3.3 have shown that an IF released by cells
may decrease antibiotic resistance by increasing the pH of the medium. These
two antagonistic phenomena, together with random fluctuations in local cell
density lead to non-trivial cell survival rates as a function of average cell den-
sity.
45
4.2.1 Model derivation
Dividing molar quantities of antibiotics by a number of cells represents a
screening or local alteration of absorption kinetics of antibiotics by cells. This
process likely does not occur over long distances. Therefore, we can consider
a small effective volume Vein the spatially-mixed system containing N cells.
This assumption comes from intrinsic length scales set by biochemical kinet-
ics and diffusion. A reduction in the molar quantity of IF per cell is likely to
be dependent only on the cell density in the region surrounding a given mu-
tant cell (mutant cells will not be protected from the IF by cells far away from
them). However, the diffusion of the IF over large distances implies that the
concentration profile of the IF likely is not constrained by this volume. Thus,
we can assume a uniform [AB] throughout the plate, and the resulting{AB}
in the effective volume is accordingly given by [AB]VeN . If {AB} is less than a
threshold value {AB}c, we expect mutant cells in Ve to grow. Since there are
orders of magnitude more WT cells than mutant cells and the effective volume
is small, we expect there to be no more than one mutant in a given Ve together
with WT cells. Therefore, the survival condition for a mutant is given by
NWT + 1 >
[AB]Ve
{AB}c
(21)
, where NWT is the number of WT cells in the volume. The random deposition
of bacteria into an agar overlay can be modeled as a Poisson process. Thus,
the probability that the number of WT cells in the volume will be greater than
NWT is given by
P = 1− e−VeρWT
NWT∑
i=0
(VeρWT )
i
i!
(22)
where ρWT is the average density of WT cells on the plate. Since ρWT ≈ ρ0
where ρ0 is the average total cell density initially on the plate, this probability
is approximately described by
P = 1− e−Veρ0
NWT∑
i=0
(Veρ0)
i
i!
(23)
Previous studies have found an approximately exponential relationship
between pH and MIC to aminoglycosides [37]. Since these studies were per-
formed at uniform cell density, we can also assume that pH and {AB}c also
have an exponential relationship, which we can represent as:
{AB}c = A× 10−b×pH + {AB}min (24)
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where A and b are scaling constants and {AB}min is the minimum value of
{AB}c. As derived in Section 4.1, we can approximate the pH resulting from a
given concentration of IF, [IF] as
pH = α+β log10[IF] (25)
where α and β are constants which account for the acid-base properties of the
IF. Assuming {AB}min is small compared to {AB}c, the condition for mutant
survival (Eq. 21) can be rewritten as
NWT >
[AB][IF]bβVe
A× 10−αb − 1 (26)
Since the IF is distributed throughout the plate and has a relatively high dif-
fusion coefficient (450± 50 μm2/s), we can assume that [IF] is uniformly dis-
tributed. If [IF] = kpρ0, where kp is a production constant, Equations 23 and
26 can be rewritten as the probability of mutant survival:
P = 1− e−Veρ0
ΓVeρ
η
0−1∑
i=0
(Veρ0)
i
i!
(27)
where Γ = [AB]k
bβ
p
A×10−αb and η = bβ. Γ is a lumped parameter which accounts for
the alkalinity of the IF, and a strain’s production of IF and degree of antibiotic
resistance; η accounts for the sensitivity of the level of antibiotic resistance to
changes in pH; Ve accounts for the spatial extent over which cells surrounding
a mutant can lower the {AB} to which a mutant is exposed.
The function P (Eq. 27) is discrete with respect to ρ0, and is defined for
densities in which ΓVeρ
η
0 − 1 is an integer (i.e. ρ0 must be equal to
(
n+1
ΓVe
) 1
η
,
where n is a positive integer). However we can approximate a continuous
extension of it using linear interpolation. The resulting function P˜ describes
the proportion of plated antibiotic-resistant mutants that survive and grow
to form colonies on the plate, and is a function of the initial density on the
plate. The fraction of the total cells which are plated that grown into colonies
M is thus described by M = µP˜ where µ is the true proportion of mutants
in the population. Similarly, the number of colonies formed C is given by
C = µρ0VtotP˜, where Vtot is the total volume into which the cells are initially
embedded.
4.2.2 Fitting model of spatially-mixed system to experimental results
When we fit this model to our experimental data, we found that a wide range
of values of Γ , Ve, η and µ result in trends which are consistent with our
measurements in Figure 2. We can estimate physically reasonable values for
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the size of Ve by examining how an individual might impact its surrounding
antibiotic concentration in a diffusive system. Veis the effective volume within
which cells reduce the amount of antibiotics acting on a cell at its center. The
distance at which a cell no longer effects a significant reduction in antibiotic
quantities would be equal to the radius of a spherical Ve. To estimate this
distance, we model cells as antibiotic sinks.
The diffusion of antibiotics molecules can be described by Fick’s Second
Law:
∂[AB]
∂t
= D∇2[AB] (28)
where [AB] is the antibiotic concentration at a given point. The diffusion of
antibiotics is fast relative to the size of a cell (tobramycin diffusion coefficient
= 96± 8 μm2/s), we can consider the steady state distribution of antibiotics
around the cell. Approximating a cell to be spherical, the steady state distri-
bution around a cell which completely absorbs antibiotics (i.e. [AB] = 0 at the
cell surface) is given by
[AB] = [AB]0
(
1−
a
r
)
(29)
where [AB]0 is the antibiotic concentration far from cells, and a is the radius
of a cell. Deviations from this due to cells being non-spherical will be small
when relatively far from the cell. The concentration at 10a away from the cell
will be 90% of [AB]0. This corresponds to a volume 1000 times the volume
of a cell, and we take this value to be a reasonable minimum bound for Ve.
We estimate the volume of a P. aeruginosa cell to be approximately 4× 10−6nL,
which leads to a minimum value of Veof .004 nL.
With a Ve of .004 nL, values of η ranging from .90 to 2.5, Γ ranging from
8×10−6 to 4 nLη-1and µ ranging from 4×10−7 to 4×10−6, produce reasonable
fits to our data, and the least squares fit has an an η of 1.186, Γ of 0.307 nLη-1
and µ of 1.02× 10−6 (R2 = .923). Additionally, a Ve of .04, .4 and 4 nL produce
similar trends and fits. Overall, the wide range of parameters which produce
reasonable fits to our data reflects a robustness of this model to changes in
specific values, and indicates that fine tuning of parameters is not necessary
to match the trends which we observe.
4.2.3 Summary of model results
Guided by this model, we postulate that antibiotic-resistant mutants are able
to grow into high-density colonies because they are shielded from antibiotics
by their WT neighbors. A mutant will grow into a colony if it is in a region
of high local cell density that reduces the{AB} locally below a threshold value.
As the average cell density increases, however, the resulting increase in [IF] on
the plate lowers this threshold value by causing an increase in pH. These an-
tagonistic processes can result in a net decrease in mutant survival probability
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sonable fits to observations . Least squares estimates of Γ and µ, as
well as the sum of squared residuals (SSR), were calculated for set values of
Ve and η, based on the colony counts from Replicate 1 of Figure 2. A SSR
of 1.0× 106was considered the threshold for reasonable fits, and fits with a
SSR greater than this are excluded. Plotted are the least squares estimated
Γ as a function of the set values of η for Ve of .004, .04, .4 and 4. Diamond
points (©) represent the fit values of Γ and η with minimum SSR. Figure
adapted from [22].
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Figure 21: fits of the mixed-system model describe our observations
well . Least squares regression was performed on colony count data from
Replicate 1 of Figure __ for given values of Ve. The resulting fit param-
eters were 1) Ve = 0.004, η = 1.164, Γ = 0.370, µ = 1.10 × 10−6; 2)
Ve = 0.04,η = 1.059,Γ = 0.697, µ = 1.21× 10−6; 3) Ve = 0.4, η = 1.019,
Γ = 0.888, µ = 1.26× 10−6; 4) Ve = 4, η = 1.006, Γ = 0.962, µ = 1.27× 10−6.
a) Colony counts fits. R2 = 0.953 (Ve = 0.004),0.955 (Ve = 0.04), 0.954
(Ve = 0.4), 0.954 (Ve = 4). a) Mutant colony frequency fits. R2 = 0.778
(Ve = 0.004), 0.784 (Ve = 0.04), 0.766(Ve = 0.4), 0.759 (Ve = 4). Figure
adapted from [22].
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with increasing average cell density. This interpretation indicates that the spa-
tial organization of bacteria, as well as their density, influences their growth
under these conditions. These interactions depend heavily on the ranges of
action inherent to the process, and leads to non-trivial phenomena depending
on the spatial distribution of cells. These results also imply that small initial
fluctuations in density will be magnified, as they can be prime determinants
of the initial survival of bacteria.
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C O N C L U S I O N S
We find that microbial population structure, including cell density, spatial
distribution and interspecies interactions, can drastically impact survival of
antibiotic-resistant mutants in that population when exposed to aminoglyco-
side antibiotics. We see that increasing cell density has both positive, and neg-
ative effects on survival, and that the net effect is determined in a density and
antibiotic concentration-dependent way. Further, we characterize the negative
effect, which we term inhibition, and find that the causative agent of this phe-
nomenon is an alkaline by-product of amino acid catabolism. The mechanism
of action of this molecule likely is through an effected increase in pH which
enhances the bactericidal effect of aminoglycoside antibiotics. Finally, through
a probabilistic model, we find that the interaction of intrinsic length scales
imposed by the inhibitory molecule and random fluctuations in cell density
in homogeneous environments can lead to non-trivial responses of mutant
survival to changes in cell density.
Our finding that increasing bacterial density can increase antibiotic suscep-
tibility of antibiotic-resistant mutants is superficially in contrast to previous
observations that in dense bacterial populations, such as in biofilms, the sus-
ceptibility against antibiotics is in fact decreased. However, it is important
to note that bacteria in biofilms are in a different phenotypic state than that
of both planktonic cells, as well as the cells which we imbedded into agar.
Most notably, biofilms are structured by embedding extracellular polymers,
which can provide protection against aminoglycoside antibiotics. The bacte-
ria in biofilm interiors also have limited access to nutrients, which can result
in slowed growth and switches to alternate metabolic states that can protect
against antibiotics. Thus, both the structure and the phenotypic state of the
bacterial population needs to be considered when designing treatment strate-
gies. Our results likely are applicable to the case of initial biofilm formation,
as well as the colonization of new environments, which have cell densities that
correspond to the densities under which we performed our experiments.
The potential applicability of our results can easily be seen in the case of
Cystic Fibrosis (CF) . The CF lung contains an abundance of free amino acids
[38–40]. In microbes sampled from CF lungs, the genes and pathways involved
in amino acid catabolism are significantly upregulated [38, 39]. In accordance,
elevated ammonia levels have been found in CF sputum [32]. These observa-
tions would seem to suggest that the microbial population in the CF lung is
well-poised to inhibit each other in the presence of aerosolized tobramycin,
which is commonly used in the treatment of CF.
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However, CF results from a genetic defect in the Cystic Fibrosis transmem-
brane receptor (CFTR), which causes decreased bicarbonate ion transport and
acidification of CF airway fluids [20, 21]. This would prevent inhibition. In-
haled bicarbonate therapy is a possible remediation for this and is already
being studied as a therapy for CF because it may help restore the innate antimi-
crobial activity of airway surface fluids as well as facilitate the thinning and
clearing of airway mucus [20, 21]. Our results suggest a potential additional
benefit for bicarbonate therapy in CF, where it could augment the activity of
aminoglycosides and help curtail antibiotic resistance. Additioanlly, altering
the metabolic state of cells in these environments could further impact the
environmental conditions of the lung in infected locations alone, and could
provide an avenue for targeted treatment of the lung which does not alter the
state of the lung as a whole.
Our findings indicate that manipulating the nutritional and metabolic envi-
ronment of the CF lung, chronic wounds, or other sites of infection could pro-
vide a set of management strategies that are complementary to and synergistic
with conventional antibacterial therapies. Strategies such as limiting the avail-
ability of sugars and using preliminary anti-fungal therapy would promote
amino acid catabolism and prevent microbe-caused acidification, facilitating
the synergistic interactions of alkaline pH and aminoglycosides. Because the
inhibition we characterize here is the result of a product(s) of highly-conserved
native bacterial metabolic pathways, at least one avenue of evolutionary escape
is likely to be blocked. This is important, given the increasing antimicrobial re-
sistance and the paucity of newer antibiotics. In addition, because the IF is
produced by bacteria and will therefore be localized near infection sites, ap-
proaches to treatment that exploit the structure of microbial populations may
reduce the disadvantages associated with system-wide high concentrations of
antibiotics and resultant toxicity to patients. This approach could both help
to combat the rise of antibiotic-resistant strains and extend the lifetime of cur-
rently available antibiotics.
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Part IV
A P P E N D I C E S
A
M AT E R I A L S A N D M E T H O D S
The following are the complete materials and methods for this work. These
descriptions are adapted from the Materials and Methods section of Kaushik
et al. [22]
a.1 bacterial strains
P. aeruginosa PA14 was used as the wild-type (WT) strain (gift from the lab
of Marvin Whiteley, UT Austin). To generate spontaneous antibiotic-resistant
mutants, WT PA14 cells were grown overnight in antibiotic-free media and
aliquots of overnight cultures were plated on agar containing 8 μg/mL to-
bramycin. Resistant mutant colonies (at most 1− 2 per plate) that grew were
picked and re-grown for archiving and subsequent experiments. Strains were
archived by mixing 0.25mL of glycerol (100% v/v) with 0.75mL of the overnight
culture (20-30% final glycerol concentration) and stored at −80°C. Upon sub-
sequent plating, strains that showed evidence of mixed colony types were
isolated again by overnight cultures and freezing.
To generate antibiotic-resistant mutants in the presence of antibiotic, WT
PA14 cells were passaged in increasing tobramycin concentrations (0.3, 0.6, 1.2,
1.8, 2.4, 3.0, 3.6, 4.2 μg/mL) for eight successive days. Each day, culture aliquots
were frozen as described previously.
Transposon-insertion loss-of-function mutants were obtained from the PA14
non redundant transposon library for use in knockout experiments. P. aerug-
inosa strain PAO1, seventeen clinical Pseudomonas isolates, Pseudomonas sand-
grass isolate, P. fluorescens, Methicillin-resistant S. aureus Mu50, E. coli DH5α,
Burkholderia cepacia and Δphz1/2 mutant (gifts from the Whiteley lab, UT Austin),
Serratia marcescens (gift from the lab of Rasika Harshey, UT Austin) and the
yeast strain Saccharomyces cerevisiae S288C (gift from the lab of Edward Mar-
cotte, UT Austin)
a.1.1 Culture conditions
All bacterial strains were grown in Luria-Bertani (LB) broth or on LB agar ex-
cept where otherwise indicated. For LB broth and agar, we used Miller’s for-
mulation containing 0.5% yeast extract, 1% tryptone, and 1% sodium chloride
for broth, with 1.2% agar for plates. All liquid cultures were grown at 37°C, ex-
cept for P. fluorescens and Burkholderia cepacia which were grown at 30ºC (their
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optimum temperature for growth). Saccharomyces cerevisiae was grown in Yeast-
Peptone-Dextrose (YPD) broth or agar except where otherwise indicated. YPD
consists of 1% yeast extract, 2% tryptone, and 2% dextrose for broth, with 1.2%
agar for plates. S. cerevisiae liquid cultures were grown at 30°C. Overnight liq-
uid cultures were incubated under shaking conditions (180 rpm) for 16− 18
hours. When indicated, LB or YPD agar was incorporated with the antibiotics
tobramycin (Indofine Chemical Company, NJ) or gentamicin (Fisher Scientific,
NJ). Except when indicated otherwise, the tobramycin and gentamicin concen-
trations used whereas 8 μg/mL.
a.1.2 Stability of antibiotic-resistant mutants
To test the stability of the antibiotic-resistant mutants that we generated, we
passaged strains for three successive days in antibiotic-free LB broth, following
which aliquots of cultures were plated on antibiotic-containing LB agar (LB-
tobramycin or gentamicin 8 μg/mL). Confluent lawns of bacteria grew on the
antibiotic agar, which indicated that antibiotic-resistant mutants had retained
their resistance even in the absence of selection.
a.1.3 Minimum inhibitory concentration (MIC) measurements
MIC for antibiotics was measured (in triplicate) in LB broth for the different
bacterial strains and in YPD broth for the yeast strain using the broth microdi-
lution method based on CLSI guidelines.
a.2 experiments in spatially-mixed systems
WT PA14 cells of varying numbers (∼ 106 − 1011 cells) were mixed in 3 mL
of 0.6% LB agar and overlaid on antibiotic-containing agar (LB-tobramycin 4
μg/mL). Number of cells was calculated by measuring optical density (OD600)
of the overnight cultures (Nanodrop 2000c spectrophotometer, Thermo Scien-
tific) followed by conversion using the conversion factor OD 1 corresponds to
0.8× 109 cells/mL. Plates were incubated at 37°C for 48 hours following which
numbers of antibiotic-resistant colonies were counted using ImageJ v.1.47.
a.3 disc-diffusion assay for spatially-structured systems
To perform the disc diffusion assay, we required uniform lawns of antibiotic-
resistant mutants on the surface of the agar. When antibiotic-resistant cells
were spread directly on the antibiotic-containing agar (LB-tobramycin 8 μg/mL
agar) surface, we observed a marked reduction in the numbers of mutant
colonies that survived and grew, resulting in a non-uniform lawn. To overcome
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this, we used an “overlay agar technique” to lay down the antibiotic-resistant
mutant lawn. Antibiotic-resistant mutants from overnight cultures (∼ 108 cells,
unless otherwise stated) were added to 3 mL of 0.6% (soft) LB agar and over-
laid on antibiotic-containing LB agar (tobramycin or gentamicin at 8 μg/mL).
For deposition on the filter discs, overnight, stationary-phase cultures (32
mL) were centrifuged to form a pellet (4000 rpm, 20 min) and washed by
removing supernatant and adding sterile media. This was done three times
before resuspension in 100 μl of fresh, sterile LB broth. From this, 10 μl (∼
109 − 1010 cells for bacterial cultures, ∼ 1011 − 1012 cells for yeast cultures,
unless otherwise stated) was deposited on sterile 7-mm diameter filter discs
(Whatman) placed on the agar surface. The number of cells was calculated by
measuring optical density of the overnight culture (OD600) (Nanodrop 2000c
spectrophotometer, Thermo Scientific) followed by conversion using the con-
version factor OD 1 corresponds to 0.8× 109 cells/mL for bacterial strains and
3 × 107 cells/mL for the yeast strain S. cerevisiae. Plates were incubated at
37°C for 24− 48 hours, after which the width of inhibition (X) was measured
from the edge of the filter disc to the edge of the inhibition zone.
a.4 modifications of the disc-diffusion assay
a.4.1 Using antibiotic-free agar
On antibiotic-free agar, the assay was modified such that serial ten-fold dilu-
tions of antibiotic-resistant mutant lawns (107 − 104 cells) were overlaid on
antibiotic-free LB agar, following which WT PA14 cells were deposited on the
filter discs.
a.4.2 Effect of antibiotic-resistant mutant lawn density
Increasing densities of antibiotic-resistant mutants (1× 102, 2× 102, 4× 102,
8× 102 and 1.6× 103 cells/nL) were overlaid on LB-tobramycin agar and in-
creasing numbers of WT PA14 (1.4 × 108, 2.8 × 108, 5.6 × 108 and 1.2 × 109
cells) were deposited on filter discs. Plates were incubated at 37°C for 24− 48
hours and width of inhibition (X) were measured.
a.4.3 Determining the role of antibiotic in inhibition
We used a set of complementary experiments, the “antibiotic-free core” and
“antibiotic-containing core” experiments, to determine the role of antibiotic in
production and activity of the IF.
In the antibiotic-free core experiment, antibiotic-resistant mutants were
overlaid on LB-tobramycin agar and cores of different diameters (7, 10 and 15-
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mm) were created with a sterile metal punch. Wells were filled with antibiotic-
free LB agar (1.2%) and allowed to set. As soon as the cores set (within 10min),
filter discs were placed on the antibiotic-free (LB) core and WT PA14 cells were
deposited. As a control, WT cells were also deposited directly on a filter disc
on the antibiotic-resistant mutant lawn (no core).
In the antibiotic-containing core experiment, decreasing ten-fold serial dilu-
tions (107–104 cells) of antibiotic-resistant mutants was overlaid on antibiotic-
free LB agar. Cores (7-mm diameter) were created in the agar, filled with LB-
tobramycin agar (1.2%) and allowed to set. As soon as the cores set (within 10
min), filter-discs were placed on the LB-tobramycin core and WT PA14 cells
were deposited.
a.4.4 Test the role of nutrient depletion
Antibiotic-resistant mutants were overlaid on LB-tobramycin agar and cores
of LB-tobramycin agar (1.2%) containing single (normal) strength nutrients
(0.5% yeast extract, 1% tryptone), double-strength nutrients (1% yeast extract,
2% tryptone), and ten-times nutrient strength (5% yeast extract, 10% tryptone).
Filter discs were placed on the cores and WT PA14 cells were deposited. In
addition, a core completely lacking nutrients (only 1.2% agar with tobramycin
8 μg/mL, no WT cells were deposited) was created, to simulate a nutrient sink.
a.4.5 Using media devoid of nutrients
Antibiotic-resistant mutants were overlaid on LB-tobramycin agar and cores
of different diameters (7 and 10-mm) containing nutrient-free tobramycin agar
(1.2%) were created. Filter discs were placed on the cores and WT PA14 cells
were deposited. As controls, WT PA14 cells were also deposited on filter discs
placed on cores of nutrient-containing LB-tobramycin agar and directly on the
antibiotic-resistant lawn (no core).
a.4.6 Using pH change to probe the nature of the released inhibitory factor
Bromthymol blue (BTB) solution (stock solution 1 mg/mL) was added to
nutrient-free tobramycin agar or LB-tobramycin agar at a final concentration
of 0.002%. 32 mL of overnight cultures of different microbial strains were cen-
trifuged (4000 rpm, 20 min) to form a pellet, washed (thrice) and resuspended
in fresh, sterile LB broth (100 μL). 10 μL (∼ 109–1010 cells) of this suspension
were deposited on filter discs with and without antibiotic-resistant lawns in the
overlay agar. The overlay agar had the same nutrient composition as the bulk
agar below. Plates were incubated at 37 ºC and observed every hour for an al-
kaline or acidic change around the filter discs. Images were taken immediately
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after deposition (for nutrient-free BTB agar) or 2 hours after deposition (for
LB-tobramycin BTB agar) or after overnight incubation (for antibiotic-resistant
mutant lawns). Intensity profiles and width of alkaline change (Xc ) were quan-
tified using ImageJ v.1.47.
a.4.7 Testing the effect of different nutrient conditions of overnight growth media on
inhibition
P. aeruginosa WT PA14, S. aureus, E. coli and the yeast strain S. cerevisiae were
grown overnight under shaking conditions in LB broth and in YPD broth. All
cultures were incubated at 37°C except for the yeast strain S. cerevisiae that
was grown at 30°C. After 16− 18 hours of overnight growth, optical densities
(OD600) of the overnight cultures were measured. In LB and YPD medium,
WT PA14, S. aureus and E. coli grew to a density of ~109 cells / mL. In YPD
medium, S. cerevisiae grew to a density of ~108 cells / mL. As expected, S.
cerevisiae grew poorly in LB medium (as compared to YPD) with a density of
~107 cells / mL. The pH of the cell cultures and of filter-sterilized supernatant
from these cultures was measured using pH indicator strips (Cardinal Health,
IL). Cells were filtered out of the supernatant using a 0.2 μm syringe filter.
Overnight cultures were centrifuged (4000 rpm, 20 min), washed (thrice)
and resuspended in fresh, sterile LB or YPD broth (100 μL). Of this resus-
pended culture, ~109 cells were deposited on filter discs on nutrient-free to-
bramycin BTB agar, nutrient-containing LB tobramycin BTB agar, and LB-
tobramycin agar overlaid with antibiotic-resistant mutants (~108 cells were
spread to initiate the lawn). In addition, filter-sterilized supernatant from each
culture condition and sterile, fresh LB and YPD broth were also deposited
onto filter discs. Plates were incubated at 37°C and observed every hour for
an alkaline or acidic change around the filter discs. Images were taken imme-
diately after deposition (for nutrient-free BTB agar), 2 hours after deposition
(for LB-tobramycin BTB agar) or after overnight incubation (for LB-tobramycin
agar with antibiotic-resistant mutant lawns). Intensity profiles were quantified
using ImageJ v.1.47.
a.4.8 Deposition of exogenous alkali compounds
10 μL of ammonium hydroxide (NH4OH) (14.8M, 7.4M, 4.9M, 3.7M, 2.9M,
2.4M), sodium hydroxide (NaOH) (1M, 0.5M, 0.33M, 0.25M, 0.2M), sodium
bicarbonate (NaHCO3) (1M, 0.5M, 0.33M, 0.25M, 0.2M) and 1M ammonium
chloride (NH4Cl) were deposited on antibiotic-resistant mutant lawns over-
laid on LB-tobramycin 8 μg/mL agar with and without BTB. Plates were in-
cubated at 37°C. LB-tobramycin BTB agar was observed hourly for alkaline or
acidic change. LB-tobramycin agar overlaid with antibiotic-resistant mutants
63
was incubated for 24− 48 hours, following which widths of inhibition (X) were
measured. Images were taken 2 hours after deposition (for BTB agar) or after
overnight incubation (for LB-tobramycin agar with antibiotic-resistant mutant
lawns). Intensity profiles and width of alkaline change (Xc) were quantified
using ImageJ v.1.47. 10 μL of exogenous alkali compounds (2.1M NH4OH,
0.5M NaOH and 0.5M NaHCO3) were also deposited on decreasing dilutions
(108 − 105 cells) antibiotic-resistant mutant lawns overlaid on antibiotic-free
LB agar.
a.4.9 Supernatant assays
Filter-sterilized supernatant (10 μL, sterilized using a 0.2 μm syringe filter)
from overnight, stationary-phase cultures of WT PA14 cells was deposited on
filter discs on nutrient-free tobramycin BTB agar and LB-tobramycin BTB agar.
Supernatant (10 μL) was also deposited on antibiotic-resistant mutant lawns on
LB-tobramycin agar. BTB plates were observed hourly for an alkaline change.
Plates overlaid with antibiotic-resistant lawns were incubated at 37°C for 24−
48 hours, following which widths of inhibition (X) were measured. Images
were taken 2 hours after deposition (for LB-tobramycin BTB agar) or after
overnight incubation (for LB-tobramycin agar with antibiotic-resistant mutant
lawns). Intensity profiles and widths of alkaline change (Xc ) were quantified
using ImageJ v.1.47.
a.5 detection of ammonia and/or amine emission
An ion-selective electrode (Orion 920A, Thermo Scientific) was used to detect
ammonia or amine emission. LB-tobramycin agar was poured into 20 mL ster-
ile, narrow-necked glass vials such that the vials were almost filled to capacity.
This reduced the headspace available between the upper meniscus of the agar
and cap of the vial, preventing the dilution of released products. Cells were
deposited on the filter discs placed on the upper surface of the agar and the
vials were immediately capped. The electrode was calibrated using 0.1, 0.5,
1, 2.5 and 5 mg/L concentrations of ammonium sulfate (stock solution 500
mg/L) added to distilled water. While measuring ammonia levels for calibra-
tion and in the experiment vials, the electrode was held at a distance of 1 cm.
above the upper surface of the media (gaseous phase). All measurements were
conducted with the samples placed on a hot plate set at 37°C. Using standard
calibration curves, ammonia emission levels were determined.
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a.6 statistical methods
All statistical tests were either performed using R v2.15.2, or Microsoft Excel.
Linear regressions performed for modeling of the disc-diffusion assay, and
nonlinear regressions for modeling of inhibition in mixed systems were per-
formed using least squares algorithms. All stated error bounds in values and
on graphs are one standard error unless otherwise stated, and were propa-
gated using standard statistical methods. Correlation statistics and Student t
tests were done in Microsoft Excel.
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