Toroidal Dehn fillings on hyperbolic 3-manifolds by Gordon, Cameron McA. & Wu, Ying-Qing
ar
X
iv
:m
at
h/
05
12
03
8v
1 
 [m
ath
.G
T]
  1
 D
ec
 20
05 Toroidal Dehn fillings on hyperbolic 3-manifolds
Cameron McA. Gordon1 and Ying-Qing Wu2
Abstract
We determine all hyperbolic 3-manifolds M admitting two toroidal
Dehn fillings at distance 4 or 5. We show that if M is a hyperbolic 3-
manifold with a torus boundary component T0, and r, s are two slopes
on T0 with ∆(r, s) = 4 or 5 such that M(r) and M(s) both contain
an essential torus, then M is either one of 14 specific manifolds Mi, or
obtained from M1,M2,M3 or M14 by attaching a solid torus to ∂Mi−T0.
All the manifolds Mi are hyperbolic, and we show that only the first
three can be embedded into S3. As a consequence, this leads to a complete
classification of all hyperbolic knots in S3 admitting two toroidal surgeries
with distance at least 4.
1 Introduction
LetM be a hyperbolic 3-manifold, by which we shall mean a compact, connected,
orientable 3-manifold such thatM with its boundary tori removed admits a com-
plete hyperbolic structure with totally geodesic boundary, and suppose that M
has a torus boundary component T0. If r is a slope on T0 then M(r) will denote
the 3-manifold obtained by r-Dehn filling on M , i.e. attaching a solid torus Vr
to M along T0 in such a way that r bounds a disk in Vr. The Dehn filling
M(r) and the slope r are said to be exceptional if M(r) is either reducible,
∂-reducible, annular, toroidal, or a small Seifert fiber space. Modulo the Ge-
ometrization Conjecture, the manifold M(r) is hyperbolic if and only if M(r)
is not exceptional.
Thurston’s Hyperbolic Dehn Surgery Theorem asserts that there are only
finitely many exceptional Dehn fillings on each torus boundary component of
M . It is known that if r, s are both exceptional then the geometric intersection
number ∆ = ∆(r, s), also known as the distance between r and s, is small.
In fact, the least upper bounds for ∆ have been determined for all cases where
neitherM(r) norM(s) is a small Seifert fiber space, by the work of many people.
See [GW2] and the references therein.
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For toroidal fillings, it was shown by Gordon [Go] that if r, s are toroidal
slopes then ∆(r, s) ≤ 8, and moreover there are exactly two manifolds M with
∆ = 8, one with ∆ = 7, and one with ∆ = 6. In this paper we classify all the
hyperbolic 3-manifolds which admit two toroidal Dehn fillings with ∆ = 4 or 5.
Already when ∆ = 5 there are infinitely many such manifolds. To see
this, let M be the exterior of the Whitehead sister link, also known as the
(−2, 3, 8)-pretzel link. The boundary of M consists of two tori T0 and T1,
and there are slopes r, s on T0 with ∆(r, s) = 5 such that the Dehn filled
manifoldsM(r) =M(r, ∗),M(s) =M(s, ∗) are toroidal; see for example [GW3].
Now for infinitely many slopes t on T1, Mt = M(∗, t) will be hyperbolic and
Mt(r) =M(r)(t),Mt(s) =M(s)(t) will be toroidal. In this way we get infinitely
many hyperbolic 3-manifolds with boundary a single torus having two toroidal
fillings at distance 5. We shall show that, modulo this phenomenon, there are
only finitely many M with two toroidal fillings at distance 4 or 5, and explicitly
identify them. Define two triples (N1, r1, s1) and (N2, r2, s2) to be equivalent,
denoted by (N1, r1, s1) ∼= (N2, r2, s2), if there is a homeomorphism from N1 to
N2 which sends the boundary slopes (r1, s1) to (r2, s2) or (s2, r2).
Theorem 1.1 There exist 14 3-manifolds Mi, 1 ≤ i ≤ 14, such that
(1) Mi is hyperbolic, 1 ≤ i ≤ 14;
(2) ∂Mi consists of two tori T0, T1 if i ∈ {1, 2, 3, 14}, and a single torus T0
otherwise;
(3) there are slopes ri, si on the boundary component T0 of Mi such that
M(ri) and M(si) are toroidal, where ∆(ri, si) = 4 if i ∈ {1, 2, 4, 6, 9, 13, 14},
and ∆(ri, si) = 5 if i ∈ {3, 5, 7, 8, 10, 11, 12};
(4) if M is a hyperbolic 3-manifold with toroidal Dehn fillings M(r),M(s)
where ∆(r, s) = 4 or 5, then (M, r, s) is equivalent either to (Mi, ri, si) for some
1 ≤ i ≤ 14, or to (Mi(t), ri, si) where i ∈ {1, 2, 3, 14} and t is a slope on the
boundary component T1 of Mi.
Proof. The manifolds Mi are defined in Definition 21.3. (1) is Theorem 23.14.
(2) follows from the definition. (3) and (4) follow from Theorem 21.4. 
Remark 1.2 Part (4) in Theorem 1.1 is still true if the hyperbolicity is re-
placed by the assumption that M is compact, connected, orientable, irreducible,
atoroidal, and non Seifert fibered, in other words, M may be annular or ∂-
reducible but not Seifert fibered.
Proof. First assume M is ∂-irreducible. Then any essential annulus must have
at least one boundary component on a non-toroidal boundary component of M
as otherwise M would be either toroidal or Seifert fibered. Attaching a hyper-
bolic manifold X to each non-toroidal boundary component of M will produce
a hyperbolic manifold M ′, and we may choose X so that M ′ has more than
three boundary components. One can show that the M ′(ri) are still toroidal
for i = 1, 2, which is a contradiction to Theorem 21.4. Now assume M is ∂-
reducible. Then M is obtained by attaching 1-handles to the boundary of a
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manifold M ′′. If a 1-handle is attached to a toroidal component T of ∂M ′′ then
either M ′′ = T × I, which is impossible because M(ri) would be a handlebody
and hence atoroidal, or T would be an essential torus in M , contradicting the
assumption. It follows that M ′′ has a higher genus boundary component. One
can check that the M ′′(ri) are still toroidal, which leads to a contradiction to
Theorem 21.4 as above. 
The manifolds M1,M2 and M3 were discussed in [GW1]; Mi, i = 1, 2, 3 is
the exterior of a link Li in S
3, where L1 is the Whitehead link, L2 is the 2-
bridge link associated to the rational number 3/10, and L3 is the Whitehead
sister link. See Figure 24.1. The otherMi can be built using intersection graphs
on tori, see Definition 21.3 for more details. For i 6= 4, 5, each Mi can also be
described as a double branched cover of a tangle Qi = (Wi,Ki), where Wi is
a 3-ball for i = 6, ..., 13, and a once punctured 3-ball for i = 1, 2, 3, 14. This is
done in [GW1] for i = 1, 2, 3, and in Section 22 for the other cases. See Lemma
22.2.
Some results on the case ∆ = 5 have been independently obtained by Tera-
gaito [T2]. He obtains a finite set of pairs of intersection graphs of punctured
tori at distance 5 which must contain all the pairs of graphs that arise from two
toroidal fillings on a hyperbolic 3-manifold at distance 5. One of his pairs pro-
duces a non-hyperbolic manifold while the others correspond to the manifolds
in our list for ∆ = 5.
We remark that the related problem of determining all hyperbolic 3-manifolds
with two Dehn fillings at distance at least 4 that yield manifolds containing Klein
bottles has been solved by Lee [L1, L2] (see also [MaS]).
SinceMi has more than one boundary component only when i ∈ {1, 2, 3, 14},
we have the following corollary to Theorem 1.1 (together with [Go]), which in
the case ∆ = 5 is due to Lee [L1]. Note that all boundary components of the
manifolds are tori.
Corollary 1.3 Let M be a hyperbolic 3-manifold with more than one boundary
component, having toroidal Dehn fillings M(r),M(s) with ∆ = ∆(r, s) ≥ 4.
Then each boundary component of M is a torus, and either
(1) ∆ = 4 and (M, r, s) ∼= (Mi, ri, si) for i ∈ {1, 2, 14}, or
(2) ∆ = 5 and (M, r, s) ∼= (M3, r3, s3).
In [GW1] and [GW3] it is shown that if M is a hyperbolic 3-manifold with
fillings M(r) and M(s), one of which is annular and the other either toroidal or
annular, then either (M, r, s) ∼= (Mi, ri, si) for i ∈ {1, 2, 3}, or ∆(r, s) ≤ 3. It is
also known that ifM(r) contains an essential sphere or disk, andM(s) contains
an essential sphere, disk, annulus or torus, then ∆(r, s) ≤ 3; see [GW2] and the
references listed there. Corollary 1.3 then gives
Corollary 1.4 Let M be a hyperbolic 3-manifold with a torus boundary compo-
nent T0 and at least one other boundary component. Let r, s be exceptional slopes
on T0. Then either (M, r, s) ∼= (Mi, ri, si) for i ∈ {1, 2, 3, 14}, or ∆(r, s) ≤ 3.
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A pair (M,T0) is called a large manifold if T0 is a torus on the boundary of
the 3-manifold M and H2(M,∂M −T0) 6= 0 (see [Wu3]). Teragaito [T2] proved
that there is no large hyperbolic manifold M admitting two toroidal fillings of
distance at least 5. The following corollary clarifies the case of distance 4.
Theorem 22.3 Suppose (M,T0) is a large manifold and M is hyperbolic and
contains two toroidal slopes r1, r2 on T0 with ∆(r1, r2) ≥ 4. Then M is the
Whitehead link exterior, and ∆(r1, r2) = 4.
Theorem 1.1 gives information about toroidal Dehn surgeries on hyperbolic
knots in S3. It follows from [Go] that the only such knot with two toroidal
surgeries at distance> 5 is the figure eight knot, for which the 4 and−4 surgeries
are toroidal. Teragaito has shown [T1] that the only hyperbolic knots with
two toroidal surgeries at distance 5 are the Eudave-Mun˜oz knots k(2,−1, n, 0),
n 6= 1. We can now determine the knots with toroidal surgeries at distance 4.
Denote by Li = K
′
i ∪K
′′
i the link in Figure 24.1(i), where K
′
i is the component
on the left. Denote by Li(n) the knot obtained from K
′′
i by 1/n surgery on K
′
i.
One can check that L3(n) is the same as the Eudave-Mun˜oz knot k(3, 1,−n, 0) in
[Eu, Figure 25], which is the mirror-image of k(2,−1, 1+ n, 0) [Eu, Proposition
1.4].
Theorem 24.4 Suppose K is a hyperbolic knot in S3 admitting two toroidal
surgeries K(r1),K(r2) with ∆(r1, r2) ≥ 4. Then (K, r1, r2) is equivalent to one
of the following, where n is an integer.
(1) K = L1(n), r1 = 0, r2 = 4.
(2) K = L2(n), r1 = 2− 9n, r2 = −2− 9n.
(3) K = L3(n), r1 = −9− 25n, r2 = −(13/2)− 25n.
(4) K is the Figure 8 knot, r1 = 4, r2 = −4.
The only hyperbolic knots known to have more than two toroidal surgeries
are the figure eight knot and the (−2, 3, 7)-pretzel knot, with toroidal slopes
{−4, 0, 4} and {16, 37/2, 20} respectively. This led Eudave-Mun˜oz [Eu] to con-
jecture that a hyperbolic knot in S3 has at most three toroidal surgeries. Ter-
agaito [T1] showed that there can be at most five toroidal surgeries. Theorem
1.1 and [T1, Corollary 1.2] lead to the following improvement.
Corollary 24.5 A hyperbolic knot in S3 has at most four toroidal surgeries.
If there are four, then they are consecutive integers.
Here is a sketch of the proof of Theorem 1.1. A toroidal Dehn filling M(r)
on a hyperbolic 3-manifoldM gives rise to an essential punctured torus F in M
whose boundary consists of n > 0 circles of slope r on T0, where the capped-off
surface Fˆ is an essential torus in M(r). Hence, in the usual way (see Section
2), two toroidal fillings M(r1),M(r2) give rise to a pair of intersection graphs
Γ1,Γ2 on the tori Fˆ1, Fˆ2, with n1, n2 vertices respectively. The proof consists of
a detailed analysis of the possible pairs of intersection graphs with ∆(r1, r2) = 4
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or 5, using Scharlemann cycles and other tools developed in earlier works in this
area. This enables us to eliminate all but 17 pairs of graphs. As is usual in
this kind of setting, the permissible graphs all have small numbers of vertices.
Eleven of the pairs correspond to the manifolds Mi, 4 ≤ i ≤ 14. We show that
any of the remaining pairs must correspond to a pair of fillings on Mi or Mi(t)
for i ∈ {1, 2, 3}.
Here is a more detailed summary of the organization of the paper. Section
2 contains the basic definitions and some preliminary lemmas. In Sections 3-5
we deal with the generic case n1, n2 > 4, ultimately showing (Proposition 5.11)
that this case cannot occur. More specifically, Section 3 shows that the reduced
positive graph Γˆ+a of Γa (see Section 2 for definitions) has no interior vertices,
and this is strengthened in Section 4 to showing that each component of Γˆ+a
must be one of the 11 graphs in Figure 4.2. These are ruled out one by one in
Section 5. In Sections 6-11 we consider the case where some na = 4. Section 6
discusses the situation where the graph Γa is kleinian; this arises when the torus
Fˆa is the boundary of a regular neighborhood of a Klein bottle in M(ra). (The
results here are also used in the discussion of the case n1, n2 ≤ 2.) Sections 7,
8 and 9 show that if na = 4 and Γb is non-positive then nb ≤ 4. Section 10
shows that if Γ1 and Γ2 are both non-positive then n1 = n2 = 4 is impossible.
Section 11 shows (Proposition 11.9) that if Γb is positive then there are exactly
two pairs of graphs, one with nb = 2, the other with nb = 1. These give the
manifolds M4 and M5 respectively. If we suppose na ≤ nb, it now easily follows
(Proposition 11.10) that na ≤ 2.
In Sections 12-16 we deal with the case na ≤ 2, nb ≥ 3. The conclusion
(Proposition 16.8) is that here there are exactly six pairs of graphs. Two of
these are the ones described in Section 11, and the four new pairs give the
manifolds M6,M7,M8 and M9. More precisely, in Section 12 we rule out the
case where Γb is positive, and in Sections 13 and 14 we consider the case where
nb > 4 and both graphs Γ1 and Γ2 are non-positive. It turns out that here there
is exactly one pair of graphs (Proposition 14.7), corresponding to the manifold
M6. We may now assume that nb = 3 or 4. Section 15 establishes some notation
and elementary properties for graphs with na ≤ 2. In Section 16 we show that
if Γ1 and Γ2 are non-positive then nb = 3 is impossible and if nb = 4 then there
are exactly three examples, M7, M8 and M9.
Sections 17-20 deal with the remaining cases where both n1 and n2 are
≤ 2. In Section 17 we introduce an equivalence relation, equidistance, on the
set of edges of a graph Γa, and show that, under the natural bijection between
the edges of Γ1 and Γ2, the two graphs induce the same equivalence relation.
This gives a convenient way of ruling out certain pairs of graphs. Section 18
considers the case na = 2 and nb = 1, and shows that here there are exactly
three examples. Section 19 considers the case n1 = n2 = 2, Γb positive, showing
that there are two examples. Finally, in Section 20 we consider the case n1 =
n2 = 2, Γ1 and Γ2 both non-positive, and show that there are exactly six
pairs of graphs in this case. The final list of all 11 possible pairs of graphs
with n1, n2 ≤ 2 is given in Proposition 20.4. Five of these correspond to the
manifolds M10,M11,M12,M13 and M14.
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The remaining six pairs of graphs in Proposition 20.4 have the property
that one of the graphs has a non-disk face. In Section 21 we show (Lemma
21.2), using the classification of toroidal/annular and annular/annular fillings
at distance ≥ 4 given in [GW1] and [GW3], that in this case the manifold M
is either M1,M2 or M3, or is obtained from one of those by Dehn filling along
one of the boundary components.
In Section 22 we show how the manifolds Mi, 6 ≤ i ≤ 14 may be realized as
double branched covers. Using this, in Section 23 we show that the manifolds
Mi are hyperbolic. Finally, in Section 24 we give the applications to toroidal
surgeries on knots in S3.
2 Preliminary Lemmas
Throughout this paper, we will fix a hyperbolic 3-manifold M , with a torus
T0 as a boundary component. A compact surface properly embedded in M is
essential if it is π1-injective, and is not boundary parallel. We use a, b to denote
the numbers 1 or 2, with the convention that if they both appear in a statement
then {a, b} = {1, 2}.
A slope on T0 is a toroidal slope ifM(ra) is toroidal. Let ra be a toroidal slope
on T0. Denote by ∆ = ∆(r1, r2) the minimal geometric intersection number
between r1 and r2. When ∆ > 5 the manifolds M have been determined in
[Go]. We will always assume that ∆ = 4 or 5. Let Fˆa be an essential torus in
M(ra), and let Fa = Fˆa ∩M . If M(ra) is reducible then by [Wu1] and [Oh]
we would have ∆ ≤ 3, which is a contradiction. Therefore both M(ra) are
irreducible.
Let na be the number of boundary components of Fa on T0. Choose Fˆa in
M(ra) so that na is minimal among all essential tori in M(ra). Minimizing the
number of components of F1 ∩ F2 by an isotopy, we may assume that F1 ∩ F2
consists of arcs and circles which are essential on both Fa. Denote by Ja the
attached solid torus inM(ra), and by ui (i = 1, ..., na) the components of Fˆa∩Ja,
which are all disks, labeled successively when traveling along Ja. Similarly let
vj be the disk components of Fˆb ∩ Jb. Let Γa be the graph on Fˆa with the ui’s
as (fat) vertices, and the arc components of F1 ∩ F2 as edges. Similarly for Γb.
The minimality of the number of components in F1 ∩ F2 and the minimality of
na imply that Γa has no trivial loops, and that each disk face of Γa in Fˆa has
interior disjoint from Fb.
If e is an edge of Γa with an endpoint x on a fat vertex ui, then x is labeled
j if x is in ui ∩ vj . In this case e is called a j-edge in Γa, and an i-edge in Γb.
Labels in Γa are considered as mod nb integers; in particular, nb+1 = 1. When
going around ∂ui, the labels of the endpoints of edges appear as 1, 2, . . . , nb
repeated ∆ times. Label the endpoints of edges in Γb similarly.
Each vertex of Γa is given a sign according to whether Ja passes Fˆa from
the positive side or negative side at this vertex. Two vertices of Γa are parallel
if they have the same sign, otherwise they are antiparallel. Note that if Fˆa is a
separating surface, then na is even, and vi, vj are parallel if and only if i, j have
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the same parity. We use val(v,G) to denote the valence of a vertex v in a graph
G. If G is clear from the context, we simply denote it by val(v).
When considering each family of parallel edges of Γa as a single edge eˆ, we
get the reduced graph Γˆa on Fˆa. It has the same vertices as Γa. Each edge of
Γˆa represents a family of parallel edges in Γa. We shall often refer to a family
of parallel edges as simply a family.
Definition 2.1 (1) An edge of Γa is a positive edge if it connects parallel ver-
tices. Otherwise it is a negative edge.
(2) The graph Γa is positive if all its vertices are parallel, otherwise it is
non-positive. p
We use Γ+a (resp. Γ
−
a ) to denote the subgraph of Γa whose vertices are the
vertices of Γa and whose edges are the positive (resp. negative) edges of Γa.
Similarly for Γˆ+a and Γˆ
−
a .
A cycle in Γa consisting of positive edges is a Scharlemann cycle if it bounds
a disk with interior disjoint from the graph, and all the edges in the cycle have
the same pair of labels {i, i + 1} at their two endpoints, called the label pair
of the Scharlemann cycle. A Scharlemann cycle containing only two edges is
called a Scharlemann bigon. A Scharlemann cycle with label pair, say, {1, 2}
will also be called a (12)-Scharlemann cycle. If Γb contains a Scharlemann cycle
with label pair {i, i±1}, we shall sometimes abuse terminology and say that the
vertex ui of Γa is a label of a Scharlemann cycle. An extended Scharlemann cycle
is a cycle of edges {e1, ..., ek} such that there is a Scharlemann cycle {e′1, ..., e
′
k}
with ei parallel and adjacent to e
′
i and ei 6= e
′
j , 1 ≤ i, j ≤ k. If {e1, ..., ek} is a
Scharlemann cycle in Γa then the subgraph of Γb consisting of these edges and
their vertices is called a Scharlemann cocycle.
A subgraph G of a graph Γ on a surface F is essential if it is not contained
in a disk in F . The following lemma contains some common properties of the
graphs Γa. It can be found in [GW1, Lemma 2.2].
Lemma 2.2 (1) (The Parity Rule) An edge e is a positive edge in Γ1 if and
only if it is a negative edge in Γ2.
(2) A pair of edges cannot be parallel on both Γ1 and Γ2.
(3) If Γa has a set of nb parallel negative edges, then on Γb they form mutually
disjoint essential cycles of equal length.
(4) If Γa has a Scharlemann cycle, then Fˆb is separating. In particular, Γb
has the same number of positive and negative vertices, so nb is even, and two
vertices vi, vj of Γb are parallel if and only if i, j have the same parity.
(5) If Γa has a Scharlemann cycle {e1, . . . , ek}, then the corresponding Scharle-
mann cocycle on Γb is essential.
(6) If nb > 2, then Γa contains no extended Scharlemann cycle.
Let eˆ be a collection of parallel negative edges on Γb, oriented from v1 to
v2. Then eˆ defines a permutation ϕ : {1, . . . , na} → {1, . . . , na}, such that an
edge e in eˆ has label k at v1 if and only if it has label ϕ(k) at v2. Call ϕ the
transition function associated to eˆ. Define the transition number to be the mod
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na integer s = s(eˆ) such that ϕ(k) = k + s. If we reverse the orientation of eˆ
then the transition function is ϕ−1, and the transition number is −s; hence if eˆ
is unoriented then ϕ is well defined up to inversion, and s(eˆ) is well defined up
to sign.
Lemma 2.3 (1) If a family of parallel negative edges in Γa contains more than
nb edges (in particular, if the family contains 3 edge endpoints with the same
label), then Γb is positive, and the transition function associated to this family
is transitive.
(2) If Γa contains two Scharlemann cycles with disjoint label pairs {i, i+1}
and {j, j + 1}, then i ≡ j mod 2.
(3) If nb > 2 then a family of parallel positive edges in Γa contains at most
nb/2 + 2 edges, and if it does contain nb/2 + 2 edges, then nb ≡ 0 mod 4.
(4) Γa has at most four labels of Scharlemann cycles, at most two for each
sign.
(5) A loop edge e and a non-loop edge e′ on Γa cannot be parallel on Γb.
(6) If nb ≥ 4 then Γa contains at most 2nb parallel negative edges.
Proof. (1) This is obvious if nb ≤ 2, and it can be found in [GW1, Lemma 2.3]
if nb > 2.
(2) and (3) are basically Lemmas 1.7 and 1.4 of [Wu1]. If Γa has nb/2 + 2
parallel positive edges then the two outermost pairs form two Scharlemann
bigons. One can then check the labels of these Scharlemann bigons and use (2)
to show that nb ≡ 0 mod 4.
(4) If Γa has more than four labels of Scharlemann cycles, then either one
can find two Scharlemann cycles with disjoint label pairs {i, i+1} and {j, j+1}
such that i− j ≡ 1 mod 2, which is a contradiction to (2), or one can find three
Scharlemann cycles with mutually disjoint label pairs, in which case one can
replace Fˆa by another essential torus to reduce na and get a contradiction. See
[Wu1, Lemma 1.10].
If Γa has three positive labels of Scharlemann cycles uij then it has negative
labels of Scharlemann cycles uij+ǫj for some ǫj = ±1, which cannot all be the
same, hence Γa has at least 5 labels of Scharlemann cycles, contradicting the
above.
(5) Since e is positive on Γa, it is negative in Γb. If e has endpoints on ui
in Γa then on Γb its two endpoints are both labeled i, hence the corresponding
transition number is 0, so any edge e′ parallel to e on Γb must also have the
same label at its two endpoints, which implies that e′ is a loop on Γa.
(6) This is [Go, Corollary 5.5]. 
Lemma 2.4 If a label i appears twice among the endpoints of a family eˆ of
parallel positive edges in Γa, then i is a label of a Scharlemann bigon in eˆ. In
particular, if eˆ has more than nb/2 edges, then it contains a Scharlemann bigon.
Proof. Since the edges are positive, by the parity rule i cannot appear at both
endpoints of a single edge in this family. Let e1, e2, . . . , ek be consecutive edges
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of eˆ such that e1 and ek have i as a label. Now k must be even, otherwise the
edge e(k+1)/2 would have the same label at its two endpoints. If k ≥ 4 and
nb > 2 one can see that these edges contain an extended Scharlemann cycle,
which contradicts Lemma 2.2(6). Therefore k = 2 or nb = 2, in which case
e1, e2 form a Scharlemann bigon with i as a label.
If eˆ has more than nb/2 edges, then it has more than nb endpoints, so some
label must appear twice. 
Lemma 2.5 Γˆa contains at most 3na edges.
Proof. Let V,E, F be the number of vertices, edges and disk faces of Γˆa. Then
V − E + F ≥ 0 (the inequality may be strict if there are some non-disk faces.)
Each face of Γˆa has at least three edges, hence we have 3F ≤ 2E. Solving those
two inequalities gives E ≤ 3V . 
Lemma 2.6 If nb > 4 then the vertices of Γa cannot all be parallel.
Proof. By Lemma 2.5 the reduced graph Γˆa has at most 3na edges. For any i,
since vi on Γb has valence at least 4na, there are 4na i-edges on Γa, hence two
of them must be parallel, so i is a label of a Scharlemann cycle. Since there are
at most 4 such labels (Lemma 2.3(4)), we would have nb ≤ 4, contradicting the
assumption. 
A vertex v of a graph is a full vertex if all edges incident to it are positive.
Lemma 2.7 Suppose nb > 4. Then
(1) a family of parallel negative edges in Γb contains at most na edges, hence
any label i appears at most twice among the endpoints of such a family;
(2) two families of positive edges in Γa adjacent at a vertex contain at most
nb + 2 edges; and
(3) three families of positive edges in Γa adjacent at a vertex contain at most
2nb edges, and if there are 2nb then nb = 6.
Proof. (1) If a family of parallel negative edges on Γb contains more than na
edges then by Lemma 2.3(1) all vertices of Γa are parallel, which contradicts
Lemma 2.6.
If i appears three times among the endpoints of a family of parallel negative
edges in Γb then this family would contain more than na edges, which is a
contradiction.
(2) By Lemma 2.3(3) a family of parallel positive edges contains r ≤ nb/2+2
edges. If two adjacent families eˆ1, eˆ2 contain more than nb + 2 edges, then one
of them, say eˆ1, has nb/2 + 2 edges while the other one has either nb/2 + 1 or
nb/2 + 2 edges. Now eˆ1 contains two Scharlemann bigons, which must appear
on the two sides of the family because there is no extended Scharlemann cycle.
There is also at least one Scharlemann bigon in eˆ2. Examining the labels of
these Scharlemann bigons we can see that they contain at least 5 labels, which
contradicts Lemma 2.3(4).
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(3) Assume the three families contain r ≥ 2nb edges. Then one of the
families contains more than nb/2 edges, so by Lemma 2.2(4) nb is even. By
(2) two adjacent families of parallel edges contain at most nb + 2 edges, while
by Lemma 2.3(3) the other family has at most nb/2 + 2 edges, so we have
2nb ≤ r ≤ (nb + 2) + (nb/2 + 2), which gives nb ≤ 8.
If nb = 8 then the above inequalities force the three families to have 6, 4, 6
edges, and we see that all 8 labels appear as labels of Scharlemann bigons, which
contradicts Lemma 2.3(4). So we must have nb = 6. By Lemma 2.3(3) we have
2nb ≤ r ≤ 3(nb/2 + 1) = 12 = 2nb. Hence r = 2nb. 
Lemma 2.8 If a vertex ui of Γa is incident to more than nb negative edges,
then Γb has a Scharlemann cycle.
Proof. In this case there are nb + 1 positive i-edges in Γb, which cut the
surface Fb into faces, at least one of which is a disk face in the sense that it is a
topological disk whose interior contains no vertices of Γb. Hence the subgraph
of Γb consisting of these edges is a x-edge cycle in the sense of Hayashi-Motegi
[HM, Page 4468]. By [HM, Proposition 5.1] a disk face of this x-edge cycle
contains a disk face of a Scharlemann cycle. 
Consider a graph G on a closed surface F , and assume that G has no isolated
vertex. If the vertices of G have been assigned ± signs (for example Γˆ+a ), let
X be the union of G and all its faces σ such that all vertices on ∂σ have the
same sign, otherwise let X be the union of G and all its disk faces. A vertex v
of G is an interior vertex if it lies in the interior of X . A vertex v of G is a cut
vertex if a regular neighborhood of v in X with v removed is not connected. A
vertex v of G is a boundary vertex if it is not an interior or cut vertex. Note
that if G = Γˆ+a then an interior vertex is a full vertex. Alternatively, let δ(v) be
the number of corners around v which lie in X . Then v is an interior vertex if
δ(v) = val(v,G), a boundary vertex if δ(v) = val(v,G)− 1, and a cut vertex if
δ(v) ≤ val(v,G)− 2.
Given a graph G on a surface D, let ci(G) be the number of boundary
vertices of G with valence i. Define
ϕ(G) = 6c0(G) + 3c1(G) + 2c2(G) + c3(G)
ψ(G) = c0(G) + c1(G) + c2(G) + c3(G).
Note that ψ(G) is the number of boundary vertices of G with valence at most
3.
Lemma 2.9 Let G be a connected reduced graph in a disk D such that any
interior vertex of G has valence at least 6. Then ϕ(G) ≥ 6. Moreover, if G is
not homeomorphic to an arc or a single point then ψ(G) ≥ 3.
Proof. Let X be the union of G and all its disk faces. The result is obviously
true if G is a tree. So we assume that G has some disk faces.
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First assume thatX has no cut vertex, so it is a disk, and c0(G) = c1(G) = 0.
The double of G along ∂X is then a graph G˜ on the double of X , which is a
sphere. Note that the valence of a vertex v of G˜ is either at least 6, or it is 2
or 4 when v is a boundary vertex of G with valence 2 or 3, respectively. Since
each face has at least three edges, an Euler characteristic argument gives
2 = V − E + F ≤ V −
1
3
E =
∑
i
(1−
1
6
val(vi, G˜)) ≤
2
3
c2(G) +
1
3
c3(G)
Therefore ϕ(G) = 2c2(G) + c3(G) ≥ 6. Since c0(G) = c1(G) = 0, we also have
ψ(G) = c2(G) + c3(G) ≥
1
2ϕ(G) ≥ 3.
Now assume that X has a cut vertex v. Since G is connected and contained
in a disk, X is simply connected, so we can write X = X1 ∪ X2, where Xi
are subcomplexes of X such that X1 ∩X2 = v, and Gi = G ∩Xi are nontrivial
connected subgraphs of G. The valence of v in Gi is at least 1, so its contribution
to ϕ(Gi) is at most 3. Hence by induction we have
ϕ(G) ≥ (ϕ(G1)− 3) + (ϕ(G2)− 3) ≥ 6.
By assumption X is not homeomorphic to an arc, so at least one of the Xi, say
X1, is not homeomorphic to an arc, and the other one has at least 2 boundary
vertices of valence at most 3, whether it is homeomorphic to an arc or not.
Hence
ψ(G) ≥ ψ(G1) + ψ(G2)− 2 ≥ 3 + 2− 2 = 3.

Lemma 2.10 Let G be a reduced graph on a torus T with no interior or isolated
vertex. Let V and E be the number of vertices and edges of G, and let k be the
number of boundary vertices of G.
(1) k ≥ E − V , and equality holds if and only if all disk face of G are
triangles, all non-disk faces are annuli, and each cut vertex has exactly two
corners on annular faces.
(2) G has at most 2V edges.
Proof. (1) LetD be the number of disk faces of G. Then 0 = χ(T ) ≤ V −E+D,
and equality holds if and only if all non-disk faces are annuli. Thus D ≥ E−V .
For each vertex u of G, let δ(u) be the number of corners of disk faces incident
to u. Then
∑
u val(u) = 2E, and
∑
u δ(u) ≥ 3D ≥ 3(E − V ). Since there is no
isolated or interior vertex, we have val(u)− δ(u) ≥ 1, and equality holds if and
only if u is a boundary vertex. Let p be the number of non-boundary vertices.
Then
p ≤
∑
u
(val(u)− δ(u)− 1) ≤ 2E − 3(E − V )− V = 2V − E.
It follows that the number of boundary vertices is k = V − p ≥ E − V , and
equality holds if and only if (i) V −E+D = 0, i.e. non-disk faces are annuli, (ii)
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∑
u δ(u) = 3D, so all disk faces are triangles, and (iii) val(u)− δ(u)− 1 = 1 for
any cut vertex, i.e. each cut vertex has exactly two corners not on disk faces.
(2) Since the number of boundary vertices is at most V , by (1) we have
V ≥ k ≥ E − V , hence E ≤ 2V . 
Lemma 2.11 Suppose all interior vertices of Γˆ+a have valence at least 6, and
all boundary vertices of Γˆ+a have valence at least 4. Let G be a component of
Γˆ+a . Then either (i) G is topologically an essential circle on the torus Fˆa, or
(ii) G has no cut vertex, all interior vertices of G are of valence exactly 6, and
all boundary vertices of G are of valence exactly 4.
Proof. Let X be the union of G and all its disk faces. If X is the whole torus
then all vertices are interior vertices, and an easy Euler characteristic argument
shows that all vertices must be of valence 6, so (ii) follows. Also, by Lemma
2.9 X is not in a disk in Fˆa as otherwise G would have a boundary vertex of
valence at most 3. Therefore we may assume that X has the homotopy type of
a circle.
First assume thatX has a cut vertex v. Recall thatX is homotopy equivalent
to a circle, so if X − v is not connected, then v cuts off a subcomplex W of X
which lies in a disk in Fˆa. By Lemma 2.9 the graph G ∩W has at least two
boundary vertices of valence at most 3, hence at least one such vertex v′ other
than v, which contradicts the assumption because v′ is then a boundary vertex
of Γˆ+a of valence at most 3. Therefore we may assume that X − v is connected.
Since X has the homotopy type of a circle, X cut at v is a simply connected
planar complex W , and X is obtained by identifying exactly two points of W .
Let G′ be the corresponding graph onW . We may assume that X is not a circle
as otherwise (i) is true. Thus W is not homeomorphic to an arc. Therefore by
Lemma 2.9 we have ψ(G′) ≥ 3, hence G′ has at least one boundary vertex v′
of valence at most 3 which is not identified to v in G. By definition v′ is a
boundary vertex of Γˆ+a of valence at most 3, which is a contradiction. This
completes the proof that X has no cut vertex.
We may now assume that X is an annulus, so all vertices of G are either
interior vertices of valence at least 6 in the interior of X , or boundary vertices
of valence at least 4 on ∂X . Consider the double G′′ of G on the double of X
along ∂X . Since each boundary vertex of G of valence k gives rise to a vertex of
valence 2k− 2 in G′′, we see that G′′ is a reduced graph on a torus such that all
of its vertices have valence at least 6. An Euler characteristic argument shows
that all vertices of G′′ must have valence exactly 6, hence (ii) follows. 
Lemma 2.12 If M(ra) contains a Klein bottle K, then
(1) T = ∂N(K) is an essential torus in M(ra); and
(2) K intersects the core Ka of the Dehn filling solid torus at no less than
na/2 points.
Proof. T bounds a twisted I-bundle over the Klein bottle N(K) on one side.
Since M(ra) is assumed irreducible, if T is compressible on the other side then
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M(ra) is a Seifert fiber space over a sphere with (at most) three singular fibers
of indices (2, 2, p) for some p, and if T is boundary parallel then M(ra) is a
twisted I-bundle over the Klein bottle. Either case contradicts the assumption
that M(ra) is toroidal. Therefore T is an essential torus. If |K ∩Ka| < na/2
then T would intersect Ka in less than na points, contradicting the choice of
na. 
Lemma 2.13 Suppose na > 2, and Γb has both a 12-Scharlemann bigon e1∪e2
and a 23-Scharlemann bigons e3 ∪ e4. If e1 ∪ e2 and e3 ∪ e4 are isotopic on Fˆa,
then the disk face D they bound on Fˆa contains at least (na/2) − 1 vertices in
its interior.
Proof. Let m be the number of vertices in the interior of D. Let D1, D2 be
the disk faces of (12)- and (23)-Scharlemann bigons in Γb. Shrinking the Dehn
filling solid torus of M(ra) to its core Ka, the union D1 ∪ D2 ∪ D is a Klein
bottle Q in M(ra). A regular neighborhood of Q intersects Ka at an arc from
u1 to u2 then to u3, and one arc for each vertex of Γa in the interior of D.
Hence Q can be perturbed to intersect Ka at 1 +m points. By Lemma 2.12(2)
we have m+ 1 ≥ na/2, hence the result follows. 
An edge e of Γa is a co-loop edge if it has the same label on its two endpoints,
in other words, it is a loop on the other graph Γb. Given a codimension 1
manifold X in a manifold Y , use Y |X to denote the manifold obtained by
cutting Y along X .
Lemma 2.14 Let eˆ be a family of negative edges in Γa. Let G be the subgraph
of Γb consisting of the edges of eˆ and their vertices.
(1) Each cycle component of G is an essential loop on Fˆb.
(2) (The 3-Cycle Lemma.) G cannot contain three disjoint cycles; in partic-
ular, Γa cannot have three parallel co-loop edges.
(3) (The 2-Cycle Lemma.) If Γb is positive then G cannot contain two
disjoint cycles; in particular, Γa cannot have two parallel co-loop edges.
Proof. (1) Assume to the contrary that some cycle component ofG is inessential
on Fˆb. Let D be a disk bounded by an innermost cycle component of G, and
let D′ be the bigon disks on Fa between edges of eˆ. Let Vb be the Dehn filling
solid torus in M(rb). Then a regular neighborhood W of D ∪ Vb ∪D′ is a solid
torus containing the core of Vb as a cable knot winding along the longitude at
least twice. See the proof of [GLi, Proposition 1.3]. In this case W ∩M is a
cable space, which is a contradiction to the assumption that M is a hyperbolic
manifold.
(2) Let eˆ = e1 ∪ ... ∪ ek, oriented consistently, with tails at u′ and heads at
u′′ on Γa. Let s be the transition number of eˆ. We may assume that ei has
label i at its tail, so it has label i + s at its head. Let Dj be the bigon on Fˆa
between ej and ej+1.
If k > nb then by Lemma 2.3(1) the transition function associated with eˆ has
only one orbit, hence we may assume k ≤ nb. On Γb these edges form disjoint
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cycles and chains. Assume there are at least three cycles. Then e1, e2, e3 belong
to three distinct cycles C1, C2, C3. Thus for i = 1, 2, 3,
Ci = ei ∪ ei+s ∪ ... ∪ ei+(p−1)s
is an oriented cycle on Fˆb for some fixed p. By (1) these are essential loops on
Fˆb, so they are parallel as unoriented loops.
Each bigon D1+js gives a parallelism between an edge of C1 and an edge of
C2, hence when shrinking the Dehn filling solid torus Vb to its core knot Kb,
the union A1 = ∪D1+js is an annulus in M(rb) with ∂A1 = C1 ∪C2. Similarly,
A2 = ∪D2+js is an annulus inM(rb) with ∂A2 = C2∪C3. These Ai are essential
in M(rb)|Fˆb, the manifold obtained from M(rb) by cutting along Fˆb, otherwise
Kb would be isotopic to a curve having fewer intersections with Fˆb.
Let A′1, A
′
2, A
′
3 be the annuli Fˆb|(C1 ∪ C2 ∪ C3), with ∂A
′
i = Ci ∪ Ci+1
(subscripts mod 3.) Let mi be the number of times that Kb intersects the
interior of A′i. Then ∑
mi + 3p = nb
The annulus Ai is said to be of type I if a regular neighborhood of ∂Ai lies
on the same side of Fˆb, otherwise it is of type II. Note that if Fˆb is separating
then Ai must be of type I. There are several possibilities. In each case one can
find an essential torus T ′ in M(rb) which has fewer intersections with Kb. This
will contradict the choice of Fˆb and complete the proof of (1).
Case 1. C2 is anti-parallel to both C1 and C3.
In this case each Ti = Ai ∪ A′i is a Klein bottle for i = 1, 2, which can be
perturbed to intersect Kb at p +mi points. Since
∑
mi + 3p = nb, either T1
or T2 can be perturbed to intersect Kb at fewer than nb/2 points, contradicting
Lemma 2.12.
Case 2. C2 is anti-parallel to C1, say, and parallel to the other cycle C3.
Let T1 = A1 ∪ A′1 and T2 = A1 ∪ A2 ∪ A
′
3. Then Ti are Klein bottles, and
they can be perturbed to intersect Kb at p +m1 and m3 points, respectively.
One of these contradicts Lemma 2.12.
Case 3. C2 is parallel to both C1 and C3.
If one of the Ai, say A1, is of type II, then T1 = A1 ∪A′1 is a non-separating
torus (because it can be perturbed to intersect Fˆb transversely at a single circle),
and it intersects Kb at p + mi < nb points. Since M(rb) is irreducible, T1 is
incompressible and hence essential, which contradicts the choice of Fˆb.
If both Ai are of type I then one can show that A1 ∪A2 ∪A′3 is an essential
torus T which can be perturbed to intersectKb inm3+p < nb points. The proof
is standard: The torus Fˆb and the annuli A1, A2 cutM(rb) into a manifold whose
boundary contains four tori T1 = A1 ∪ A′1, T2 = A1 ∪ A
′
2 ∪ A
′
3, T3 = A2 ∪ A
′
2,
and T4 = A2 ∪ A′1 ∪ A
′
3. Each of these tori Ti can be perturbed to have fewer
than nb intersections with the knot Kb, and hence bounds a manifold Wi which
is either a solid torus or a T 2 × I between Ti and a component of ∂M(rb).
Moreover, if Wi is a solid torus Wi then the annulus Ti ∩ Fˆb is essential on ∂Wi
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in the sense that it is neither meridional nor longitudinal (otherwise Fˆb would
be compressible or could be isotoped to have fewer intersections with Kb). Now
we have M(rb) = (W1 ∪W4) ∪ (W2 ∪W3) = W ′ ∪W ′′, with W ′ ∩W ′′ a torus
T = A1 ∪ A2 ∪ A′3 which can be perturbed to intersect Kb at m3 + p < nb
points. Since W ′ = W1 ∪A′
1
W4 and A
′
1 is essential in both W1 and W4, T is
incompressible and not boundary parallel in W ′; similarly for W ′′. It follows
that T is a contradiction to the choice of Fˆb.
(3) The proof of this part is much simpler. Let A1, A
′
1 be as above, and let
A′′1 be the complement of A
′
1 on Fˆb. If C1, C2 are parallel then A1 ∪ A
′
1 is a
nonseparating torus in M(rb) which can be perturbed to intersect Kb less than
nb times, contradicting the choice of Fˆb. If C1, C2 are anti-parallel then A1∪A′1
and A1∪A′′1 are Klein bottles, which can be perturbed to intersect Kb at a total
of n− 2p points, where p is the number of vertices in Ci; hence one of those will
intersect Kb less than nb/2 times, which contradicts Lemma 2.12. 
When studying Dehn surgery via intersection graphs, we usually fix the sur-
faces F1, F2, and hence the graphs Γ1,Γ2 are also fixed. The following technique
will allow us to modify the surfaces and hence the graphs in certain situation.
Lemma 2.15 will be used in the proofs of Lemmas 12.16 and 19.6.
Consider two surfaces F1, F2 in a 3-manifold M with boundary slopes r1, r2
respectively and suppose they intersect minimally. Let Γa,Γb be the intersection
graphs on Fˆ1, Fˆ2, respectively. Let α be a proper arc on a disk face D of Γa with
boundary on edges of Γa. Then one can replace two small arcs of Γa centered
at ∂α by two parallel copies of α to obtain a new graph Γ′a, called the graph
obtained from Γa by surgery along α.
D D'
Γ a
e1 e2α
Γ
b
e1 e2
Figure 2.1
A face D′ of Γa is called a coupling face to another face D of Γa along an
edge e1 of D if D
′ has an edge e2 such that e1, e2 are adjacent parallel edges on
Γb, and the neighborhoods in D and D
′ of the ei’s lie (locally) on the same side
of Fˆb. Note that this is independent of whether Fˆb is orientable or separating in
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M . See Figure 2.1. By definition D has no coupling face along e1 if e1 has no
parallel edge on Γb, one coupling face along e1 if e1 has some parallel edges and
is a border edge of the family, and two otherwise. A 4-gon face D of Γa looks
like a “saddle surface” in M |Fb. In general it is not possible to push the saddle
up or down to change the intersection graph. However, if some coupling face to
an edge of D is a bigon then this is possible. See Figure 2.2. More explicitly,
we have the following lemma.
Q
e
Q'
α
1
e2
Figure 2.2
Lemma 2.15 Let Γ1,Γ2 be a pair of intersection graphs. Let Q be a face of Γa,
and let e be an edge on ∂Q. Let α be an arc on Q with boundary in the interior
of edges of Γa, cutting off a disk B1 containing e and exactly two corners of Q.
If some coupling face Q′ of Q along e is a bigon, then Fa can be isotoped so that
the new intersection graph Γ′a is obtained from Γa by surgery along α.
Proof. Cut M along Fb. Then the face Q is as shown in Figure 2.2. Let B2
be the bigon in Γb between e and the edge e
′ on Q′. After shrinking the Dehn
filling solid torus Vb to its core knot Kb, the union B1 ∪ B2 ∪ Q
′ is a disk Q′′
with boundary the union of α and an arc on Fˆb. Pushing Q
′′ off Kb gives a disk
P in M which has boundary the union of α and an arc on Fb, and has interior
disjoint from Fb ∪Fa. Therefore we can isotope Fa through this disk P to get a
new surface F ′a. It is clear that the new intersection graph Γ
′
a is obtained from
Γa by surgery along α. 
Let u be a vertex of Γa, and P,Q two edge endpoints on ∂u. Let I be the
interval on ∂u from P to Q along the direction induced by the orientation of
u. The edge endpoints of Γa cut I into k subintervals for some k. Then the
distance from P to Q on ∂u is defined as du(P,Q) = k. Some times we also use
dΓa(P,Q) to denote du(P,Q). If P,Q are the only edge endpoints of e1, e2 on
∂u, respectively, then we define du(e1, e2) = du(P,Q). Notice that if the valence
of u is m, then du(Q,P ) = m− du(P,Q). The following lemma can be found in
[Go].
Lemma 2.16 [Go, Lemma 2.4] (i) Suppose P,Q ∈ ∂ui ∩ ∂vk and R,S ∈
∂uj ∩ ∂vl. If dui(P,Q) = duj (R,S) then dvk(P,Q) = dvl(R,S).
(ii) Suppose that P ∈ ui ∩ vk, Q ∈ ui ∩ vl, R ∈ uj ∩ vk, and S ∈ uj ∩ vl. If
dui(P,Q) = duj (R,S), then evk(P,R) = dvl(Q,S).
16
Suppose two edges e1, e2 of Γa connect the same pair of vertices ui, uj. Let
pk, qk be the endpoints of ek on ui, uj, respectively, k = 1, 2. Then e1, e2
are equidistant if dui(p1, p2) = duj (q2, q1). (Note that the orders of the edge
endpoints have been reversed.) Thus for example a pair of parallel positive
edges is always equidistant, but a pair of parallel negative edges is not unless
their distance is exactly half of the valence of the vertices.
Note that when ui 6= uj the above equation can be written as dui(e1, e2) =
duj (e2, e1). When ui = uj , dui(e1, e2) is not defined, and there are two choices
for the pair pk, qk, but one can check that whether the equality dui(p1, p2) =
duj (q2, q1) holds is independent of the choice of pi, qi.
The following lemma is called the Equidistance Lemma. It follows from
Lemma 2.16, and can also be found in [GW1].
Lemma 2.17 [GW1, Lemma 2.8] Let e1, e2 be a pair of edges with ∂e1 = ∂e2
in both Γ1 and Γ2. Then e1, e2 are equidistant in Γ1 if and only if they are
equidistant in Γ2.
Given two oriented slopes r1, r2 on T0, choose an oriented meridian-longitude
pair m, l on the torus T0 so that r1 = m, then the slope r2 is homologous to
Jm + ∆l for some mod ∆ integer J = J(r1, r2), called the jumping number
between r1, r2. Note that if ∆ = 4, then J = ±1, and if ∆ = 5, then J = ±1
or ±2. The following lemma is call the Jumping Lemma and can be found in
[GW1].
Lemma 2.18 [GW1, Lemma 2.10] Let P1, . . . , P∆ be the points of ∂ui∩∂vj ,
labeled successively on ∂ui. Let J = J(r1, r2) be the jumping number of r1, r2.
Then on vj these points appear in the order of PJ , P2J , . . . , P∆J . In particular,
they appear successively as P1, ..., P∆ along some direction of ∂vj if and only if
J = ±1.
Lemma 2.19 Let e1 ∪ ... ∪ ep and e′1 ∪ ... ∪ e
′
q be two sets of parallel edges on
Γa. Suppose e1 is parallel to e
′
1 and ep parallel to e
′
q on Γb. Then p = q.
Proof. Let D1, D2, D3, D4 be the disks realizing the parallelisms of e1 ∪ ep and
e′1 ∪ e
′
q on Γa, and e1 ∪ e
′
1 and ep ∪ e
′
q on Γb. Then the union A = D1 ∪ ... ∪D4
is a Mo¨bius band or annulus in M with boundary on T0. (It is embedded in
M , otherwise there is a pair of edges parallel in both graphs, contradicting
Lemma 2.2(2).) If A is a Mo¨bius band then it is already a contradiction to the
hyperbolicity of M . If A is an annulus and p 6= q then a boundary component
c of A has intersection number p − q 6= 0 with ∪∂vi and hence is an essential
curve on T0. Since e1 is an essential arc on both A and F1 and F1 is boundary
incompressible, A cannot be boundary parallel. It follows that A is an essential
annulus in M , which again contradicts the assumption that M is hyperbolic.

Lemma 2.20 Suppose Γb is positive, nb ≥ 3, and Γa contains bigons e1 ∪ e2
and e′1 ∪ e
′
2, such that e1, e
′
1 have label pair {i, j} and e2, e
′
2 have label pair
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{i+1, j+1}, where j 6= i. Let C1 = e1∪ e′1 and C2 = e2∪ e
′
2 be the loops on Fˆb.
If C1 is essential on Fˆb then C2 is essential on Fˆb and not homotopic to C1.
Proof. Let B and B′ be the bigon faces bounded by e1 ∪ e2 and e′1 ∪ e
′
2,
respectively. Shrinking the Dehn filling solid torus to the core knot Kb, the
union B ∪ B′ becomes an annulus A1 in M(rb) with boundary C1 ∪ C2. Since
Fˆb is incompressible and C1 is essential on Fˆb, it follows that C2 must also be
essential on Fˆb.
Now assume Ci are essential and homotopic on Fˆb. Since i 6= j and nb > 2,
C1, C2 have at most one vertex in common. If C1, C2 are disjoint, let A2 be an
annulus on Fˆb bounded by C1 ∪ C2. If C1, C2 has a common vertex vi+1 = vj ,
let A2 be the disk face of C1∪C2 in Fˆb, which will be considered as a degenerate
annulus as it can be obtained from an annulus by pinching an essential arc to
a point. Let A′2 be the closure of Fˆb − A2. Let m and m
′ be the number of
vertices in the interior of A2 and A
′
2, respectively. Then nb = m+m
′+k, where
k is the number of vertices on C1 ∪ C2, i.e., k = 4 if C1 ∩ C2 = ∅, and k = 3
otherwise.
First consider the case that C1 ∩ C2 = ∅. Orient C1, C2 so that they are
parallel on the annulus A1. If they are also parallel on Fˆb then A1 ∪ A2 is
a nonseparating torus which can be perturbed to intersect Kb at m + 2 < n
points, which is a contradiction. If they are anti-parallel then A1 ∪ A2 and
A1 ∪A′2 are Klein bottles which can be perturbed to intersect Kb at m and m
′
points, respectively. Since at least one ofm,m′ is less than nb/2, this contradicts
Lemma 2.12.
The case that C1 ∩ C2 6= ∅ is similar. If C1, C2 are parallel then A1 ∪
A2 is a torus and can be perturbed to intersect Kb at m + 1 < n points; if
they are anti-parallel then A1 ∪ A2 and A1 ∪ A′2 can be perturbed to be Klein
bottles intersecting Kb at m + 1 and m
′ points, respectively, which leads to
contradictions as above because m+ 1 +m′ < nb implies either 2(m+ 1) < nb
or 2m′ < nb. 
A triple of edge endpoints (p1, p2, p3) on Γb is positive if they appear on the
boundary of the same vertex vi, and in this order on ∂vi along the orientation
of ∂vi. Note that this is true if and only if dvi(p1, p2)+ dvi(p2, p3) = dvi(p1, p3).
Lemma 2.21 (1) Suppose (p1, p2, p3) is a positive triple on Γb. Let k be a fixed
integer and let p′i be edge endpoints such that dΓa(pi, p
′
i) = k for all i. Then
(p′1, p
′
2, p
′
3) is also a positive triple on Γb.
(2) Let e1 ∪ ...∪ er be a set of parallel negative edges with end vertices u1, u2
in Γa. Let u(p) ∈ {u1, u2} for p = 1, 2, 3, and let ej(u(p)) be the endpoint of
ej at u(p). If (ei(u(1)), ej(u(2)), ek(u(3))) is a positive triple and i, j, k ≤ r− t,
then (ei+t(u(1)), ej+t(u(2)), ek+t(u(3))) is also a positive triple.
Proof. (1) Geometrically this is obvious: Flowing on T0 along ∂Fa moves the
first triple to the second triple, hence the orientations of the components of ∂Fb
containing these triples are the same on T0.
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Alternatively one may use Lemma 2.16(ii) to prove the result. Since dΓa(pi, p
′
i) =
dΓa(pj , p
′
j) = k for all i, j, by Lemma 2.16(ii) we have dΓb(pi, pj) = dΓb(p
′
i, p
′
j)
for all i, j. Therefore dΓb(p1, p2) + dΓb(p2, p3) = dΓb(p1, p3) if and only if
dΓb(p
′
1, p
′
2) + dΓb(p
′
2, p
′
3) = dΓb(p
′
1, p
′
3).
(2) This is a special case of (1) because
dΓa(ei(u(1)), ei+t(u(1))) = dΓa(ej(u(2)), ej+t(u(2)))
= dΓa(ek(u(3)), ek+t(u(3))) = t

Lemma 2.22 Suppose Γb is positive and n = nb ≥ 3.
(1) Suppose eˆ ⊃ e1 ∪ ... ∪ en+2, and the transition number s = 1. Let A be
the annulus obtained by cutting Fˆb along the cycle e1 ∪ ... ∪ en. Then the edges
en+1, en+2 lie in A as shown in Figure 2.3, up to reflection along the center
circle of the annulus.
(2) If s1 = 1, n = 3 and eˆ1 contains 6 edges e1 ∪ ... ∪ e6 then the edges are
as shown in Figure 2.4.
(3) Any family of parallel negative edges in Γa contains at most 2n edges.
Proof. (1) Let u, u′ be the end vertices of eˆ in Γa. Orient ei from u to u
′ and
assume without loss of generality that ei has label i at its tail ei(t) in Γa. Since
s = 1, the head of ei, denoted by ei(h), has label i+1 in Γa. The edges e1, ..., en
form an essential loop on the torus Fˆb. Cutting Fˆb along this loop produces an
annulus, as shown in Figure 2.3.
Up to reflection along the center circle of the annulus we may assume that
the edge en+1 appears in this annulus as shown in Figure 2.3. We need to prove
that en+2 appears in Γb as shown in the figure.
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Figure 2.3
Since Γb is positive, we may assume that all vertices on Figure 2.3 are ori-
ented counterclockwise. Note that (e1(h), en+1(h), e2(t)) is a positive triple on
Γb. By Lemma 2.21(2) the triple (e2(h), en+2(h), e3(t)) is also a positive triple.
This determines the location of the head of en+2, as shown in Figure 2.3. Ap-
plying Lemma 2.20 to e1 ∪ e2 and en+1 ∪ en+2, we see that the loop e2 ∪ en+2 is
essential and not homotopic to e1∪en+1 on Fˆb, so these two loops must intersect
transversely at the common vertex v2 on Fˆb. Hence the edge en+2 must appear
as shown in Figure 2.3.
(2) By (1) the first 5 edges must be as shown in Figure 2.4. These cut the
torus into a 3-gon and a 7-gon. The edge e6 is not parallel to the other ei’s on
Γb and hence must lie in the 7-gon, connecting v3 to v1. For the same reason
as above, (e3(h), e6(h), e4(t)) is a positive triple on ∂v1, hence the head of e6
must be in the corner on ∂v1 from e1(t) to e4(t) because the corner from e3(h)
to e1(t) lies in the 3-gon. Similarly, since (e1(h), e5(t), e4(h)) is a positive triple
on Figure 2.4, by Lemma 2.21(2) (e2(h), e6(t), e5(h)) is also a positive triple,
which determines the position of the tail of e6. Therefore e6 must be as shown
in Figure 2.4.
(3) This follows from [Go, Corollary 5.5] when n ≥ 4. Now assume n = 3
and suppose there exist 2n + 1 = 7 parallel edges e1 ∪ ... ∪ e7 on Γa. By the
3-Cycle Lemma 2.14(2) we may assume that the transition number s 6= 0. Since
n = 3, we may assume without loss of generality that s = 1, hence by (2) the
subgraph of Γb consisting of the edges e1 ∪ ... ∪ e6 is as shown in Figure 2.4.
By the same argument as above, (e4(h), e7(h), e5(t)) and (e3(h), e7(t), e6(h))
are positive triples on ∂v2 and ∂v1, respectively. Since e7 must lie in the 6-
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gon face D in Figure 2.4, this is possible only if e7 is parallel to e1, which is a
contradiction to Lemma 2.2(2). 
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Lemma 2.23 Let sign(v) be the sign of a vertex v, and define pa to be the sum
of the signs of the vertices of Γa. Then either p1 = 0 or p2 = 0. In particular,
n1, n2 cannot both be odd.
Proof. For each edge endpoint c on ui ∩ vj , define sign(c) = sign(ui) sign(vj).
Then the parity rule says that the two endpoints of an edge e have different
sign. Summing over all edge endpoints on Γa gives
0 =
∑
i,j
∆(sign(ui) sign(vj)) = ∆
∑
i
sign(ui)
∑
j
sign(vj) = ∆p1p2
hence either p1 = 0 or p2 = 0. 
3 Γˆ+a has no interior vertex
In this section we will show that if nb > 4 then the graph Γa does not have
interior vertices; in particular the vertices of Γa cannot all be parallel. Recall
that we have assumed that ∆ ≥ 4.
Lemma 3.1 If nb > 4 then Γˆa has no full vertex of valence at most 6.
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Proof. First assume nb 6= 6. Then by Lemma 2.7(3), three adjacent families of
positive edges in Γa contain at most 2nb− 1 edges, hence if Γa has a full vertex
of valence at most 6 then
4nb ≤ ∆nb ≤ 2(2nb − 1) = 4nb − 2,
a contradiction.
So suppose nb = 6, and let u1 be a full vertex of Γˆa of valence at most 6.
By Lemma 2.3(3), each family of edges incident to u1 contains at most 4 edges.
Since there are at least 24 edges in at most 6 families, there must be exactly 6
families, each containing exactly 4 edges. Each family contains a Scharlemann
bigon, so there are six Scharlemann bigons at the vertex u1. Since there are no
extended Scharlemann cycles, each Scharlemann bigon appears at one end of a
family of parallel edges. Thus by examining the labels around the vertex u1,
one can see that if one Scharlemann bigon has label pair {1, 2} then the others
must have label pair {1, 2}, {3, 4} or {5, 6}, and that at least two pairs do occur
as label pairs of Scharlemann bigons. On the other hand, by Lemma 2.3(4) all
three pairs cannot appear as label pairs of Scharlemann bigons. Hence, without
loss of generality, there are incident to u1 at least three (12)-Scharlemann bigons
and a (34)-Scharlemann bigon. Since on Γb the edges of the (34)-Scharlemann
bigon form an essential loop on Γˆb, there are at most two edges of Fˆb joining v1
to v2. Since the three (12)-Scharlemann bigons give rise to six negative 1-edges
of Γb joining v1 to v2, three of these must be parallel, contradicting Lemma
2.7(1). 
Lemma 3.2 If nb > 4 then Γˆ
+
a has no interior vertices.
Proof. This follows from Lemma 3.1 if na ≤ 2 because in this case either
Γˆ+a = Γˆa and there is a full vertex of valence at most 6, or na = 2 and there is
no interior vertex. Therefore we may assume that na ≥ 3.
Suppose to the contrary that Γˆ+a has an interior vertex ui. By Lemma 3.1
all interior vertices of Γˆ+a have valence at least 7, hence we can apply Lemma
2.11 to conclude that Γˆ+a has a boundary vertex u1 of valence at most 3.
By Lemma 2.7(3) the three families of adjacent positive edges at u1 contain
at most 2nb edges, hence there are 2nb adjacent negative edges. On Γb this
implies that each vertex vj is incident to two positive edges with label 1 at vj ,
which cannot be parallel as otherwise there would be at least na+1 > na/2+2
parallel positive edges, contradicting Lemma 2.3(3). Therefore the reduced
graph Γˆb contains at least nb positive edges. On the other hand, the existence of
an interior vertex in Γˆ+a implies that Γˆb contains at least 2nb negative edges, as
shown in the proof of Lemma 3.1. Since Γˆb has at most 3nb edges (Lemma 2.5),
it must have exactly nb positive edges and 2nb negative edges. Since we have
shown above that each vertex in Γˆb is incident to at least two positive edges, it
follows that it is incident to exactly two positive edges.
We claim that a family of parallel positive edges in Γb contains at most
na/2 edges. If such a family contains more than na/2 edges, then there is
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a Scharlemann bigon on one side of the family, and by looking at the labels
one can see that all labels appear among the endpoints of this family, which is
impossible because ui being an interior vertex in Γˆ
+
a implies that all edges in Γb
with i as a label are negative.
Since each vertex vj is incident to two families of positive edges, each con-
taining at most na/2 edges, we see that vj is incident to at least 3na negative
edges. By Lemmas 3.1 and 2.5 we see that Γˆa has less than 3na positive edges,
hence two of the negative edges incident to vj are parallel in Γa, so j is a label
of a Scharlemann bigon in Γa. Since this is true for all vertices in Γb, by Lemma
2.3(4) we have nb ≤ 4, which is a contradiction. 
4 Possible components of Γˆ+a
Lemma 4.1 Suppose Γˆ+a has no isolated vertex or interior vertex. If some vi
of Γb is incident to more than 2na negative edges in Γb, or if na > 4 and vi is
incident to at most two families of positive edges in Γb, then i is a label of a
Scharlemann bigon in Γa.
Proof. If vi is a vertex of Γb incident to more than 2na negative edges then by
Lemma 2.10(2) two of them are parallel in Γa, so by Lemma 2.4 they form a
Scharlemann bigon, hence i is the label of a Scharlemann bigon in Γa. If na > 4
and vi is incident to two families of positive edges in Γb then by Lemma 2.3(3)
each family contains less than na edges, hence vi is incident to more than 2na
negative edges and the result follows from the above. 
In the rest of this section we assume na > 4 for a = 1, 2, and ∆ ≥ 4. By
Lemma 3.2 Γˆ+a has no interior vertices. We will show that each component of
Γˆ+a must be one of the 11 graphs in Figure 4.2.
Lemma 4.2 No vertex u of Γˆa is incident to at most four positive edges and
at most one negative edge.
Proof. By Lemmas 2.7(1) and 2.7(2) a family of negative edges contains at
most nb edges, and four adjacent families of positive edges contain at most
2(nb + 2) = 2nb + 4 edges. Since Γa has at least 4nb edges incident to u, we
would have nb ≤ 4, which is a contradiction to our assumption. 
Lemma 4.3 Suppose ui is incident to at most three positive edges in Γˆa, and if
there are three then two of them are adjacent. Then i is a label of a Scharlemann
bigon in Γb.
Proof. In this case each label appears at the endpoint of some negative edge
at ui, so Γˆ
+
b has no isolated vertex. By Lemma 4.1 the result is true if ui is
incident to more than 2nb negative edges. So we assume that ui is incident to
no more than 2nb negative edges, and hence at least 2nb positive edges. By
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Lemma 2.7(2) the two adjacent families of positive edges contain at most nb+2
edges, while the other positive family contains no more than nb/2 + 2 edges.
Thus (nb + 2)+ (nb/2+ 2) ≥ 2nb, which gives nb ≤ 8. Since one of the positive
families contains more than nb/2 edges, it contains a Scharlemann bigon; by
Lemma 2.2(4) nb must be even, so nb = 8 or 6. Using the above inequality and
the fact that when nb = 6 each positive family contains at most 4 edges (Lemma
2.3(3)), we see that ui is incident to exactly 2nb positive edges and 2nb negative
edges. Dually, this implies that in Γb there are exactly 2nb positive i-edges
and 2nb negative i-edges. (As always, an edge with both endpoints labeled i is
counted twice.)
If i is not a label of a Scharlemann bigon in Γb then the 2nb positive i-
edges in Γb are mutually nonparallel, so Γˆb has at least 2nb positive edges. By
Lemma 2.5 the reduced graph Γˆb has no more than 3nb edges, so it has at
most nb negative edges. On the other hand, by Lemma 2.7(1) each family of
parallel negative edges in Γb has at most two endpoints labeled i; since there
are 2nb such endpoints, Γb must have at least nb families of negative edges. It
follows that Γb has exactly nb families of negative edges, each having exactly
two endpoints labeled i.
Suppose nb = 6. Then there are 12 edges in the three families incident to
ui, and by Lemma 2.3(3) each family contains at most four edges, hence each
family contains exactly four edges. If some of these edges are loops, then there
are four loops and four non-loop edges. No loop can be parallel to a non-loop
edge in Γb since otherwise the label i would appear three times among a set
of parallel edges in Γb. It follows that all the 8 positive edges incident to ui
are mutually nonparallel in Γb, so the reduced graph Γˆb would have at least 8
negative edges, which is a contradiction as we have shown above that Γˆb has
exactly nb = 6 negative edges. Hence we can assume there is no loop based at
ui. Note that a family of four parallel edges in Γa contains a Scharlemann bigon.
If the label pair of the Scharlemann bigon is {j, j + 1}, then these two labels
appear twice among the endpoints of this family, and each of the other four
labels appears exactly once. By Lemma 2.3(4) at most four labels are the labels
of some Scharlemann bigons in Γb, so there is some k which is not a label of a
Scharlemann bigon and hence appears exactly three times among the endpoints
of the positive edges incident to ui. Dually, this implies that some negative edge
in Γˆb contains only one i-edge, which is a contradiction as we have shown above
that each negative edge in Γˆb must contain exactly two negative i-edges.
The proof for nb = 8 is similar. In this case the numbers of edges in the three
positive families incident to ui are either (6, 5, 5) or (6, 6, 4). Using the fact that
there are at most four labels of Scharlemann cycles one can show that in either
case some label appears three times among the endpoints of these edges, which
would lead to a contradiction as above. 
Lemma 4.4 No vertex ui is incident to at most one edge in Γˆ
+
a .
Proof. By Lemma 3.2 there are no interior vertices, hence by Lemma 2.11 either
(i) Γˆ+b has a circle component, or (ii) Γˆ
+
b has a boundary vertex of valence at
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most 3, or (iii) all vertices of Γˆ+b are boundary vertices of valence 4.
In case (i) a vertex vj on the circle component is incident to at most two
positive edges with label i at vj , hence dually there are at most two negative
edges with label j at ui, and hence at least ∆−2 ≥ 2 positive edges with label j
at ui, which is impossible because ui is incident to at most one family of positive
edges and by Lemma 2.3(3) such a family contains at most one edge with label
j at ui.
The proof for case (ii) is similar because by Lemma 2.7(3) a valence 3 bound-
ary vertex vj of Γˆ
+
b is incident to at most 2na positive edges of Γb and hence at
most two positive edges with label i at vj .
In case (iii), since ui is incident to at most nb/2 + 2 < nb positive edges,
there is a label j such that all four edges with label j at ui are negative. Dually
vj has four positive i-edges. Since it is a boundary vertex, it is incident to at
least 3na + 1 positive edges. On the other hand, since vj has valence 4 in Γˆ
+
b ,
by Lemma 2.7(2) it has at most 2(na+2) < 3na positive edges, a contradiction.

Corollary 4.5 Each component of Γˆ+a is contained in an essential annulus but
not a disk on Fˆa.
Proof. By Lemma 2.6 Γˆ+a has at least two components, so if the result is not
true then one can find a disk D on Fˆa such that D ∩ Γˆ+a is a component G
of Γˆ+a . By Lemma 4.4 G is not an arc, so by Lemma 2.9 it has at least three
boundary vertices of valence at most 3. By Lemma 4.3 these vertices are labels
of Scharlemann cycles in Γb, which is a contradiction because by Lemma 2.3(4)
Γa contains at most two labels of Scharlemann cycles of each sign. 
Let G be a component of Γˆ+a contained in the interior of an essential annulus
A on Fˆa. By Corollary 4.5, G is not contained in a disk, hence it contains some
cycles which are topologically essential simple closed curves on Fˆa, and all such
cycles are isotopic to the core of A. We call such a cycle an essential cycle
on G. Note that a cycle may have more than two edges incident to a vertex,
but an essential cycle does not. An essential cycle C of G is outermost on A if
all essential cycles of G lie in one component of A|C. By cutting and pasting
one can see that outermost essential cycles always exist, and there are at most
two of them, which we denote by Cl and Cr, called the leftmost cycle and the
rightmost cycle, respectively. Let All and A
r
l be the components of A|Cl, called
the left annulus and the right annulus of Cl, respectively, labeled so that A
l
l
contains no essential cycles of G other than Cl. Similarly for A
l
r and A
r
r, where
the right annulus Arr of Cr is the one that contains no essential cycles other
than Cr .
Lemma 4.6 The interiors of All and A
r
r do not intersect G.
Proof. Assuming the contrary, let G′ be the closure of a component of G∩All.
Since G is connected, G′ must intersect Cl at some vertex v, but it cannot
intersect Cl at more than one vertex, as otherwise the union of an arc in G
′
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and an arc on Cl would be an essential cycle in A
l
l other than Cl, contradicting
the definitions of leftmost cycle and its left annulus. For the same reason, G′
contains no essential cycles, hence it lies on a disk D in All. By Lemma 4.4 G
has no vertex of valence 1, so G′ is not homeomorphic to an arc. By Lemma
2.9 G′ has at least three boundary vertices of valence at most 3. Let v1 and
v2 be such vertices other than v. They are boundary vertices of G lying in the
interior of All with valence at most 3, and v
i 6= v.
By Lemma 4.3, for i = 1, 2 there is a Scharlemann bigon {ei1, e
i
2} on Γb with
vi as a label, and by Lemma 2.2(5) Ci = e
i
1 ∪ e
i
2 is an essential curve on Fˆa
containing vi. Since v2 is a boundary vertex of G′, it is not a cut vertex, hence
there is an arc C′ on G′ connecting v1 to v which is disjoint from v2. Now the
union C1 ∪ C′ ∪ Cl cuts Fˆa into an annulus and a disk D containing v2 in its
interior, so the cycle C2 is also contained in the disk D, which is a contradiction
to the fact that C2 is topologically an essential curve on Fˆa. 
Lemma 4.6 shows that G is contained in the region R between Cl and Cr.
Since G has no interior vertices, all its vertices are on Cl ∪ Cr. If Cl is disjoint
from Cr then R is an annulus, and if Cl = Cr then R = Cl = Cr is a circle. In
the generic case we have Cl∩Cr = E1∪ ...∪Ek, where each Ei is either a vertex
or an arc. The region R is then a union of these Ei and some disks D1, ..., Dk,
such that ∂Di is the union of two arcs, one in each of Cr and Cl. When k = 1
and E1 = v is a vertex, D1 is a disk with a pair of boundary points identified
to the single point v. Note that a vertex of G is a boundary vertex if and only
if it is on Cl ∪ Cr − Cl ∩Cr.
Lemma 4.7 Let C = Cl or Cr.
(1) If C has a boundary vertex ui of valence at most 3 then it has no other
boundary vertex of valence at most 4.
(2) If C has a boundary vertex ui of valence 2 then it has no other boundary
vertex.
Proof. (1) By Lemma 4.3, i is a label of a Scharlemann bigon in Γb. On Γa
the edges of this Scharlemann bigon form a cycle C′ containing ui and another
vertex uk. By Lemma 2.2(5) C
′ is topologically an essential circle on the torus
Fˆa. Since ui is a boundary vertex, one can see that C
′ is topologically isotopic
to C. By Lemma 4.6 applied to G and to the component of Γˆ+a containing uk,
there are no other vertices of Γa between C
′ and C. Hence any boundary vertex
uj 6= ui on C is incident to at at most one family of parallel negative edges,
connecting it to uk. The result now follows from Lemma 4.2.
(2) Note that since ui is a boundary vertex, the edges of any Scharlemann
bigon on Γb with i as a label must connect ui to the same vertex uk on Γa,
so there are at most nb such bigons because there are only two edges on Γˆa
connecting ui to uk, each representing a family of at most nb edges. By Lemma
2.7(2) ui is incident to at most nb + 2 positive edges, hence at least 3nb − 2
negative edges. If a pair of these edges are parallel on Γb then they form a
Scharlemann bigon. Hence by the above we see that there are at most nb pairs
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of such edges. It follows that Γˆb has at least 3nb − 2 − nb = 2nb − 2 positive
edges.
If uj is a boundary vertex of C other than ui then as in the proof of (1) it is
incident to at most one family of negative edges, so it has at least 3nb positive
edges. Since no three of those are parallel on Γb, we see that Γˆb has at least
3nb/2 negative edges, so Γˆb would have a total of at least 2nb− 2+3nb/2 > 3nb
edges, contradicting Lemma 2.5. 
Now suppose Cl ∩Cr 6= ∅, and Cl 6= Cr. Then the region R between Cl and
Cr can be cut along vertices of Cl ∩ Cr to obtain a set of disks, and possibly
some arcs. Let D be such a disk. If Cl ∩ Cr is a single vertex v then D is
obtained by cutting R along v, in which case we use D∩G to denote the graph
on D obtained by cutting G along v.
Figure 4.1
Lemma 4.8 G′ = D ∩G is one of the four graphs in Figure 4.1.
Proof. Let v′, v′′ be the vertices of G′ lying on both Cl and Cr. (Note that
they are distinct vertices on G′ but may be identified to a single vertex on G.)
These vertices divide ∂D into two arcs E1 and E2, with E1 ⊂ Cl and E2 ⊂ Cr.
By Lemma 4.7, each Ej contains at most one vertex of valence at most 3
in its interior. Therefore, if D contains at most one interior edge then G′ has
at most four vertices, so it is one of the four graphs in Figure 4.1. We need to
show that D cannot have more than one interior edge.
First suppose there is an interior edge e of G′ which has both endpoints on
E1. We may choose e to be outermost in the sense that there is an arc E
′ on
E1 with ∂E
′ = ∂e, and there is no edge of G′ inside the disk bounded by E′ ∪ e.
Since G′ has no parallel edges, there must be a vertex v in the interior of E′,
which has valence 2. By Lemma 4.7(2), in this case Cl has no other boundary
vertices, so E1 has no vertex other than v in its interior; in particular, e must
have its endpoints on v′ and v′′. This implies that all interior edges have both
endpoints on E2, and by the same argument as above we see that E2 has exactly
one vertex in its interior, and all edges must have endpoints on v′ and v′′. Since
G′ has no parallel edges, it can have at most one edge connecting v′ to v′′, and
we are done.
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We can now assume that every interior edge of G′ has one endpoint in the
interior of each Ei. Let G
′′ be the union of the interior edges. The above implies
that G′′ cannot have a cycle, so it is a union of several trees with endpoints in
the interiors of E1 and E2. A vertex of valence 1 in G
′′ is a vertex of valence 3
in G′, and by Lemma 4.7(1) there is at most one such for each Ei. Therefore
G′′ is a chain, with two vertices of valence 1 and k ≥ 0 vertices of valence 2,
so G′ has one vertex of valence 3 on each Ei, and k vertices of valence 4. Note
that these are boundary vertices. However, by Lemma 4.7(1), if G has a vertex
of valence 3 on Cl then it has no boundary vertex of valence at most 4 on Cl,
and similarly for Cr. It follows that k = 0, which again implies that G
′ has only
one interior edge. 
(1)
(5)
(9) (10) (11)
(6) (7) (8)
(2) (3) (4)
Figure 4.2
Lemma 4.9 If G is a component of Γˆa and Cl ∩ Cr 6= ∅, then G is one of the
graphs in Figure 4.2 (1) – (8).
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Proof. If Cl = Cr then G is a simple cycle, in which case each vertex has valence
2 and hence is a label of a Scharlemann bigon by Lemma 4.3. By Lemma 2.3(4),
G has at most two such vertices, hence G is the graph in Figure 4.2(1) or (2).
Suppose Cl 6= Cr and Cl ∩ Cr 6= ∅. We call the endpoints of Cl ∩ Cr
breaking points of G, which cut the region R between Cl and Cr into several
disks D1, ..., Dk and possibly some arcs. By Lemma 4.8 each Gi = Di ∩ G is
one of the graphs in Figure 4.1. We say that Gi is of type (j) if it is the graph
in Figure 4.1(j). Since G can have at most two boundary vertices of valence at
most three, we see that either k = 1, or k = 2 and both Gi are of type (1).
First assume that k = 2 and G1, G2 are of type (1). By Lemma 4.7 the
two boundary vertices of Gi must be one on each of Cl, Cr. If the component
of Cl ∩ Cr containing a breaking point v′ on Gi is an arc instead of a vertex,
then v′ would be a vertex of Γˆb which is incident to three positive edges, two of
which are adjacent, in which case by Lemma 4.3 v′ is a label of a Scharlemann
bigon in Γb. Since G contains no more than two Scharlemann bigon labels, this
cannot happen. It follows that G is the graph shown in Figure 4.2(6).
We can now assume k = 1. For the same reason as above, we see that if
G1 is of type (1), (2) or (3), then G is as shown in Figure 4.2(3), (5) or (4),
respectively. If G1 is of type (4), the breaking vertices may be incident to an
edge in Cl ∩ Cr, so G is the graph in Figure 4.2(7) or (8). 
Lemma 4.10 If G is a component of Γˆ+a and Cl ∩Cr = ∅, then G is one of the
three graphs in Figure 4.2 (9), (10), or (11).
Proof. Note that in this case all vertices on Cl and Cr are boundary vertices.
If Cl has a vertex of valence 2 then by Lemma 4.7 it has no other vertices,
in which case Cl is a loop and we have G = Cl, so Cl = Cr, a contradiction.
Therefore Cl and Cr have no vertices of valence 2, hence all vertices of G have
valence at least 3.
Doubling the annulus and calculating Euler characteristic, we see that
∑
(4− val(vi)) ≥ 0.
By Lemma 4.7 G has at most two vertices of valence 3.
First assume that G has two vertices v1, v2 of valence 3. By Lemma 4.7
v1, v2 cannot both be on Cl or Cr, hence each of Cl and Cr contains exactly one
vertex of valence 3. By Lemma 4.7 they cannot contain vertices of valence 4. By
the above formula G has either (i) no other vertex, or (ii) one other vertex with
valence 6 or 5, or (iii) two other vertices, both having valence 5. One can check
that in Case (i) the graph is that of Figure 4.2(9), Case (ii) does not happen,
and in Case (iii) the graph is the one in Figure 4.2(11).
If G contains only one vertex v of valence 3, then by the above formula it
contains at least one vertex of valence 5, and all other vertices are of valence 4.
If Cl contains v then by Lemma 4.7 it contains no vertices of valence 4. Since
each edge of G must have one endpoint on each of Cl and Cr , we see that Cl
must contain a vertex of valence 5, and Cr contains exactly two vertices, each
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of valence 4. One can check that there is no reduced graph satisfying these
conditions.
Now assume that G has no vertices of valence 3. Then by the above formula
all vertices of G are of valence 4. Since G has no parallel edges, all edges of
G−Cl∪Cr must connect Cr to Cl, so the graph G is completely determined by
the number of vertices k on Cr, which must be the same as that on Cl. Denote
such a graph by Gk. When k = 1, the graph G = G1 is shown in Figure 4.2(10).
We need to show that k > 1 does not happen.
Suppose k > 1. By Lemma 4.2 each vertex on Cl is incident to at least two
negative edges in Γˆa. Let G
′ be the component of Γˆ+a adjacent to Cl, and let
C′r be the outermost cycle of G
′ adjacent to Cl. If C
′
r has only one vertex then
two negative edges based at some vertex vi on Cl form an essential loop on the
annulus between C′r and Cl, so there is only one negative edge of Γˆa incident
to any other vertex on Cl, which is a contradiction. Similarly if some vertex on
C′r is a boundary vertex of valence at most 3 then by Lemma 4.3 it is a label
of a Scharlemann bigon, which is again a contradiction because the two edges
of the Scharlemann bigon would form an essential loop as above. This rules
out the possibility of G′ being a graph in Figure 4.2 (1) or (3) – (11). If G′
is the one in Figure 4.2(2) then by Lemma 4.3 both of its vertices are labels
of Scharlemann bigons. The edges of these two Scharlemann bigons form two
cycles, which cannot be on the same side of G′ as otherwise one of them would
lie on a disk, which contradicts Lemma 2.2(5). Hence one of the pairs of edges
connect a vertex of G′ to a vertex of Cl, which is again a contradiction.
It now follows that if some component of Γˆ+a is a Gk for k ≥ 2, then so are all
the other components. Moreover, none of the vertices is a label of a Scharlemann
cycle as otherwise some vertex would be incident to a single negative edge in
Γˆa, which would contradict Lemma 4.2. Hence Γb has no Scharlemann cycles.
On the other hand, by Lemma 2.7(2) the four families of positive edges at a
vertex vi of Gk contain at most 2nb + 4 edges, so vi is incident to at least
∆nb − (2nb + 2) > nb negative edges. By Lemma 2.8 this implies that Γb does
have a Scharlemann cycle, which is a contradiction. 
Corollary 4.11 Suppose ∆ ≥ 4, and na > 4 for a = 1, 2. Then
(1) each component of Γˆ+a is one of the 11 graphs in Figure 4.2; and
(2) each Γa contains a Scharlemann cycle, hence Fˆb is separating, and nb is
even for b = 1, 2.
Proof. (1) This follows from Lemmas 4.9 and 4.10.
(2) By (1), Γˆ+a contains either a vertex v of valence 2 or a boundary vertex
of valence at most 4. In the first case the result follows from Lemma 4.3. In
the second case by Lemma 2.7(2) v is incident to at most 2nb + 4 positive
edges, hence at least 2nb − 4 > nb negative edges, so by Lemma 2.8 Γa has a
Scharlemann cycle. 
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5 The case n1, n2 > 4
In this section we will complete the proof that the generic case n1, n2 > 4 cannot
happen. We assume throughout the rest of the section that n1, n2 > 4. Let G
be a component of Γˆ+a . By Corollary 4.11 G is one of the graphs in Figure 4.2.
We need to rule out all these possibilities. Recall that a component of Γˆ+a is of
type (k) if it is the graph in Figure 4.2(k).
Here is a sketch of the proof. We first show (Lemma 5.4) that Γˆ+a cannot
have two boundary vertices of valence 2, hence no component of Γˆ+a is of type
(5)–(8). Types (3) and (11) will be ruled out in Lemmas 5.6 and 5.7, so we are
left with types (1), (2), (4), (9) and (10). Lemma 5.8 will show that each vertex
of a type (10) component is a label of Scharlemann cycle, which implies that
all vertices of Γˆ+a are labels of Scharlemann cycles, except the valence 4 vertex
in a type (4) component. Since Γˆ+a has at most two Scharlemann labels of each
sign, we see that each Γˆ+a is a union of two type (4) components. This will be
ruled out in Lemma 5.10, completing the proof of the theorem.
Each vertex ui in Γa has ∆ edge endpoints labeled j. Define σ(ui, vj) to be
the number of those on positive edges minus the number of those on negative
edges. In other words, it is the sum of the signs of the edges with an endpoint
labeled j at ui.
Define a vertex u of Γˆ+a to be small if it is either of valence 2 or is a boundary
vertex of valence 3. Note that a component of type (1) or (3) in Figure 4.2 has
one small vertex, a component of type (10) has no small vertex, and all others
have two small vertices.
Lemma 5.1 (1) σ(ui, vj) = −σ(vj , ui).
(2) If vj is a small vertex in Γˆ
+
b then σ(ui, vj) ≥ 0 for all i.
(3) If Γˆ+a has a boundary vertex ui of valence 2, then σ(ui, vj) < 0 for all
but at most two j, at most one for each sign.
(4) If Γˆ+a has a boundary vertex of valence 2, then Γˆ
+
b has at most one small
vertex of each sign.
Proof. (1) This follows from the parity rule Lemma 2.2(1).
(2) If vj has valence 2 in Γˆ
+
b then each label i appears at most twice among
the positive edge endpoints. If vj is a boundary vertex of valence 3 in Γˆ
+
b then
by Lemma 2.7(3) it is incident to at most 2na adjacent positive edges in Γb,
hence again each i appears at most twice among the positive edge endpoints.
Since ∆ ≥ 4, the result follows.
(3) If ui is a boundary vertex of valence 2 then by Lemma 2.7(2) there are
at most nb+ 2 adjacent positive edges, so at most two labels appear more than
once among the positive edge endpoints, and if there are two then they are
adjacent, so there is only one for each sign.
(4) This follows immediately from (2) and (3). 
Lemma 5.2 Suppose Γˆ+a has a boundary vertex ui of valence 2. Then all com-
ponents of Γˆ+b are of type (1), (3) or (10). Moreover, for each sign there is at
most one component with vertices of that sign which is of type (1) or (3).
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Proof. This follows immediately from Lemma 5.1(4) and the fact that a com-
ponent of type (1) or (3) has one small vertex, a component of type (10) has no
small vertex, and all others have two small vertices. 
Lemma 5.3 Let vj be a vertex of a type (10) component G of Γˆ
+
b .
(1) vj is incident to at most 2na + 2 positive edges in Γb.
(2) σ(ui, vj) ≥ 0 for all but at most two ui, one for each sign.
Proof. (1) By Lemma 2.7(2) the four families of adjacent parallel positive edges
incident to vj contain m ≤ 2(na + 2) edges. If m > 2na + 2, then in particular
one of the families contains more than na/2 edges, so it contains a Scharlemann
bigon. By Lemma 2.2(4) and Lemma 2.2(1) the labels at the endpoints of a loop
at vj must have different parity, which rules out the possibility m = 2na + 3.
Hence m = 2na + 4. Note that in this case there are at least 4 parallel loops
{e1, ..., e4}, where e1 is the outermost edge on the annulus containing G. By
looking at the labels at the endpoints of these loops, we see that e2, e3 form a
Scharlemann bigon, which contradicts Lemma 2.2(6) because {e1, e4} is then an
extended Scharlemann cycle.
(2) Since vj is a boundary vertex of G, the positive edges incident to vj are
adjacent. Therefore (1) implies that σ(vj , ui) ≤ 0 for all but at most two i,
hence by Lemma 5.1(1) we have σ(ui, vj) ≥ 0 for all but at most two ui, and if
there are two such ui then they are of opposite sign. 
Lemma 5.4 Γˆ+a cannot have two parallel boundary vertices of valence 2; in
particular, no component G of Γˆ+a is of type (5), (6), (7) or (8).
Proof. Suppose to the contrary that Γˆ+a has two boundary vertices ui1 , ui2 of
valence 2, and of the same sign. By Lemma 5.2, each component G′ of Γˆ+b is
of type (1), (3) or (10). If G′ is of type (3) then it has a boundary vertex of
valence 2, so applying Lemma 5.2 to this vertex (with Γˆ+a and Γˆ
+
b switched), we
see that G must be of type (1), (3) or (10), which is a contradiction. Therefore
G′ must be of type (1) or (10).
By Lemma 5.1(3), σ(ui1 , vk) < 0 for all but at most two vk. Similarly for
σ(ui2 , vk). Since nb > 4, there is a vertex v
′ such that σ(ur, v
′) < 0 for both
r = i1, i2. On the other hand, if v
′ is on a component G′ and if G′ is of type
(1) then by Lemma 5.1(2) we have σ(ur, v
′) = −σ(v′, ur) ≥ 0 for all ur, while if
G′ is of type (10) then Lemma 5.3(2) says σ(ur, v
′) ≥ 0 for either r = i1 or i2
because ui1 and ui2 are of the same sign. This is a contradiction. 
Note that a vertex u on a component G of Γˆ+a is a boundary vertex if it lies
on one outermost essential cycle C1 of G but not the other one. In this case
there is a unique component G′ of Γˆ+a and a unique outermost essential cycle
C2 on G
′ such that C1 ∪ C2 bounds an annulus on Fˆa whose interior contains
no vertex of Γa. We say that G
′ and C2 are adjacent to u.
Lemma 5.5 Let ui be a vertex on a type (10) component G of Γˆ
+
a . If ui is not
a label of a Scharlemann cycle in Γb, then
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(i) the component G′ of Γˆ+a adjacent to ui is of type (1), (3) or (10);
(ii) ui is incident to exactly 2nb − 2 negative edges; and
(iii) Γˆ+b has only two components, each of type (4) or (11).
Proof. We assume that ui is not a label of a Scharlemann cycle. Let G
′ and
C be the component and outermost cycle adjacent to ui. If C has a boundary
vertex uj of valence at most 3, then by Lemma 4.3 uj is a label of a Scharlemann
cycle. Since uj is a boundary vertex and there is no vertex between C and the
outermost cycle on G containing ui, the edges of the above Scharlemann cycle
must connect uj to ui, hence ui is also a label of the Scharlemann cycle, which is
a contradiction. Also, if G′ is of type (2) then by Lemma 4.1 each of its vertices
is a label of a Scharlemann cycle. Recall that the edges of a Scharlemann cycle
in Γb cannot lie in a disk on Fˆa, hence the edges of one of the Scharlemann cycles
must connect a vertex on C to ui, which again is a contradiction. Therefore C
does not have a boundary vertex of valence at most 3, and it is not on a type
(2) component. Examining the graphs in Figure 4.2, we see that G′ must be of
type (1), (3) or (10). Moreover, if it is of type (3) then C is the loop there. In
any case, C contains only one vertex.
Let t be the number of negative edges incident to ui. Since C has only
one vertex uj , ui is incident to at most two families of negative edges eˆ1, eˆ2,
all connecting ui to uj, so by Lemma 2.7(1) t ≤ 2nb. On the other hand, by
Lemma 5.3 ui is incident to at most 2nb + 2 positive edges, so t ≥ 2nb − 2.
Therefore we have 2nb ≥ t ≥ 2nb − 2.
First assume t = 2nb. Then each of eˆ1 and eˆ2 contains exactly nb edges.
Since ui is not a label of Scharlemann cycle, by Lemma 2.4 these 2nb edges are
mutually non-parallel on Γb, hence Γˆ
+
b has at least 2nb edges. On the other
hand, by Lemma 4.1 it cannot have more than 2nb such edges, hence Γˆ
+
b has
exactly 2nb edges, each containing exactly one edge in eˆ1 ∪ eˆ2. Counting the
number of edges on each graph in Figure 4.2, we see that each component of Γˆ+b
must be of type (10) or (11). Also, a component of type (11) has a vertex vk of
valence 5 in Γˆ+b , so the above implies that the label k appears 5 times among the
endpoints of edges in eˆ1∪ eˆ2, which is absurd. This rules out the possibility for a
component to be of type (11). Now notice that these two families of nb parallel
edges have the same transition function, hence if some edge has the same labels
on its two endpoints, then they all do. It follows that no component can be
of type (10) because it has both loop and non-loop edges. This completes the
proof for the case t = 2nb.
If t = 2nb − 1 then one of eˆ1, eˆ2 contains nb edges and the other contains
nb−1 edges. Examining the labels at the endpoints of these edges we see that if
an edge in eˆ1 has labels of the same parity at its two endpoints then an edges in
eˆ2 would have labels of different parities at its endpoints, and vice versa. This
contradicts the parity rule (Lemma 2.2(1)).
We can now assume t = 2nb − 2. Without loss of generality we may assume
that the labels of the endpoints of eˆ1 ∪ eˆ2 appear as 1, 2, ..., nb, 1, ..., nb − 2 on
∂ui when traveling clockwise, and we assume that the first nb are endpoints of
eˆ1. (The other cases are similar.) Let e
k
p (k = 1, 2) be the edge in eˆk with label
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p at ui, and assume that the label of e
1
1 on uj is 1+ r for some r. Then one can
check that the label of e1p on uj is p+ r, and the label of e
2
p on uj is p+ r + 2.
(All labels are integers mod nb.) Hence for any p between 3 and nb, the edges
e1p and e
2
p−2 have the same label p+ r at uj . On Γb this implies that there are
two positive edges, connecting vp to vp+r and vp+r to vp−2, so vp are vp−2 are
in the same component of Γˆ+b . Since this is true for all p between 3 and nb, it
follows that Γˆ+b has only two components.
By Lemmas 2.8 and 2.2(4) Γˆ+b has the same number of positive vertices and
negative vertices, hence each component G has at least three vertices. This rules
out the possibility for G to be of type (1), (2), (3), (9) or (10). Combined with
Lemme 5.4 we see that each component of Γˆ+b is of type (4) or (11). 
Lemma 5.6 No component of Γˆ+a is of type (3).
Proof. By Lemma 5.2 if Γˆ+a has a component of type (3) then each component
of Γˆ+b is of type (1), (3) or (10), and there is at most one component of type
(1) or (3) for each sign. Since nb > 4 and a component of type (1) or (3) has
at most 2 vertices, there is at least one component G of Γˆ+b of type (10) and at
least one other component G′ of the same sign. On the other hand, by Lemma
5.5 each vertex of G is a label of a Scharlemann cycle, and by Lemmas 4.1 and
4.3 at least one vertex of G′ is a label of a Scharlemann cycle, so there are at
least three labels of Scharlemann cycles of the same sign, contradicting Lemma
2.3(4). 
Lemma 5.7 No component of Γˆ+a is of type (11).
Proof. An outermost cycle on a component G of type (11) contains two parallel
vertices ui and uj , where ui is of valence 3 and hence the label of a Scharlemann
bigon (Lemma 4.3), and uj has valence 5. If {e1, e2} is a Scharlemann bigon on
Γb with label pair {i, i+1}, say, then on Γa these edges form an essential curve
containing the vertices ui and ui+1, which separates uj from all other vertices of
opposite sign, hence all negative edges incident to uj have their other endpoints
on ui+1, and they are all parallel. Thus uj has at most nb negative edges, and
hence at least 3nb adjacent positive edges. In particular, each label appears at
least three times among endpoints of positive edges at uj . Dually, each vertex
vk in Γb is incident to at least three negative edges labeled j at vk. If vk is a
boundary vertex, then this implies that it is incident to at least 2na+1 negative
edges, so by Lemma 4.1 it is a label of a Scharlemann cycle.
By Lemmas 5.4 and 5.6 a component of Γˆ+b is of type (1), (2), (4), (9), (10)
or (11). By the above and Lemma 4.1 all vertices of Γb except those with valence
4 in type (4) components are labels of Scharlemann cycles. Since nb > 4 and
there are at most two Scharlemann labels for each sign, we see that Γˆ+b has only
two components, each of type (4), so nb = 6, and Γˆ
+
b has 10 positive edges. By
Lemma 2.5 Γˆb has at most 3nb− 10 = 8 negative edges. On the other hand, we
have shown that uj in Γa is incident to at least 3nb = 18 positive edges; since
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no three of them are parallel in Γb, Γˆb has at least 18/2 = 9 negative edges,
which is a contradiction. 
Lemma 5.8 Each vertex of a type (10) component of Γˆ+a is a label of a Scharle-
mann bigon.
Proof. Suppose that a vertex ui of a type (10) component of Γˆ
+
a is not a label
of a Scharlemann bigon. By Lemmas 5.5 and 5.7 Γˆ+b is a union of two type (4)
components, so nb = 6, Γˆb has 10 positive edges, and no more than 3nb−10 = 8
negative edges.
By Lemma 5.5(ii) ui is incident to (∆ − 2)nb + 2 = 6∆− 10 positive edges
(loops counted twice). By Lemma 2.7(1) no three of these are parallel in Γb,
hence they represent at least 3∆ − 5 negative edges in Γˆb. Therefore ∆ = 4,
and we have at least 7 negative edges in Γˆb. We need to find two more to get a
contradiction.
By Lemma 5.5(i) and Lemma 5.6 the component G of Γˆ+a adjacent to ui is of
type (1) or (10), so the outermost cycle of G adjacent to ui has a single vertex
uj and a single edge E0. We claim that E0 contains at least two edges of Γb.
If G is of type (10), then uj is incident to four families of positive edges
in Γa, with a total of 2nb + 2 = 14 edges, where loops are counted twice. By
Lemma 2.3(3) each family contains no more than 4 edges, so the loop edge E0
contains at least (14− 2× 4)/2 = 3 edges of Γb. If G is of type (1) then since no
three negative edges incident to uj are parallel in Γb, and since Γˆ
+
b has only 10
edges, we see that uj is incident to at most 20 negative edges, hence E0 contains
at least (24− 20)/2 = 2 edges. This completes the proof of the above claim.
Let e′1, e
′
2 be the two edges in E0 closest to ui. By Lemma 2.2(2) they are
not parallel on Γb. We claim that on Γb neither of them is parallel to any edge
incident to ui, hence Γˆb contains at least 7 + 2 = 9 negative edges. This will be
a contradiction as we have shown above that Γˆb has at most 8 negative edges.
By Lemma 5.5(ii) there are exactly 2nb − 2 = 10 negative edges e1, ..., e10
connecting ui to uj. Without loss of generality we may assume that the sequence
of labels of the endpoints of these edges at ui is 1, ..., 6, 1, ..., 4, counting clock-
wise, and the labels of their endpoints at uj are r + 2, r + 3, ..., r − 1, counting
counterclockwise. Thus {e′1, e
′
2} is a Scharlemann bigon with label pair {r, r+1}.
Since e′i is a loop, by Lemma 2.3(5) if it is parallel in Γb to an edge e incident
to ui then e is also a loop. Note that e
′
i and e must have the same label pair.
Let E3 be the loop of Γˆa based at ui. It has at most four edges e
′′
1 , e
′′
2 , e
′′
3 , e
′′
4 ,
with label pairs {5, 6}, {6, 5}, {1, 4}, {2, 3}, respectively. By Lemma 2.3(2) we
have {r, r+1} 6= {2, 3}, hence if e′i is parallel to some e
′′
j then {r, r+1} = {5, 6},
so r = 5, and hence the label sequence of the above negative edges at uj is also
1, ..., 6, 1, ..., 4.
The 10 edges e1, ..., e10 are divided into two families E1, E2. Since |Ei| ≤ 6,
we have |E1| = 4, 5, or 6. If |E1| = 5 then the edge e1 would have label 1 at ui
and label 6 at uj. Since v1 and v6 on Γb are antiparallel, this is impossible by
the parity rule. If |E1| = 4 then e1 has the same label 1 at its two endpoints,
which contradicts the fact that Γb has no loop. Similarly if |E1| = 6 then e7
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has the same label 1 at its two endpoints, which is again a contradiction. This
completes the proof of the Lemma. 
Lemma 5.9 Each Γˆ+a is a union of two type (4) components.
Proof. By Lemmas 5.4, 5.6 and 5.7, each component G of Γˆ+a is of type (1),
(2), (4), (9) or (10). By Lemmas 4.1, 4.3 and 5.8, we see that all vertices ui of
G are labels of Scharlemann bigons, unless G is of type (4) and ui is the vertex
of valence 4 in G. Since na > 4 and Γˆ
+
a has at most two vertices which are
labels of Scharlemann bigons for each sign, we see that Γˆ+a consists of exactly
two components, each of type (4). 
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Lemma 5.10 One of the Γˆ+a is not a union of two type (4) components.
Proof. Assume that each Γˆ+a is a union of two type (4) components. Each
vertex of Γa has valence ∆nb ≥ 24, hence Γa has at least 72 edges. Since a
positive edge in Γa is a negative edge in Γb, we may assume that Γ1 has no
more negative edges than positive edges, so Γ+1 has at least 36 positive edges.
Thus one component G of Γ+1 has at least 18 edges. Denote by Gˆ the reduced
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graph of G. It is of type (4), so it is obtained from the graph in Figure 5.1(a)
by identifying the top and bottom vertices.
Let E1, ..., E5 be the edges of Gˆ. Denote by |Ei| the number of edges of G
in Ei, and call it the weight of Ei. By Lemma 2.3(3), each |Ei| ≤ 4. Since
G has at least 18 edges, up to relabeling the weights of the edges are at least
(4, 4, 4, 4, 2) or (4, 4, 4, 3, 3).
Let D be a triangle face of Gˆ, and let E1, E2, E3 be the edges of D. We
will also use D to denote the corresponding triangle face in G. If |Ei| = 4 then
by Lemma 2.4 Ei contains a Scharlemann bigon, which must be at one end of
the family of parallel edges in Ei. We say that the Scharlemann bigon in Ei is
adjacent to D if one of its edges is on the boundary of D.
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Sublemma If |E1| = |E2| = 4, then (i) |E3| = 2, and (ii) exactly one of E1
and E2 has its Scharlemann bigon adjacent to D.
Proof. Let V1 be the fat vertex incident to both E1 and E2. Without loss of
generality we may assume that the labels on ∂V1 are as shown in Figure 5.2(a),
where E1 is the upper right family of edges. Note that the positions of the
Scharlemann bigons in E1, E2 determine the labels on ∂V2 and ∂V3.
If both E1 and E2 have their Scharlemann bigons adjacent to D, then the
labels are as shown in Figure 5.2(a), in which case we have three Scharlemann
bigons with disjoint label pairs, contradicting Lemma 2.3(4). If both Scharle-
mann bigons of E1, E2 are non-adjacent to D, then the labels are as shown in
Figure 5.2(b), in which case the edges adjacent to those of D form an extended
Scharlemann cycle, which contradicts Lemma 2.2(6). This proves (ii).
We may now assume without loss of generality that the Scharlemann bigon
of E1 is adjacent to D while that of E2 is not adjacent to D. See Figure 5.2(c).
In this case the label pair of the Scharlemann bigon in E1 is {3, 4}. If |E3| ≥ 3
then E3 contains a Scharlemann bigon with label pair {6, 1}. This contradicts
Lemma 2.3(2), completing the proof of the sublemma. 
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If the weights of the Ei are (4, 4, 4, 3, 3), or if the weights are (4, 4, 4, 4, 2)
and the horizontal edge in Figure 5.1(a) has weight 4, then the boundary edges
of one of the triangles in Figure 5.1(a) have weights (4, 4, 3) or (4, 4, 4), which
contradicts the sublemma. Therefore the edges of G are exactly as shown in
Figure 5.1(b). As in the proof of the sublemma, we may assume that the labels
at the three vertices in the upper triangle of G are as shown in Figure 5.1(b).
The Scharlemann bigons in the upper triangle have label pairs {3, 4} and {1, 2},
hence by Lemma 2.3(4) G cannot have a Scharlemann bigon on label pair {5, 6}.
Therefore the labels of the endpoints of the lower-right edges must be as shown
in Figure 5.1(b). This determines the labels at the lower vertex. But then
neither Scharlemann bigon in the lower triangle is adjacent to the triangle,
contradicting the sublemma. 
Proposition 5.11 The case that both n1, n2 > 4 is impossible.
Proof. This follows from the contradiction between Lemma 5.9 and Lemma
5.10. 
6 Kleinian graphs
In Sections 6 – 11 we will improve Proposition 5.11 to show that ni ≤ 2 for
i = 1 or 2. For the most part we will assume that na = 4. In this section
we prove some useful lemmas. In particular, Lemmas 6.2 – 6.5 study kleinian
graphs. Lemma 6.2 gives basic properties of kleinian graphs, which will also be
used later in studying the case na = 2.
Definition 6.1 The graph Γa is said to be kleinian if Fˆa bounds a twisted I-
bundle over the Klein bottle N(K) such that each component of N(K)∩ Va is a
D2 × I, and each component of N(K) ∩ Fb is a bigon.
By Lemma 2.12, if M(ra) contains a Klein bottle K intersecting Ka at na/2
points then ∂N(K) is an essential torus intersecting Ka at na points, hence in
this case we may assume that Fˆa = ∂N(K), where N(K) is a small regular
neighborhood of K; in particular, Γa is kleinian. In this case N(K) is called the
black region, and all faces of Γb lying in this region are called black faces, and
the others white faces. We assume that the vertices of Γa have been labeled so
that u2i−1 ∪u2i lie on the same component of Va ∩N(K). The following lemma
lists the main properties of kleinian graphs.
Lemma 6.2 Suppose Γa is kleinian. Then
(1) each black face of Γb is a bigon;
(2) each family of parallel edges in Γb contains an even number of edges;
(3) Γb has no white Scharlemann disk, hence any Scharlemann cycle of Γb
has label pair {k, k + 1} with k odd;
(4) there is a free involution of Fˆa, which preserves Γa, sending u2i−1 to u2i
and preserving the labels of edge endpoints.
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Proof. (1) follows from the definition. (2) follows from (1) because if there is
a family containing an odd number of edges then one side of that family would
be adjacent to a black face, which is not a bigon.
(3) Each edge of a white face is adjacent to a black bigon, so if there is
a white Scharlemann disk then the edges of the Scharlemann cycle and the
adjacent edges would form an extended Scharlemann cycle, which would be a
contradiction to Lemma 2.2(6).
(4) We may assume that the Dehn filling solid torus Va and the surface Fb
intersect N(K) in I-fibers. Thus the involution of Fˆa obtained by mapping each
point to the other end of the I-fiber gives rise to the required involution of Γa.

Lemma 6.3 Suppose na = 4. Then Γa is kleinian if each vertex of Γa is a label
of a Scharlemann bigon in Γb.
Proof. Without loss of generality we may assume that Γb has a (12) Scharle-
mann bigon. By assumption there is a Scharlemann bigon with 3 as a label.
If there is no (34) Scharlemann bigon then this Scharlemann bigon must have
label pair (23). Similarly the Scharlemann bigon with 4 as a label must have
label pair (14). We may therefore relabel the vertices of Γa so that the label
pairs of the above Scharlemann bigons are (12) and (34) respectively.
Shrinking the Dehn filling solid torus to its core, the Scharlemann bigons
become Mo¨bius bands B12 and B34 in M(ra). The union of these Mo¨bius
bands, together with an annulus on Fˆa, becomes a Klein bottle which can be
perturbed to intersect the core of the Dehn filling solid torus at 2 = na/2 points.
By the convention after Definition 6.1, Fˆa should have been chosen so that Γa
is kleinian. 
Lemma 6.4 Suppose na = 4. Then Γa is kleinian if one of the following holds.
(1) Γb has a family of 4 parallel positive edges.
(2) Γb is positive.
(3) Γˆ+b has a full vertex vj of valence at most 7.
(4) Γˆ+b contains 4 adjacent families of positive edges with a total of at least
12 edges.
Proof. (1) Each label appears exactly twice among the edge endpoints of a
family of four parallel positive edges, hence by Lemma 2.4 it is a label of a
Scharlemann bigon.
(2) If Γb is positive then every vertex ui of Γa is incident to at least 4nb
negative edges, two of which must be parallel in Γb because by Lemma 2.5
Γˆb contains at most 3nb edges. Hence by Lemma 2.4 these two edges form a
Scharlemann bigon with i as a label. Since this is true for all i, Γa is kleinian
by Lemma 6.3.
(3) Consider the subgraph G of Γˆa consisting of negative edges. Then the
signs of the vertices around the boundary of a face of G alternate, hence each
face has an even number of edges. Using an Euler characteristic argument one
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can show that G contains at most 2na = 8 edges. By (2) we may assume Γb is
not positive, so by Lemma 2.3(1) no 3 j-edges are parallel on Γa, hence G has
exactly 8 negative edges, each containing exactly 2 j-edges, with one j label at
each ending vertex. Since each vertex ui has 4 j-labels, we see that ui is incident
to exactly 8 j-edges, two of which must be parallel in Γb because val(vj , Γˆ
+
b ) ≤ 7.
By Lemma 2.4 they form a Scharlemann bigon with i as one of its labels.
(4) By (1) we may assume that each family contains exactly 3 edges, so the
labels at the endpoints of the middle edge in each family are the labels of a
Scharlemann bigon. It is easy to see that the 4 endpoints of the middle edges
at the vertex are mutually distinct, hence include all labels. 
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Figure 6.1
Lemma 6.5 Suppose na = 4. Let e1 ∪ e2 ∪ e3 ∪ e4 and e
′
1 ∪ e
′
2 ∪ e
′
3 ∪ e
′
4 be two
families of parallel edges in Γb as shown in Figure 6.1. Then ei is parallel to e
′
i
on Γa for all i.
Proof. Since e1 ∪ e2 and e3 ∪ e4 form two disjoint essential cycles on Fˆa by
Lemma 2.2(5), any (12)-edge must be parallel to e1 or e2 and any (34)-edge
parallel to e3 or e4 on Γa. Note also that if e1 is parallel to e
′
2 on Γa then e2
must be parallel to e′1 (instead of e
′
2) on Γa as otherwise e1, e2 would be parallel
on both graphs. Therefore if the result is not true then either e1 is parallel to
e′2 or e4 is parallel to e
′
3, so there is a subset e
′
r ∪ ... ∪ e
′
s of the second family
containing less than 4 edges, such that e′r ∪ e1 and e
′
s ∪ e4 are parallel pairs on
Γa. This contradicts Lemma 2.19 
Lemma 6.6 Suppose na = 4 and Γb is non-positive.
(1) No vertex vj of Γb can have two families of 4 positive edges with the
same label sequence on ∂vj. In particular, vj cannot have two adjacent families
of 4 positive edges.
(2) If Γa is kleinian, then two adjacent families of positive edges of Γb contain
at most 6 edges, three contain at most 10, and four contain at most 12.
(3) A full vertex of Γˆ+b has valence at least 6.
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Proof. (1) If there are two families of 4 positive edges with the same label
sequence on ∂vj then by Lemma 6.5 the two starting edges e1, e
′
1 of these families
will be parallel in Γa. If e1, e
′
1 have label i at vj then on Γa they have the same
label j at ui, so there are nb + 1 parallel negative edges at ui, and hence by
Lemma 2.3(1) Γb would be positive, a contradiction.
(2) By Lemma 6.2(2) the number of edges in each family of positive edges is
either 2 or 4, so by (1) two adjacent families contain a total of at most 6 edges.
The other two cases follow from this.
(3) Otherwise by Lemma 6.4(3) Γb is kleinian, so the weight of each positive
family of Γb is either 2 or 4. If some full vertex vi has valence 5 or less in Γˆ
+
b
then it has two adjacent edge of weight 4, contradicting (1). 
A bigon is called a non-Scharlemann bigon if it is not a Scharlemann bigon.
Lemma 6.7 Suppose na = 4 and Γa is kleinian.
(1) Exactly one edge on the boundary of a triangle face of Γˆ+b represents a
non-Scharlemann bigon. Each of the other two represents either a Scharlemann
bigon or a union of two Scharlemann bigons.
(2) If some vertex vi is incident to two edges of weight 4 in Γˆ
+
b then any
other edge of Γˆ+b incident to vi represents a non-Scharlemann bigon.
Proof. (1) Let eˆ1, eˆ2, eˆ3 be the edges of a triangle face δ of Γˆ
+
b . By Lemma
6.2(2) each edge of Γˆ+b represents 2 or 4 edges. From the labeling of the edges
around δ one can see that there are exactly one or three eˆi which are neither a
Scharlemann bigon nor a union of two Scharlemann bigons. If there are three
then they form an extended Scharlemann cycle, which is impossible by Lemma
2.2(6). Hence there must be exactly one such eˆi.
(2) Otherwise vi would be incident to 5 Scharlemann bigons, three of which
have the same label pair, say {1, 2}. Then on Γa there are six i-edges connecting
u1 to u2, which form at most two families because there is a Scharlemann cocycle
containing u3, u4. It follows there there are three i labels at the endpoints of a
family, so it contains more than nb edges, contradicting Lemma 2.3(1). 
Suppose ∆ = 4. Then a label j is a jumping label at ui if the signs of the
four j-edges incident to ui alternate.
Lemma 6.8 Suppose ∆ = 4. Then a label i is a jumping label at vj if and only
if j is a jumping label at ui. In particular, if vj is a boundary vertex of Γˆ
+
b then
j is not a jumping label at any ui.
Proof. This follows from the Jumping Lemma 2.18. Let x1, ..., x4 be the four
points of ui ∩ vj . Since ∆ = 4, the jumping number must be ±1. Therefore
they appear in this order on both ∂ui and ∂vj , appropriately oriented. If j is
a jumping label at ui then we may assume x1, x3 are positive edge endpoints
and x2, x4 are negative edge endpoints on ∂ui, which by the parity rule implies
that x1, x3 are negative edge endpoints and x2, x4 are positive edge endpoints
on ∂vj , hence i is a jumping label at vj . 
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Lemma 6.9 Suppose na = 4, nb ≥ 4, and Γa is non-positive. Then Fˆa is
separating. In particular, u1 is parallel to u3 and antiparallel to u2 and u4.
Proof. The result follows from Lemmas 2.8 and 2.2(4) if some vertex ui is
incident to more than nb negative edges. In particular, since each family of
positive edges contain no more than nb edges, the result is true if val(ui, Γˆ
+
a ) ≤ 2
for some i. Hence we may assume that val(ui, Γˆ
+
a ) > 2 for all i. One can check
that in this case each component of Γˆ+a must be as shown in Figure 4.2(9), (10)
or (11). In each case Γˆ+a has a boundary vertex ui of valence at most 4, so if
nb > 4 then by Lemma 2.7(b) the 4 families of positive edges contain at most
2(nb + 2) < 3nb edges, hence ui is incident to more than nb negative edges and
the result follows. Similarly if Γˆ+a has a boundary vertex of valence at most 3
then by Lemma 2.7(c) it is incident to at most 2nb positive edges in Γa and the
result follows. Therefore we may assume nb = 4.
A vertex ui on a component in Figure 4.2 (9) or (10) is a boundary vertex
of valence 3 or 4 in Γˆ+a , so by Lemma 2.7(b)–(c) it is incident to less than
3nb positive edges, and hence more than nb negative edges, unless nb = 4 and
val(ui, Γˆ
+
a ) = 4. In particular Γˆ
+
a must be of type (10) in Figure 4.2. In this last
case by Lemma 6.4(4) Γb is kleinian, so by Lemma 6.2(2) each family of positive
edges of Γa contains either 2 or 4 edges. Since there is a total of at least 12
edges and by Lemma 6.6(2) two adjacent families contain at most 6 edges, the
weights of the four edges of Γˆ+a incident to ui must be (4, 2, 4, 2) successively.
However since the first and the last belong to a loop in Γˆ+a , their weights must
be the same, which is a contradiction. 
7 If na = 4, nb ≥ 4 and Γˆ+a has a small component
then Γa is kleinian.
A component of Γˆ+a is small if it has at most two edges; otherwise it is large. In
this section we will show that if na = 4, nb ≥ 4 and Γˆ+a has a small component
then Γa is kleinian. It is easy to see that the assumption implies that either
val(u1, Γˆ
+
a ) ≤ 1, or val(u1, Γˆ
+
a ) = val(u3, Γˆ
+
a ) = 2 up to relabeling. (See the
proof of Proposition 7.6.) The two cases are handled in Lemmas 7.3 and 7.5,
respectively.
Lemma 7.1 Suppose Γa contains a loop edge at u3. Then Γb cannot contain
both (12)- and (14)-Scharlemann bigons.
Proof. The loop e at u3 must be essential, otherwise it would bound some
disk containing some vertex and hence one of the Scharlemann cocycles in its
interior, which contradicts Lemma 2.2(5). Now the (12)- and (14)-Scharlemann
bigons in Γb form two essential cycles in Γa disjoint from e, so they must be
isotopic on Fˆa, bounding a disk face containing no vertices of Γa in its interior.
This is a contradiction to Lemma 2.13. 
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Lemma 7.2 Suppose na = 4 and nb ≥ 4. If val(u1, Γˆ+a ) ≤ 1 and Γˆ
+
b has a
boundary vertex vj of valence at most 3, then Γa is kleinian.
Proof. By Lemma 6.9 u1 is parallel to u3 and antiparallel to u2, u4. Since u1
is incident to at most 1 family of positive edges, it is incident to at least three
negative j-edges at u1, so vj has at least three positive edge endpoints labeled 1.
Hence vj being a boundary vertex implies that it has at least 9 positive edges.
If vj is incident to 10 or more positive edges of Γb then it has a family of 4
parallel positive edges and hence Γa is kleinian. Therefore we may assume that
it has exactly 9 positive edges, divided into three families of parallel edges, each
family containing exactly three edges. See Figure 7.1.
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Figure 7.1
Since na = 4, each of these families contains a Scharlemann bigon, so the
labels of the middle edge in the family are labels of a Scharlemann bigon. It
follows that 1, 2, 4 are labels of Scharlemann bigons. Thus if the result is not
true then 3 is not a label of Scharlemann bigon, and Γb contains both (12)- and
(14)-Scharlemann bigons.
There are 7 adjacent negative edges at vj , so three of then have labels 1 or
3 at vj . These cannot all be parallel in Γa as otherwise there would be three
j-edges in a family and hence the family would contain more than nb edges,
contradicting Lemma 2.3(1) and the fact that Γb is not positive. On Γˆ
+
a this
implies that there are at least two edges with endpoints on {u1, u3}, hence
val(u1, Γˆ
+
a ) ≤ 1 implies that there is a loop eˆ based at u3. Since Γb contains
both (12)- and (14)-Scharlemann bigons, this is a contradiction to Lemma 7.1.

Lemma 7.3 Suppose na = 4 and nb ≥ 4. If val(ui, Γˆ+a ) ≤ 1 for some i then
Γa is kleinian.
Proof. If Γb is positive then Γa is kleinian by Lemma 6.4(2). Therefore we
may assume that Γb is non-positive. By Lemmas 2.3(3) and 2.7(1) each family
of parallel edges in Γa contains at most nb edges. Also, notice that since ui is
incident to more than nb negative edges, by Lemmas 2.8 and 2.2(4) the surface
Fˆa is separating, hence ui is parallel to uj if and only if i and j have the same
parity.
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Without loss of generality we may assume that val(u1, Γˆ
+
a ) ≤ 1. Assume Γa
is not kleinian. Then by Lemma 7.2 Γˆ+b has no boundary vertex of valence 3,
and by Lemma 6.4(3) it has no interior vertex of valence at most 7. Also, each
vertex vj of Γˆ
+
b has valence at least 3 because it is incident to at least three
positive edges with label 1 at vj , which by Lemma 2.3(3) must be mutually
non-parallel. Therefore by Lemma 2.11 all vertices of Γˆ+b are boundary vertices
of valence 4.
If nb > 4 then by Lemma 2.3(3) the family of positive edges at u1 contains
at most nb/2+2 < nb edges, so some vj is incident to 4 positive edges with label
1 at vj , which implies that vj has at least 13 positive edges in four families, so
one of the families contains 4 edges and hence Γa is kleinian by Lemma 6.4(1).
Similarly if ∆ > 4 then Γa is kleinian.
1 2 3 4 1
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Figure 7.2
Now suppose ∆ = nb = 4. Then val(vj , Γˆ
+
b ) = 4 for all j implies that each
component of Γˆ+b has two loops and two non-loop edges, as shown in Figure
7.2(a). By the parity rule a loop based at vj has labels of different parity on
its two endpoints, hence one sees that the number of positive edge endpoints of
Γb at each vj is even. By Lemma 6.4(4) we may assume that vj has less than
12 positive edges, hence the above implies that each vj is incident to exactly 10
positive edges. If some vj is incident to only one loop in Γb then each of the
non-loop family incident to vj contains 4 edges and we are done. If some vj is
incident to two parallel loops in Γb then they form a Scharlemann bigon with
label pair {1, 2}, say. Each of the two non-loop families contains three edges,
hence the middle edge endpoint is a label of a Scharlemann bigon. Examining
the labeling we see that all labels are Scharlemann bigon labels.
We now assume that each vj is incident to three parallel loop edges. See
Figure 7.2(b). The two outermost loops form a Scharlemann bigon with 1 as
one of its labels. There are 6 adjacent negative edges at v1, so three of then
have labels 1 or 3 at v1. By the same argument as in the last paragraph of the
proof of Lemma 7.2 we may assume that the two Scharlemann bigons at v1 and
v3 have the same label pair (12). The labeling of edge endpoints around v1 and
v3 in a component of Γ
+
b is now as shown in Figure 7.2(b).
44
Because of the parity rule, the 4 non-loop edges cannot be divided into
a family of 1 and another family of 3 edges, so they must form two pairs of
parallel edges. From the labeling in Figure 7.2(b) one can see that they form
two Scharlemann bigons with label pairs {2, 3} and {4, 1}, respectively. The
result now follows from Lemma 6.3. 
We now assume that val(u1, Γˆ
+
a ) = val(u3, Γˆ
+
a ) = 2. Then Γˆ
+
a contains
either a cycle C containing both u1, u3, or it has two cycle components C,C
′
containing u1, u3, respectively.
Lemma 7.4 If val(ui, Γˆ
+
a ) = 2 then i is a label of a Scharlemann bigon in Γb.
Proof. Let k be the number of interior vertices in Γˆ+b . Let m be the number
of edges in Γˆ+b . We claim that m1 ≤ 2nb + k. Formally adding edges to Γˆ
+
b
if necessary we may assume that any face A between two adjacent components
of Γˆ+b is an annulus. It is easy to see that if ∂A contains p vertices then we
can add p edges to make each face on A a triangle. Therefore we can add at
least nb − k edges to Γˆ
+
b to create a graph G on the torus Fˆb whose faces are
all triangles. By an Euler characteristic argument we see that G has 3nb edges,
hence Γˆ+b has at most 3nb − (nb − k) = 2nb + k edges, and the claim follows.
Now let m′ be the number of negative edges of Γa incident to ui. Note that
if m < m′ then two negative edges at ui are parallel in Γb and we are done. By
Lemma 2.3(3) each positive family eˆ in Γa contains at most (n/2) + 2 edges.
Moreover, if k > 0 then some label does not appear on endpoints of edges in eˆ, so
eˆ has at most nb/2 edges. Since ui is incident to two families of positive edges, we
have m′ ≥ 4nb − 2(nb/2) = 3nb if k > 0, and m′ ≥ 4nb − 2(nb/2 + 2) = 3nb − 4
if k = 0. Since m ≤ 2nb + k, we have m < m′ (and hence i is a label of a
Scharlemann bigon in Γb), unless k = 0, nb = 4 and m = m
′ = 8.
In this last case (k = 0, nb = 4 and m = m
′ = 8), all vertices of Γˆ+b are
boundary vertices, hence by Lemma 6.8 there is no jumping label at ui. On the
other hand, since m′ = 8, each positive family at ui have 4 edges, so the two
positive families cannot be adjacent by Lemma 6.6(2); hence there is a label j
such that the two negative edges labeled j at ui are separated by the two positive
edges labeled j at ui, so j is a jumping label at ui, which is a contradiction.

Lemma 7.5 If val(u1, Γˆ
+
a ) = val(u3, Γˆ
+
a ) = 2 then Γa is kleinian.
Proof. By Lemma 7.4 u1, u3 are labels of Scharlemann bigons. If some vertex,
say u4, is not a label of Scharlemann bigon then there must be (12)- and (23)-
Scharlemann bigons in Γb. By Lemma 7.4 we have val(u4, Γˆ
+
a ) > 2, so there is
a loop edge e of Γˆ+a based at u4. This is a contradiction to Lemma 7.1 (with
labels permuted). 
Proposition 7.6 If Γˆ+a has a small component then (1) Γa is kleinian, and (2)
Γˆ+a has at most 4 edges.
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Proof. Let G be a small component of Γˆ+a . If G contains only one vertex u1 and
two edges then it cuts the torus into a disk containing the other three vertices.
It is easy to see that in this case there is a vertex of valence at most 2 in Γˆ+a ,
which by Lemma 2.3(3) is incident to at most 2nb edges, hence at least 2nb
negative edges. By Lemma 2.8 Γb has a Scharlemann cycle, so the surface Fˆa
is separating. Therefore u3 is parallel to u1 and is antiparallel to u2 and u4. It
follows that u3 is incident to no positive edges, so by Lemma 7.3 Γa is kleinian.
If G is not as above then either it contains a vertex of valence at most 1, or it
is a cycle, in which case (1) follows from Lemmas 7.3 and 7.5.
Since Γa is kleinian, by Lemma 6.2(4) there is a free involution of Γa sending
ui to ui+1, hence the number of edges ending at {u2, u4} is the same as the
number of edges ending at {u1, u3}, which is at most two in all cases discussed
above. Hence (2) follows. 
8 If na = 4, nb ≥ 4 and Γb is non-positive then Γˆ+a
has no small component
Denote by X the union of Γˆ+b and all its disk faces.
Lemma 8.1 Suppose na = 4, nb ≥ 4, Γb is non-positive, and Γˆ+a has a small
component. Then
(1) each vertex of Γb is incident to at most 8 negative edges;
(2) if vj is incident to more than 4 negative edges then j is a label of a
Scharlemann bigon;
(3) if vj is a boundary vertex of valence 3 in Γˆ
+
b then it is incident to either
6 or 8 negative edges, and j is a label of a Scharlemann bigon;
(4) val(vj , Γˆ
+
b ) ≥ 3 if vj is a boundary vertex, and ≥ 2 otherwise;
(5) each component of X is either (a) a cyclic union of disks and (possibly)
arcs, or (b) a cycle, or (c) an annulus.
Proof. Since Γˆ+a has a small component, by Proposition 7.6 Γa is kleinian, and
Γˆ+a has at most 4 edges.
(1) If vj is incident to 9 negative edges then three of them are parallel on Γa
because Γˆ+a has at most four edges, which contradicts Lemma 2.3(1).
(2) If vj is incident to 5 negative edges then two of them form a Scharlemann
bigon in Γa because Γˆ
+
a has only four edges by Proposition 7.6.
(3) Since Γa is kleinian, by Lemma 6.2(2) vj is incident to an even number of
negative edges. Each family of positive edges contains at most four edges, and
by Lemma 6.6 two adjacent families contain at most 6 edges, hence the three
positive families at vj contain at most 10 edges. The result now follows from
(1) and (2).
(4) By (1) vj is incident to at least 8 positive edges, which are divided into
at least two families, and if two then they cannot be adjacent by Lemma 6.6(1).
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(5) If a component of X is contained in a disk then by Lemma 2.9 it would
have either a boundary vertex of valence at most 2, which is impossible by (4),
or six boundary vertices of valence 3, which is a contradiction because by (3)
each such vertex is a label of Scharlemann bigon while by Lemma 2.3(4) Γˆ+b has
at most two labels of Scharlemann bigons for each sign. Therefore no component
of X is contained in a disk on the torus Fˆb. Since Γb is not positive, this implies
that each component of X is contained in an annulus but not a disk on Fˆb.
If there is a sub-disk D of X such that D ∩ X −D is a single point v
then either Γˆ+b ∩D contains a boundary vertex of valence 2 other than v, or 3
boundary vertices of valence 3 other than v, which again leads to a contradiction
as above. 
Let X1 be a component of X , and let v1 be a boundary vertex on the left
cycle Cl of X1, as defined in Section 4. Then there is another component X2 of
X such that the annulus A between Cl and the right cycle C
′
r of X2 has interior
disjoint from Γˆ+b . Denote by mj the number of negative edges incident to vj ,
and by m′ = m′1 the number of negative edges on A which are not incident to
v1.
Lemma 8.2 Suppose na = 4, nb ≥ 4, Γb is non-positive, and Γˆ
+
a has a small
component. Let v1 be a boundary vertex of X1 with m1 > 4. Then
(1) v1 is a label of a Scharlemann bigon;
(2) m′ = 0 if m1 = 8;
(3) m′ ≤ 2 if m1 > 4;
(4) Cl contains no other boundary vertices of valence at most 4.
Proof. (1) Since Γˆ+a has only four edges, two of the negative edges at v1 form
a Scharlemann bigon on Γa.
(2) If m1 = 8 then since Γˆ
+
a has only 4 edges, the 8 negative edges at v1
form 4 Scharlemann cocycles, which must all go to the same vertex v2 on C
′
r
because v1 is a boundary vertex and the cocycles are essential loops. These
cocycles separate Cl from C
′
r , hence all negative edges in A incident to a vertex
of Cl − v1 must have the other endpoint on v2. On the other hand, by Lemma
8.1(1) v2 is incident to at most 8 negative edges, and by the above all of them
must connect v2 to v1. Hence m
′ = 0.
(3) By Proposition 7.6 Γa is kleinian, so by Lemma 6.2(2) m1 is even; hence
by (2) we may assume that m1 = 6. Since Γˆ
+
a has only 4 edges, the 6 negative
edges incident to v1 contain at least 2 Scharlemann cocycles, which connect v1
to some v2 on C
′
r. If v2 is incident to 8 negative edges in A then as in (2) these
edges form 4 Scharlemann cocycles, which must all connect to the same vertex
v1 and hence m
′ = 0. By Lemma 6.2(2) each family of parallel edges in Γb has
an even number of edges, so v2 cannot be incident to 7 negative edges in A.
If v2 is incident to 6 or less negative edges in A then by the above 4 of them
connect to v1, so there are at most 2 connecting to Cl − v1, hence m′ ≤ 2.
(4) A boundary vertex on Cl−v1 of valence at most 4 in Γˆ
+
b is incident to at
most 12 positive edges by Lemma 6.6(2), and hence at least 4 negative edges,
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which must lie in A because it is a boundary vertex on Cl. This is contradicts
(3). 
Lemma 8.3 Suppose na = 4, nb ≥ 4, Γb is non-positive, and Γˆ+a has a small
component. If a component X1 of X contains a boundary vertex v1 of valence
3, then X1 is an annulus containing exactly two vertices, both of which are of
valence 3 and are labels of Scharlemann bigons.
Proof. By Lemma 6.6(2) v1 is incident to at least 6 negative edges. Consider
the three possible types of X1 in Lemma 8.1(5). It cannot be a cycle because
it has a boundary vertex v1. If X1 is an annulus or a cyclic union of disks and
arcs then by Lemma 8.2(4), Cl − v1 has no boundary vertex of valence at most
4 in Γˆ+b , which implies that there is a boundary vertex v3 of valence 3 on the
right circle Cr of X1, hence for the same reason Cr − v3 contains no boundary
vertex of valence at most 4. By Lemma 8.2(3) there are at most 4 negative
edges incident to Cl ∪ Cr − {v1, v3}, so there is no (non-boundary) vertex of
valence 2 on X1. Thus either
(i) X1 is an annulus containing only the two vertices v1 and v3; or
(ii) X1 is an annulus containing exactly four vertices and the other two are
boundary vertices of valence 5; or
(iii) X1 is as in Figure 8.1 (a) or (b).
Case (i) gives the conclusion of the lemma because, as in the proof of Lemma
8.2, a boundary vertex of valence 3 must be a label of a Scharlemann bigon. We
need to show that (ii) and (iii) are impossible.
(a) (b)
Figure 8.1
In case (ii), let v5, v7 be the boundary vertices of valance 5 on X1, with
v5 ⊂ Cl. Note that all faces of X1 are triangles. If v1 had 8 negative edges then
by Lemma 8.2(2) v5 would have no negative edge, which is impossible by Lemma
6.4(3). Therefore v1 has exactly 6 negative edges and 10 positive edges, so by
Lemma 6.6(1) the weights of the edges of X1 incident to v1 must be (4, 2, 4).
Now the middle edge of X1 at v5 has weight 2 and the two boundary edges have
weight 4, so again by Lemma 6.6(1) the weights around v5 must be (4, 2, 2, 2, 4).
By Lemma 6.7(2) the edges of weight 2 must be non-Scharlemann. This is a
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contradiction because a triangle with a corner at v5 bounded by two weight 2
edges has two non-Scharlemann bigons on its boundary while by Lemma 6.7(1)
it has only one.
In case (iii), we assume X1 is as in Figure 8.1(a). The other case is similar.
Let v1, v3 be the vertices of valence 3 in the figure, and let v5 be the other
vertex. If m1 = 8 then by Lemma 8.2(2)v5 is incident to no negative edges on
the side of Cl, and at most 2 negative edges on the side of Cr. Therefore the
four positive edges of Γˆ+b at v5 are adjacent to each other, representing a total of
14 edges. It follows that there are two adjacent families of positive edges, each
containing 4 edges, which is a contradiction to Lemma 6.6(1). If m1 = m3 = 6
then each of v1 and v3 is incident to 10 positive edges, so by Lemma 6.6(1) the
weights of the edges of Γˆ+b at v1 and v3 are (4, 2, 4), in which case v5 again has
two adjacent families of 4 positive edges each, contradicting Lemma 6.6(1). 
Lemma 8.4 Suppose na = 4, nb ≥ 4, Γb is non-positive, and Γˆ+a has a small
component. If a component X1 of X does not contain a boundary vertex of
valence 3, then
(1) X1 is either a cycle or an annulus containing exactly two vertices; and
(2) all vertices of X1 are labels of Scharlemann bigons.
Proof. By Lemma 6.6(3) all interior vertices of X have valence at least 6. Since
X1 has no boundary vertex of valence 3, by Lemma 2.11 it is either a cycle, or an
annulus with all interior vertices of valence 6, all boundary vertices of valence 4,
and all faces triangles. The result is true when X1 is a cycle because any vertex
of valence 2 has more than 4 negative edges and hence is a label of Scharlemann
cycle. Therefore we assume that X1 is an annulus. If X1 has an interior vertex
v1 then by Lemmas 6.6(4) the weights of the edges of X1 around v1 must be
(4, 2, 4, 2, 2, 2) and any edge of weight 2 represents a non-Scharlemann bigon.
Thus the triangle with a corner at v1 bounded by two weight 2 edges has the
property that it has at least two edges representing non-Scharlemann bigons,
which is a contradiction to Lemma 6.7(1). Therefore X1 has no interior vertex.
First assume that some vertex v1 on the left cycle Cl of X1 is incident to less
than 12 positive edges, and hence more than 4 negative edges. Since all vertices
of X1 are of valence 4 in Γˆ
+
b , by Lemma 8.2(3) Cl has no other vertices. In
this case Cr also contains only a single vertex v3. By Lemma 6.6(2) v3 cannot
have more than 12 positive edges, and if 12 then the weights around it are
(4, 2, 4, 2). However this cannot happen because the first and the last numbers
are the weights of the loop edge at v3 and hence must be the same. Therefore
v3 has less than 12 positive edges. Now by Lemma 8.1(2) v3 and v1 are labels
of Scharlemann bigons, and the result follows.
Now assume that each vertex of X1 is incident to 12 positive edges. This im-
plies that the weights of the edges of X1 around each vertex are either (4, 2, 4, 2)
or (2, 4, 2, 4), so any pair of adjacent edges have different weights. However, this
is impossible because two of the three edges of a triangle face must have the
same weight. 
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Lemma 8.5 Suppose na = 4, nb ≥ 4, Γb is non-positive, and Γˆ+a has a small
component. Then
(1) nb = 4.
(2) val(ui, Γˆ
+
a ) ≥ 2 for all i.
(3) Each component of Γˆ+a is a loop.
Proof. (1) By Lemmas 8.3 and 8.4 each vertex of Γb is a label of a Scharlemann
bigon, and by Lemma 2.3(4) there are at most 4 such labels. Hence nb = 4.
(2) Suppose u1 is incident to at most one edge of Γˆ
+
a . By Lemmas 8.3 and 8.4
each component G of Γˆ+b consists of either (i) a cycle, or (ii) two loops and one
non-loop edge, or (iii) two loops and two non-loop edges. Since there are at least
3 negative j-labels at u1, there are at least 3 positive 1-labels at each vj , hence
(i) cannot happen. Moreover, since each vj is a boundary vertex containing at
least three positive 1-labels, it has more than 8 positive edges.
Suppose G is of type (ii). Then the label 1 appears three times on positive
edge endpoints around each of the two vertices of G, hence it appears a total of
6 times among the three families of positive edges in G, so by Lemmas 2.4 and
6.2(3) there is a (12)-Scharlemann bigon among each of these families. Since
a loop and a non-loop edge cannot be parallel in Γa (Lemma 2.3(5)), these
represents at least four edges of Γˆa connecting u1 to u2, which cut the torus Fˆa
into two disks. On the other hand, by the parity rule a loop at a vertex v of G
must have labels of different parity on its two endpoints, so the total number
of positive edges at v is at least 10, divided into three families, hence one of
the families has four parallel edges, which contains a (34)-Scharlemann bigon,
giving a pair of edges on Γa lying in the interior of the disks above which must
therefore be parallel. This is a contradiction to the fact that a Scharlemann
cocycle is essential (Lemma 2.2(5)).
Now suppose G is of type (iii). If some vj is incident to 12 positive edges
then by Lemma 6.6(1) the weights of the positive edges around vj are (4, 2, 4, 2),
which is impossible because the first and the last weights are for a loop and
hence must be the same. Since vj is incident to more than 8 positive edges, it is
incident to exactly 10 positive edges, so the weights are (2, 4, 2, 2) or (2, 2, 4, 2)
around each vertex. The two loops must be (12)-Scharlemann bigons in order
for each vertex to have 3 edge endpoints labeled 1. This completely determines
the labeling of the edge endpoints up to symmetry. Examining the labeling one
can see that the family of 4 parallel edges form an extended Scharlemann cycle,
which is a contradiction to Lemma 2.2(6).
(3) By Proposition 7.6 Γa is kleinian, hence the torus Fˆa is separating, so
each edge of Γˆ+a has endpoints on vertices whose subscripts have the same parity.
By (2) a small component of Γˆ+a must be a loop C. Let u1 be a vertex of C. If C
does not contain u3 then the component of Γˆ
+
a containing u3 must also be a loop
because it contains no other vertices, and it cannot contain more than one edge
as otherwise some component of Γˆ+a would lie in a disk and hence would have a
vertex of valence at most 1, contradicting (2). Thus the graph G consisting of
u1, u3 and all edges with endpoints on them is either one loop or two disjoint
loops. By Lemma 6.2(4) there is a involution of Γˆ+a mapping u1 and u3 to u2
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and u4 respectively, hence it maps G to Γˆ
+
a −G. Therefore the components in
Γˆ+a −G are also loops. 
Proposition 8.6 Suppose na = 4, nb ≥ 4, and Γb is non-positive. Then Γˆ+a
has no small component.
Proof. Suppose to the contrary that Γˆ+a has a small component. By Lemma 8.5
we have nb = 4 and each component of Γˆ
+
a is a loop. Thus each ui is incident to
at most 8 positive edges, so Γa has no more positive edges than negative edges.
By Lemmas 8.3 and 8.4, each component X1 of X is either a circle or an
annulus containing two vertices of Γˆ+b . First assume that X1 is a circle, so it
is a small component of Γˆ+b . Applying Proposition 7.6 and Lemma 8.5 with
Γa and Γb reversed, we see that Γb is kleinian, and all components of Γˆ
+
b are
also circles, hence Γb also has the property that it has no more positive edges
than negative edges. Applying the parity rule we see that both graphs have the
same number of positive edges and negative edges. In particular, each family
of positive edges contains exactly 4 edges, which by Lemma 6.2(3) must consist
of a (12)-Scharlemann bigon and a (34)-Scharlemann bigon. Dually it implies
that all negative edges connect u1 to u2 or u3 to u4, so there are 4 families of
negative edges, each containing exactly 4 edges. Now the two positive families
at u1 contain 4 edges each, and, whether separated by the two negative families
or not, their endpoints at u1 have the same label sequence. This contradicts
Lemma 6.6(1).
We may now assume that X consists of two annular components X1, X2,
each containing two vertices. Assume v1, v3 ∈ X1. As in the last paragraph of
the proof of Lemma 8.5(2), in this case each vertex of Γb is incident to 8 or 10
positive edges, therefore by Lemma 8.1(2) each vertex is a label of Scharlemann
bigon, hence Γb is also kleinian.
If val(v1,Γ
+
b ) = 10 then v1 is incident to 6 negative edges, which are divided
into two families of parallel edges on the annulus bounded by the loops at v1 and
v2. Since Γb is kleinian, each family contains an even number of edges, hence
the number of edges in these two families are 4 and 2, respectively. Examining
the labels at the endpoints of these edges, we see that two edges with the same
label i at v1 have different labels at v2. On Γa this means that there are both
loop and non-loop positive edges incident to ui, which is a contradiction to the
fact that Γˆ+a consists of cycles only.
We have shown that val(vj ,Γ
+
b ) = 8 for all j. Thus there are 16 positive
edges on Γa, so each of the two positive families incident to u1 contains 4 edges.
Since all vertices of Γb are boundary vertices, there is no jumping label on any
vertex of Γb, hence by Lemma 6.8 there is no jumping label at u1, so the two
families of positive edges must be adjacent. This is a contradiction to Lemma
6.6(2). 
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9 If Γb is non-positive and na = 4 then nb ≤ 4
Note that if Γa is positive then each vertex of Γb is a label of a Scharlemann
bigon and hence nb ≤ 4 by Lemma 2.3(4). By Proposition 8.6 the statement in
the title is true if Γˆ+a has a small component. Therefore we may assume that
Γˆ+a consists of two large components G1 and G2, each of which must be one of
the graphs of type (3), (9) or (10) in Figure 4.2. As before, denote by Xa the
union of Γˆ+a and all its disk faces, and by Xi the components of Xa containing
Gi, i = 1, 2. Denote n = nb.
Lemma 9.1 Suppose that Γb is non-positive, na = 4 and n > 4. Then Γˆ
+
b
contains no interior vertex.
Proof. Otherwise Γb has a vertex vi which is incident to positive edges only.
By Lemma 2.3(1) no three of these edges are parallel on Γa, so Γˆa contains at
least ∆na/2 ≥ 8 negative edges, and hence at most 3na − 8 = 4 positive edges
by Lemma 2.5, so Γˆ+a has a small component, contradicting our assumption.

Lemma 9.2 Suppose that Γb is non-positive, na = 4 and n > 4. Suppose Xa is
a disjoint union of two annuli. Let G be the subgraph of Γb consisting of positive
1-edges and all vertices. Then G cannot have two triangle faces D1, D2 with an
edge in common.
Proof. Since Xa is a disjoint union of two annuli, all negative edges of Γa
incident to u1 must have the other endpoint on the same vertex, say u2, and
vice versa. On G this means that every edge has label pair (12), and all positive
edges with an endpoint labeled 1 or 2 are in G. Thus no edge in the interior of
Di has label 1 or 2 at any of its endpoints. Up to symmetry the labels on the
boundary of the two triangles must be as shown in Figure 9.1. Since the labels
3 and 4 must appear between two label 1 at a vertex, one of the triangles, say
D1, must contain some (34) edges. Since all the vertices are parallel, one can
see that the labels 3 and 4 appear at each corner of D1, hence there are three
edges inside of D1. Since there is no trivial loop, they must form an extended
Scharlemann cycle, contradicting Lemma 2.2(6). 
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Figure 9.1
Lemma 9.3 Suppose that Γb is non-positive, na = 4 and n > 4. If Xa is a
disjoint union of two annuli then Γa is kleinian.
Proof. By Lemma 6.3 it suffices to show that each vertex ui of Γa is a label of
a Scharlemann bigon. Let ti be the number of negative edges at ui. Since there
are at most two families of negative edges incident to ui, we have ti ≤ 2n by
Lemma 2.3(1). On the other hand, since ui is a boundary vertex of valence at
most 4 in Γˆ+a , by Lemma 2.7 it is incident to at most 2(n+2) = 2n+4 positive
edges. If there are 2n+ 4 then ui is incident to at least four loops and the four
outermost loops form an extended Scharlemann cycle, which is impossible by
Lemma 2.2(6). Also by the parity rule the loops have labels of different parity
at its two endpoints, hence the number of positive edges at ui must be even. It
follows that ui is incident to either 2n or 2n + 2 positive edges, hence ti = 2n
or 2n− 2.
Assume that u1 is not a label of a Scharlemann bigon. Then the negative
edges at u1 are mutually non-parallel positive edges in Γb, hence Γˆ
+
b has at least
2n − 2 edges. Denote by G the subgraph of Γb consisting of positive 1-edges.
Let Y be the union of G and its disk faces, and let k be the number of boundary
vertices of G.
First assume t1 = 2n. By Lemma 9.1 G has no interior vertex, and clearly
it has no isolated vertex, so we can apply Lemma 2.10(1) to conclude that
k ≥ t1 − n = n. Since G only has n vertices, we must have k = n, so all
vertices of G are boundary vertices, and hence there is no cut vertex. In this
case Y contains exactly n boundary edges, so it has at least one (actually n)
interior edge e. Since equality holds for the above inequality, by Lemma 2.10(1)
all faces of Y are triangles. Therefore e is the common edge of two adjacent
triangle faces, which is a contradiction to Lemma 9.2. Therefore this case is
impossible.
Now assume t1 = 2n − 2. In this case the two outermost loops at u1 form
a Scharlemann bigon, so by Lemma 2.2(4) Fˆb is separating, hence two vertices
of Γb are parallel if and only if they have the same parity. Therefore we can
define G1 (resp. G2) to be the union of the components of G containing vi with
odd (resp. even) i. Similarly for Y1 and Y2. Then G1 contains all the negative
edges at u1 with odd labels, and G2 those with even labels. Therefore each Gi
contains exactly n− 1 edges.
The 2n + 2 positive edges at u1 form at least n + 1 negative edges in Γˆb
because any family of Γb contains at most 2 such edges. Hence Γˆb contains at
least (n+1)+(2n−2) = 3n−1 edges. Since a reduced graph on a torus contains
at most 3n edges (Lemma 2.5), we may add at most one edge to make the faces
of the graph all triangles. Hence Γˆb has at most one 4-gon and all other faces
are triangles. In particular, one of the Gi, say G1, has the property that all its
faces are triangles.
Let V and E be the number of vertices and edges of G1, and let Eb, Vb be
the number of non-interior edges and boundary vertices, respectively. Note that
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V −Vb is the number of cut vertices, and E−Eb is the number of interior edges.
We have shown that V = n/2 and E = n− 1.
By Lemma 2.10(1) we have Vb ≥ E − V = (n − 1) − n/2, hence G has
V − Vb ≤ V − (E − V ) = (n/2)− (n − 1 − n/2) = 1 cut vertex. If there is no
cut vertex then the number of non-interior edges is the same as the number of
vertices V , i.e. Eb = V . If it has a cut vertex v then the equality Vb = E − V
holds, so by Lemma 2.10(1), v has exactly two corners not on disk faces, which
implies v is incident to at most 4 non-interior edges, while every other vertex is
incident to exactly two non-interior edges, hence Eb ≤ V + 1. In either case we
have E − Eb ≥ E − (V + 1) = (n − 1) − (n/2 + 1) ≥ 1, so G has at least one
interior edge e. Since all faces of Y1 are triangles, e is incident to two triangle
faces of G1, which is a contradiction to Lemma 9.2. 
Lemma 9.4 Suppose that Γb is non-positive, na = 4 and n > 4. Then Xa is
not a disjoint union of two annuli.
Proof. Assume to the contrary that Xa is a union of two annuli. Let ti be the
number of negative edges incident to ui. As in the proof of Lemma 9.3, we have
ti = 2n− 2 or 2n.
First assume that t1 = 2n − 2. Let eˆ1, eˆ2 be the two families of edges in
Γa connecting u1 to u2. Note that a (12)-Scharlemann bigon in Γb must have
one edge in each of eˆ1 and eˆ2. By Lemma 9.3 Γa is kleinian, so all (12)-edges
belong to Scharlemann bigons in Γb, hence each edge ei in eˆ1 is parallel in Γb
to an edge e′i in eˆ2, and the label of ei at u1 is the same as that of e
′
i at u2.
In particular, eˆ1 and eˆ2 have the same number of edges, hence each contains
exactly n − 1 edges. Without loss of generality we may assume that the label
n does not appear at the endpoints at u1 of edges in eˆ1. By the above, n does
not appear at the endpoints at u2 of edges of eˆ2, hence the labels must be as in
Figure 9.2. However, in this case the edge labeled 1 at u1 has its other endpoint
labeled n, which is a contradiction to the parity rule.
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Figure 9.2
We now assume t1 = 2n. Then the two families of negative edges from u1
to u2 have the same transition function ϕ. Since there is a (12)-Scharlemann
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bigon, ϕ2 = id, so the length of each ϕ-cycle is 1 or 2. Since n > 4, it follows
that the edges of eˆ1 form at least 3 cycles on Γb, which is a contradiction to
Lemma 2.14(2). 
Lemma 9.5 Suppose that Γb is non-positive, na = 4 and n > 4. If G1 is of
type (3), then G2 is also of type (3), and the two loops of Γˆ
+
a do not separate
the two vertices u3, u4 which are not on the loops.
Proof. Let u3 be the vertex of G1 which has valence 2. If G2 is not of type
(3), or if the two loops eˆ1 ∪ eˆ2 of Γˆ+a separates u3 and u4 then all negative
edges incident to u3 have their other endpoint on the same vertex u2 of G2, and
there are only two such families. Hence u3 is incident to only four families of
parallel edges, so by Lemmas 2.3(1) and 2.3(3) we must have n = 4 and each
family contains exactly four edges. Since the two families of positive edges are
adjacent, this contradicts Lemma 6.6(1). 
Lemma 9.6 Suppose that Γb is non-positive, na = 4 and n > 4. Then Γˆ
+
a
cannot be a union of two type (3) components.
Proof. Suppose that Γˆ+a is a union of two type (3) components, so Γˆa has 6
positive edges eˆ1, ..., eˆ6. By Lemma 9.5 the two loops do not separate the two
vertices which are not on the loops, so the edges appear as in Figure 9.3. By
Lemmas 2.3(1), 2.3(3) and 6.6(1) each vertex has valence at least 5, so there
is one edge eˆ7 from u2 to u3, two edges eˆ8, eˆ9 from u1 to u2, and one edge eˆ10
from u1 to u4. There are one or two edges eˆ11 and eˆ12 connecting u3 to u4. See
Figure 9.3.
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Figure 9.3
Denote by wi the number of edges in eˆi. By Lemma 2.7(2) the two positive
edges eˆ2, eˆ3 contain at most n + 2 edges, and the three negative families at u1
contains at most 3n edges, hence ∆ = 4. Since each family contains at most n
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edges, we have the following inequalities.
n ≤ w2 + w3 ≤ n+ 2 (1)
3n− 2 ≤ w8 + w9 + w10 ≤ 3n (2)
n− 2 ≤ wi ≤ n for i = 7, 8, 9, 10 (3)
Since u1 has at least n adjacent positive edge endpoints and n adjacent negative
edge endpoints, each vertex of Γb is incident to a positive edge and a negative
edge, hence Γˆ+b has no isolated or interior vertex.
Claim 1. Γˆ+b has at least 2n − 2 edges, hence Γa has at most two jumping
labels.
Let e ∈ eˆ8, and e′ ∈ eˆ10. Then e and e′ are not parallel in Γb because if
they were then they would form a Scharlemann bigon and hence have the same
label pair on their endpoints, which is not the case because their label pairs are
{1, 2} and {1, 4} respectively. Therefore the number of edges in Γˆ+b is at least
w8 + w10 ≥ 3n− 2− w9 ≥ 2n− 2
Since Γˆ+b has no interior or isolated vertex, by Lemma 2.10(1) it has at most
2n − (2n − 2) = 2 non-boundary vertices. Since these are the only vertices
containing jumping labels, by Lemma 2.18 they are the only possible jumping
labels of Γa.
Claim 2. w11 + w12 ≥ 2n− 2.
Note that since w9, w10 ≤ n, we have
8n = val(u1,Γa) + val(u2,Γa)
= (w2 + w3 + w10) + (w5 + w6 + w7) + 2(w8 + w9)
≤ (w2 + w3 + w7) + (w5 + w6 + w10) + 4n
Thus either w2 + w3 + w7 ≥ 2n or w5 + w6 + w10 ≥ 2n. Because of symmetry
we may assume
w2 + w3 + w7 ≥ 2n (4)
Divide the edge endpoints on ∂u3 into P1, P2, P3, P4, as shown in Figure 9.4.
Denote by ki the number of edge endpoints in Pi. A label that appears twice in
one of the Pi will be called a repeated label. Note that if Pi contains a repeated
label then ki > n. Note also that a non-jumping label is a repeated label. Thus
by Claim 1 there are at least n − 2 repeated labels among all the Pi. Since
k1 = w7 ≤ n, there is no repeated label in P1.
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First assume that k3 > n. If both k2, k4 ≤ n then all repeated labels are in
P3, so k3 ≥ 2n− 2 and we are done. Because of symmetry we may now assume
to the contrary that k2 > n. Thus one of eˆ1, eˆ3 contains more than n/2 edges,
so by Lemmas 2.4 and 2.2(4) n is even, hence n ≥ 6. Note that in this case
k4 ≤ n, as otherwise we would have 4n =
∑
ki ≥ (n − 2) + 3(n + 1) > 4n,
a contradiction. Thus P2, P3 contain all the repeated labels and there are at
least n − 2 of them, so k2 + k3 ≥ 3n − 2. Since k2 = w1 + w3 ≥ n + 1 and
w3 ≤ (n/2)+2, we have w1 ≥ (n/2)−1, so w3−w1 ≤ 3. By equation (4) above,
we have
4n = val(u3,Γa) = w7 + k2 + k3 + (w1 + w2)
= (k2 + k3) + (w7 + w3 + w2)− (w3 − w1)
≥ (3n− 2) + 2n− 3 = 5n− 5 > 4n
This is a contradiction, which completes the proof for the case k3 > n.
We now assume k3 ≤ n. Then each non-jumping label is a repeated label
in either P2 or P4. By Lemma 2.7(2) we have k2, k4 ≤ n+ 2, so each of P2, P4
contains at most 2 repeated labels. Since there are at least n−2 repeated labels,
we have n− 2 ≤ 4, i.e., n ≤ 6. As above, P2 or P4 containing a repeated label
implies that n is even, so n = 6. In this case k2 = k4 = 8, so by Lemma 2.3(3)
each of eˆ1, eˆ2, eˆ3 contains exactly 4 edges.
By equation (3) above we have n− 2 ≤ k1 = w7 ≤ n. If k1 = n− 1 or n− 2
then the labels that do not appear in P1 are repeated labels of both P2 and P4,
so there are at most 3 distinct repeated labels, and hence at least n − 3 = 3
jumping labels, contradicting Claim 1. If k1 = n then k1 + k2 + k4 = 3n+4, so
the endpoints of the 4 edges of eˆ1 at P2 have the same label sequence as those
of eˆ1 at P4. Hence these edges form an extended Scharlemann cycle, which is
impossible by Lemma 2.2(6).
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Claim 3. Γa is kleinian.
Clearly each of u1, u2 is incident to more than 2n edges. Since w7+w8+w9 =
4n− (w5 +w6) ≥ 3n− 2, we have w7 ≥ n− 2. By Claim 2 w11 +w12 ≥ 2n− 2,
hence w11 + w12 + w7 ≥ 3n − 4 > 2n, so u3 is also incident to more than n
negative edges. Similarly for u4. By Lemmas 9.1 and 2.10(2) Γˆ
+
b has at most
2n edges, so two of the negative edges at ui are parallel on Γb, hence ui is a
label of Scharlemann bigon. Since this is true for all i, Γa is kleinian.
Claim 4. w11 + w12 = 2n− 2.
Since Γa is kleinian, by Lemma 6.2(4) there is a free involution η of Γa
mapping u1 to u2 and u3 to u4. Thus η must map eˆ10 to eˆ7 and hence w7 = w10.
We now have w2+w3+w7 = w2+w3+w10 ≥ 4n−w8−w9 ≥ 2n. Since w1 ≥ 1,
we see that w11 + w12 = 4n− (2w1 + w2 + w3 + w7) ≤ 2n− 2. The result now
follows from Claim 2.
The involution η maps eˆ11 to eˆ12. Hence Claim 4 implies that w11 = w12 =
n − 1. Since η is label preserving, the label sequence of eˆ11 ∪ eˆ12 on ∂u3 is
the same as that on ∂u4, so we may assume without loss of generality that the
label sequences are as shown in Figure 9.2. One can see that in this case the
transition function of eˆ11 defined in Section 2 is transitive, which implies that
all vertices of Γb are parallel, contradicting the assumption. This completes the
proof of the lemma. 
Proposition 9.7 Suppose na = 4 and Γb is non-positive. Then nb ≤ 4.
Proof. Consider Γˆ+a . If Γˆ
+
a has a small component then by Proposition 8.6 we
have nb ≤ 4. If Γˆ+a has no small component then the component G containing
u1 must also contain u3, and it is either of type (3), (9) or (10). The result
follows from Lemma 9.4 if both components are of type (9) or (10), and from
Lemmas 9.5 and 9.6 if at least one component is of type (3). 
10 The case n1 = n2 = 4 and Γ1,Γ2 non-positive
In this section we assume that n1 = n2 = 4 and Γa is non-positive for a = 1, 2.
We will show that this case cannot happen. Denote by Xa the union of Γˆ
+
a
and all its disk faces. By Theorem 8.6 Γˆ+a has no small component, so each
component of Γˆ+a is of type (3), (9) or (10) in Figure 4.2.
Lemma 10.1 Suppose n1 = n2 = 4, and both Γ1 and Γ2 are non-positive. Then
at least one component of Γˆ+1 or Γˆ
+
2 is of type (3).
Proof. Suppose to the contrary that all components of Γˆ+1 and Γˆ
+
2 are of type
(9) or (10). Then each component of Xa is an annulus, hence any vertex ui of
Γa is incident to at most 2 families of negative edges. By Lemma 2.3(1) each
negative family contains at most 4 edges, so ui is incident to at most 8 negative
edges, and hence the number of negative edges is no more than the number of
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positive edges in Γa. Since this is true for a = 1, 2 and since a positive edge in
one graph is a negative edge in the other, the numbers of positive and negative
edges of Γa must be the same, hence each vertex must be incident to exactly 8
positive and 8 negative edges, so each negative family contains exactly 4 edges.
Since Γb contains a loop, one of the negative families in Γa contains a co-loop
and hence is a set of 4 parallel co-loops, which is a contradiction to the 3-Cycle
Lemma 2.14(2). 
Lemma 10.2 Suppose n1 = n2 = 4, and both Γ1 and Γ1 are non-positive. If
both components of Γˆ+a are of type (3), and no component of Γˆ
+
b is of type (3),
then Γa is kleinian.
Proof. Note that in this case all vertices of Γb are boundary vertices. Let
u1, u2 be the vertices of valence 2 in Γˆ
+
a . By Lemma 6.6(1), u1 is incident to
fewer than 8 positive edges, hence there are three negative edges in Γa incident
to u1 having the same label j at u1. On Γb this implies that the vertex vj is
incident to at least three positive edges with label 1 at vj ; since vj is a boundary
vertex, it is incident to at least 9 positive edges. Since a loop at vj must have
labels of different parity on its two endpoints, we see that val(vj ,Γ
+
b ) is even.
If val(vj ,Γ
+
b ) = 12 then by Lemma 6.4(4) Γa is kleinian. Hence we may assume
that val(vj ,Γ
+
b ) = 10. By Lemma 6.4(1) we may assume that each family of
positive edges at vj has at most 3 edges. This implies that vj is incident to
2 or 3 loops. Examining the labels we see that the two outermost loops form
a Scharlemann bigon, with 1 as a label. For the same reason, 2 is a label of
a Scharlemann bigon in Γb. If there is no (12)-Scharlemann bigon then there
must be (14)- and (23)-Scharlemann bigon, so Γa is kleinian and we are done.
Therefore we may assume that Γb contains a (12)-Scharlemann bigon.
The (12)-Scharlemann bigon and Γˆ+a cuts Fˆa into faces. There is now only
one edge class in these faces which connects u1 to u4, hence by Lemma 2.2(5)
Γb contains no (14)-Scharlemann bigon. Similarly there is no (23)-Scharlemann
bigon. It follows that all Scharlemann bigons of Γb have label pair (12). In
particular, the two outermost loops at vj must form a (12)-Scharlemann bigon.
We have shown above that the vertex vj has 2 or 3 loops. If it has 2 loops
then the weights of the positive families at vj are (2, 3, 3, 2), and the middle
label of a family of 3 is a label of Scharlemann bigon, which implies that both 3
and 4 are labels of Scharlemann bigons, which is a contradiction. Hence vj has
exactly 3 loops e1, e2, e3, and 4 non-loop edges divided to 2 non-Scharlemann
bigons e4 ∪ e5 and e6 ∪ e7.
As shown above, e1 ∪ e2 is a (12)-Scharlemann bigon, so up to symmetry we
may assume that the edges e4, e5 have labels 4 and 1 at vj . Since these edges
do not form a Scharlemann bigon, the labels at their other endpoints must be 3
and 2 respectively, so e5 is a (12)-edge, which must be parallel on Γa to one of
the two (12)-loops e1, e2 because Γa has only two families connecting u1 to u2.
This is a contradiction because by Lemma 2.3(5) a loop and a non-loop edge
cannot be parallel on Γa. 
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Lemma 10.3 Suppose n1 = n2 = 4, and both Γ1 and Γ2 are non-positive. Then
all components of Γˆ+1 and Γˆ
+
2 are of type (3), and Γˆ1 and Γˆ2 are subgraphs of
the graph shown in Figure 10.1.
Proof. By Lemma 10.1 we may assume that Γˆ+a has a component C of type
(3). Let u1 be the valence 2 vertex in C. If u1 is incident to at most 4 families
of parallel edges then each family contains exactly 4 edges, but since the two
positive families are adjacent, this would be a contradiction to Lemma 6.6(1).
Therefore u1 is incident to at least 5 families of edges. Note that if the other
component C′ of Γˆ+a is not of type (3), or if it is of type (3) but the loop of C
′
separates u1 from the valence 2 vertex u2 of C
′ then u1 would have only two
families of negative edges, which is a contradiction. It follows that C′ is also of
type (3), so the graph Γˆa is a subgraph of that in Figure 10.1.
For the same reason if some component of Γˆ+b is of type (3) then Γˆb is a
subgraph of that in Figure 10.1 and we are done. Therefore we may assume
that no component of Γˆ+b is of type (3). By Lemma 10.2 Γa is kleinian.
Consider the edges eˆ1, ..., eˆ6 of Γˆa incident to u3. See Figure 10.1. Let pi
be the weight of eˆi. By Lemmas 6.2(2) and 2.3(1), pi is even and at most 4.
Note that p1, p2, p3 are non-zero, so by Lemma 6.6(1) we know that p1+ p2 and
p1 + p3 are between 4 and 6. If p4 = 0 then u2 would have valence 4 in Γˆa,
which would lead to a contradiction as above. Hence p4 > 0. If p5+p6 = 0 then
val(u3, Γˆ
+
a ) = 5, so either p1 = 4 or p2 = p3 = p4 = 4; either case contradicts
Lemma 6.6(1). Therefore p5 + p6 ≥ 2.
One can now check, from the labeling around the boundary of u3, that if
p4 = 2 then both labels at the edge endpoints of eˆ4 at u3 are jumping labels at
u3, and if p4 = 4 then all labels at the endpoints of eˆ5 ∪ eˆ6 at u3 are jumping
labels. This is a contradiction because all vertices of Γˆ+b are boundary vertices
and hence by Lemma 6.8 u3 should have no jumping label. 
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By Lemma 10.3 we may assume that both Γˆ1, Γˆ2 are subgraphs of that in
Figure 10.1. Label the edges of Γˆa as in Figure 10.1, and let pi be the weight
of eˆi. Label Γˆb similarly using eˆ
′
i.
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Lemma 10.4 ∆ = 4, p2 + p3 = 6, p8 = p4 = 2, and p7 = p9 = 4. Moreover,
edges in eˆ4 ∪ eˆ8 are co-loops, while those in eˆ7 ∪ eˆ9 are not.
Proof. If p2 + p3 > 6 then one of the eˆ2, eˆ3 contains 4 edges, so by Lemma
6.4(1) Γa is kleinian. By Lemma 6.2(2) the pi are even, so p2 + p3 > 6 implies
that p2 = p3 = 4, which is a contradiction to Lemma 6.6(2). Therefore we have
p2 + p3 ≤ 6. Since each pi ≤ 4, by counting edges at u1 we have ∆ = 4, and
p7 + p8 + p9 ≥ 10.
Recall that if a pair of negative edges of Γa incident to ui are parallel in Γb
then they form a Scharlemann bigon in Γb, hence must have the same label pair
in Γb, so they are incident to the same pair of vertices in Γa. Therefore no edge
in eˆ7 or eˆ9 is parallel in Γb to an edge in eˆ8. Since Γˆ
+
b has at most 6 edges, we
have max{p7, p9} + p8 ≤ 6. Since pi ≤ 4, this gives p7 + p8 + p9 ≤ 10, hence
p2 + p3 = ∆nb − (p7 + p8 + p9) ≥ 6. Together with the inequalities above, we
have p2 + p3 = 6, p7 + p8 + p9 = 10. Since max{p7, p9} + p8 ≤ 6 and pi ≤ 4,
this holds only if p8 = 2 and p7 = p9 = 4. Similarly p4 = 2.
We have shown that edges in eˆ7 ∪ eˆ8 belong to distinct families in Γˆ
+
b . Since
Γˆ+b has at most 6 edges, eˆ7 ∪ eˆ8 represent all edges in Γˆ
+
b . If some edge in eˆi
is a co-loop then all of them are. Therefore the edges in eˆ7 cannot be co-loops
because Γˆ+b has only two loops. It follows that the edges in eˆ8 must be co-loops.
Similarly, edges of eˆ4 are co-loops, and those in eˆ9 are not. 
Proposition 10.5 Suppose both Γ1 and Γ2 are non-positive, and na = 4. Then
nb < 4.
Proof. By Proposition 9.7 we have nb ≤ 4. Assume to the contrary that nb = 4.
Since the two edges in eˆ8 are co-loops, they have labels 3, 4 at u1. Consider the
three negative edges e7, e8, e9 such that ei ∈ eˆi, and they all have label 3 at u1.
In Γb these are 1-edges at v3. Since e8 is a loop, it belongs to eˆ
′
1. The other two
edges are non-loop positive edges on Γb, so they belong to eˆ
′
2 ∪ eˆ
′
3. Applying
Lemma 10.4 to Γb, we see that eˆ
′
2 ∪ eˆ
′
3 ∪ eˆ
′
4 contains 8 edges, so the two edges
e7, e9 are adjacent among the four edges labeled 1 at v3 in Γb. Since they are
not adjacent among the four edges labeled 3 at u1 in Γa, this is a contradiction
to the Jumping Lemma 2.18. 
11 The case na = 4, and Γb positive
In this section we assume that na = 4 and Γb is positive. We will determine all
the possible graphs for this case. Recall from Lemma 6.4(2) that in this case Γa
is kleinian, so the weights of edges of Γˆb are all even.
Lemma 11.1 Suppose na = 4 and Γb is positive.
(1) Two families of 4 parallel edges with the same label sequence at a given
vertex vj of Γb connect vj to the same vertex vk.
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(2) There are at most three families of 4 parallel edges with the same label
sequence at any vertex vj , and if nb > 2 then there are at most two such.
(3) if ∆ = 4 then val(vj , Γˆb) ≥ 5 for all j;
(4) if ∆ = 5 then val(vj , Γˆb) ≥ 6 for all j;
(5) two weight 4 edges eˆ1, eˆ2 of Γˆb adjacent at a vertex vj form an essential
loop on Fˆb.
Proof. (1) If there are two families of 4 parallel edges with the same label
sequence 1, 2, 3, 4 at vj then by Lemma 6.5 the initial edges e1, e
′
1 of the two
families are parallel in Γa, with the same label j at the vertex u1, hence the
other endpoints of e1 and e
′
1 must also have the same label k, which implies
that in Γb the two families have the same endpoints.
(2) If there were four then the leading edges of the (12) Scharlemann bigons
in these families are parallel in Γa, so they belong to a family of at least 3nb+1
parallel edges connecting u1 to u2. Since Γˆb has at most 3nb edges by Lemma
2.5, two of these edges would be parallel on both graphs, which is a contradiction
to Lemma 2.2(2).
If nb > 2 and there are three families of 4 parallel edges with the same label
sequence at vj then as above there would be a family of 2nb + 1 parallel edges
in Γa, which contradicts Lemma 2.22(3).
(3) and (4) follow immediately from (2).
(5) By (1) these two edges have their other endpoints at the same vertex
vk, hence form a loop C = eˆ1 ∪ eˆ2 on Fˆb. If C is not essential then we can
choose C to be an innermost such cycle. C bounds a disk D on Fˆb, which must
contain some vertex because Γˆb is reduced. If some vertex in the interior of D
has valence 5 then it is incident to two adjacent weight 4 edges, which would
form another inessential loop, contradicting the choice of C. Hence all vertices
in the interior of D have valence at least 6. By Lemma 2.9 in this case there
should be at least three vertices on ∂D, which is a contradiction. 
Fˆa separates M(ra) = M ∪ Va into the black and white sides XB and XW .
Since Γb is kleinian (Lemma 6.4(2)), the black side XB is a twisted I-bundle
over the Klein bottle. A face of Γb is white if it lies in the white region XW ,
otherwise it is black. In the next two lemmas we assume that Γb contains a
white bigon and a white 3-gon as in Figure 11.1.
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Lemma 11.2 Suppose na = 4 and Γb is positive. Suppose Γb contains a white
bigon A and a white 3-gon B as in Figure 11.1. Then up to homeomorphism of
Fˆa, the edges of A and B appear on Fˆa as shown in Figure 11.2.
Proof. Let V23 and V41 be the components of Va ∩XW that run between u2, u3
and u4, u1, respectively. Let Y be a regular neighborhood of Fˆa∪V23∪V41∪A∪B.
Then ∂Y = Fˆa ∪T , where T is a torus in M , and hence either XW = Y , or XW
is the union of Y and a solid torus along T .
Take a regular neighborhood D of e1 ∪ e2 ∪ f3 as “base point” for π1(Fˆa) ∼=
Z × Z and for π1(XW ). (See Figure 11.2). The cores of the 1-handles V23 and
V41 represents elements x, y respectively of π1(XW ), and π1(XW ) is generated
by Π = π1(Fˆa) together with x and y. Note that since Fˆa is essential in M(ra),
Π is a proper subgroup of π1(XW ).
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The bigon A gives the relation xy = 1, so the 23-corners and the 41-corner
of ∂B represent x and x−1 respectively. The 32-edge on ∂B lies in D and hence
represents 1. If one of the other two edges f1, f2 of B represents 1 ∈ π1(Fˆa), then
B gives a relation of the form x = γ for some γ ∈ π1(Fˆa), hence π1(XW ) = Π, a
contradiction. Therefore the edge f1 is as shown in Figure 11.2, and represents
a nontrivial element α ∈ π1(Fˆa), when oriented from u1 to u2. Similarly, the
edge f2 represents a non-trivial element γ, say, of π1(Fˆa), when oriented from
u3 to u4. Since e1∪f1 and e2∪f2 are disjoint, we must have γ = α or α−1. The
union V23 ∪ V41 ∪N(A) is a single 1-handle attached to Fˆa, and ∂B is a simple
closed curve on Fˆa ∪ ∂H . One can see that αx2α−1x−1 cannot be realized by
a simple closed curve. It follows that γ = α, so f2 appears on Fˆa as in Figure
11.2. 
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If we orient an edge e of Γb then the corresponding oriented edge of Γa
represents an element γ of π1(Fˆa), and we will label the edge e with γ. Thus
the edge labels of the bigon A are both 1, and the edge labels of the 3-gon B
are as in Figure 11.3(a). Note that any 12-edge, oriented from 1 to 2, or any
34-edge, oriented from 3 to 4, has label 1 or α. Also π1(Fˆa) has a basis {α, β},
where β is represented by an arc joining u1 and u4, disjoint from ∂A and ∂B,
as shown in Figure 11.4.
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Lemma 11.3 Suppose na = 4 and Γb is positive. Suppose Γb contains a white
bigon A and a white 3-gon B as in Figure 11.1.
(1) All edges of white bigons have label 1.
(2) β can be chosen so that any 3-gon must have edge labels as shown in
Figure 11.3(a) or (b).
Proof. (1) Since the edges e1 ∪ f1 and e2 ∪ f2 on ∂A and ∂B form two parallel
essential circles on Fˆa, any 12-edge of Γb must be parallel to either e1 or f1, and
any 34-edge of Γb must be parallel to either e2 or f2.
Let A′ be another white bigon. Applying Lemma 11.2 to A′ and B gives
that the 12-edge of A′ and the 12-edge f1 of B are not parallel, and similarly
the 34-edge of A′ and the 34-edge f2 of B are not parallel. Hence both edges of
A′ are labeled 1 since they must be parallel to e1 and e2, respectively.
(2) Since Γb has no extended Scharlemann cycle, each triangle face B
′ has
either one or two 23-corners. If B′ has two 23-corners then applying Lemma
11.2 to A and B′ shows that the 12-edge of B′ is not parallel to e1, so it must be
parallel to f1 and hence is labeled α, as in Figure 11.3(a). Similarly the 34-edge
of B′ is also labeled α. If the 32-edge of B′ is labeled γ then B and B′ together
give the relation γ = 1, so γ = 1, as in Figure 11.3(a).
If B′ has only one 23-corner, let f ′1, f
′
2, f
′
3 be the 12-, 34- and 14-edges of B
′,
respectively. Applying Lemma 11.2 to A and B′ gives that f ′1 is not parallel to
e1, so by the above it must be parallel to f1 and hence is labeled α. Similarly
f ′2 is parallel to f2 and is also labeled α. The two loops e1 ∪ f1 and e2 ∪ f2
cut Fˆa into two annuli AL and AR, where AR contains f3; see Figure 11.4. If
the 14-edge f ′3 of B
′ lies in AR then it is labeled α, and B
′ gives the relation
x−1αxαx−1α = 1. It is easy to see that, together with the relation x2αx−1α = 1
coming from B, this implies a = x2, so x5 = 1, and hence α5 = 1, which is a
contradiction to the fact that α5 is a nontrivial element in π1(Fˆa) and hence is
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nontrivial in π1(XW ). Therefore f
′
3 lies in AL, as shown in Figure 11.4. Let
β be the corresponding element of π1(Fˆa); then the edge labels of B
′ are as in
Figure 11.3(b). If B′′ is any other 3-gon with one 23-corner then the argument
above in the case of 3-gons with two 23-corners, using A and the present B′,
shows that the edge labels of B′′ are also as shown in Figure 11.3(b). 
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Corollary 11.4 Suppose na = 4 and Γb is positive.
(1) Let G be the subgraph of Γa consisting of edges of white bigons and white
3-gons on Γb. Then the reduced graph Gˆ is a subgraph of that in Figure 11.5.
(2) If Γb contains a white bigon then it cannot contain a (black) Scharlemann
bigon which is flanked on each side by a (white) 3-gon.
(3) If Γb contains a white bigon then it cannot contain three 3-gons occurring
as consecutive white faces at a vertex.
Proof. (1) This follows immediately from Lemma 11.3.
(2) The edges of a (black) Scharlemann bigon are either (12)- or (34)-edges,
so by Lemma 11.3(2) both edges of the Scharlemann bigon are labeled α and
hence are parallel on Γa, contradicting Lemma 2.2(2).
(3) By (2) the two black bigons between the white 3-gons are (12, 34)-bigons,
as shown in Figure 11.6. But then the middle 3-gon would be a white Scharle-
mann cycle, contradicting Lemma 6.2(3). 
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Let G be a reduced graph on a torus T with disk faces. One can endow T
with a singular Euclidean structure by letting each edge have length 1 and each
n-gon face a regular Euclidean n-gon. The cone angle θ(v) at a vertex v of G is
the sum of the angles of the corners incident to v. Such a structure is hyperbolic
if θ(v) ≥ 2π for all v, and θ(v) > 2π for some v. The following lemma says that
no singular Euclidean structure on T is hyperbolic.
Lemma 11.5 Let G and θ(v) be defined as above. Then either θ(v) < 2π for
some v, or θ(v) = 2π for all v.
Proof. Denote by V,E, F the numbers of vertices, edges and faces of G, re-
spectively. Let θ(c) be the angle at a corner c of the graph. If σ is a face of G,
denote by |σ| the number of edges of σ. Since σ is a regular |σ|-gon, for each
corner c ∈ σ we have θ(c) = π(1− 2/|σ|). In the following, the first sum is over
all vertices v of G, and the second is over all corners c. Grouping corners by
faces σ, we get
∑
v
θ(v) =
∑
c θ(c) =
∑
σ
∑
c∈σ θ(c) =
∑
σ
∑
c∈σ π(1 −
2
|σ| )
= π(
∑
σ |σ| −
∑
σ
∑
c∈σ
2
|σ| ) = π(2E − 2F ) = 2π(E − F ) = 2πV.
Therefore
∑
v(2π − θ(v)) = 0, and the result follows. 
Lemma 11.6 Let G be a reduced graph on a torus T such that val(v) ≥ 5 for
all v. Then either
(1) there exists a vertex of valence 5 with at least four 3-gons incident; or
(2) there exists a vertex of valence 6 and all vertices of valence 6 have all
incident faces 3 gons; or
(3) all faces of G are 3-gons or 4-gons, and every vertex has valence 5 and
has exactly three 3-gons incident.
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Proof. We have θ(v) > 2π if val(v) > 6, θ(v) ≥ 6 × π/3 = 2π if val(v) = 6.
Assuming (1) is not true, then we also have
θ(v) ≥ 3×
π
3
+ 2×
π
4
= 2π
if val(v) = 5. Thus there is no vertex with cone angle θ(v) < 2π, so by Lemma
11.5 we see that θ(v) = 2π for all v ∈ G, hence there is no vertex of valence
more than 6, all faces incident to vertices of valence 6 are 3-gons, and exactly 3
faces incident to a vertex of valence 5 are 3-gons and the other two are 4-gons.
Therefore either (2) or (3) holds. 
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Lemma 11.7 Suppose na = 4, nb > 2, and Γb is positive. Then no vertex vj
of Γˆb with val(vj) = 5 has four corners belonging to 3-gons.
Proof. Let vj be a vertex of Γˆb with val(vj) = 5. By Lemma 11.1(4) we
must have ∆ = 4. The weights of the edges at vj are 4, 4, 4, 2, 2. By Lemma
11.1(2) the three weight 4 edges are not consecutive, hence the order around
vj is (4, 4, 2, 4, 2). Label these edges by eˆ1, ..., eˆ5, respectively, where eˆ3, eˆ5 have
weight 2. By Lemma 11.1(5) the two edges eˆ1, eˆ2 form an essential cycle on the
torus Fˆb, hence the graph looks like that in Figure 11.7.
Let c be the corner at vk between these two edges eˆ1, eˆ2, as shown in Figure
11.7. We claim that c contains no other edge endpoint. Let e and e′ be the
edges in eˆ1 and eˆ2 with label 1 at vj . Let P,Q be the endpoints of e, e
′ at vj ,
and let R,S be the endpoints of e, e′ at vk, respectively. By Lemma 6.5 these
edges are parallel on Γa, so they connect the same pair of vertices u1, ur for
some r. On Γb this means that P,Q have the same label 1, and R,S have the
same label r.
Since e, e′ are parallel negative edges on Γa, we have du1(P,Q) = dur (R,S),
therefore the four points P,Q,R, S satisfy the assumptions of Lemma 2.16(1),
hence by the lemma we have dvj (P,Q) = dvk(R,S). Without loss of generality
assume that the orientations on ∂vj , ∂vk are counterclockwise on Figure 11.7.
Then one can see that dvj (P,Q) = 4, hence dvk(R,S) = 4, which implies that
there are only 3 edge endpoints from the endpoint of e to that of e′ on ∂vk, so
there is no edge endpoint in the corner c in Figure 11.7. This proves the claim.
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Label the corners at vj as shown in Figure 11.7. The above implies that the
corner p and s belong to the same face σ, so if vj is incident to at least four
3-gons then σ must be a 3-gon, hence eˆ3 = eˆ5 is a loop. Now the corners q and
r belong to the same face σ′, which cannot be a 3-gon, hence the result follows.

Lemma 11.8 Suppose na = 4, nb > 2, and Γb is positive. Suppose ∆ = 4.
(1) All faces of Γˆb are 3-gons or 4-gons, every vertex has valence 5 and has
exactly three 3-gons incident, and the weight sequence of the edges incident to
the vertex is (4, 4, 2, 4, 2). In particular, nb is even.
(2) The two weight 2 edges at any vertex form a loop, which is incident to a
3-gon whose other two edges are of weight 4.
(3) Each edge in a weight 2 family of Γb has label pair (23) or (14).
Proof. (1) By Lemma 11.6 and Lemma 11.1(3) and (4), Γˆb is one of the three
types stated there. Lemma 11.7 shows that Γˆb cannot be of type (1). If Γˆb
has a vertex of valence 6 then the weights are 4, 4, 2, 2, 2, 2, hence there are two
consecutive edges of weight 2. By Corollary 11.4(3) the three faces incident
to these two edges cannot all be 3-gons, hence Γˆb cannot be of type (2) in
Lemma 11.6. It follows that Γˆb is of type (3) in Lemma 11.6, so the weights
of the edges at every vertex of Γˆb are 4, 4, 4, 2, 2. Thus the number of weight 4
edge endpoints in Γˆb is 3nb, which must be even, hence nb is even. By Lemma
11.1(2) the three weight 4 edges cannot all have the same label sequence, hence
the weight sequence is (4, 4, 2, 4, 2) at each vertex.
(2) By Lemma 11.1(5) the two adjacent weight 4 edges at vj connects vj to
a vertex vk and form an essential loop on Fˆb. The other weight 4 edge at vj
connect to some vertex vr, whose two other weight 4 edges connect to another
vertex vs and form an essential loop. These five weight 4 edges cut off a 6-gon
containing the four weight 2 edges at vj and vr. The 6-gon cannot contain
any vertex in its interior because each vertex is incident to two weight 4 edges
forming an essential cycle on Fˆb. Therefore the four weight 2 edges at vj and
vr form two loops.
(3) The loop eˆ of Γˆb at vj cuts off a 3-gon in the 6-gon above. Let e1 be the
edge of eˆ which is on the boundary of a 3-gon face σ of Γb. Then the other two
edges of σ belong to families of 4 edges and hence must have label pair (12) and
(34) respectively, so the labels on ∂σ are as shown in Figure 11.3, and e1 has
label pair (23) or (14). Since the other loop edge of eˆ is parallel to e1, it has
label pair (14) or (23), respectively. 
69
.
.
.
...
r+1
...n12...n
1
2
.
.
.
n
1 2 3
... n 1
... r
...
.
.
.
...
...
r .
..
1 n ... 2 1
n
.
.
.
.
.
.
2
1
n
...21n...r+1
u1 u2
Figure 11.8
Proposition 11.9 Suppose na = 4 and Γb is positive.
(1) If ∆ = 4 then nb = 2, and the graphs are as shown in Figure 11.9.
(2) If ∆ = 5 then nb = 1, and the graphs are as shown in Figure 11.10.
Proof. (1) Put n = nb. If n = 1 then the assumption ∆ = 4 implies that the
weights of the edges of Γˆb are either (4, 4, 0) or (4, 2, 2). In either case a family
of four edges form an extended Scharlemann cycle, which is impossible.
Now assume n > 2. Let C = eˆ1 ∪ eˆ2 be the two edges in Γˆa connecting u1
to u2. Since Fˆa contains both (12)- and (34)-Scharlemann cocycles, any edge
of Γb with label pair (12) is parallel to an edge of C on Γa. By Lemma 11.8(1)
each vertex of Γˆb has valence 5 and hence is incident to 3 weight 4 edges, so Γˆb
has 3n/2 weight 4 edges. Each weight 4 edge contributes 2 edges to C, one for
each eˆi, and by Lemma 11.8(3) no weight 2 edge of Γˆb contributes to C. Thus
each eˆi represents exactly 3n/2 edges, and each label j appears exactly three
times among the edge endpoints of eˆ1 ∪ eˆ2 at u1. Hence if the edge endpoints
of eˆ1 at u1 are labeled 1, ..., n, 1, ..., r, then the labels of those in eˆ2 must be
r + 1, ..., n, 1, ..., n, where r = n/2. It follows that the n edge endpoints at
u1 that do not belong to C must be on one side of C, so up to relabeling we
may assume that the labels at u1 are as shown in Figure 11.8(a). Let ϕ be the
involution on Fˆa given by Lemma 6.2(4). Then ϕ maps eˆ1 to eˆ2 and is label
preserving, so the labels at u2 must be as shown in Figure 11.8(b). Now the
transition function of eˆ1 maps 1 to r + 1, which has period 2. Since n > 2, this
function is not transitive, contradicting Lemma 2.3(1).
We have shown that n = 2. The graph Γˆb is now a subgraph of that in
Figure 13.1, with vertices labeled v1, v2 instead of u1, u2. Let wi be the weight
of eˆi. By Lemma 6.4(2) Γa is kleinian, and by Lemma 6.2(2) the wi are all even.
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By Lemma 11.1(3) we have w5 > 0. If w5 = 4 then eˆ5 containing no extended
Scharlemann bigon implies that either w1+w2 = 6 or w3+w4 = 6, so wi = 4 for
some i ≤ 4, in which case eˆi contains a (12)-Scharlemann bigon, whose edges, by
the above, must be parallel in Γa to the (12)-edges of eˆ5, which is a contradiction
to Lemma 2.3(5). Therefore we must have w5 = 2. For the same reason, the
two loops in eˆ5 cannot be a Scharlemann bigon, so we must have w1 = w2 = 4
and w3 +w4 = 4 up to symmetry. Let e1 ∪ ...∪ e4 and e′1 ∪ ...∪ e
′
4 be the edges
in eˆ1, eˆ2 respectively, such that ei, e
′
i have label i at v1. By Lemma 6.5 ei, e
′
i
are parallel on Γa, with the same label 1 at ui. Therefore there is another edge
between them, which must belong to eˆ3∪ eˆ4. If w3 = w4 = 2 then one can check
that these edges would have label pairs (14) and (23), which is a contradiction.
Therefore we may assume w3 = 4 and w4 = 0. The graph Γb is now as shown
in Figure 11.9(b).
As shown above, there are 12 edges on Γb with label pair (12) or (34), divided
into 4 families of 3 edges each on Γa. Label the edges of Γb as in the figure. Up
to symmetry we may assume the edge A is as shown in Figure 11.9(a). Since
∆ = 4, we may assume that the jumping number J = 1. The 1-edges around
v1 appear in the order A,E,G, P . By Lemma 6.5 G,P are parallel on Γa. This
determines the position of these edges as well as the orientation of u1. The
2-edges at v2 appear in the order E,R,G, P , and E on Γa has already been
determined above, hence the position of R,G, P must appear around ∂u2 are
shown in the figure. Other edges on Γa can be determined similarly.
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(2) The proof for ∆ = 5 is similar but simpler. In this case by Lemma
11.1(4) each vertex vj of Γˆb has valence 6, and the edges at vj have weights
4, 4, 4, 4, 2, 2. Thus all white faces are bigons and 3-gons, so by Corollary 11.4(1)
Γˆa is a subgraph of that in Figure 11.5. By Lemma 11.1(2) the two weight 2
edges at any vertex are non-adjacent, thus any edge e in a weight 2 family is on
the boundary of a 3-gon whose other two edges have label pairs (12) and (34),
so the label pair of e must be (14) or (23) and hence e is not a vertical edge
in Figure 11.5. On the other hand, each weight 4 edge of Γˆb contributes one
edge to each vertical family in Figure 11.5, hence each vertical edge has weight
exactly 2nb. As above, one can show that the transition function defined by a
family of vertical edges is the identity function, which by Lemma 2.3(1) implies
that nb = 1, so the graph Γb must be as shown in Figure 11.10(b). By the above
discussion, Γa is as shown in Figure 11.10(a). Label edges as in Figure 11.10(b).
By Lemma 6.5 the edges A,H are parallel on Γb, hence we may assume the
jumping number J = 1. One can now easily determine the labels of the edges
of Γa. 
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Proposition 11.10 Suppose na ≤ nb. Then na ≤ 2.
Proof. By Proposition 5.11 we have na ≤ 4. Assume na = 4 ≤ nb. Then
by Proposition 11.9, Γb is non-positive. Therefore, by Proposition 9.7, na =
nb = 4, and, by Proposition 11.9 again, Γa is also non-positive, contradicting
Proposition 10.5.
Suppose na = 3. Then Fˆa is non-separating. If Γa is non-positive then some
vertex u1, say, has different sign to the other two vertices u2, u3. One of the
vertices has valence at most two in Γˆ+a , so it is incident to at most 2nb positive
edges, and hence at least 2nb negative edges. By Lemma 2.8 this implies that
Γb has a Scharlemann cycle, so by Lemma 2.2(4) Fˆa is separating, which is a
contradiction. If Γa is positive then by Lemma 3.1 we have nb ≤ 4. By Lemma
2.23 n1, n2 cannot both be odd, hence na = 3 implies that nb is even, so we
must have nb = 4. Now applying Proposition 11.9 with na, nb reversed, we get
na ≤ 2, which is a contradiction. 
12 The case na = 2, nb ≥ 3, and Γb positive
The next few sections deal with the case that na = 2 and nb ≥ 3. The main
result of this part is Proposition 16.8, which shows that there are only a few
possibilities for the graphs Γa,Γb.
Throughout this section we will assume that na = 2, nb ≥ 3 and Γb is
positive. We will show that this case is impossible. To simplify notation, denote
nb by n. Note that Γˆa has at most four edges eˆ1, ..., eˆ4, all connecting u1 to
u2. We will always assume that the first edge of eˆ1 has label 1 at u1. Write
Γa = (a1, a2, a3, a4), where ai is the weight of eˆi. Let si = s(eˆi) be the transition
number of eˆi from u1 to u2. In the following lemma the subscripts are mod 4
integers.
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Lemma 12.1 (1) si+1 ≡ si − ai − ai+1 mod n;
(2) si+2 ≡ si − ai+1 + ai+3 mod n. In particular, si ≡ si+2 if and only if
ai+1 ≡ ai+3 mod n.
Proof. (1) Orient edges from u1 to u2, and denote by e(h), e(t) the head and
tail of an edge e. Let e, e′ be the first edge of eˆi, eˆi+1, respectively. Let x be
the label of e(t), and y the label of e′(h). Then traveling from e(t) to e′(t) on
∂u1 then to e
′(h) through e′ gives y ≡ x + ai + si+1 mod n, while traveling
through e to e(h) then along ∂u2 to e
′(h) gives y ≡ x+ si− ai+1 mod n. Hence
si+1 ≡ si − ai − ai+1 mod n.
(2) Applying (1) twice gives si+2 ≡ si−ai−ai+1−ai+1−ai+2 ≡ si−ai+1+
ai+3 mod n. 
Lemma 12.2 Let e, e′ be edges of Γb joining a pair of distinct vertices, such
that e∪ e′ is null-homotopic in Fˆb. If e belongs to a family of at least n parallel
edges in Γa then e and e
′ are parallel on Γb.
Proof. Let D be the disk in Fˆb bounded by e ∪ e′. The family of n parallel
edges of Γa containing e gives a set of essential loops on Fˆb, corresponding to
the orbits of the associated permutation. It follows that D contains no vertices
in its interior, and hence e and e′ are parallel on Γb. 
Lemma 12.3 Suppose Γa contains bigons e1 ∪ e2 and e′1 ∪ e
′
2, such that e1, e
′
1
have label i at u1 and j at u2, and e2, e
′
2 have label i+ 1 at u1 and j + 1 at u2.
Suppose either
(i) j 6= i± 1, or
(ii) Γa contains a pair of edges e3, e
′
3 with the same label pair (r, s), such
that r, s /∈ {i, i+ 1, j, j + 1} and C3 = e3 ∪ e′3 form an essential loop on Fˆb.
Then C1 = e1 ∪ e′1 and C2 = e2 ∪ e
′
2 are inessential on Fˆb.
Proof. (i) In this case C1 ∩ C2 = ∅, so they cannot be essential and yet non-
homotopic on Fˆb, hence by Lemma 2.20 they must be inessential.
(ii) In this case C1, C2 lie in the interior of the annulus obtained from Fˆb by
cutting along C3, which again implies that C1, C2 cannot be essential and yet
non-homotopic on Fˆb. 
An edge is a border edge if it is the first or last edge in a family of parallel
edges.
Lemma 12.4 Suppose sk 6= ±1. Then
(1) ak ≤ n+ 1, and
(2) if ak = n + 1 and e
′ is an edge of eˆj which has the same label pair as
that of a border edge e1 of eˆk, then e
′ is a border edge.
Proof. (1) Assume ak ≥ n + 2. Label the first n + 2 edges of eˆk successively
as e1, e2, ..., en, en+1, en+2. Let e
′
i = en+i. Since sk 6= ±1, e1, e2, e
′
1, e
′
2 satisfy
Condition (i) in Lemma 12.3, so e1 ∪ e′1 is an inessential loop on Fˆb. By Lemma
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12.2 this implies that e1 and e
′
1 are parallel on Γb, and hence parallel on both
graphs, which is a contradiction.
(2) If e′ is not a border edge then the bigon e1∪e2 and one of the two bigons
containing e′ satisfy the assumption of Lemma 12.3(i), hence e′ is parallel to
e1 on Γb. Similarly, using the bigon between en, en+1 and the other bigon
containing e′ one can show that e′ is also parallel to en+1 on Γb, hence e1, en+1
are parallel on both Γa and Γb, which is again a contradiction. 
Lemma 12.5 Let eˆ, eˆ′ be families of at least n parallel edges in Γa, and let
i, j, k, l ∈ Zn be distinct. Then Γa cannot contain both
(i) ij-edges e1, e2, e3 with e1, e2 ∈ eˆ and e3 non-equidistant with e1, e2; and
(ii) kl-edges e′1, e
′
2 ∈ eˆ
′.
Proof. The edges e1, e2, e3 are pairwise non-parallel in Γb. Since e1, e2 ∈ eˆ, no
pair of e1, e2, e3 cobounds a disk in Fˆb by Lemma 12.2. Hence e
′
1, e
′
2 cobound
a disk in Fˆb. Since e
′
1 ∈ E
′, e′1, e
′
2 are parallel on Γb by Lemma 12.2. This
contradicts Lemma 2.2(2). 
Two families eˆ, eˆ′ of Γa are A-conjugate it there are e ∈ eˆ and e′ ∈ eˆ′ such
that they are anti-parallel on Γb when oriented on Γa from u1 to u2. They are
P-conjugate if the e, e′ above are parallel on Γb as oriented edges. They are
conjugate if they are either A-conjugate or P-conjugate.
Lemma 12.6 (1) There exist eˆi, eˆj on Γˆa which are A-conjugate. Moreover, if
ai < (∆− 3)n or aj < (∆− 3)n then there is another such pair. (The two pairs
may have one family in common.)
(2) If eˆi, eˆj are A-conjugate then si ≡ −sj mod n; moreover, if ai ≥ n or
aj ≥ n then si 6≡ sj mod n.
Proof. (1) Since there are ∆n edges while Γˆb has at most 3n edges, Γb has
at least (∆ − 3)n bigons. The two edges of a bigon in Γb belong to a pair of
A-conjugate families eˆi, eˆj on Γa. If ai < (∆ − 3)n or aj < (∆ − 3)n then
these families cannot contain all the bigons on Γb, hence there must be another
A-conjugate pair.
(2) If eˆi, eˆj are A-conjugate then by definition there exist e ∈ eˆi and e′ ∈ eˆj
which are anti-parallel on Γb, hence the label of e
′ at u2 is the same as that of
e at u1, and vice versa. Therefore si ≡ −sj mod n.
If we also have si ≡ sj mod n then si = 0 or n/2, which is a contradiction
to the 2-Cycle Lemma 2.14(3). 
Lemma 12.7 Let eˆ = e1 ∪ ... ∪ ep and eˆ′ = e′1 ∪ ... ∪ e
′
q be two families of Γa,
where p ≤ q.
(1) If eˆ and eˆ′ are conjugate then p ≡ q mod 2.
(2) If eˆ and eˆ′ are conjugate and q ≥ p then each edge er is parallel to the
edge e′r+c, where c = (q− p)/2; hence the set of edges in eˆ
′ which are parallel to
those in eˆ lie exactly in the middle of eˆ′.
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(3) If p + q ≡ 0 mod 2n and eˆ, eˆ′ are adjacent on Γˆa then they are not
A-conjugate.
(4) If p+ q ≡ 0 mod 2n, eˆ, eˆ′ are adjacent on Γˆa, and J 6= ±1 then they are
not conjugate.
Proof. (1) By definition there are edges ei, e
′
j which are parallel in Γb.
First consider the case that eˆ, eˆ′ are adjacent. Denote by e(k) the endpoints
of e at uk. We may assume that the first edge e
′
1 of eˆ
′ is adjacent to the last
edge ep of eˆ on ∂u1. Then the distance from ei(1) to e
′
j(1) is
du1(ei, e
′
j) = j + p− i (5)
On ∂u2 e
′
q(2) is adjacent to e1(2), so we have
du2(e
′
j , ei) = i+ q − j (6)
Since ei, e
′
j are parallel positive edges on Γb, they are equidistant, hence by
Lemma 2.17 we have du1(ei, e
′
j) = du2(e
′
j , ei), which gives
2(j − i) = q − p (7)
and
2d = p+ q (8)
where d = du1(ei, e
′
j) = du2(e
′
j , ei). Equation (C) gives q − p ≡ 0 mod 2.
Now suppose eˆ, eˆ′ are not adjacent. Let eˆ′′ be the family whose endpoints
on ∂u1 are between ep(1) and e
′
1(1). Then on ∂u2 the endpoints of eˆ
′′ are also
exactly the ones between e′q(2) and e1(2). Thus if eˆ
′′ has k edges then the
equations (5) and (6) above become d = j + k + p − i and d = i + k + q − j.
Therefore again we have 2(j − i) = q − p, and the result follows.
(2) From equation (7) we have j = i + (q − p)/2. If i > 1 then the above
and the condition q ≥ p imply that j > 1. Since ei is parallel to e′j on Γb, by
Lemma 2.20 applied to the bigons ei−1 ∪ ei and e′j−1 ∪ e
′
j , the loop ei−1 ∪ e
′
j−1
is null-homotopic on Fˆb, hence by Lemma 12.2 ei−1 is parallel to e
′
j−1 on Γb.
Similarly, if i < p then the edge ei+1 is parallel to e
′
j+1 on Γb. By induction it
follows that every edge ek in eˆ is parallel to the edge e
′
k+(q−p)/2.
(3) Assume without loss of generality that eˆ = eˆ1 and eˆ
′ = eˆ2. If they are
A-conjugate then the label of e′j at u1 is the same as the label of ei at u2, so
d = du1(ei, e
′
j) ≡ s1 mod n. Hence equation (8) and the assumption p + q ≡ 0
mod 2n gives s1 ≡ d ≡ 0 mod n. Since n ≥ 3, this is a contradiction to Lemma
2.14(2).
(4) By (3) eˆ, eˆ′ are not A-conjugate. Assume they are P-conjugate.
If p+ q = 4n then by Lemma 2.22(3) we have p = q = 2n, and by (2) each ei
of eˆ1 is parallel to the corresponding edge e
′
i of eˆ2 on Γb for i = 1, ..., 2n. Since
eˆ, eˆ′ are not A-conjugate, ei, e
′
i are parallel as oriented edges, with orientation
from u1 to u2. Hence there is another edge e
′′
i between them, which cannot
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belong to eˆ ∪ eˆ′ as otherwise there would be two edges parallel on both graphs,
contradicting Lemma 2.2(2). This gives at least 6n edges on Γa, which is a
contradiction.
Now assume p + q = 2n. Let e, e′ be the edges of eˆ, eˆ′ which are parallel
on Γb as oriented edges, so they have the same label k at u1 for some k. The
condition p+q = 2n implies that e, e′ are adjacent among edges labeled k at u1.
Since J 6= ±1, they are non-adjacent on Γb among edges labeled 1 at vk, hence
they belong to a family of at least 5 parallel edges, which is a contradiction to
Lemma 2.2(2) because Γˆa has at most 4 edges. 
Lemma 12.8 If the jumping number J = ±1 (in particular if ∆ = 4), then Γa
has at most n+ 1 parallel edges.
Proof. Suppose for contradiction that eˆ1, say, contains edges e1, ..., en+2. By
Lemma 12.4(1) we may assume that s1 = 1, so the label sequences of these
edges are (1, 2, ..., n, 1, 2) at u1, and (2, 3, ..., n, 1, 2, 3) at u2. By Lemma 2.22(1)
we may assume that the subgraph of Γb consisting of these edges is as shown
in Figure 2.3. Up to symmetry we may assume that the orientation of ∂vi is
counterclockwise on Figure 2.3.
Orient edges from u1 to u2. Denote by hi, ti the head and tail of ei, re-
spectively. For i > 1, hi−1 and ti both have label i on Γa, so they are on ∂vi.
Define di = dvi(ti, hi−1), where i = 2, ..., n+ 2. Note that di = 1 implies that
the corner from ti to hi−1 on ∂vi contains no edge endpoint.
CLAIM 1. di = dj for 2 ≤ i, j ≤ n+ 2.
Proof. Isotoping on T0 along the positive direction of ∂ui moves h1 to h2 and
t2 to t3, so the distance on ∂v2 from h1 to t2 should be the same as that on
∂v3 from h2 to t3, i.e., d2 = d3. (Alternatively one may apply Lemma 2.16 to
obtain the result.) Similarly we have di = di+1 for 2 ≤ i ≤ n+ 1. 
CLAIM 2. di = 1 for 2 ≤ i ≤ n+ 2.
Proof. By assumption we have J = ±1, so either dv2(h1, hn+1) = 2 (when
J = 1), or dv1(tn+1, t1) = 2 (when J = −1). In the first case, from Figure 2.3
we see that the tail of en+2 is the only edge endpoint at the corner from h1 to
hn+1, hence dn+2 = 1. Similarly in the second case the head of en is the only
edge endpoint on ∂v1 from tn+1 to t1, hence dn+1 = dv1(tn+1, hn) = 1. In either
case by Claim 1 we have di = 1 for all i between 2 and n+ 2. 
Let D be the disk face indicated in Figure 2.3. Claim 2 shows that all corners
of D except c1, c2, c3 shown in the figure contain no edge endpoints.
When J = 1, we have dv1(t1, tn+1) = 2, so there is one edge endpoint in c1.
Similarly there is one edge endpoint in c3. Since dv2(tn+2, t2) = 2∆ − 2 ≥ 6,
there are at least 4 edge endpoints in c2. Thus there would be some trivial loops
based at v2, contradicting the assumption that Γb has no trivial loops.
When J = −1, dv1(t1, tn+1) = dv3(h2, hn+2) = 2∆−2 ≥ 6, and dv2(tn+2, t2) =
2, so there are at least 5 edge endpoints in each of c1 and c3, and no edge end-
points in c2. It follows that D contains at least 5 interior edges, all parallel to
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each other, two of which would then be parallel on both graphs, contradicting
Lemma 2.2(2). 
Lemma 12.9 Γa has at most n+ 2 parallel edges.
Proof. Assume to the contrary that eˆ1 ⊃ e1 ∪ ...∪ en+3. By Lemma 12.4(1) we
may assume without loss of generality that s1 = 1. By Lemma 2.22(1) the first
n+ 2 edges appear in Γb as shown in Figure 2.3
First assume n ≥ 4. Orient edges of Γa from u1 to u2, and denote by
e(h), e(t) the head and tail of an edge e, respectively. From Figure 2.3 we see
that (e2(h), en+2(h), e3(t)) is a positive triple, hence by Lemma 2.21(2) the triple
(e3(h), en+3(h), e4(t)) is also positive, so the head of en+3 lies on the inner circle
in Figure 2.3. Note that en+2 shields this edge endpoint from the outside circle
of the annulus in Figure 2.3, hence the tail of en+3 also lies in the inner circle
in the figure, therefore en+3 is parallel to e3 on Γb, which is a contradiction as
they cannot be parallel on both graphs.
Now consider the case n = 3. By Lemma 2.22(3) we may assume ai ≤ 6,
and a1 = n + 3 = 6. By Lemma 12.8 we may assume that ∆ = 5 and the
jumping number J 6= ±1. Also, aj 6= 5, otherwise by Lemma 12.7(1) the 11
edges in eˆ1 ∪ eˆj would be mutually non-parallel on Γb, contradicting the fact
that Γˆb has at most 3n = 9 edges (Lemma 2.5). One can now check that the
following are the only possible values of (a1, a2, a3, a4) up to symmetry, where
∗ indicates any possible value. Let s = s1. Then the other si can be calculated
using Lemma 12.1. The second quadruple in the following list indicates the
values of (s1, s2, s3, s4).
(1) (6, 6, ∗, ∗) (s, s, ∗, ∗)
(2) (6, 1, 6, 2) (s, s− 1, s+ 1, s− 1)
(3) (6, 1, 4, 4) (s, s− 1, s, s+ 1)
(4) (6, 4, 3, 2) (s, s− 1, s+ 1, s− 1)
(5) (6, 4, 1, 4) (s, s− 1, s, s+ 1)
(6) (6, 3, 2, 4) (s, s, s+ 1, s+ 1)
(7) (6, 3, 4, 2) (s, s, s− 1, s− 1)
(8) (6, 3, 3, 3) (s, s, s, s)
In case (1) by Lemma 12.7(4) the 12 edges in eˆ1∪eˆ2 are mutually non-parallel
on Γb, which is impossible because Γˆb contains at most 3n = 9 edges. Case (8)
is impossible by Lemma 12.6. Also, Lemma 2.14(3) implies that si 6≡ 0 mod 3
if ai ≥ 2, which can be applied to exclude cases (2), (4) and (5).
In case (6) and (7), by Lemma 12.7(1) eˆ2 is not conjugate to eˆ1, eˆ3 or eˆ4, so
eˆ1 ∪ eˆ2 represents all 9 edges in Γˆb, hence each of eˆ3 and eˆ4 must be conjugate
to eˆ1. By Lemma 12.7(2) the two middle edges of eˆ1 are parallel to the middle
edges in each of eˆ3 and eˆ4, so eˆ3, eˆ4 are conjugate. Since a3 + a4 = 6 = 2n and
J 6= ±1, this is a contradiction to Lemma 12.7(4).
In case (3), by Lemma 2.14(3) we have s = 1. Since a1 + a3 = a1 + a4 = 10
while Γˆb has at most 9 edges, each of eˆ3, eˆ4 must have an edge parallel to some
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edge of eˆ1 on Γb. By Lemma 12.7(2) this implies that each edge of eˆ3 ∪ eˆ4 is
parallel to one of the 4 middle edges in eˆ1. Note that the edge e
′ in eˆ2 is a loop
based at v1 in Γb, which cannot be parallel to any other edge on Γb. Therefore
Γb has exactly 7 families. Moreover, if we let e1, e6 be the first and last edges
in eˆ1 then each of e1, e6, e
′ forms a single family.
Now consider the graph in Figure 2.4. Clearly there is only one possible
position for e′, which has exactly one endpoint on the corner from the tail of
e1 to the head of e6. By the above there are no other edge endpoints in this
corner, which is a contradiction because the label of the tail of e1 is 1 while the
label of the head of e6 is 2, so the number of edge endpoints between them must
be even. 
Lemma 12.10 Suppose n ≥ 4. Then ∆ = 4 and Γa has at most n+ 1 parallel
edges.
Proof. We need only show that ∆ = 4. The second statement will then follow
from Lemma 12.8.
Suppose to the contrary that ∆ = 5. First assume that ai < n+ 2 for all i.
Then ∆n = 5n ≤ 4(n+ 1), so n = 4, and Γa = (5, 5, 5, 5). By Lemma 2.3(1) s1
is coprime with n = 4, so we may assume without loss of generality that s1 = 1.
Thus the label sequences of eˆ1 are (1, 2, 3, 4, 1) at u1 and (2, 3, 4, 1, 2) at u2. One
can check that the label sequences of eˆ3 are (3, 4, 1, 2, 3) at u1, and (4, 1, 2, 3, 4)
at u2. This contradicts Lemma 12.5 with e1, e2 the two 12-edges in eˆ1, e3 the
12-edge in eˆ3, and e
′
1, e
′
2 the two 34-edges in eˆ3.
We may now assume without loss of generality that a1 > n+ 1. By Lemma
12.9 we must have a1 = n+ 2. By Lemma 12.4(1) we have s1 = ±1.
CLAIM 1. a2, a4 ≤ n+ 1.
Proof. Suppose a2 = n+2. Then s2 = ±1 by Lemma 12.4(1). Also by Lemma
12.1 we have
s1 − s2 ≡ a1 + a2 ≡ 4 mod n
Hence either n = 4 and s1 = s2 (= 1 say), or n = 6, s1 = −1 and s2 = 1. In
either case one can check that there is a pair of parallel 12-edges e1, e2 in eˆ1, a
12-edge e3 in eˆ2 which is not equidistant to e1, e2, and a pair of parallel 34-edges
e′1, e
′
2 in eˆ2. This is a contradiction to Lemma 12.5.
Hence a2 ≤ n+ 1. A symmetric argument shows that a4 ≤ n+ 1. 
We now have 5n ≤ 2(n + 2) + 2(n + 1), giving n ≤ 6. Also if n = 6 then
Γa = (8, 7, 8, 7).
CLAIM 2. n = 5.
Proof. Otherwise we have n = 4 or 6. If a2 = n + 1 then Lemma 12.1 gives
s2 = s1 − a1 − a2 = ±1− (n+ 1)− (n+ 2) ≡ 0 mod 2, which is a contradiction
to the fact that the transition function of a family of more than n edges must
be transitive (Lemma 2.3(1)). Therefore we have a2 ≤ n. Similarly for a4. This
rules out the case n = 6.
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When n = 4 we must have Γa = (6, 4, 6, 4). Assume without loss of generality
that s1 = 1. We now apply Lemma 12.5 with e1, e2 the 12-edges in eˆ1, e3 the
12-edge in eˆ3, and e
′
1, e
′
2 the 34-edges in eˆ3. 
CLAIM 3. If n = 5 then a3 6= 7.
Proof. Otherwise by Claim 1 we have (a2, a4) = (6, 5) or (5, 6), so a4−a2 = ±1.
We may assume that s1 = 1. By Lemma 12.1 we have
s3 ≡ s1 − a2 + a4 = 1∓ 1 = 0 or 2 mod 5
which contradicts the fact that s3 = ±1 mod n (Lemma 12.4(1)). 
The only possibility left is that n = 5 and Γa = (7, 6, 6, 6). We may assume
s1 = 1. Then this can be ruled out by applying Lemma 12.5 with e1, e2 the
12-edges in eˆ1, e3 the 12-edge in eˆ3, and e
′
1, e
′
2 the 45-edges in eˆ3. 
Lemma 12.11 (a) Γa has at most n+ 1 parallel edges.
(b) ∆ = 4.
Proof. (a) This follows from Lemmas 12.8 and 12.10 if either J = ±1, or ∆ = 4,
or n ≥ 4. Hence we may assume that ∆ = 5, J 6= ±1, and n = 3. By Lemma
12.9 we have ai ≤ n + 2 = 5. Thus the possible values of (a1, a2, a3, a4) are
given below. The second quadruple gives (s1, s2, s3, s4), calculated as functions
of s = s1, using Lemma 12.1.
(1) (5, 5, 5, 0) (s, s− 1, s+ 1, −)
(2) (5, 5, 4, 1) (s, s− 1, s− 1, s)
(3) (5, 3, 2, 5) (s, s+ 1, s− 1, s+ 1)
(4) (5, 4, 5, 1) (s, s, s, s)
(5) (5, 4, 4, 2) (s, s, s+ 1, s+ 1)
(6) (5, 4, 3, 3) (s, s, s− 1, s− 1)
(7) (5, 4, 2, 4) (s, s, s, s)
(8) (5, 3, 5, 2) (s, s+ 1, s− 1, s+ 1)
(9) (5, 3, 4, 3) (s, s+ 1, s, s− 1)
Cases (1), (3), (8) and (9) are impossible because there is an i such that
ai ≥ 2 and si = 0, contradicting Lemma 2.14(3). Cases (4) and (7) contradict
Lemma 12.6.
In case (2), by Lemma 12.7(1) the edges in eˆ3 are not parallel to those in
eˆ1∪ eˆ4 on Γb, and by Lemma 12.7(4) the edge in eˆ4 is not parallel to those in eˆ1.
Thus the 10 edges in eˆ1 ∪ eˆ3 ∪ eˆ4 are mutually non-parallel on Γb, contradicting
the fact that Γˆb has at most 3n edges (Lemma 2.5). Similarly, in case (5) the
edges in eˆ1∪ eˆ3∪ eˆ4 are mutually non-parallel on Γb, and in case (6) the edges in
eˆ2∪eˆ3∪eˆ4 are mutually non-parallel on Γb, which lead to the same contradiction.
(b) Assume ∆ = 5. By Lemma 12.10 we have n = 3, and by (a) we have
ai ≤ 4, hence the weights of eˆi must be (4, 4, 4, 3) up to symmetry, and the
transition numbers are (s, s+ 1, s− 1, s+1). This is a contradiction to Lemma
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2.14(2) because one of the families has si = 0 and hence is a set of co-loops.

Lemma 12.12 Suppose ∆ = 4. Let e, e′ be edges of Γa with label i at vertex
u1 and j at u2, i 6= j, where the i-labels of e, e′ at u1 are not adjacent among
all i-labels at u1. Suppose also that e belongs to a family of at least n parallel
edges of Γa. Then e ∪ e′ forms an essential loop on the torus Fˆb.
Proof. Note that in this case the jumping number J = ±1, so the assumption
that the i-labels of e, e′ at u1 are not adjacent implies that the 1-labels of e1, e
′
1
at the vertex vi in Γb are not adjacent among all 1-labels. By assumption e
belongs to a family of at least n parallel edges of Γa, so if e ∪ e
′ is inessential
on Fˆb then by Lemma 12.2 e1 and e
′
1 are parallel on Γb, which gives rise to at
least 5 parallel edges in Γb, contradicting Lemma 2.2(2) because Γˆa has at most
4 edges. 
Up to symmetry we may assume that a1 ≥ a3, a2 ≥ a4, and a1+a3 ≥ a2+a4.
Since ai ≤ n+1, the possibilities for Γa are listed below. The second quadruple
indicates the values of si, calculated in terms of s = s1 using Lemma 12.1.
(1) (n+ 1, n+ 1, n+ 1, n− 3) (s, s− 2, s− 4, s− 2)
(2) (n+ 1, n+ 1, n, n− 2) (s, s− 2, s− 3, s− 1)
(3) (n+ 1, n+ 1, n− 1, n− 1) (s, s− 2, s− 2, s)
(4) (n+ 1, n, n+ 1, n− 2) (s, s− 1, s− 2, s− 1)
(5) (n+ 1, n, n, n− 1) (s, s− 1, s− 1, s)
(6) (n+ 1, n, n− 1, n) (s, s− 1, s, s+ 1)
(7) (n+ 1, n− 1, n+ 1, n− 1) (s, s, s, s)
(8) (n, n, n, n) (s, s, s, s)
Lemma 12.13 Cases (4), (5), (6), (7), (8) are impossible.
Proof. In case (4) eˆ1, eˆ3 are not A-conjugate to eˆ2, eˆ4 by Lemma 12.7(1). Since
a4 < n, by Lemma 12.6(1) eˆ2, eˆ4 cannot be the only A-conjugate pair, hence
eˆ1 must be A-conjugate to eˆ3. Since they have the same number of edges, by
Lemma 17.2 the first edge e of eˆ1 is parallel to the first edge e
′ of eˆ3. Since e, e
′
have labels 1, 2 at u1, respectively, the label of e at u2 is 2, hence s = 1. Now
eˆ2 is a family of at least 3 co-loops, contradicting Lemma 2.14(2).
In case (5), by Lemma 12.7(1) eˆ1 can only be conjugate to eˆ4 and eˆ2 to
eˆ3, but since a4 < n, by Lemma 12.6(1) eˆ2 must be A-conjugate to eˆ3. Since
a2 + a3 = 2n, this is a contradiction to Lemma 12.7(3).
For the same reason, in case (6) eˆ2 must be A-conjugate to eˆ4. By Lemma
12.7(2) the first edge e1 of eˆ2 must be parallel to the first edge e
′
1 of eˆ4. Exam-
ining the labeling we see that they have labels 2 and 1 at u1, respectively, so
the label of e1 at u2 is 1, hence s2 = −1. It follows that s1 = s = 0, which is a
contradiction to Lemma 2.3(1).
Cases (7) and (8) are impossible by Lemma 12.6. 
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Lemma 12.14 Case (1) is impossible.
Proof. Since a4 < n, by Lemma 12.6(1) two of the first three families are
A-conjugate. Up to symmetry we may assume that eˆ1 is A-conjugate to eˆ2
or eˆ3. By Lemma 12.7(2) the first edges of the above conjugate pair must
have the same label pair. Examining the labels of these edges on u1 we see
that s = 1 if eˆ1 is A-conjugate to eˆ2, and s = 2 if eˆ1 is A-conjugate to eˆ3. The
second case cannot happen because then eˆ2 would be a set of at least 3 co-loops,
contradicting Lemma 2.14(2).
The graph Γa is now shown in Figure 12.1. If n ≥ 5 then there are bigons
e1 ∪ e2 in eˆ2 and e′1, e
′
2 in eˆ4 with labels 4, 5 at u1 and 5, 6 at u2 (6 = 1 when
n = 5). Note also that there is a pair of parallel 23-edges e3 ∪ e′3 in eˆ2. By
Lemma 12.3(ii), these conditions imply that e1 ∪ e′1 is inessential on Fˆb, which
contradicts Lemma 12.12.
When n = 4, there is a pair of 14-edges e1, e2 in eˆ1, a 14-edge e3 in eˆ4, and
a pair of 23-edges in eˆ2. Note that e3 is not equidistant to e1, e2. This leads to
a contradiction to Lemma 12.5.
When n = 3, si = 0 for some i = 1, 2, 3, so one of the first three families
contains 4 co-loop edges, which is a contradiction to the 3-Cycle Lemma. 
1 2 3 ... n 1 2 3 4 ... 1 2 3 4 5 ... 2 3 4 5 6 ... .. n
3 4 5 ... 2  3 4 5 6 ... 3 4 5 6 7 ... .. 1 2 3 4 ... 1 2
Figure 12.1
Lemma 12.15 Case (2) is impossible.
Proof. In this case a1 ≡ a2 6≡ a3 ≡ a4 mod 2, so by Lemma 12.7(1) no edge
in eˆ1 ∪ eˆ2 is parallel to an edge in eˆ3 ∪ eˆ4. Since Γb contains at least n bigons
while eˆ3 ∪ eˆ4 contributes at most a4 = n− 2 bigons on Γb, it follows that some
edge in eˆ2 is parallel to an edge in eˆ1 on Γb. Since a1 = a2, by Lemma 12.7(2)
this implies that the first edge e1 of eˆ1 is parallel to the first edge e
′
1 of eˆ2 on
Γb. In particular, they must have the same label pair. Since e1 has label 1 at
u1 and e
′
1 has label 2 at u1, we see that e1 has label 2 at u2, hence s = 1. Since
s4 = s− 1 = 0, this is a contradiction to Lemma 2.14(3) unless a4 = n− 2 < 2,
i.e. n ≤ 3.
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Now suppose n = 3. Let e1, e2 be the two 12-edges in eˆ1. Note that there is
a 12-edge e3 in eˆ3, which by the above is not parallel to any edge in eˆ1, hence
e1, e2, e3 cut Fˆb into a disk. Now eˆ4 is a loop based at v3 in Γb, so it must be a
trivial loop. This is a contradiction because Γb contains no trivial loop. 
Lemma 12.16 Case (3) is impossible.
Proof. We claim that s = 1. By Lemma 12.6(1) one of eˆ1, eˆ2 is A-conjugate
to some other eˆj. Because of symmetry we may assume that eˆ1 is conjugate to
some eˆj . If j = 2 then by Lemma 12.7(2) the first edge e1 of eˆ1 is parallel on
Γb to the first edge e
′
1 of eˆ2, which has label 2 at u1, hence e1 has label 2 at
u2, so s = s1 = 1. Similarly, if j = 3 then by Lemma 12.7(2), a1 = n + 1 and
a3 = n − 1 implies that the second edge e2 of eˆ1 is parallel on Γb to the first
edge of eˆ3, which has label 3 at u1, hence e2 has label pair (23), which again
implies that s = 1. The case j = 4 is impossible by Lemma 12.6(2). The graph
Γa is now shown in Figure 12.2.
1 2 3 ... n 1  2 3 4 ... 1 2 3 4 5 ... n 1  2 3 4 ... .. n
1 2 3 ... n 1  2 3 4 ... 1 2 3 4 5 ... n 1  2 3 4 ... .. n
Figure 12.2
There are four edges e′1, ..., e
′
4 with label pair (2, 3), where e
′
i ∈ eˆi. One can
check on Figure 12.2 that they are all equidistant to each other. We claim that
they are all parallel in Γb.
The first n edges of eˆ1 form a loop C on Fˆb. Let a1, a2, a3 be the first three
edges of eˆ1, oriented from u1 to u2, and let ai(t), ai(h) be the tail and head
of ai, respectively. Then as in the proof of Lemma 2.22(1), one can show that
dv2(a1(h), a2(t)) = dv3(a2(h), a3(t)). In other words, the corners at v2, v3 on
one side of the above loop contain the same number of edge endpoints. Since
e′2 is equidistant to e
′
1 = a2, we have dv2(a2(t), e
′
2(h)) = dv3(e
′
2(t), a2(h)), hence
the two endpoints of e′2 lie on the same side of the loop C. It follows that e
′
2
is parallel to e′1. Similarly, e
′
3, e
′
4 are also parallel to e
′
1. This proves the claim
above.
Among the four parallel edges e′1, ..., e
′
4, at least one of e
′
3, e
′
4 is adjacent to
e′1 or e
′
2 on Γb. Because of symmetry we may assume without loss of generality
that e′3 is adjacent to e
′
1 or e
′
2. Relabel it as e3.
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Note that e3 is a border edge. There is a face D of Γa with ∂D = e1∪e2∪e3∪
e4, see Figure 12.3. Let α be the arc in D connecting the middle points of e2, e4.
Since e3 = e
′
3 is parallel and adjacent to e
′
1 or e
′
2 and e
′
1, e
′
2 are non-border edges
in Γa, the face D has a bigon as a coupling face. (See Section 2 for definition.)
It follows from Lemma 2.15 that the surface Fa can be isotoped rel ∂ so that the
new intersection graph Γ′a is obtained from Γa by deleting e2, e4 and replacing
them with two edges parallel to e1, e3 respectively. The first family of Γ
′
a has
n+ 2 edges, which is a contradiction to Lemma 12.8. 
u1 u2
e 1
e 2
e 2
e 3e 3
e 4
e 4
D
D
D
Figure 12.3
Proposition 12.17 The case that na = 2, n = nb ≥ 3 and Γb positive, is
impossible.
Proof. We have shown that Γa has 8 possibilities. These have been ruled out
in Lemmas 12.13 – 12.16. 
13 The case na = 2, nb > 4, Γ1,Γ2 non-positive,
and max(w1 + w2, w3 + w4) = 2nb − 2
Suppose na ≤ 2 and n = nb ≥ 4. In Section 12 it has been shown that Γb cannot
be positive. In sections 13–16 we will discuss the case that Γb is non-positive.
The result will be given in Propositions 14.7 and 16.8.
As before, we will use n to denote nb.
Lemma 13.1 Suppose na = 2, n ≥ 4, and Γ1,Γ2 are non-positive.
(1) The reduced graph Γˆa is a subgraph of the graph shown in Figure 13.1.
(2) Let wi be the weight of eˆi. Then up to relabeling we may assume w3 +
w4 ≤ w1 + w2, and w1 + w2 = 2n− 2 or 2n.
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e^1
e^2
e^2
e^3 e^3
e^4
e^4
e^5 e^6
e^5
u
1
u
2
e^6
Figure 13.1
Proof. (1) First note that the number of loops in Γa at u1 is the same as that
at u2, because they have the same valence and the same number of non-loop
edges. If Γˆa has two loops based at u1 then they cut the torus into a disk, so
there is no loop at u2, which would be a contradiction to the above. Therefore
Γˆa has at most one loop edge at each vertex. If there is no loop at ui then Γˆa
has at most four edges connecting u1 to u2. If there is one loop of Γˆa at each
ui then these cut the torus into two annuli, each containing at most two edges
of Γˆa. In either case Γˆa is a subgraph of that in Figure 13.1.
(2) Up to relabeling we may assume that w1 + w2 ≥ w3 + w4. Since Γb is
non-positive, by Lemma 2.3(1) we have wi ≤ n, hence w1 + w2 ≤ 2n.
Assume w1+w2 = 2n−k and k > 0. Then w5 ≥ (4n−(w1+ ...+w4))/2 ≥ k.
Note that the set of k edges e1∪ ...∪ek of eˆ5 adjacent to eˆ1∪ eˆ2 has the same set
of labels at each of its two ends. Hence by Lemma 2.4 eˆ5 contains a Scharlemann
bigon, so by Lemma 2.2(4) and the parity rule k must be even. If k ≥ 4 then
e1 ∪ ... ∪ ek contains an extended Scharlemann bigon, which is a contradiction
to Lemma 2.2(6). Hence k = 2. 
If Γb has a Scharlemann cycle then by Lemma 2.2(4) the surface Fˆa is sepa-
rating, cutting M(ra) into a black region and a white region. Two Scharlemann
cycles of Γb have the same color if the disks they bound lie in the same region.
Lemma 13.2 Suppose na = 2 and n ≥ 1.
(1) If e1∪e2 and e′1∪e
′
2 are two Scharlemann bigons of Γb of the same color,
then either (i) up to relabeling ei is parallel to e
′
i on Γa for i = 1, 2, or (ii) Γa
is kleinian, and the four edges e1, e2, e
′
1, e
′
2 are mutually non-parallel on Γa.
(2) If Γb has four parallel positive edges then Γa is kleinian.
Proof. (1) If the four edges are in two families of Γa then (i) holds. If they are
in three families, i.e., e1 is parallel to e
′
1 but e2 is not parallel to e
′
2, then the
nontrivial loop e2 ∪ e′2 on Fˆa is homotopic in M(ra) to the trivial loop e1 ∪ e
′
1,
which contradicts the incompressibility of Fˆa.
Now assume that they are mutually non-parallel. Let G be the subgraph
of Γa consisting of these four edges and the two vertices of Γa. Let B be the
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side of Fˆa which contains the two Scharlemann bigons. Shrinking the Dehn
filling solid torus Va to its core Ka and cutting B along Fˆa and then along the
two Scharlemann bigons, we obtain a manifold whose boundary consists of the
two disk faces of G and two copies of the two Scharlemann bigons, which is a
sphere, so by the irreducibility of M(ra) it bounds a 3-ball. It follows that B is
a twisted I-bundle over a Klein bottle K, and K intersects Ka at a single point.
Therefore by Lemma 2.12 Γa is kleinian.
(2) If Γb has four parallel positive edges then they form two Scharlemann
bigons of the same color. By Lemma 2.2(2) no two of these edges are parallel
on Γa, hence by (1) Γa is kleinian. 
In the remainder of this section we assume that Γa,Γb are non-positive,
na = 2, n = nb > 4, and max(w1 + w2, w3 + w4) = 2n − 2. We may assume
without loss of generality that w3 + w4 ≤ w1 + w2 = 2n − 2. Since w1 + ... +
w4 + 2w5 = ∆n ≥ 4n, we have w5 = w6 ≥ 2. Let α1 ∪ α2 (resp. β1 ∪ β2) be the
two edges of eˆ5 (resp. eˆ6) adjacent to eˆ1 ∪ eˆ2. Note that these are Scharlemann
bigons, hence Fˆb is separating, and n is even. Without loss of generality we
may assume that α1 ∪ α2 is a (12)-Scharlemann bigon. Assume that β1 ∪ β2 is
a (k, k + 1)-Scharlemann bigon.
Lemma 13.3 (1) k is even if and only if w2 = n− 1.
(2) {1, 2} ∩ {k, k + 1} = ∅.
Proof. (1) This follows from the parity rule. Orient u1 counterclockwise and
u2 clockwise in Figure 13.1. If w2 = n− 1 then the first edge of eˆ2 has label 2
at u1 and k+2 at u2, so by the parity rule k must be even. Similarly if w2 = n
or n− 2 then k is odd.
(2) If k = 1 then by (1) we have w2 = n or n − 2. In the first case the
edges of eˆ1 would be co-loops, while in the second case the edges of eˆ2 would
be co-loops. If k = 2 then w1 = w2 = n − 1 and the edges of eˆ1 are co-loops.
Similarly if k = n then the edges of eˆ2 are co-loops. Since n− 2 > 2, all cases
contradict Lemma 2.14(2) because the above would imply that there are at least
three parallel co-loop edges. 
Lemma 13.4 Suppose w1 = w2 = n− 1. Then for i = 1, 2, the edges of eˆi on
Γb form a cycle Ci and a chain C
′
i disjoint from Ci. Moreover, the vertices of
C1 (C
′
2) are the set of vj with j odd, while the vertices of C2 (C
′
1) are the set of
vj with j even. The cycles C1, C2 are essential on Γˆb.
Proof. Let ϕi be the transition function of eˆi. Let h be the number of orbits
of ϕi. Since eˆi has n − 1 edges, all but one component of the subgraph of Γb
consisting of edges of eˆi are cycles. Therefore h − 1 ≤ 2 by Lemma 2.14(2).
Note also that each orbit contains the same number (n/h) of vertices. Since Γa
has a Scharlemann bigon, Fˆb is separating and the number of positive vertices
of Γb is the same as that of negative vertices, hence the number of orbits h is
even, so we must have h = 2. Hence eˆi forms exactly one cycle component Ci
and one non-cycle component C′i on Γb. Since each odd number appears twice
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at the endpoints of eˆ1, C1 contains vj with j odd, and C
′
1 contains those with
j even. For the same reason the edges of eˆ2 form a cycle C2 and a chain C
′
2.
Since n/2 edges of eˆ2 have even labels at u1, C2 must contain vj with j even,
while C′2 contains vj with j odd. It follows that C1 ∩ C2 = ∅. 
When w1 = n − 2 and w2 = n, the edges of eˆ2 form exactly two cycles C1
and C2 on Γb, essential on Fˆb, where the vertices of C1 (C2) are the vj with j
odd (even). This is because by Lemma 2.14(2) they cannot form more than two
cycles, while Γb being non-positive implies that eˆ2 cannot form only one cycle.
When w1 = w2 = n− 1, let C1, C2 be the cycles given in Lemma 13.4. In either
case, let A1, A2 be the annuli obtained by cutting Fˆb along C1 ∪ C2. Consider
the cycles α = α1 ∪ α2 and β = β1 ∪ β2 on Γb. Note that either α and β are in
different Ai, or each of them has exactly one edge in each Ai. We say that α, β
are transverse to Ci in the second case.
Lemma 13.5 The cycles α, β are disjoint, and transverse to Ci.
Proof. The first statement follows from Lemma 13.3(2), so we need only show
that α, β are transverse to Ci.
First assume ∆ = 5. Then w5 =
1
2 (∆n − (w1 + ... + w4)) ≥
n
2 + 2. By
Lemma 2.3(3) we also have w5 ≤
n
2 +2, hence w5 =
n
2 +2, in which case the two
outermost bigons of the family eˆ5 are Scharlemann bigons, with label pair (12)
and (r+ 1, r+ 2), respectively, where r = n/2. By Lemma 2.3(4) the label pair
of β1 ∪ β2 must be either (1, 2) or (r + 1, r + 2), and by Lemma 13.3 it cannot
be the former. Therefore it must be (r + 1, r + 2).
If α is not transverse to Ci, then it is an essential cycle in one of the annuli,
say A1, obtained by cutting Fˆb along C1 ∪ C2, so β must be an essential cycle
in the other annulus A2. The two cycles α and β separate the vertices of C1
from C2, except v1, v2, vr+1 and vr+2 which lie on α ∪ β. On the other hand,
the edge e in eˆ5 adjacent to α2 has label pair (3, n), so there is an edge on Γb
connecting v3 to vn. Since n is even, the vertices v3, vn belong to different Ci,
but since n > 4, neither 3 nor n belongs to the set {1, 2, r + 1, r + 2}, which is
a contradiction.
Now assume ∆ = 4. In this case the jumping number J(ra, rb) = ±1.
Consider the two negative edges e′, e′′ of Γa with label 2 at u1. Note that their
endpoints at u1 are separated by the label 2 endpoints of α1, α2, hence by the
Jumping Lemma, on Γb the endpoints of e
′, e′′ at v2 are separated by those of α;
in other words, e′, e′′ are on different sides of the cycle α. Assume that v2 ∈ C2
is positive. If α is not transverse to C2 then all positive edges at v2 must be on
one side of α because the other side is shielded by the cycle C1, which contains
only negative vertices. This is a contradiction. Therefore α, and hence β, must
be transverse to Ci. 
Lemma 13.6 Each edge of eˆ1 ∪ eˆ2 is either on C1 ∪ C2 or parallel to an edge
of C1 ∪ C2 on Γb.
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Proof. Let C1, C2 and α, β be as above. By definition C2 consists of the edges
in eˆ2 with even labels. Let C
′
1 be the edges of eˆ1 with even labels. Because of
symmetry it suffices to show that each edge of C′1 is parallel to an edge in C2.
Note that α ∩ C2 = v2. Let vt = β ∩ C2. (Thus t is the even label of the
Scharlemann bigon β1∪β2 in Γa.) Since w1+w2 = 2n−2 and the edges adjacent
to eˆ1 ∪ eˆ2 on Γa are the (12)-Scharlemann bigon α1 ∪ α2 and the (t, t + 1)- or
(t − 1, t)-Scharlemann bigon β1 ∪ β2, we see that 2, t are the only even labels
appear three times among the endpoints of edges in eˆ1∪eˆ2, hence on Γb the edges
of C′1 form a chain with endpoints at v2, vt, and possibly some cycle components.
Therefore C′1 − v2 ∪ vt is disjoint from α ∪ β ∪ C1, hence lies in the interior of
the two disks obtained by cutting Fˆb along α ∪ β ∪C1. By Lemma 2.14(1) this
implies that C′1 has no cycle component, and hence is a chain. Since C
′
1 contains
all vertices of C2, this also implies that one component of C2 − v2 ∪ vt contains
no vertices of Γb; in other words, the two vertices v2, vt are adjacent on C2.
Let q, p be the transition number of eˆ1, eˆ2, respectively. Since C2 has an edge
connecting v2 to vt, we have p ≡ ±(t− 2) mod n. Since C′1 is a chain of length
(n/2) − 1 connecting v2, vt, we have ((n/2) − 1)q ≡ ±(t − 2) mod n. An edge
of C′1 has even labels on both endpoints, so q is even, hence ((n/2)− 1)q ≡ −q
mod n. It follows that p ≡ ±q mod n, which implies that each edge e′ of C′1
has its endpoints on adjacent vertices of C2. Let e be the edge of C2 connecting
these two vertices. Since e′ has interior disjoint from α ∪ β ∪ C1, it must be
parallel to e. 
Proposition 13.7 The case that Γa,Γb are non-positive, na = 2, n = nb > 4,
and w3 + w4 ≤ w1 + w2 = 2n− 2, is impossible.
Proof. First assume that w1 = n− 2 and w2 = n. By Lemma 13.3, the label
pair of β is (k, k + 1), where k is odd and k 6= 1. If k = n− 1 then the edges of
eˆ2 are co-loops, which contradicts Lemma 2.14(2). Therefore n− 3 ≥ k ≥ 3.
Since the label sequence of eˆ1 at u2 is k+2, ..., n, 1, ..., k−1, the above implies
that there are adjacent edges e′1, e
′
n ∈ eˆ1 with labels 1 and n at u2, respectively.
By Lemma 13.6 each edge of eˆ1 is parallel to some edge of eˆ2 on Γb, hence the
transition function ψ1 of eˆ1 is either equal to ψ2 of eˆ2, or ψ
−1
2 , but since the two
edges of eˆ1 ∪ eˆ2 with label n at u1 have labels k + 1 and k − 1 respectively at
u2, the first case is impossible, hence ψ1 = ψ
−1
2 . Let eˆ2 = e1 ∪ ... ∪ en, where ei
has label i at u1. Since e1 is the only edge of eˆ2 with label 1 at u1, it must be
the one that is parallel to e′1 on Γb. Similarly, en is parallel to e
′
n on Γb. This
is a contradiction to Lemma 2.19.
Now assume that w1 = w2 = n− 1. As above, let eˆ2 = e2 ∪ ...∪ en, where ei
has label i at u1. The label sequence of eˆ1 at u2 is k+1, k+2, ..., n, 1, ..., k− 1.
By Lemma 13.3, k is even, and {1, 2} ∩ {k, k + 1} = ∅, so n − 2 ≥ k ≥ 4. It
follows that there are three consecutive edges e′n, e
′
1, e
′
2 of eˆ1 such that e
′
i has
label i at u2. For the same reason as above, e
′
2 is parallel to e2 and e
′
n is parallel
to en on Γb. Since the number of edges between e
′
n and e
′
2 is 1 while the number
of edges between e2 and en is n− 3 > 1 on Γa, this is a contradiction to Lemma
2.19. 
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14 The case na = 2, nb > 4, Γ1,Γ2 non-positive,
and w1 = w2 = nb
In this section we consider the case that na = 2, n = nb > 4, Γ1,Γ2 non-positive,
and w1 = w2 = n. We will also assume without loss of generality that w3 ≥ w4.
Let eˆ1 = e1 ∪ ...∪ en, eˆ2 = e
′
1 ∪ ...∪ e
′
n, and assume that ei, e
′
i have label i at u1.
Let r be such that the label of the endpoint of e1 on ∂u2 is r + 1. One can
check that both ei, e
′
i have label r + i at ∂u2.
Since Γb is non-positive, the vertices of Γb cannot all be parallel, so the edges
of eˆ1 form at least two cycles on Γb. By Lemma 2.14(2) they form exactly two
cycles C1 ∪ C2 on Γb.
Lemma 14.1 Γa is not kleinian. In particular, Γb cannot contain four parallel
positive edges.
Proof. If Γa is kleinian then by Lemma 6.2(4) there is a free orientation re-
versing involution φ of (Fˆa,Γa), which maps u1 to u2, and is label preserving.
If there is no loop on Γa (i.e. w5 = w6 = 0), then ∆ = 4 and wi = n for all
i, so the label sequences of eˆi at u1 are all the same. The above implies that
the label sequences of eˆi at u2 are also the same as those at u1, so the transi-
tion function ϕ defined by eˆi is the identity map and hence all edges of Γa are
co-loops, contradicting the 3-Cycle Lemma 2.14(2).
Now assume w5 = w6 > 0. Then φ maps eˆ1∪ eˆ2 to either eˆ1∪ eˆ2 or eˆ3∪ eˆ4. In
the first case since φ is label preserving and orientation reversing on the torus,
the label sequence of eˆ1 at u2 is the same as that of eˆ1 at u1, hence all edges of
eˆ1 are co-loops and we have a contradiction to Lemma 2.14(2). In the second
case w3 = w4 = w1 = w2 = n, so ∆ = 5 and w5 = w6 = n/2. We have assumed
that eˆ1 has label sequence 1, 2, ..., n at u1. so eˆ3 has the same label sequence at
u2. Since w5 = n/2, the label sequence of eˆ1 at u2 is (k + 1, k + 2, ...n, 1, ..., k),
where k = n/2. Therefore φ is of period 2, so it has n/2 > 2 orbits, which again
contradicts Lemma 2.14(2).
The second statement follows from the above and Lemma 13.2(2). 
Lemma 14.2 The edges ei, e
′
i are parallel on Γb.
Proof. The cycles C1 ∪C2 defined at the beginning of the section cut the torus
Fˆb into two annuli A1, A2. Each e
′
i lies in one of the Aj and has the same
endpoints as ei, so if it is not parallel to ei and ei ⊂ C1 then it is parallel to
C1 − ei. There are at most two such e
′
i for C1, one in each Aj . Since n > 4, C1
contains at least three edges, hence there exists some e′j parallel to ej ⊂ C1.
Assume ei is not parallel to e
′
i, and let ej, e
′
j be parallel on Fˆb, which exist
by the above. Let D (resp. D′) be the disk on Fa that realizes the parallelism
between ei, ej (resp. e
′
i, e
′
j), and let D
′′ be the disk between ej and e
′
j on Fb.
Shrinking Vb to its core Kb, B = D ∪ D′ ∪ D′′ becomes a disk in M(rb) with
∂B = ei∪e
′
i, which contradicts the fact that Fˆb is incompressible inM(rb). 
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Figure 14.1
Lemma 14.3 w3 + w4 6= n.
Proof. Assume to the contrary that w3+w4 = n. We have ∆ = 4 as otherwise
there would be n parallel positive edges in eˆ5, contradicting Lemma 2.3(3). Now
w5 = w6 = n/2, so the graph Γa is as shown in Figure 14.1, where k = n/2.
Since ∆ = 4, we may assume that the jumping number is 1.
Let i be a label such that 1 ≤ i ≤ k, so it appears on the top of the vertex
u1 in Figure 14.1. Consider the vertex vi of Γb, see Figure 14.2. By Lemma 14.2
ei of eˆ1 is parallel to e
′
i of eˆ2. Since ei and e
′
i have the same label 1 at vi, there
is an edge of eˆ3∪ eˆ4 between them. Similarly there are parallel edges ej, e′j with
label 2 at vi, and there is another edge between them. See Figure 14.2. From
the labeling we see that the two negative edges at vi (corresponding to loops in
Γa) must be adjacent to each other.
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On ∂u1 the i-labels appear on endpoints of edges in the order of A,B,C,D,
where A ∈ ei, B ∈ e′i, C is a loop in eˆ5, and D ∈ eˆ3 ∪ eˆ4. Since the jumping
number is 1, the 1-labels at vi also appear in the same order. In Figure 14.2
this implies that the negative edge C appears on the top of the vertex.
Now consider the four edges labeled 2 at vi, denoted by E,F,G,H , where
E is the negative edge, which is uniquely determined. Since F,G are parallel
positive edges on Γb, they are the ej , e
′
j given above, belonging to eˆ1 ∪ eˆ2. On
∂u2 this implies that the endpoint of the loop E labeled i appears on the top of
∂u2 in Figure 14.1. Since i is any label between 1 and n/2, it follows that the
labels on the top of ∂u2 must be 1, 2, ..., k, so the integer r in the figure satisfies
r = k. However, in this case the edges of eˆ1 would form cycles of length 2 in
Γb, which is a contradiction to Lemma 2.14(2). 
Lemma 14.4 w3 = n, and 0 < w4 < n. Moreover, an edge e
′′ of eˆ3 with label
j at u2 is parallel to the edges ej and e
′
j .
Proof. We have assumed w4 ≤ w3 ≤ n. If w4 = n then the argument of Lemma
14.2 applied to eˆ3, eˆ4 shows that each edge of eˆ3 is parallel to exactly one edge
of eˆ4. On the other hand, since the two parallel edges ei, e
′
i in the proof of
Lemma 14.2 have the same label 1 at the vertex vi, there must be another edge
e′′i in eˆ3 ∪ eˆ4 between ei and e
′
i. Together with the other edge in eˆ3 ∪ eˆ4 which
is parallel to e′′i , we get four parallel positive edges in Γb, which contradicts
Lemma 14.1. Therefore w4 < n.
Recall from Lemma 14.2 that the edges ei and e
′
i are parallel in Γb, with the
same label 1 at ui, so there must be another edge e
′′
i ∈ eˆ3 ∪ eˆ4 between them.
Note also that if ei has label i + r at u2 then e
′′
i has the property that it has
label i at u2 and i+ r at u1. This is true for all i, so either eˆ3 and eˆ4 have the
same transition function, or these e′′i all belong to the same family. The first
case happens only if w3+w4 ≡ 0 mod n, which is impossible because by Lemma
14.3 we have w3 + w4 6= n, while w3 ≤ n and by the above we have w4 < n.
Therefore all the e′′i belong to eˆ3. Since w3 ≤ n, this implies that w3 = n. Again
by Lemma 14.3 we have w4 6= 0. 
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Lemma 14.5 The label sequence of eˆ3 is 1, 2, ..., n at u2, and 1+r, 2+r, ..., n, 1, ..., r
at u1. The labels of Γa are as shown in Figure 14.3.
Proof. First assume that the label sequence of eˆ3 at u2 is not 1, 2, ..., n. Then
there is a pair of adjacent parallel edges e′′n, e
′′
1 with label n and 1 at u2, respec-
tively. By Lemma 14.4 e1 ∪ e′′1 and en ∪ e
′′
n are parallel pairs on Γb. Since e
′′
1 , e
′′
n
are adjacent on Γa while e1, en are not, this is a contradiction to Lemma 2.19.
Therefore the label sequence of eˆ3 at u2 must be 1, 2, ..., n.
Since by Lemma 14.4 the edge e′′i connects vi to vi+r with label 2 at vi and
1 at vi+r , we see that on Γa it has label i at u2 and i+ r at u1, hence the label
sequence of eˆ3 at u1 is r+1, ..., n, 1, ..., r. The labels of eˆ1, eˆ2, eˆ3 determine those
of the loops, and hence those of eˆ4. Therefore Γa must be as shown in Figure
14.3. 
Lemma 14.6 (1) The jumping number J = ±1.
92
(2) Orient the negative edges of Γa from u1 to u2. Then on Γb the edges of
eˆ1 form two essential cycles of opposite orientation on Fˆb.
Proof. (1) Since ∆ = 4 or 5, the jumping number is either ±1 or ±2. Let ei, e′i
be the edges of eˆ1, eˆ2, respectively, with label i at u1. If J = ±2 then these
edges are not adjacent among the 1-edges at vi in Γb. Since by Lemma 14.2
they are parallel in Γb, there would be more than 2na = 4 parallel edges in Γb,
which contradicts Lemma 2.2(2). Therefore J = ±1. Changing the orientation
of Fˆb if necessary, we may assume that J = 1.
(2) Now let C1, C2 be the cycles on Γb consisting of edges of eˆ1. We need to
show that they are of opposite orientation.
Let a1, a2, a¯, a3 be the edges with label 1 at u1, where ai ∈ eˆi for i = 1, 2, 3,
and a¯ ∈ eˆ5. Note that they appear in this order on ∂u1. Since J = 1, they also
appear in this order on ∂v1 in Γb, see Figure 14.4. By the proof of Lemma 14.3
we see that a3 is in the middle of a pair of parallel positive edges incident to v1,
which is not parallel to a1, a2, hence the orientation of C1 must be as shown in
Figure 14.4, where C1 is represented by the lower level chain.
vn
v
1
a'1
a'2
a'3
a 2
a 1
a 3
a
_

Figure 14.4
Now consider the edges labeled n at u1. There are 5 of them if ∆ = 5, but
we only consider a¯ and the edges a′1, a
′
2, a
′
3, where a
′
i ∈ eˆi. The order of the
label n endpoints of these edges on ∂u1 is a
′
3, a¯, a
′
1, a
′
2, while the orientation of
vn is opposite to that of v1. Therefore these edges appear on ∂vn as shown in
Figure 14.4. We see that C1, C2 are of opposite orientation on Fˆb. 
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Figure 14.5
Proposition 14.7 Suppose na = 2, n > 4, Γa,Γb are non-positive, and w1 =
w2 = n.
(1) On Γb each edge of eˆ4 connects a pair of adjacent vertices of some Ci,
but is not parallel to an edge of Ci.
(2) Two adjacent edges of eˆ4 lie in different annuli of Fˆb − ∪Ci.
(3) w4 = w5 = w6 = 2, ∆ = 4, and n = 6.
(4) The graphs Γa,Γb and their edge correspondence are as shown in Figure
14.5, where ei (resp. e
′
i) is the edge in eˆ1 (resp. eˆ2) with label i at u1, and the
edge between ei, e
′
i is the edge of eˆ3 with label i at u2.
Proof. (1) From Figure 14.3 we see that an edge e of eˆ4 with label i at u1 has
label i+ r at u2. Since the transition function of eˆ1 also maps i to i+ r, vi and
vi+r are connected by the edge ei of eˆ1, and hence are adjacent on one of the
cycles Cj . This proves the first part of (1). By Lemmas 14.2 and 14.4 each edge
ei of Cj is parallel to an edge e
′
i in eˆ2 and an edge e
′′
i in eˆ3, so if e is parallel to
ei then there would be four parallel positive edges in Γb, which would contradict
Lemma 14.1.
(2) By Lemma 14.6(2) the two cycles C1, C2 have opposite orientations.
Without loss of generality we may assume that the orientations of Ci are as
shown in Figure 14.5. Recall that C1 is the cycle containing the vertex v1.
By Lemma 14.6(1) we may assume without loss of generality that the jumping
number of the graphs is 1. Let e be an edge of eˆ4 with label k at u1, and let
ek, e
′
k, e
′′
k be the edges of eˆ1, eˆ2, eˆ3 with label k at u1. Then the endpoints of
these edges appear at ∂u1 in the order ek, e
′
k, e
′′
k, e, so on ∂vk they appear in
the same order. If vk is in C1 then the orientation of C1 points to the left and
the orientation of vk is clockwise, so e is in the annulus below C1. If vk is in
C2 then the orientation of C1 points to the right and the orientation of vk is
counterclockwise, so again e is in the annulus below C1. Since the labels of
adjacent edges of eˆ4 belong to different Ci in Γb, it follows from the above that
they are in different annuli of Fˆb − ∪Ci.
(3) Since each Ci contains n/2 > 2 vertices, there cannot be two edges on
the same side of Ci connecting two different pairs of adjacent vertices and yet
not parallel to an edge of Ci. Hence by (1) and (2) eˆ4 contains at most two
edges. By Lemma 14.4 w4 > 0, and from the labeling in Figure 14.3 we see that
w4 is even. Therefore w4 = 2.
If ∆ = 5 then the loop family of Γa at u1 contains n − 1 edges. This
contradicts Lemma 2.3(3) for n > 4. Hence ∆ = 4.
Let e be an edge of eˆ4 with endpoints on vi and vj in C2, lying on the annulus
A below C2. By (1) it is not parallel to the edge on C2 connecting vi, vj , so on A
it separates C1 from other vertices of C2, hence there is no edge in A connecting
C1 to vertices of C2 except possibly vi and vj . By Lemmas 14.2 and 14.4 there
are three parallel edges for each edge of Ci. Together with e, they contribute
7 edge endpoints to each of vi and vj , therefore ∆ = 4 implies that there are
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at most two edges in A connecting C1 to C2, one for each of vi, vj . Note that
these correspond to loop edges in Γa. Therefore the two annuli give rise to at
most 4 loops in Γa, so w5 = w6 ≤ 2. Since n > 4 and 2w5+w4 = (∆− 3)n = n,
it follows that n = 6, and w5 = w6 = 2.
(4) By Lemma 14.5 Γa is the graph in Figure 14.3. We have w4 = w5 =
w6 = 2 and w1 = w2 = w3 = n = 6, hence Γa is as shown in Figure 14.5(a).
The edges in eˆ2, eˆ3 are parallel to those in eˆ1, as shown in Lemmas 14.2 and
14.5, therefore they form families of three parallel edges, as shown in Figure
14.5(b). Orientations are from u1 to u2 on Γa, so the tails of these edges are
labeled 1 and the heads labeled 2 on Γb. The two edges in eˆ4 connect v4, v6
and v3, v5 respectively, and by (1) and (2) they are not parallel to edges in Ci
and lie in different annuli of Fˆb −C1 ∪C2, hence we may assume that they look
like that in Figure 14.5(b). The four edges in eˆ5 and eˆ6 are now determined by
the labeling of the edges and the vertices on Γb. The labeling of the weight 3
families in Γb are determined by the single edges and the assumption that the
jumping number is 1. 
15 Γa with na ≤ 2
The next few sections deal with the case that na ≤ 2 and nb ≤ 4. In this section
we set up notation and give some preliminary results.
We use G = (b1, b2, b3) to denote a graph G on a torus with one vertex and
three families of edges weighted b1, b2, b3. Similarly, denote by G = (ρ; a1, ..., a4)
a graph G on a torus which has two vertices, two families of loops of weight ρ,
and four families of edges eˆi with weight sequence a1, ..., a4 around the vertices.
It is possible that ρ and some of the ai may be zero. When ρ = 0 we will
simply write G = (a1, ..., a4). Note that the weight sequence is defined up to
cyclic rotation and reversal of order. When ρ = 0, any weight 0 can be moved
around without changing the graph, hence (2, 2, 0, 0) is equivalent to (2, 0, 2, 0),
but (1; 2, 0, 2, 0) is different from (1; 2, 2, 0, 0) and (3, 1, 3, 1) is different from
(3, 3, 1, 1). When it is necessary to indicate whether the vertices of G are parallel
or antiparallel, we write G = +(ρ; a1, ..., a4) if the vertices of G are parallel, and
G = −(ρ; a1, ..., a4) otherwise.
If na = 2 then Γa is of the form (ρ; a1, ..., a4). Note that if e is co-loop then
all edges parallel to e are. Hence we may define an edge eˆ in Γˆa to be co-loop if
one (and hence all) of its edges is co-loop. Define ǫi = 0 if eˆi is a co-loop, and
ǫi = 1 otherwise. Note that if nb = 2 then ǫi measures the difference between
the labels at the two endpoints of an edge in eˆi, so it is actually the same as the
transition number defined in Section 2.
Lemma 15.1 (The Congruence Lemma.) Suppose na = 2. Let eˆi, eˆj be
edges in Γˆa with the endpoints on the same pair of vertices u1, u2. Let ak be the
weight of eˆk.
(1) If Γˆa has no loops and ai, aj 6= 0 then ai + ǫi ≡ aj + ǫj mod 2. In
other words, ai ≡ aj mod 2 if and only if eˆi and eˆj are both co-loop or both non
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co-loop.
(2) If Γˆa has loops and ai, aj 6= 0, then ai ≡ aj mod 2.
(3) If Γˆa has loops and the endpoints of eˆi, eˆj at u1 are on the same side of
the loop at u1 then ai ≡ aj mod 2.
Proof. (1) Delete edges of Γˆa with zero weight. We need only prove the
statement for adjacent edges eˆ1, eˆ2 of Γˆa with non-zero weight. Let e1, ..., ea1
and e′1, ..., e
′
a2 be the edges in eˆ1 and eˆ2, respectively, so that e
′
1 is adjacent
to ea1 on ∂u1. Then e
′
a2 is adjacent to e1 on ∂u2. Without loss of generality
assume that the label of ei at u1 is i. (Since nb = 2, all labels of endpoints of
ei, e
′
j are mod 2 integers.) Then the label of e1 at u2 is 1 + ǫ1. On the other
hand, the label of e′1 at u1 is a1+1, so the label of e
′
a2 at u1 is a1+ a2, and the
label of e′a2 at u2 is a1+ a2+ ǫ2. See Figure 15.1. Since e
′
a2 is adjacent to e1 on
u2, the label of e1 on u2 is a1 + a2 + ǫ2 + 1. These two equations give
1 + ǫ1 ≡ a1 + a2 + ǫ2 + 1 mod 2
It follows that a1 ≡ a2 if and only if ǫ1 ≡ ǫ2 mod 2.
1 1
1
+1 +a2 ...
... ...
...a 1 1 2a a 
 1+ ε+a  +1 2a  2ε
Figure 15.1
(2) Again we need only prove the statement for adjacent edges eˆ1, eˆ2 with
non-zero weight. Since Γa has loops, the two vertices of Γˆb must be antiparallel.
If the two vertices of Γa are parallel then eˆ1, eˆ2 are both positive on Γa and
hence both negative on Γb, so they are both non co-loops. Similarly if the two
vertices of Γa are antiparallel then eˆ1, eˆ2 are both co-loops. Therefore ǫ1 = ǫ2
in either case. Note that the endpoints of eˆ1, eˆ2 are on the same side of the loop
at u1 if and only if their other endpoints are on the same side of the loop at
u2. Since the number of loops at the two vertices are the same, the distance
between the endpoints of ea1 and e
′
1 on ∂u1 is the same as that of e
′
a2 and e1
on ∂u2, hence the above argument can be modified to show that if a1, a2 6= 0
then a1 ≡ a2 mod 2. More explicitly, if there is no loop between the endpoints
of eˆ1, eˆ2 then the above argument follows verbatim, while if there are k loops
between them then the endpoint e′a2 is a1 + a2 + k at u1, and a1 + a2 + k + ǫ2
at u2, and we have a1 + a2 + k + ǫ2 + k + 1 = 1 + ǫ1, hence the result follows
because ǫ1 = ǫ2 mod 2.
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(3) This follows from (2) if ai, aj 6= 0. If ai = 0 and eˆj is on the same side
of the loop as eˆ1 (which is empty), then since a loop has different labels on its
two endpoints, the number of edges in eˆ2 must be even, hence a2 ≡ a1 = 0 mod
2. 
Lemma 15.2 Suppose Γb is positive, and contains a black bigon e1 ∪ e2 and a
white bigon e′1 ∪ e
′
2. Then on Γa the four edges e1, e2, e
′
1, e
′
2 cannot be contained
in two families of parallel edges.
Proof. Recall that no two edges are parallel on both graphs, so if the lemma
is not true then we may assume that ei is parallel to e
′
i on Γa. Let Bi be the
disk on Fa realizing the parallelism, and let D,D
′ be the bigon on Fb bounded
by e1 ∪ e2 and e′1 ∪ e
′
2, respectively. Then A = D ∪ D
′ ∪ B1 ∪ B2 is either a
Mo¨bius band or an annulus. The first case contradicts the fact that a hyperbolic
manifold M contains no Mo¨bius bands. In the second case A contains a single
white bigon and hence each of its boundary components intersects a curve of
slope ra transversely at a single point. Since e1 is an essential arc on both Fa
and A, A cannot be boundary parallel, and hence is essential in M , which is
again a contradiction to the hyperbolicity of M . 
16 The case na = 2, nb = 3 or 4, and Γ1,Γ2 non-
positive
Throughout this section we assume that na = 2, nb = 3 or 4, and both Γ1,Γ2
are non-positive. We will show that in this case there are only three possibilities
for the pair (Γa,Γb), given in Figures 16.6, 16.8 and 16.9. The following lemma
rules out the possibility that nb = 3.
Lemma 16.1 The case na = 2, nb = 3 and Γa,Γb non-positive, is impossible.
Proof. The graph Γa contains at most one loop at each vertex as otherwise it
would contain a Scharlemann bigon, which contradicts Lemma 2.2(4) because
nb = 3 implies that Fˆb is non-separating. There are at most four families of
edges on Γa connecting u1 to u2, containing a total of at least ∆nb − 2 ≥ 10
edges, hence there is a family containing 3 edges e1 ∪ e2∪ e3. These are positive
edges in Γb, and we may assume that ei has label i at u1. Since one of the
vertices of Γb, say v1, is anti-parallel to the other two vertices, the edge e1 is a
loop on Γb, so its label on u2 is also 1. Since u1, u2 are antiparallel, we see that
the label of ei at u2 is i for i = 1, 2, 3, hence they are all co-loop edges on Γa.
This is a contradiction to the 3-Cycle Lemma 2.14(2). 
We will assume in the remainder of this section that nb = 4. By Lemma 13.1
the graph Γˆa is as shown in Figure 13.1. Note that eˆ1, eˆ2 are on the same side
of the loop at each ui. Denote by wi the weight of eˆi, and put λ = w5 = w6.
Then we can denote Γa by (λ;w1, w2, w3, w4), and by Lemma 13.1(2) we may
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assume that w3 + w4 ≤ w1 + w2 = 6 or 8. By Lemmas 2.3(1) and 2.3(3) we
have λ,wi ≤ 4. Also, counting the number of edges incident to ui gives
4∑
i=1
wi + 2λ = 4∆
Lemma 16.2 (1) If wi ≥ 3 then si = 2, where si is the transition number of
eˆi.
(2) v1 is parallel to v3 and antiparallel to v2 and v4.
(3) (w1, w2) and (w3, w4) cannot be (3, 2), (3, 3) or (3, 4).
Proof. (1) Let si be the transition number of eˆi. By the 3-Cycle Lemma
(2.14(2)) we have si 6= 0. If s1 = ±1 then all vertices of Γb would be parallel,
which is a contradiction to the assumption that Γb is non-positive. Since nb = 4,
the only remaining possibility is that si = 2.
(2) If λ ≥ 3 then Γa contains a Scharlemann cycle among the loops, so Fˆb is
separating and the result follows. If λ ≤ 2 then the equation
∑
wi + 2λ = 4∆
gives wi ≥ 3 for some i. By (1) and the parity rule, vj is parallel to vj+2, hence
the result follows because Γb is non-positive.
(3) Assume w1 = 3. By the equation above, λ > 0, hence by Lemma 15.1
w2 is odd. The transition function of eˆ1 is given by (1), and it will determine
that of eˆ2. If w2 = 3 then one can check that the transition function of eˆ2 would
map j to j, which would be a contradiction to (1). 
Lemma 16.3 λ ≥ 2.
Proof. First assume λ = 0. Then Γa = (0; 4, 4, 4, 4). By Lemma 16.2(1) all
edges of Γa have label pair (1, 3) or (2, 4), see Figure 16.1. Thus Γˆb is a union
of two cycles, hence all edges from v1 to v3 in Γb are equidistant. Since two of
these edges are in eˆ1 and are not equidistant on Γa, this is a contradiction to
the Equidistance Lemma 2.17.
1  2  3  4 1  2  3  4
3  4  1  23  4  1  2
1  2  3  4 1  2  3  4
3  4  1  23  4  1  2
Figure 16.1
If λ = 1, then wj ≥ 2 for j = 1, ..., 4, so wi 6= 3 by Lemma 16.2(3). Hence
Γa = (1; 4, 4, 4, 2). One can check that the one of the families of weight 4
99
would have the same label on the two endpoints of any of its edges, which is a
contradiction to Lemma 16.2(1). 
Lemma 16.4 Suppose wi = wj = 4 and eˆi = e1 ∪ ... ∪ e4 and eˆj = e′1 ∪ ... ∪ e
′
4
satisfy (i) they have the same label sequence at u1, and (ii) e1 is equidistant to
e′1 on Γa. Then there exist at least 4 non co-loop edges in the other two non-loop
families of Γa.
Proof. The graph Γa is as shown in Figure 16.2 for the case (i, j) = (1, 2). (The
proof works in all cases.) Note that e1 being equidistant to e
′
1 implies that ek is
equidistant to e′k for k = 1, 2, 3, 4. We may assume that the label sequence of eˆi
and eˆj is 1, 2, 3, 4 at u1. By Lemma 16.2(1) the four edges e1 ∪ ...∪ e4 form two
essential cycles on Γb, so any edge on Γb with endpoints v1, v3 must be parallel
to e1 or e3. In particular, the edge e
′
1 has label pair (1, 3) and hence must be
parallel to either e1 or e3. Note that two parallel positive edges are equidistant.
Since e′1 is equidistant to e1 and e1 is not equidistant to e3 on Γa, it follows that
e′1 is not equidistant to e3 on Γa, therefore by the Equidistance Lemma and the
above we see that e′1 must be parallel to e1 on Γb. Similarly each e
′
k is parallel
to ek on Γb. Since e
′
k and ek have the same label k at u1 on Γa, they have the
same label 1 at vk in Γb, so there must be another edge e
′′
k between them. By
the above e′′k cannot be in eˆi ∪ eˆj , hence they belong to the other two families
of non-loop edges in Γa, and the result follows. 
1  2  3  4 1  2  3  4
3  4  1  23  4  1  2

...... ... ...
... ...... ...

Figure 16.2
Lemma 16.5 λ = 3 is impossible.
Proof. Suppose λ = 3. Using the Congruence Lemma (Lemma 15.1) and
Lemma 16.2(3) one can show that Γa has the following possibilities.
(1) ∆ = 5, (3; 4, 4, 4, 2);
(2) ∆ = 4, (3; 4, 4, 2, 0);
(3) ∆ = 4, (3; 4, 2, 4, 0);
(4) ∆ = 4, (3; 4, 2, 2, 2).
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In each case, the family of eˆ1 has weight 4. We assume that its label sequence
at u1 is 1, 2, 3, 4. Then by Lemma 16.2(1) its label sequence at u2 is 3, 4, 1, 2,
which then completely determines the labels of Γa. One can check that in case
(1) and (3) the family eˆ3 gives 4 parallel co-loops, which is a contradiction to
the 3-Cycle Lemma (Lemma 2.14(2)). Case (2) is impossible by Lemma 16.4.
It remains to consider case (4). The graph Γa is shown in Figure 16.3. The
third edge A of eˆ1 and the second edge B of eˆ3 in the figure both have label pair
(1, 3). As in the proof of Lemma 16.4, this implies that they are parallel on Γb.
Since Γˆa has at most 4 negative edges and at most 2 positive edges, by Lemma
2.2(2) Γb cannot have more than 2na = 4 parallel edges, so the endpoints of A
and B at v3 are adjacent among the four edge endpoints labeled 1 at v3. Since
∆ = 4, the jumping number is ±1, so the endpoints of A,B at u1 in Γa are also
adjacent among the four edge endpoints labeled 3 at u1. This is a contradiction
because this is not the case in Figure 16.3. 
1  2  3  4 1  2  3  4  1 2  3 4   1 2  3  4
    1  2 3  4  1  2 3  4  1 2  3 4   1 2  3  4
Figure 16.3
Lemma 16.6 If λ = 4, then Γa = (4; 4, 2, 4, 2), and the graphs Γa,Γb and their
edge correspondence are as shown in Figure 16.6.
Proof. Since Γa does not contain an extended Scharlemann cycle, by consid-
ering the labels at the endpoints of the four loops at u1 we see that w1 + w2 ≡
w3 + w4 ≡ 2 (mod 4). This, together with Lemmas 15.1 and 16.2(3), give the
following possibilities for Γa.
(1) ∆ = 5, Γa = (4; 4, 2, 4, 2);
(2) ∆ = 5, Γa = (4; 4, 2, 2, 4);
(3) ∆ = 4, Γa = (4; 4, 2, 2, 0).
We shall show that (2) and (3) are impossible, and (1) gives the example in
Figure 16.6.
Case (2) can be excluded by Lemma 16.4. The graph Γa is shown in Figure
16.4. Note that the corresponding edges of the two non-loop families of weight
4 are equidistant in Γa, and they have the same label sequence at u1. Since the
other two non-loop families of Γa consist of co-loops, this is a contradiction to
Lemma 16.4.
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1  2  3  4 1  2  3  4  1  2 3  4 1  2  3  4 1  2  3  4 
    1  2 3  4  1  2 3  4  1  2 3  4  1  2 3   4 1  2  3  4
Figure 16.4
The graph for case (3) is shown in Figure 16.5. Note that there is a loop in
Γb based at each vertex vi, so two edges connecting vi to different vertices must
be on different sides of the loop. Consider the four edges with label 3 at u1,
indicated by A,B,C,D in Figure 16.5. Note that they appear in this order on
∂u1. Since ∆ = 4, the jumping number is ±1, so they must also appear in such
an order on ∂v3 in Γb.
On the other hand, since A connects v3 to v1 while B,D connect v3 to v4, A
must be on a different side of the loop C at v3 than B,D. Hence when traveling
around ∂v3 in a certain direction the four edges appear in the order A,C,B,D
or A,C,D,B. This is a contradiction. Therefore Case (3) is impossible.
1  2  3  4 1  2  3  4  1  2 3  4 1  2  3  4 
    1  2 3  4  1  2 3  4  1  2 3   4 1  2  3  4
A C
D
B
Figure 16.5
In case (1), the graph Γa is shown in Figure 16.6(a). By the same argument
as above, we see that the edges B ∪ E and A ∪ C must be on different sides of
the loop D in Γb. Therefore B,E are adjacent among the 5 edges labeled 1 at
v3. Since they are not adjacent among the 3-edges at u1, the jumping number
must be ±2. This completely determines the edges around the vertex v3 up
to symmetry, which in turn determine the edges at adjacent vertices v1, v3 and
then the edges at v2. The graph Γb is shown in Figure 16.6(b). 
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1  2  3  4 1  2  3  4 3  4  1  2  3  4  1  21  2 3  4
3  4  1  21  2 3  4  1  2 3  4 1  2  3  4 1  2  3  4
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Figure 16.6
Lemma 16.7 If λ = 2, then either ∆ = 5 and Γa = (2; 4, 4, 4, 4), or ∆ = 4 and
Γa = (2; 4, 4, 4, 0). The graphs Γa,Γb are as shown in Figures 16.8 and 16.9.
Proof. Here the possibilities for Γa are
(1) ∆ = 5, Γa = (2; 4, 4, 4, 4);
(2) ∆ = 4, Γa = (2; 4, 4, 4, 0);
(3) ∆ = 4, Γa = (2; 4, 4, 2, 2);
(4) ∆ = 4, Γa = (2; 4, 2, 4, 2);
(5) ∆ = 4, Γa = (2; 4, 2, 2, 4).
The graphs in cases (3) – (5) are shown in Figure 16.7 (a) – (c). In cases (3)
and (4) the corresponding edges in the two weight 4 families are equidistant,
and the other two non-loop families are co-loops. Therefore these cases are
impossible by Lemma 16.4. In case (5) there are loops at v1 and v2 in Γb, and
there is a (34)-Scharlemann bigon in Γa which forms another essential cycle C
in Γb. Consider the two edges of Γa with label 3 at u1 and label 1 at u2. On
Γb these edges connect v3 and v1, and therefore must lie on the same side of C.
Hence they are adjacent among the four edges labeled 1 at v3 because the other
two edges connect v3 to v4. Since ∆ = 4, the jumping number must be ±1, so
these edges are also adjacent among the four edges with label 3 at u1, which is
a contradiction because on Figure 16.7(c) the two edges with label 3 at u1 and
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1 at u2 are not adjacent among the four edges labeled 3 at u1. Therefore (5) is
also impossible.
1  2  3  4 1  2  3  41  2 1  2 3  43  4
3  4  1  23  4  1  21  2 1  2 3  4 3  4 


1  2  3  4 1  2  3  4 1  2 1  2 3  43  4
3  4  1  23  4  1  2 1  2 1  2 3  4 3  4 


1  2  3  4 3  4  1  21  2 1  2 3  43  4
3  4  1  2 1  2  3  41  2 1  2 3  4 3  4 


(a)
(b) (c)
Figure 16.7
In case (1) the graph Γa is shown in Figure 16.8(a). Label the edges as in
the figure, and orient non-loop edges of Γa from u1 to u2. As in the proof of
Lemma 16.4, the i-th edge ei in eˆ1 must be parallel to the i-th edge e
′
i in eˆ2 on
Γb, and there is an edge of eˆ3 ∪ eˆ4 between them because ei, e′i both have label
1 at vi. For the same reason the i-th edge of eˆ3 is parallel to the i-th edge of
eˆ4, hence the positive edges of Γb form four families of weight 4. The two edges
ei, e
′
i are adjacent among the five edges labeled 1 at vi in Γb, hence the jumping
number J = ±1. Reversing the orientation of the vertices of Γb if necessary we
may assume J = 1. We may also assume that the vertices v1, v3 are oriented
counterclockwise and v2, v4 clockwise, otherwise we may look at Fˆb from the
other side.
Since Γb contains 4 parallel positive edges, by Lemma 13.2(2) Γa is kleinian,
so the weight of edges of Γˆb are all even. There are only two (14)-edges K,W
in Γa, so they must be parallel in Γb. They may appear in the order (K,W )
or (W,K) on ∂v1, but there is a homeomorphism of (Fˆa,Γa) which is label
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preserving, interchanging u1, u2 and mapping K to W , hence up to symmetry
we may assume that the order is (K,W ). Thus up to symmetry we may assume
that K and W appear in Γb as shown in Figure 16.8(b). This, together with
the orientation of the vertices and the fact that J = 1, completely determines
the edges around v1 and v4, and then the edges around v2 and v3. See Figure
16.8(b).
1    2    3    4 1    2    3    4  3     4    1    2  3     4    1    21    2 3    4
 3     4    1    2  3     4    1    2 1    2    3    4 1    2    3    4 1    23    4

1v 3v
4v 2v
(a)
(b)
A C F H
B D V WE
A
E RM
C
G TP
B
F SN
D
K
W
V
L
H UQ
G N QR T
S UMK LP
Figure 16.8
The graph Γa in case (2) is shown in Figure 16.9(a). As above, one can show
that each edge ei in eˆ1 is parallel to e
′
i ∈ eˆ2 and e
′′
i ∈ eˆ3, where ei, e
′
i have label
i at u1 and e
′′
i has label i at u2. Orient vi as above. Up to symmetry we may
assume J = 1, and A,E on Γb are as shown in Figure 16.9(b). This determines
P and the position of K at ∂v1, and hence the labels of the 2-edges at v1. The
4-labels at u1 appear in the order K,D,H,N , so on Γb they appear in this order
around v4, clockwise, hence D,H must be to the right of v4 in the figure. This
also determines the 2-edges at v4. In particular, the edges K and S must be
non-parallel. The remaining two edges R and L can be determined similarly,
using labels at v2 and v3. See Figure 16.9(b). 
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1    2    3    4 1    2    3    4  3     4     1    21    2 3    4
 3     4    1    2  3     4    1    2 1     2     3     4 1    23    4

1v 3v
4v 2v
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Figure 16.9
Proposition 16.8 Suppose na ≤ 2 and nb ≥ 3. Then Γa,Γb and their edge
correspondence are given in Figure 11.9, 11.10, 14.5, 16.6, 16.8 or 16.9.
Proof. First assume that Γa is positive. Then nb ≤ 4 by Lemma 3.2. By
Lemma 2.23 nb must be even, hence our assumption implies that nb = 4. By
Proposition 11.10 the graphs are as shown in Figure 11.9 or 11.10.
Now assume Γa is non-positive. Then we have na = 2. The case that Γb is
positive has been ruled out by Proposition 12.17. Hence Γa,Γb are both non-
positive. By Lemma 16.1 nb cannot be 3. By Proposition 14.7 if nb > 4 then
Γa,Γb are given in Figure 14.5. Finally if nb = 4. Then Lemma 16.3 and 16.5
says that λ = 4 or 2, which are covered by Lemmas 16.6 and 16.7, respectively,
showing that if λ = 4 then the graphs are in Figure 16.6, and if λ = 2 then the
graphs are the pair in Figure 16.8 or 16.9. 
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17 Equidistance classes
The next few sections deal with the case that ni ≤ 2 for i = 1, 2. In this section
we introduce the concept of equidistance classes. The main properties are given
in Lemmas 17.1 and 17.2, which will be used extensively in the next few sections.
Define a relation on the set of edges Ea of Γa such that e1 ∼ e2 if and only
if (i) they have the same label pair, (ii) they have the same endpoint vertices,
and (iii) they are equidistant.
Lemma 17.1 This is an equivalence relation.
Proof. We need only show that condition (iii) is transitive, i.e. if e1, e2, e3 are
edges on a graph Γ such that e1, e2 and e2, e3 are equidistant pairs, then e1, e3
are equidistant.
By definition we have du1(e1, e2) = du2(e2, e1), and du1(e2, e3) = du2(e3, e2),
hence du1(e1, e3) = du1(e1, e2)+du1(e2, e3) = du2(e2, e1)+du2(e3, e2) = du2(e3, e1).
This completes the proof. 
We will call this equivalence relation the ED relation. An equivalence class
is then called an ED class, and the number of ED classes is called the ED
number of Γa, denoted by ηa = η(Γa). We can then define Da = D(Γa) =
(c1, ..., cηa), where ci are the number of edges of the equivalence classes, ordered
lexicographically.
Lemma 17.2 Let Γa,Γb be intersection graphs. Then the edge correspondence
between the graphs induces a one to one correspondence between the ED classes
of Γa and Γb; in particular η(Γa) = η(Γb), and D(Γa) = D(Γb).
Proof. Note that e1, e2 satisfy (i) on Γa if and only if they satisfy (ii) on Γb.
The Equidistance Lemma 2.17 now says that a pair of edges are equivalent on
Γa if and only if they are equivalent on Γb. 
1 1 1 12 2 2 2
1 1 1 12 2 2 2
1e 2e
1 1 1 12 2 2 2
1 1 1 12 2 2 2
1 1 1 12 2 2 2
1 1 1 12 2 2 2
(a) (b) (c)
Figure 17.1
Example 17.3 (1) Consider a graph Γa = +(3, 3, 1, 1) and assume nb = 2, see
Figure 17.1(a). In general if nb = 2 then all parallel positive edges are in the
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same ED class because they have the same label pairs and they are equidistant.
One can check that non-parallel edges are not equidistant. (For example, let
u1 be the top vertex, u2 the bottom vertex, and let e1, e2 be as shown in the
figure; then du1(e1, e2) = 4 6= 2 = du2(e2, e1).) Hence D(Γa) = (3, 3, 1, 1).
Compare this with Γˆa = +(3, 1, 3, 1), in which case the two families of 3 edges
are equidistant, and the other two families of weight 1 are equidistant, hence
D(+(3, 1, 3, 1)) = (6, 2).
(2) Consider Γa = −(3, 3, 1, 1) or −(3, 1, 3, 1), and suppose that the edges
of Γa are not co-loops (hence conditions (i) and (ii) in the definition of ED
equivalence are satisfied), see Figure 17.1(b) and (c). Equidistant edges are in-
dicated in the figure by different kind of lines. We can see that D(−(3, 3, 1, 1)) =
D(−(3, 1, 3, 1) = (4, 2, 2).
(3) When Γa = −(4, 2, 2, 0), each of the middle edges of the family of 4 is
equidistant to one edge in each of the two weight 2 families, and the other two
edges of the weight 4 families are not equidistant to any other edges. Hence
D(−(4, 2, 2, 0)) = (3, 3, 1, 1)
(4) Suppose Γa = +(4, 2, 2, 0) and all edges have label pair (12). Then one
can check that each family of parallel edges forms an ED class, hence D(Γa) =
(4, 2, 2).
(5) Suppose Γa = +(2, 2, 2, 2) and all edges have label pair (12). Then one
can show that the first family is equidistant to the third family, but not to the
adjacent families. Hence D(Γa) = (4, 4).
(6) Similarly if Γa = +(4, 4, 0, 0) and all edges have the same label pair then
D(Γa) = (8).
18 The case nb = 1 and na = 2
Lemma 18.1 Suppose na = 2 and nb = 1. Then one of the following holds.
(1) Γa = −(1, 1, 1, 1) and Γb = (4, 0, 0).
(2) Γa = −(2, 2, 0, 0) and Γb = (2, 2, 0).
(3) Γa = −(2, 1, 1, 1) and Γb = (3, 1, 1). The graphs Γa,Γb and their edge
correspondence are given in Figure 18.2.
Proof. In this case Γˆb has a single vertex, and Γˆa has two vertices of op-
posite orientation and has no loops. Hence we have Γa = (a1, ..., a4), and
Γb = (b1, b2, b3). We have b1 + b2 + b3 = ∆. If bi, bj are non-zero and bi + bj is
odd then one can check that one of the eˆi, eˆj is a family of co-loops, which is
a contradiction to the parity rule. Hence bi ≡ bj mod 2 for all bi, bj non-zero.
Thus if ∆ = 5 then up to symmetry we have Γb = (3, 1, 1), and if ∆ = 4 then
Γb = (4, 0, 0) or (2, 2, 0).
If Γb = (4, 0, 0) then the four parallel edges are mutually non-parallel on Γa,
hence Γa = −(1, 1, 1, 1).
If Γb = (2, 2, 0), one can check that edges in different families are not equidis-
tant, hence D(Γb) = (2, 2). Since each pair of parallel edges contributes one
edge to each of two families in Γa, we have Γa = −(2, 2, 0, 0), −(2, 1, 1, 0) or
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−(1, 1, 1, 1). When Γa = −(2, 1, 1, 0) the two single edges are equidistant, while
each of the two parallel edges form an ED class, so D(Γa) = (2, 1, 1) 6= D(Γb).
Also, when Γa = −(1, 1, 1, 1) we have D(Γa) = (4). Therefore in this case we
have Γa = −(2, 2, 0, 0).
No suppose Γb = (3, 1, 1). In this case the three parallel edges are equidis-
tant, and each of the other two edges is not equidistant to any other edges.
Hence D(Γb) = (3, 1, 1). Since the three parallel edges in Γb are mutually non-
parallel on Γa, Γˆa has at least three edges. One can show that D(−(2, 2, 1, 0)) =
(2, 2, 1) 6= D(Γb), hence Γˆa 6= −(2, 2, 1, 0). Therefore Γa = −(3, 1, 1, 0) or
−(2, 1, 1, 1).
In the case that Γa = −(3, 1, 1, 0) and Γb = (3, 1, 1), the graphs are as shown
in Figure 18.1. The three parallel edges B,C,E are equidistant, hence they
represent the two weight 1 edges eˆ2, eˆ3 and the middle edge of the weight 3
edge eˆ1, so the other two edges A,D must be as shown in Figure 18.1(a) up to
symmetry. Since they are non-adjacent at u1 and their label 1 endpoints are
non-adjacent among the five label 1 edge endpoints at v1 in Γb, the jumping
number must be ±1. This determines the edge correspondence between Γa and
Γb, as shown in Figure 18.1.
The torus Fˆa cutsM(ra) into two components. LetW be the one containing
the bigon α on Fb bounded byB∪E and the 3-gon β bounded byA∪C∪D. It can
be constructed by attaching a 1-handle representing part of the Dehn filling solid
torus, then two 2-handles represented by α, β, then a 3-cell. The fundamental
group of W is generated by the horizontal circle x and the vertical circle y
shown in the figure, and the 1-handle z from u2 to u1. On the boundary of α, β,
A,B,C,D,E represent 1, x, xy, 1, 1, respectively, and each corner represents z,
hence α, β give the relations zzx = 1 and zxyzz = 1, respectively. Solving these
in x and y shows that π1(W ) = Z, generated by z. It follows that Fˆa is not
π1-injective in W , and hence is compressible. This is a contradiction.
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We now have Γa = −(2, 1, 1, 1) and Γb = (3, 1, 1). The three parallel edges
B,C,E are equidistant, hence on Γa they are the single edges because they are
equidistant to each other but not to the edges in the weight 2 family. Since the
109
edge endpoints of these are consecutive on ∂v1 while the 1-label endpoint of E
at v1 is not adjacent to that of either B or C, the jumping number must be ±2.
This determines the correspondence of the edges up to symmetry, see Figure
18.2. 
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19 The case n1 = n2 = 2 and Γb positive
In this section we assume that n1 = n2 = 2 and Γb is positive. Then no edge of
Γˆa is a loop, hence Γa = −(a1, ...a4), and Γb = +(ρ; b1, ..., b4).
When ρ 6= 0 we may rearrange the ai to write Γa = −(r1, ..., rp | s1, ..., sq),
where ri are the weights of the co-loop edges, and sj are the weights of the non
co-loop edges.
Lemma 19.1 Suppose n1 = n2 = 2 and Γb is positive.
(1) All non-zero bi are of the same parity, all non-zero rj are of the same
parity, all non-zero sk are of the same parity, and the non-zero rj and sk are
of opposite parity.
(2) ri ≤ 2, sj ≤ 4, and ρ+ bk ≤ 4.
(3) 2ρ+
∑
bi = 2∆, and
∑
ri +
∑
sj = 2∆.
Proof. (1) This follows from the Congruence Lemma 15.1.
(2) Since Γˆb has at most two loops, each co-loop family of Γa contains at
most two edges, hence ri ≤ 2. Similarly, since Γˆb has at most four non-loop
edges, sj ≤ 4. On Γb, ρ is the number of edges in a loop family, which is no
more than p, the number of co-loop edges in Γˆa. Similarly, bk is no more than
q, the number of non co-loop edges in Γˆa. Since Γˆa has at most 4 edges, we
have ρ+ bk ≤ 4.
(3) This follows from the fact that each vertex of Γa or Γb has valence 2∆.

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Lemma 19.2 Suppose n1 = n2 = 2 and Γb is positive. If ρ = 4 then Γa =
−(2, 2, 2, 2), and Γb = +(4; 0, 0, 0, 0).
Proof. Since ρ+ bj ≤ 4 (Lemma 19.1(2)), we have bi = 0 for all i, hence from
Lemma 19.1(3) we have ∆ = 4. Thus Γˆb is a union of two disjoint loops, each
representing a family of four edges. Since each family of four parallel edges in
Γˆb contributes one edge to each family in Γa, we have Γa = −(2, 2, 2, 2). 
Lemma 19.3 Suppose n1 = n2 = 2 and Γb is positive. Then ρ 6= 3.
Proof. Suppose ρ = 3. The three loops in a family represent different classes
on Γˆa, so Γˆa has at least three co-loop edges. Since Γb has some non-loop edges,
Γˆa has at least one non co-loop edge. It follows that Γˆa has exactly three co-loop
edges, so Γa = −(2, 2, 2 | s1). Since
∑
ri +
∑
sj = 2∆ is even, s1 is even, which
contradicts Lemma 19.1(1). 
Lemma 19.4 Suppose n1 = n2 = 2 and Γb is positive. Then ρ 6= 2.
Proof. On Γˆa there are non-co-loop edges, so there are at most three co-loop
edges, but since ri ≤ 2 and
∑
ri = 4 and the ri’s are of the same parity,
there must be exactly two co-loop edges. Hence Γa = −(2, 2 | s1, s2). By the
Congruence Lemma, the si are odd, hence either ∆ = 5 and Γa = −(2, 2 | 3, 3),
or ∆ = 4 and Γa = −(2, 2 | 3, 1).
If ∆ = 4 and Γa = −(2, 2 | 3, 1), then from Lemma 19.1 we have bi ≤
2,
∑
bi = 4, and bi ≡ bj mod 2 if bi, bj 6= 0. These conditions give Γb =
+(2; 1, 1, 1, 1), +(2; 2, 2, 0, 0) or +(2; 2, 0, 2, 0). One can check that in the first
two cases the four non-loop edges of Γb form two equidistance classes of 2 edges
each, so Db = (2, 2, 2, 2), and in the third case the four non-loop edges are
all equidistant to each other, so Db = (4, 2, 2). On the other hand, the three
parallel edges of Γa belong to distinct classes, and there are at least two co-loop
classes, hence η(Γa) ≥ 5. This is a contradiction to Lemma 17.2.
If ∆ = 5 and Γa = −(2, 2 | 3, 3), then from Lemma 19.1 we have bi ≤ 4−ρ =
2,
∑
bi = 6, and bi ≡ bj mod 2 if bi, bj 6= 0, so we must have Γb = +(2; 2, 2, 2, 0).
Depending on the weight sequence of the edges of Γˆa, we have Γa = −(3, 2, 3, 2)
or −(3, 3, 2, 2). If Γa = −(3, 2, 3, 2) then from the labeling one can see that the
two edges with both endpoints labeled 1 are not equidistant. Since these are
parallel loops at v1 of Γb, they are equidistant on Γb, which is a contradiction
to the Equidistance Lemma 2.17. Therefore Γa 6= (−3, 2, 3, 2).
Now suppose Γa = −(3, 3, 2, 2), and Γb = +(2; 2, 2, 2, 0). Then the graphs
are as shown in Figure 19.1. Consider the edges A,B,C,D,E with label 1 at
u1 of Γa. These correspond to the 5 edges with label 1 at v1 of Γb. Note that
on Γa D,E are co-loop edges, hence on Γb they are the two loops at u1. Since
their endpoints with label 1 are not adjacent among the 1-edges at v1 in Γb,
the jumping number must be ±2, so among these edges in Γb, the edge B is
the one in Γb which is adjacent to both D and E at v1, as shown in the Figure.
Now consider the five edges labeled 2 at u2. Note that they appear in the order
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CABFG. Using the same argument as above we see that the edge A is the one
adjacent to both F and G, so we would have A = B, which is a contradiction.
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Lemma 19.5 Suppose n1 = n2 = 2 and Γb is positive. Then ρ 6= 1.
Proof. Suppose ρ = 1. Then Γa has two co-loop edges, hence Γa = −(1, 1 | s1, s2)
or −(2 | s1, s2, s3).
If ∆ = 5 then the second case does not happen since by the Congruence
Lemma si would be 0 or odd and
∑
si = 8, which would give si > 4 for
some i, contradicting Lemma 19.1(2). Therefore Γa = −(1, 1 | 4, 4). Since each
weight 4 family contributes one edge to each non-loop family of Γb, we have
Γb = +(1; 2, 2, 2, 2). Now the graph Γˆb contains both black and white bigons,
whose edges all belong to the two weight 4 families on Γa. This is a contradiction
to Lemma 15.2.
If ∆ = 4 then Γa = −(1, 1 | 4, 2) or −(2 | 3, 3, 0). The first case cannot
happen because the eˆi of weight 4 contributes one edge to each family in Γˆb,
while the edge of weight 2 contributes one edge to each of two families, so
Γb = +(1; 2, 2, 1, 1), which contradicts the Congruence Lemma. In the second
case for the same reason above we must have Γb = +(1; 2, 2, 2, 0). Again there
are black and white bigons, which contradicts Lemma 15.2 because on Γa the
edges of these bigons all belong to the two weight 3 families. 
Lemma 19.6 Suppose n1 = n2 = 2 and Γb is positive. If ρ = 0 then ∆ = 5.
Proof. In this case there is no loop on either graph, hence by Lemma 19.1(1)
all non-zero ai have the same parity, and all non-zero bj have the same parity.
Any two edges connect the same pair of vertices and have the same pair of labels
on their two endpoints, hence by definition they are ED equivalent if and only
if they are equidistant.
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Assume ∆ = 4. By the Congruence Lemma each of Γˆa and Γb is of type
(4, 4, 0, 0), (2, 2, 2, 2), (4, 2, 2, 0), (3, 1, 3, 1), or (3, 3, 1, 1). Let e1 ∪ e2 be a bigon
on Γb. Then e1 and e2 are equidistant on Γb, so by Lemma 2.17 they form
an equidistant pair on Γa. Note that since e1 and e2 are not loops on Γb, on
Γa they have different labels on u1. On the other hand, one can check that if
Γa = −(4, 4, 0, 0) or −(2, 2, 2, 2) then an equidistant pair e1, e2 on Γa must have
the same label on u1, which is a contradiction. Therefore Γa = −(4, 2, 2, 0),
−(3, 3, 1, 1) or −(3, 1, 3, 1). (Note that the above argument does not apply to
Γˆb since a pair of parallel edges on Γa is not an equidistant pair.) We will rule
these out one by one.
CLAIM 1. The case Γa = −(4, 2, 2, 0) is impossible.
If Γa = −(4, 2, 2, 0) then bi 6= 0 for all i, hence Γb = +(2, 2, 2, 2) or
+(3, 1, 3, 1), or +(3, 3, 1, 1). In the first case all black (say) faces of Γb are
bigons, so Lemma 13.2(2) implies that Γb is kleinian because Γˆa has more
than two edges. Since Γˆa has a single edge of weight 4, it will be fixed by
the free involution given in Lemma 6.2(4), which is absurd. By Example
17.3 we have D(−(4, 2, 2, 0)) = (3, 3, 1, 1), and D(+(3, 1, 3, 1)) = (6, 2), hence
Γb 6= +(3, 1, 3, 1). It follows that Γb = +(3, 3, 1, 1). The graphs are shown in
Figure 19.2. Each of A,D on Γa forms an equidistance class, hence they are the
single edges on Γb. Up to symmetry we may assume that A,D are as shown in
Figure 19.2(b). This and the jumping number J determines the edge correspon-
dence of the graphs. The case that J = 1 is shown in the figure. When J = −1
the edges G,E would be equidistant on Γa but not on Γb, which is impossible.
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Figure 19.2
Let P1, P2 be the bigon disks on Fa bounded by A∪B and C∪D, respectively.
Then the union of P1, P2 and two disks on T0 form an annulusQ. More explicitly,
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let a1 (resp. b1) be the arc on ∂u1 (resp. ∂u2) from the endpoint of A to that
of B, a2 (resp. b2) the arc on ∂u1 (resp. ∂u2) from the endpoint of C to that
of D, a3 (resp. b3) on ∂v1 (resp. ∂v2) from A to C, and a4 (resp. b4) on ∂v2
(resp. ∂v1) from B to D. Then a1 ∪ ... ∪ a4 (resp. b1 ∪ ... ∪ b4) bounds a disk
P3 (resp. P4) on the boundary torus T0. Now Q = P1 ∪ ...∪P4 is an annulus in
M . Note that ∂Q consists of two simple closed curves ∂1 = A∪C ∪ a3 ∪ b3 and
∂2 = B ∪D ∪ a4 ∪ b4.
Orient A,B to point from u1 to u2 on Γa. This determines the orientation
of ∂i. Note that they are parallel on the annulus Q. On Γb the orientations of
A,B are from label 1 to label 2, as shown in the figure. This determines the
orientation of C,D. It is important to see that ∂1, ∂2 are parallel as oriented
curves on Fˆb. Let Q
′ be an annulus on Fˆb with ∂Q
′ = ∂1 ∪ ∂2. Then Q ∪ Q′
is a non-separating torus (not a Klein bottle!) in M(rb) intersecting the Dehn
filling solid torus at a single meridian disk, which contradicts the choice of Fˆb.
Therefore this case is impossible.
CLAIM 2. The case Γa = −(3, 1, 3, 1) is impossible. If Γa = −(3, 3, 1, 1)
then Γb = +(4, 2, 2, 0).
Now suppose Γa = −(3, 3, 1, 1) or−(3, 1, 3, 1) and Γb = +(4, 4, 0, 0), +(4, 2, 2, 0),
+(2, 2, 2, 2), +(3, 3, 1, 1) or +(3, 1, 3, 1). By Example 17.3 we haveD(−(3, 3, 1, 1)) =
−(3, 1, 3, 1) = (4, 2, 2). On the other hand, by Example 17.3 we also have
D(+(4, 4, 0, 0)) = (8),D(+(4, 2, 2, 0)) = (4, 2, 2),D(+(2, 2, 2, 2)) = (4, 4),D(+(3, 3, 1, 1)) =
(3, 3, 1, 1), and D(+(3, 1, 3, 1)) = (6, 2). Therefore by Lemma 17.2 in this case
we must have Γˆb = +(4, 2, 2, 0). If Γˆa = −(3, 1, 3, 1) then the four edges in the
same ED class all have label 2 (say) at u1, which means that on Γb they all have
label 1 at v2, so they cannot be the four parallel edges in +(4, 2, 2, 0). Therefore
Γˆa 6= −(3, 1, 3, 1).
CLAIM 3. The case Γˆa = −(3, 3, 1, 1) is impossible.
By Claim 2 we have Γˆb = +(4, 2, 2, 0). The graphs are as shown in Figure
19.3. While the graphs are similar to that in Figure 19.2, the argument is
necessarily different because the orientation of the vertices of Γb here are parallel
while that of Γa in Figure 19.2 are antiparallel. One can check that up to
symmetry the edge correspondence must be as shown in the figure.
We would like to apply Lemma 2.15 to get a contradiction. To do that, let
Q be the face of Γa bounded by A ∪ B ∪ E ∪ H . The edge B is parallel to C
on Γb, and C is a non-border edge on Γa, hence one of the bigons C ∪ H or
C ∪ F is a coupling face Q′ of Q along the edge B. By Lemma 2.15 there is a
rel ∂ isotopy of Fa such that the new intersection graph Γ
′
a is obtained from Γa
by deleting A and E and adding two edges parallel to B and F , respectively.
It follows that Γ′a = −(4, 2, 2, 0). This is impossible by Claim 1. Therefore the
case Γˆa = −(3, 3, 1, 1) is also impossible. 
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Lemma 19.7 Suppose n1 = n2 = 2 and Γb is positive. If ρ = 0 then Γa =
−(3, 3, 3, 1) and Γb = +(3, 3, 3, 1). The graphs Γa,Γb and their edge correspon-
dence are shown in Figure 19.4.
Proof. By Lemma 15.1 all non-zero ai have the same parity, and all non-
zero bj have the same parity. By Lemma 19.6 we have ∆ = 5, so each of Γa
and Γb is of type (4, 4, 2, 0), (4, 2, 2, 2) or (3, 3, 3, 1). If some bi = 4 then by
Lemma 13.2(2) Γa is kleinian, but since each of the above type has an edge
whose weight is non-zero and different from the others, it must be mapped to
itself by the involution in Lemma 6.2(4), which is a contradiction because it
is supposed to be a free involution on Fˆa. It follows that Γb = +(3, 3, 3, 1).
Direct calculation gives D(+(3, 3, 3, 1)) = (4, 3, 3), D(−(4, 4, 2, 0)) = (3, 3, 2, 2),
D(−(4, 2, 2, 2)) = (4, 4, 1, 1), and D(−(3, 3, 3, 1)) = (4, 3, 3). Hence by Lemma
17.2 we have Γa = −(3, 3, 3, 1).
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The graphs Γa,Γb are as shown in Figure 19.4. Label the edges of Γa as
in the figure. Relabeling the vertices of Γb if necessary, we may assume that
the labels of edges of Γa at u1 are as shown. Since Γb has no loops, each edge
of Γa has different labels on its two endpoints, which determines the labels at
u2. One can check that Γa has three equidistance classes c1 = {B,E,G, I},
c2 = {A,D,H} and c3 = {C,F, J}. Since Γb is positive, each family belongs to
an equidistance class; moreover, one can check that the single edge is equidistant
to the non-adjacent family of weight 3, which we will denote eˆ1. Therefore these
must belong to c1. On Γa, B has label 1 at u2, so on Γb B has label 2 at v1. It
follows that B is the middle edge in eˆ1. This determines the labels on v1 and v2.
Now the endpoints of E,G, I ∈ c1 are adjacent on ∂u1 among edge endpoints
labeled 1, but they are not all adjacent on ∂v1 because the single edge is not
adjacent to those in eˆ1 among edges with label 1 at v1 in Γb. Therefore the
jumping number J cannot be ±1, so J = ±2. Reversing the orientation of v1, v2
if necessary we may assume that J = 2. Thus the edges E,G, I in Γb must be as
shown. The other edges are now determined by this information. For example,
the edges with label 2 at u1 appear in the order B,D, F,H, J , so on Γb the edges
with label 1 at v2 appear in the order B,H,D, J, F . 
20 The case n1 = n2 = 2 and both Γ1,Γ2 non-
positive
In this section we assume that n1 = n2 = 2 and both Γ1,Γ2 are non-positive.
Let Γa = (ρa; a1, ..., a4), and Γb = (ρb; b1, ..., b4). Without loss of generality we
may assume that ρb ≥ ρa.
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Lemma 20.1 Suppose n1 = n2 = 2, and Γ1,Γ2 are non-positive.
(1) ∆/2 ≤ ρb ≤ 4.
(2) 2ρa +
∑
ai = 2∆, and 2ρb +
∑
bi = 2∆.
(3) ai, bi ≤ 2.
Proof. (1) Since a loop in Γa corresponds to a non-loop in Γb and vice versa,
we have ρa + ρb = ∆. We have assumed ρb ≥ ρa, so ρb ≥ ∆/2. Since no two
edges are parallel on both graphs and Γˆa has at most four non-loop edges, we
also have ρb ≤ 4.
(2) This follows from the fact that the valence of a vertex in Γa or Γb is 2∆.
(3) Since Γa and Γb are non-positive, a non-loop edge in Γa is a loop in Γb,
hence there are at most two edges in each non-loop family of Γa, i.e. ai ≤ 2.
Similarly for bi. 
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Lemma 20.2 Suppose n1 = n2 = 2, ∆ = 5, and Γ1,Γ2 are non-positive. Then
Γa = −(2; 2, 2, 2, 0) and Γb = −(3; 1, 1, 1, 1) or −(3; 2, 2, 0, 0).
Proof. By Lemma 20.1(1) we have ρb = 3 or 4. If ρb = 4 then each loop family
contributes one edge to each non-loop family of Γa, hence Γa = −(1; 2, 2, 2, 2).
The four loops e1, e2, e3, e4 at v1 are equidistant to each other; on the other
hand, from Figure 20.1 one can see that ei is equidistant to ej on Γa if and
only if ei and ej are on the same side of the loop at u1. This is a contradiction.
Therefore this case cannot happen.
Now assume ρb = 3. Then by the Congruence Lemma we have Γb =
−(3; 2, 0, 2, 0), −(3; 2, 2, 0, 0) or −(3; 1, 1, 1, 1). Since ρa = ∆ − ρb = 2, we have∑
ai = 10 − 2ρa = 6. By Lemma 20.1 we have ai ≤ 2, therefore by the Con-
gruence Lemma we must have Γa = −(2; 2, 2, 2, 0). The first case for Γb above
cannot happen because the two non-loop 1-edges are not equidistant in Γb while
as parallel loops on Γa they are equidistant on Γa. Therefore Γb = −(3; 2, 2, 0, 0)
or −(3; 1, 1, 1, 1). 
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Lemma 20.3 Suppose n1 = n2 = 2, ∆ = 4, and Γ1,Γ2 are non-positive. Then
one of the following holds.
(1) Γa = −(2, 2, 2, 2) and Γb = −(4; 0, 0, 0, 0).
(2) Both Γ1 and Γ2 are of type −(2; 1, 1, 1, 1).
(3) Both Γ1 and Γ2 are of type −(2; 2, 0, 2, 0).
(4) Both Γ1 and Γ2 are of type −(2; 2, 2, 0, 0).
Proof. If ρb = 4 then Γb = −(4; 0, 0, 0, 0) and each loop family contributes one
edge to each family of Γa, hence Γa = −(2, 2, 2, 2).
If ρb = 3, then by the Congruence Lemma 15.1 we have Γa = −(1; 2, 2, 2, 0).
Let e1, e2, e3 be the three loops at v1. As parallel positive edges, they are
equidistant on Γb. On Γa they are as shown in Figure 20.2. One can check
that e1 is equidistant to e2 but not e3, which is a contradiction to Lemma 2.17.
Therefore ρb 6= 3.
When ρb = ρa = 2, by the Congruence Lemma each of Γa and Γb is of type
−(2; 1, 1, 1, 1) or −(2; 2, 2, 0, 0) or −(2; 2, 0, 2, 0). We are done if both Γa,Γb are
of the same type.
If Γa = −(2; 2, 2, 0, 0) then the two non-loop edges with label 1 at both
endpoints are adjacent among the four edges labeled 1 at u1, hence on Γb the
two loops at u1 are adjacent among the four edges with label 1 at v1, which
implies that Γb cannot be −(2; 2, 0, 2, 0) or −(2; 1, 1, 1, 1).
It remains to rule out the possibility that Γa = −(2; 1, 1, 1, 1) and Γb =
−(2; 2, 0, 2, 0). In this case the graphs are as shown in Figure 20.3.
Label the edges of Γa as in the figure. We want to show that this determines
the labels of the edges of Γb up to symmetry. Since ∆ = 4, by changing the
orientation of Fˆb if necessary we may assume that the jumping number is 1. The
1-edges at u1 are in the order A,B,C,D, so these labels appear in this order at
v1 on Γb. The order of the 1-edges at u2 is A,X,C, Y , so the 2-edges at v1 are
also in this order, which determines the edges X,Y on Γb. Finally, the order
of the 2-edges at u1 determines the edges E,F in Γb. Hence the labels of the
graphs are as shown in Figure 20.3.
One way to see that these graphs are not realizable is to consider the annulus
A from ∂v1 to ∂v2 along the positive orientation, draw the segments of ∂u1, ∂u2
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on this annulus and check that these arcs must intersect on A, which contradicts
the fact that ∂u1, ∂u2 are parallel curves on the torus T0. Here is another way.
Consider the endpoints of the edges D,X , labeled a, b, c, d on the two graphs.
We have
dv1(a, c) = dv2(b, d) = 1
so by Lemma 2.16 (applied with ui, uj , vk, vl replaced by v1, v2, u1, u2 and P,Q,R, S
replaced by a, c, b, d), we should have
du1(a, b) = du2(c, d)
However, on Γa we have du1(a, b) = 5 while du2(c, d) = 3, which is a contradic-
tion. 
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Proposition 20.4 Suppose na, nb ≤ 2. Then up to symmetry Γa and Γb are
one of the following pairs.
(1) −(1, 1, 1, 1) (4, 0, 0)
(2) −(2, 2, 0, 0) (2, 2, 0)
(3) −(2, 1, 1, 1) (3, 1, 1)
(4) −(2, 2, 2, 2) +(4; 0, 0, 0, 0)
(5) −(3, 3, 3, 1) +(3, 3, 3, 1)
(6) −(2; 2, 2, 2, 0) −(3; 1, 1, 1, 1)
(7) −(2; 2, 2, 2, 0) −(3; 2, 2, 0, 0)
(8) −(2, 2, 2, 2) −(4; 0, 0, 0, 0)
(9) −(2; 1, 1, 1, 1) −(2; 1, 1, 1, 1)
(10) −(2; 2, 0, 2, 0) −(2; 2, 0, 2, 0)
(11) −(2; 2, 2, 0, 0) −(2; 2, 2, 0, 0)
Proof. This follows from the lemmas in Sections 18–20. More precisely, the case
nb = 1 is done in Lemma 18.1, which gives (1)–(2) above; the case na = nb = 2
and Γb positive is discussed in Lemmas 19.2–19.7 according to different numbers
of loops on Γb, which gives (3)–(5); the case na = nb = 2 with both graphs
non-positive is discussed in Lemmas 20.2–20.3, with the possibilities listed in
(6)–(11). 
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Proposition 20.5 For each of the cases (3), (5), (6), (9) and (10) of Proposi-
tion 20.4, the correspondence between edges of Γa,Γb is unique up to symmetry,
and is shown in Figures 18.2, 19.4, 20.4, 20.5 and 20.6, respectively.
Proof. For cases (3) and (5) this follows from Lemmas 18.1 and 19.7.
In case (6) we have Γa = −(2; 2, 2, 2, 0) and Γb = −(3; 1, 1, 1, 1). The graphs
Γa,Γb are as shown in Figure 20.4. Label the edges of Γb as shown in the figure.
By symmetry we may assume that the labels on the edge endpoints of Γb are as
in the figure. Also up to symmetry of Γb on the torus Fˆb we may assume that
the labels on v1 are as in the figure.
The label 1 endpoints of A,B,C are non-adjacent among the 1-labels on
∂v1. These are non-loops on Γa, and one in each family, hence their endpoints
at u1 are also non-adjacent among endpoints labeled 1. This forces the jumping
number J to be ±1. Now on Γa the edge A must be as shown. It is easy to see
that this determines the labels on the other edges in Γa.
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In case (9) we have Γa = −(2; 1, 1, 1, 1), Γb = −(2; 1, 1, 1, 1), and ∆ = 4, so
we may assume J = 1. Label edge endpoints and edges of Γa as in the figure.
Using symmetry we may assume A to be any one of the two non-loop edges
labeled 1 at v1. Then this determines the labels on the other edges. See Figure
20.5.
The determination of the edge correspondence for case (10) is similar. The
graphs are shown in Figure 20.6. 
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21 The main theorems
SupposeM is a hyperbolic manifold admitting two toroidal Dehn fillingsM(r1),M(r2).
Let Fa be essential punctured tori in M such that ∂Fa consists of a minimal
number of copies of ra, and F1 intersects F2 minimally. Let X(F1, F2) be ob-
tained from N(F1 ∪ F2 ∪ T0) by capping off its 2-sphere boundary components
with 3-balls. We will use X(r1, r2) to denote any X(F1, F2) above with ∂Fa of
slope ra, and call it a core of M with respect to the toroidal slopes r1, r2. Note
that X(r1, r2) may not be unique.
Lemma 21.1 Suppose M is a hyperbolic manifold admitting two toroidal Dehn
fillings M(r1),M(r2) of distance 4 or 5. Then each of ∂X(r1, r2) and ∂M is a
union of tori.
Proof. By the result of the previous sections we see that Γa,Γb are either the
graphs in Figures 11.9, 11.10, 14.5, 16.6, 16.8, 16.9, or one of the pairs given in
Proposition 20.4.
In all figures except 11.9 and 11.10, Γa has two vertices and they have
opposite signs. Now X(F1, F2) can be constructed by adding thickened faces of
Γb to N(Fa ∪ T0), which has two boundary components of genus 2. It is easy
to check that in all cases Γb has at least one disk face on each side of Fa. The
boundary of a disk face of Γb is always an essential curve on Fa∪T0. Adding a 2-
handle corresponding to a disk face will change a genus 2 boundary component
to one or two tori. It follows that the boundary of X(F1, F2) is a union of
tori. Since M is irreducible and atoroidal, each torus boundary component of
X(F1, F2) either is boundary parallel, or bounds a solid torus. Therefore ∂M is
also a union of tori.
The proof for Figures 11.9 and 11.10 is similar. In these cases Γa has 4
vertices, so N(Fa ∪ T0) has two boundary components Si of genus 3. It suffices
to find two faces on each side of Fa whose boundary curves give rise to non-
parallel and non-separating curves on Si. For 11.9 one can check that the bigons
on Fb bounded by the edges K ∪ J and H ∪ G are on the same side of Fa and
give non-parallel boundary curves on S1, say, while the bigon bounded by the
edges J ∪H and the 3-gon bounded by the edges K ∪ L ∪ R give non-parallel
non-separating curves on S2. Hence the result follows. For 11.10, use the bigons
bounded by E ∪ F and G ∪H on one side, and the bigon F ∪G and the 3-gon
E ∪K ∪ A on the other side. 
Consider the three manifolds M1,M2,M3 in [GW1, Theorem 1.1]. More
explicitly, M1 is the exterior of the Whitehead link, M2 is the exterior of the
2-bridge link associated to the rational number 3/10, and M3 is the exterior
of the (−2, 3, 8) pretzel link, also known as the Whitehead sister link. Each
of these manifolds admits two Dehn fillings Mi(r1) and Mi(r2), both toroidal
and annular, with ∆ = 4 for i = 1, 2, and ∆ = 5 for i = 3. Let T0 be the
Dehn filling component of ∂Mi, and let T1 be the other component of ∂Mi.
Then for all except a few slopes s on T1, M
′ =Mi(s) is a hyperbolic manifold,
and it admits two toroidal Dehn fillings M ′(r1),M
′(r2) of distance 4 or 5. The
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following lemma shows that several of the cases in Proposition 20.4 can only be
realized by these manifolds.
Lemma 21.2 Suppose Γa has a non-disk face. Then M = Mi or Mi(s) for
some i = 1, 2, 3 and slope s on T1, and the toroidal slopes r1, r2 are the same as
the toroidal/annular slopes given in [GW1, Theorem 1.1].
Proof. Let K be a curve on Fa which is essential on Fˆa and disjoint from
Fa ∩ Fb. Consider the manifold X = M − IntN(K). If X is hyperbolic then
Aˆ = Fˆa−IntN(K) is an essential annulus in X(ra) and Fˆb is an essential torus in
X(rb), so by [GW1, Theorem 1.1] X =Mi for some i = 1, 2, 3, and we are done.
Hence we may assume that X is non-hyperbolic. X is irreducible as otherwise
there would be an essential sphere S in X bounding a 3-ball in M containing
K, which would be a contradiction to the fact that K is an essential curve on
Fˆa. Also X cannot be a Seifert fibered manifold as otherwise M = X ∪N(K)
would be non-hyperbolic. Since by Lemma 21.1 ∂M is a union of tori, the above
implies that X must be toroidal.
Since M is atoroidal, an essential torus T in X must be separating. Let T0
be the Dehn filling torus component of M , and let T1 = ∂N(K). Recall that
M |T denotes the manifold obtained by cutting M along T . Let V = VT and
W = WT be the components of M |T , where W is the component containing
T0. Among all essential tori in X , choose T so that (a) if there is some T in X
such that T1 ⊂WT , choose T so that VT contains no essential torus; (b) if every
essential torus in X separates T0 from T1, choose T such that WT contains no
essential torus.
SinceM is atoroidal, T is inessential inM , hence V is either (i) a solid torus,
or (ii) T 2 × I, or (iii) a 3-ball with a knotted hole. Note that in the first two
cases V must contain the curve K. Let N = V − IntN(K) in the first two cases,
and N = V in the last case. Let C = T ∩ Fa. Using a standard cut and past
argument we may assume that each component of C is essential on both T and
Fa. In case (iii) let D be a compressing disk of T in W .
Claim 1. C 6= ∅.
Proof. If C = ∅ then Fa lies in W , which is impossible in cases (i) or (ii)
because the curve K on Fa lies in V . In case (iii) D ∩ Fa is a set of circles and
one can use the incompressibility of Fa in W to isotop Fa so that it is disjoint
from D. But then D is disjoint from K, so T would be compressible in X , which
is a contradiction. 
Claim 2. C is a set of essential curves on Fˆa parallel to K.
Proof. Since C is disjoint from K, we need only show that each component
α of C is an essential curve on Fˆa. Assume to the contrary that α bounds a
disk E on Fˆa and is innermost on Fˆa. Then E must contain some boundary
component of Fa, hence E ⊂ W (ra). In case (i) V ∪ N(E) is either a 3-ball,
or a punctured lens space or S1 × S2, containing the curve K, contradicting
the fact that Fˆa is incompressible and M(ra) irreducible. In case (ii) V ∪N(E)
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is a punctured solid torus, so the irreducibility of M(ra) implies that M(ra)
is a solid torus, which is absurd because it is supposed to be toroidal. In case
(iii), for homological reasons ∂E and ∂D must be homotopic on T , hence ∂E is
null-homotopic in M , which contradicts the facts that C is essential on Fa and
Fa is incompressible in M . 
Claim 3. Case (iii) cannot happen, i.e. V is not a 3-ball with a knotted
hole.
Proof. We have shown that all components of C are essential curves on Fˆa
parallel to K, and C 6= ∅. Let α be a component of C. Then K is isotopic to
α in M(ra), but since α ⊂ T lies in the 3-ball V ∪ N(D), α, and hence K, is
null-homotopic in M(ra), which contradicts the fact that Fˆa is incompressible
in M(ra). 
Claim 4. W is hyperbolic.
Proof. Clearly W is irreducible (since X is) and not a Seifert fibered space
(since M is hyperbolic). Suppose W contains an essential torus T ′. By Claim 3
we see that T ′ cannot be of type (iii), so it must be of type (i) or (ii), which, by
our choice of T , implies that every essential torus in X separates T0 from T1.
By the choice of T , W must be atoroidal. 
We now continue with the proof of Lemma 21.2. Let A be a component of
Fa ∩W which contains some boundary components of Fa. By Claims 1 and 2,
the corresponding component Aˆ of Fˆa ∩W (ra) is an annulus in W (ra), which is
incompressible because Fˆa is incompressible, and not boundary parallel because
otherwise Fˆa would be isotopic to a torus with fewer intersections with the Dehn
filling solid torus. Therefore W (ra) is annular.
Let P be the component of Fa ∩ V containing K, and let β be a component
of P ∩ T . Note that P is an annulus. Since Fb is disjoint from K, it can be
isotoped to be disjoint from P , hence after isotopy we may assume that Fb ∩ T
and Fa∩T are all parallel to β and hence mutually disjoint. If Fb∩T = ∅ then Fˆb
is an essential torus in W (rb), and if Fb ∩ T 6= ∅ then as above, a component of
Fˆb∩W (rb) which intersects the Dehn filling solid torus is an essential annulus in
W (rb), hence W (rb) is either toroidal or annular. Using Theorem 1.1 of [GW1]
in the first case and Theorem 1.1 of [GW3] in the second case, we see that
W =Mi for i = 1, 2, or 3.
By Claim 3 V is either a solid torus or T 2 × I. In the first case M =Mi(s)
for some s on T1 = ∂V , and in the second case M =Mi. 
Definition 21.3 (1) Define a set of triples (Mi, r
′
i, r
′′
i ) as follows. For i =
1, 2, 3, (Mi, r
′
i, r
′′
i ) are the manifolds and the toroidal/annular slopes given in
Theorem 1.1 of [GW1]. M4, ...,M14 are the manifolds X(F1, F2) correspond-
ing to the intersection graphs given in Figures 11.9, 11.10, 14.5, 16.6, 16.8,
16.9, 18.2, 19.4, 20.4, 20.5 and 20.6, and r′i, r
′′
i are the boundary slopes of the
corresponding surfaces F1, F2.
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(2) Two triples (M, r′, r′′) and (N, s′, s′′) are equivalent, denoted by (M, r′, r′′) ∼=
(N, s′, s′′), if there is a homeomorphism from the 3-manifold M to N which
sends the boundary slopes (r′, r′′) to (s′, s′′) or (s′′, s′).
The following theorem shows that if a hyperbolic manifold M admits two
toroidal Dehn fillings along slopes r1, r2 of distance 4 or 5 then (M, r1, r2) is
either one of these triples, or obtained from such an Mi by Dehn filling on
∂Mi − T0.
Theorem 21.4 Let M be a hyperbolic 3-manifold admitting two toroidal Dehn
fillings M(r1),M(r2) with ∆(r1, r2) = 4 or 5. Let na be the minimal number of
intersections between essential tori and the Dehn filling solid torus in M(ra).
Assume na ≤ nb. Let (Mi, r′i, r
′′
i ) be the manifolds defined above, and let T0 be
the boundary component of Mi containing r
′
i, r
′′
i . Then
(1) na ≤ 2, nb ≤ 6;
(2) either (M, r1, r2) ∼= (Mi, r′i, r
′′
i ) for some i = 1, ..., 14, or (M, r1, r2)
∼=
(Mi(s), r
′
i, r
′′
i ), where i ∈ {1, 2, 3, 14} and s is a slope on T1 = ∂Mi − T0; and
(3) i ∈ {1, 2, 4, 6, 9, 13, 14} if ∆ = 4, and i ∈ {3, 5, 7, 8, 10, 11, 12} if ∆ = 5.
Proof. This is a summary of the results in the previous sections. Assume
na ≤ nb. Then by Proposition 11.10 we have na ≤ 2. By Proposition 16.8 if
nb ≥ 3 then X is one of those in Figure 11.9, 11.10, 14.5, 16.6, 16.8 or 16.9.
We may now assume na, nb ≤ 2. Then by Proposition 20.4 Γa,Γb is one of
the 11 pairs listed there. One can check that all but cases (3), (5), (6), (9), (10)
have the property that one of Fˆa, Fˆb contains a non-disk face, so by Lemma 21.2
the triple (M, r1, r2) is (Mi, r
′
i, r
′′
i ) for some i = 1, 2, 3. Finally, by Proposition
20.5 the graphs of the above cases are given in Figures 18.2, 19.4, 20.4, 20.5 and
20.6.
(3) follows by counting ∆ for the graph pairs of each of the manifolds listed
in (2). 
22 The construction of Mi as a double branched
cover
The first three of the 14 manifolds Mi have already been identified as the ex-
teriors of links in S3. See [GW1]. The links are shown in Figure 24.1 Besides
M4 and M5, the other nine manifolds M6, ...,M14 have the property that Γa
is a graph on Fˆa with two vertices of opposite signs. In this section we will
construct, for each i = 6, ..., 14, a tangle Qi = (Wi,Ki), where Wi is a 3-ball
for i = 6, ..., 13, and an S2 × I for i = 14, such that Mi is the double branched
cover of Wi with branch set Ki. It is well known that once we have such a
presentation then the Dehn filling Mi(r) will be the double branched cover of
Qi(r), where Qi(r) is obtained by attaching a rational tangle of slope r to Qi,
with coordinates properly chosen.
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Here is a sketch of the construction. Assume Γa is non-positive and na = 2,
and suppose there is an orientation-preserving involution α1 on Fa which maps
∂u1 to ∂u2 and preserves Γa. The restriction of α1 on ∂Fa extends to an
involution α2 on T0 which has four fixed points, and it preserves the curves ∂Fb
on T0. Thus α = α1∪α2 is an involution on Fa∪T0, which has eight fixed points,
four on each of Fa and T0. Since α preserves Γa ∪∂Fb, it extends over each disk
face of Fb to give an involution on Fb. One can now further extend the involution
α from Fa ∪ Fb ∪ T0 to a regular neighborhood Y of Fa ∪ Fb ∪ T0. For i ≥ 6,
Mi is obtained by capping off spherical boundary components of Y by 3-balls,
hence α extends to an involution of Mi. Clearly the quotient of N(Fa ∪ T0) is a
twice punctured 3-ball Wi. After attaching 2-handles corresponding to faces of
Fb and some 3-balls we see thatWi is a punctured 3-ball. From the construction
below we will see that Wi is a 3-ball when i = 6, ..., 13, and an S
2 × I when
i = 14. Denote by Ki the branch set of α in Wi. Then Qi = (Wi,Ki) is the
tangle corresponding to the manifold Mi, and Mi is the double branched cover
of Qi in the sense that it is the double branched cover ofWi with branch set Ki.
Attaching a rational tangle of slope t to Ti, we obtain a new tangle Qi(t) whose
double branched cover is M(r) for some slope r on T0 ⊂ ∂M . This makes it
possible to see the essential torus in Mi(ra) as a lifting of some surface in Qi(t).
To illustrate this procedure, we give below a step by step construction of
the tangle Q6 = (W6,K6) for the manifold M6 corresponding to the graphs in
Figure 14.5. The constructions for the other manifolds are similar.
Denote by N(C) a regular neighborhood of a set C in a 3-manifold, and by
I the interval [−1, 1].
STEP 1. Identify [N(Fa ∪ T0)/α]−D2 × I with S2 × I.
Recall that α has four branch points on each of T0 and Fa, so T0/α = S is
a 2-sphere, and Fa/α = D1 is a disk. Let D2 be a small disk in the interior of
D1, disjoint from Γb/α and the branch points of α. Then A1 = D1− Int(D2) is
a collar of ∂D1. Therefore N((Fa ∪ T0)/α) can be written as
(S × I) ∪ (A1 × I) ∪ (D2 × I)
Note that A1 × I is a collar of the attaching annulus ∂D1 × I, hence X =
(S × I) ∪ (A1 × I) is homeomorphic to S2 × I.
One boundary component of X = S2 × I is ∂−X = (T0 × {−1})/α, and the
other boundary component ∂+X can be written as D+∪D−∪A, where the two
disks D+∪D− = ∂X ∩ (S× 1) lift to two annuli on T0× 1, and A is the annulus
∂X ∩ (A1 × I). We identify X with (R2 ∪ {∞})× I, so that the disks D± are
identified with the squares I × [±2,±4] on the plane P = R2 × 1 on ∂X , the
annulus A is the closure of P −D+ ∪D−, and the core c0 of A is identified with
the closure of the x-axis of P . See Figure 22.1. (Not drawn to scale.)
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The branch set of α now consists of eight arcs. Four of them come from the
fixed points of α on T0 × I, and are of type pi × I in X , where p1, p2 ∈ D+,
and p3, p4 ∈ D−. These will be represented by four dots p1, ..., p4 on P , two
in each of D±, as shown in Figure 22.1. The other four branch arcs of α are
of type ai = qi × I ⊂ A × I, where q1, ..., q4 are the branch points of α in
A = D1− Int(D2). Note that ai has both endpoints on S2× 1. We may assume
that these project to four vertical arcs on the annulus A in P above, and we
may arrange so that the endpoints of these arcs have y-coordinates ±1 on the
plane P . See Figure 22.1. Denote by ai(1) and ai(−1) the endpoints of ai with
y coordinates 1 and −1, respectively.
STEP 2. Draw the arcs G′ = (Γa × {±1})/α on P , with edges and edge
endpoints labeled.
The graph Γa × 1 on Fa × 1 projects to a set of arcs E on D1 × 1. We may
choose the disk D2 above to be disjoint from E. Then E lies in the annulus
A+ = A × 1. If a family eˆi has 2k edges then they project to k edges on A+
with endpoints on ∂D+, each circling around the branch point ai(1). If eˆi has
2k + 1 edges then the quotient is a set of k edges as above together with an
edge connecting a point on ∂D+ to ai(1). Up to isotopy we may assume that
all edge endpoints of E on ∂D+ lie on the horizontal line y = 2 on P . Similarly
the projection of Γa×(−1) is a set of arcs on the annulus A− = A×(−1), which
is the mirror image of the arcs (Γa × 1)/α along the circle c0 on P . Denote by
G′ the set of arcs above.
For the graph Γa in Figure 14.5(a), the edges in G
′ are shown in Figure 22.2.
The edges are labeled by the corresponding edges in Γa. (We only show a few
of the labels in the figure; the others should be easy to identify.) Each edge in
G is the image of two edges in Γa, hence it has two labels. (Note that if one of
the families has an odd number of edges then the middle one projects to an arc
in G′ with a single label.) All arcs appear in the region I× [−2, 2]. The top and
bottom lines in the figure represent arcs on ∂D±. Note that each edge endpoint
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on ∂D+ corresponds to one edge endpoint on each of ∂u1 and ∂u2. The labels
on the top and bottom lines correspond to the labels on ∂u1 in Figure 14.5(a).
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STEP 3. Add arcs G′′ = (∂Fb × 1)/α on P to obtain G = G′ ∪G′′.
Recall that the preimage of D± are two annuli A± on T0 × 1. The curves
G′′ = (∂Fb × 1 ∩A±)/α is now a set of arcs in D±, with ∂G′′ the union of ∂G′
and possibly some of the branch points pi in D±. We need to determine how
the endpoints of G′ are connected by the edges of G′′.
Consider the circle ∂v6 in Figure 14.5(b). We may assume that the segments
on ∂v6 from label 1 to label 2 (in the counterclockwise direction) project to arcs
in D+ while those from label 2 to label 1 project to arcs in D−. Consider the
arc β on ∂v6 from the tail of e6 to the head of e
′′
6 . (Recall that e
′′
6 is the edge
between e6 and e
′
6 in Figure 14.5(a)). Note that the tail of e6 projects to the
endpoint of e1 = e6 with label 6 on ∂D+ in Figure 22.2. The other endpoint
q of β is the head of e′′6 , which lies on ∂u2. Since the labels in Figure 22.2
are the ones corresponding to those on ∂u1 in Figure 14.5(a), we have to find
the corresponding point on ∂u1 in order to determine the position of the edge
endpoint q on ∂D+. On Figure 14.5(a) the involution α restricted to ∂u2 is a
vertical translation, which maps the head of e′′6 (i.e. the edge in eˆ3 labeled 6 at
u2) to the tail of e
′′
1 , which has label 3 at u1. It follows that q is the endpoint
of e′′1 = e
′′
6 in Figure 22.2 with label 3 at ∂D+. The two endpoints of β are
represented by the two dots on the top line in Figure 22.2. Similarly, let β′ be
the arc on ∂v6 from the head of e
′′
6 to the tail of e
′
6. Then it is an arc in D−
with endpoints on the dots at the bottom line in Figure 22.2.
The arcs G′′ in D± are parallel to each other, and they are non-trivial in the
sense that none of them cuts off a disk in D± that does not contain a branch
point of α. Therefore the above information completely determines the arcs G′′
as well as the branch points p1, ..., p4 of α. (Note that if the number of edge
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endpoints between the dots is odd then the middle arc will have an endpoint on
a branch point pi.) The graph G = G
′ ∪G′′ is now shown in Figure 22.3.
Figure 22.3
STEP 4. Construct the tangle Qi.
Each component c 6= c0 of G lifts to curves on Fb bounding disk faces σ of
Γb. The quotient of σ × I is either a 2-handle attached to c if c is a circle, or
a 3-ball attached to a neighborhood of c if c is an arc. Examining the branch
set of α in σ × I gives the following procedure. We use X to denote the initial
manifold at the beginning of each step below. In particular, X = S2 × I before
the first step.
(1) If c is an arc then X ∪ (σ× I)/α is homeomorphic to X . The new branch
set is obtained by adding a trivial arc in (σ × I)/α joining the two endpoints
of c. Therefore we can simply modify the branch set of α by pushing c into the
interior of X .
(2) If c 6= c0 is a circle component bounding a disk D1 on ∂X containing no
branch point of α, then attaching a 2-handle along c creates a 2-sphere bound-
ary component, which must bound a 3-ball in Mi/σ. Thus after attaching the
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2-handle and the 3-ball the manifold is homeomorphic to X , and the homeo-
morphism maps the new branch set to the old one. Therefore in this case we
can simply delete the curve c from G.
(3) If c 6= c0 is a circle component bounding a disk D1 on ∂X containing one
branch point of α, then c lifts to a circle on the boundary of a face σ of Γb, which
necessarily contains a fixed point of α. Hence the cocore of the corresponding
2-handle is a branch arc of α. The 2-sphere boundary component created after
attaching the 2-handle contains two branch points of α, hence bounds a 3-ball
containing a trivial arc as branch set of α. Thus after attaching the 2-handle
and the 3-ball the manifold is homeomorphic to X , and the branch set of α has
not changed. As in Case (2), we will simply delete the curve c from G in this
case.
(4) If a circle component c 6= c0 ofG bounds a diskD1 containing exactly two
branch points of α, then after attaching a 2-handle and a 3-cell, the manifold is
homeomorphic to X , and the branch set of α is obtained by adding a trivial arc
in the 3-cell joining the two branch points of α in D1. Therefore in this case we
will add an arc in D1 joining the two branch points of α, push the arc into the
interior of X as branch set of α, and then delete the curve c.
(5) If c is a circle component of G bounding a disk D1 containing k > 2
branch points of α, simply attach a 2-handle along c. If k is odd, add an arc in
the center of the 2-handle to the branch set of α.
(6) Finally, attach a 2-handle along c0, fill each 2-sphere boundary compo-
nent containing at most 2 branch points with a 3-ball, and add a trivial arc in
the 3-ball to the branch set if the 2-sphere contains exactly two branch points.
If the 2-sphere contains four branch point, shrink it by an isotopy to a small
sphere, which projects to a small disk on the diagram, with four branch arcs
attached. (This happens only for Q14. See Figure 22.13.) This completes the
construction of the tangle Qi.
For M6, the above procedure produces the tangle Q6 = (W6,K6) in Figure
22.4(a), where K6 should be considered as a tangle lying in the half space Q6
(including ∞) in front of the blackboard. The four boundary points of K6 lie
on the blackboard, which is the boundary of W6.
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(a) (b)
Figure 22.4
STEP 5. Find the tangles Qi(ta) =Mi(ra)/α.
There is one branch point pi in each quadrant of P
′ = R2. Let m, l be
curves on T0 that project to the y-axis union ∞ and the x-axis union ∞ on
P ′, respectively. This sets up coordinate systems on T0 and P
′. For t = p/q a
rational number or ∞, let Mi(t) denote the Dehn filling along slope pm + ql,
and Qi(t) denote the tangle obtained by attaching a rational tangle of slope t
to P ′. In other words, Qi(t) is obtained by attaching a 3-ball to Qi on P
′, and
adding two arcs on P ′ connecting the branch points of α, which lift to curves
of slope t on T0. Since the attached rational tangle lifts to a solid torus with
meridional slope t on T0, Mi(t) is the double branched cover of Qi(t).
By construction ∂Fa projects to the x-axis, hence Mi(r1) = Mi(0). The
slope r2 can be obtained by connecting the curves G
′′ in D± by vertical arcs in
A = P ′ − ∪D±. For M6, one can check that the slope r2 = 4.
Denote by T (a1, a2) a Montesinos tangle which is the sum of two rational
tangles of slopes 1/a1 and 1/a2, respectively, where a1, a2 are integers. Denote
by T (a1, b1; a2, b2) the collection of pairs (S
3, L) which can be obtained by gluing
two tangles T (ai, bi) along their boundary. Denote by X(a1, a2) the collection
of Seifert fiber spaces with orbifold a disk with two cone points c1, c2 of index
a1 and a2, i.e. the cone angle at ci is 2π/ai. Note that the double branched
cover of T (a1, a2) is in X(a1, a2). Denote by X(a1, b1; a2, b2) the collection of
graph manifolds which are the union of two manifolds X1, X2 glued along their
boundary, where Xi ∈ X(ai, bi).
Denote byKp/q the two bridge knot or link associated to the rational number
p/q. Denote by C(p1, q1; p2, q2) the link obtained by replacing each component
Ki of a Hopf link by its (pi, qi) cable K
′
i, where qi is the number of times
K ′i winds around Ki. Denote by Y (p1, q1; p2, q2) the double branched cover of
S3 with branch set C(p1, q1; p2, q2). Denote by C(C; p, q) the link obtained by
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replacing one component K1 of a Hopf link by a Whitehead knot in the solid
torusN(K1), and the other componentK2 by a (p, q) cable ofK2. Let Y (C; p, q)
be the double branched cover of S3 with branch set C(C; p, q). Denote by Z
the double branched cover of S3 with branch set the 2-string cable of the trefoil
knot shown in Figure 22.12(d).
If Qi(r) = (S
3, L) then we will sometimes simply write Qi(r) = L.
Lemma 22.1 (1) Q6(0) ∈ T (2, 6; 2, 3), as shown in Figure 22.4(b).
(2) Q6(4) = C(3, 1; 2, 5), as shown in Figure 22.5(b).
(3) Q6(∞) = K9/2.
Proof. (1) The tangle Q6(0) = (S
3, L) is shown in Figure 22.4(b). A horizontal
line at the middle of the diagram corresponds to a 2-sphere S which cuts the
link L into two Montesinos tangles T (2, 6) and T (2, 3).
(2) The tangle Q6(4) is shown in Figure 22.5(a), which can be isotoped to
that in Figure 22.5(b). One can see that it is the link C(3, 1; 2, 5) in S3.
(3) The tangle Q6(∞) is shown in Figure 22.5(c). One can check that it is
isotopic to the knot K2/9 in Figure 22.5(d). 
(a) (b) (c) (d)
Figure 22.5
Lemma 22.2 (1) For i = 6, ..., 14, each Mi is the double branched cover of a
tangle Qi = (Wi,Ki), where Qi is shown in Figure 22.4(a) for i = 6, and in
Figure 22.i(b) (with dotted lines removed) when i > 6.
(2) Each Mi (i = 6, ..., 13) admits a lens space surgery Mi(r3). For each
i, let r1, r2 be the slopes r
′
i, r
′′
i given in Definition 21.3. Then the manifolds
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Mi(r1), Mi(r2) and Mi(r3) are given in the following table.
M6(0) ∈ X(2, 6; 2, 3) M6(4) = Y (3, 1; 5, 2) M6(∞) = L(9, 2)
M7(0) ∈ X(2, 3; 3, 3) M7(−5/2) ∈ X(2, 3; 2, 2) M7(∞) = L(20, 9)
M8(0) ∈ X(2, 2; 2, 6) M8(−5/4) = Y (3, 1; 2, 5) M8(−1) = L(4, 1)
M9(0) ∈ X(2, 3; 2, 3) M9(−4/3) = Y (3, 1; 2, 4) M9(−1) = L(8, 3)
M10(0) ∈ X(2, 3; 2, 3) M10(−5/2) = Y (C; 2, 1) M10(∞) = L(14, 3)
M11(0) ∈ X(2, 4; 2, 4) M11(−5/2) = Y (C; 2, 1) M11(∞) = L(24, 5)
M12(0) ∈ X(2, 3; 2, 3) M12(5) = Y (3, 1; 2, 3) M12(∞) = L(3, 1)
M13(0) ∈ X(2, 3; 2, 3) M13(4) = Z M13(∞) = L(4, 1)
Proof. The result forM6 follows from Lemma 22.1 becauseM6(r) is a branched
cover of Q6(r). The proof for the other cases are similar. Each Mi(r) is the
double branched cover of Qi(r) and the tangle Qi(r) is a link L in S
3. More
explicitly, Figure 22.i(a) shows the curves G = G′ ∪ G′′ in Step 3 of the above
construction; Figure 22.i(b) gives the tangle Qi as well as Qi(r1), which is
obtained by attaching a 0-tangle (the two horizontal dotted lines) to Qi; Figure
22.i(c) gives Qi(r2), which is simplified to that in Figure 22.i(d); Qi(r3) is in
Figure 22.i(e), which is simplified to that in Figure 22.i(f) for some i. (The
figures are numbered so that Figure 22.i corresponds to the manifold Mi for
i ≥ 7. Note that there is no Figure 22.6.) The manifold M14(r3) is the double
branched cover of Q14(r3) = T (2, 2) in Figure 22.14(e), and hence is a twisted
I-bundle over the Klein bottle. 
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(a)
(c) (d) (e) (f)
(b)
Figure 22.7
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(a)
(c) (d) (e) (f)
(b)
Figure 22.8
(a)
(c) (d) (e) (f)
(b)
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Figure 22.9
(a) (c)
(d) (e) (f)
(b)
Figure 22.10
(a) (b) (c)
(d) (e) (f)
Figure 22.11
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(a) (c) (d) (e)(b)
Figure 22.12
(a) (c) (d) (e)(b)
Figure 22.13
(a) (c) (d) (e)(b)
Figure 22.14
Recall that a manifoldM with a fixed torus T0 ⊂ ∂M is large ifH2(M,∂M−
T0) 6= 0. Teragaito [T2] proved that there is no large hyperbolic manifold M
admitting two toroidal fillings of distance at least 5. The following result shows
that there is only one such manifold for ∆ = 4.
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Theorem 22.3 Suppose (M,T0) is a large manifold and M is hyperbolic and
contains two toroidal slopes r1, r2 on T0 with ∆(r1, r2) ≥ 4. Then M is the
Whitehead link exterior, and ∆(r1, r2) = 4.
Proof. Let r be a slope on T0, Vr the Dehn filling solid torus in M(r), and
Kr the core of Vr. By duality we have H2(M,∂M − T0) ∼= H
1(M,T0), which is
isomorphic to the free part of H1(M,T0). Also,
H1(M,T0) ∼= H1(M(r), Vr) ∼= H1(M(r))/H1(Kr).
Put G(M, r) = H1(M(r))/H1(Kr). Then we need only show that G(Mi, r) is a
(possibly trivial) torsion group for i = 2, ..., 14 and r some slope on T0.
For i = 2, 3, Mi is the exterior of a closed braid Ki in a solid torus V . Let
r be the meridian slope of Ki. Then G(Mi, r) = Zp, where p is the winding
number of Ki in V .
For i = 6, ..., 13, by Lemma 22.2Mi has a lens space fillingMi(r3). Therefore
G(Mi, r3) is a quotient of the finite cyclic group H1(Mi(r3)) and hence is a
torsion group. Similarly for the four manifolds in [Go] with toroidal slopes of
distance at least 6.
For i = 14, take a regular neighborhood of u1∪u2∪D on Fˆa as a base point.
See Figure 20.6(a). Then H1(M14(ra)) is generated by x, y, s1, s2, where x is the
element of H1(Fˆa) represented by the edges C on Figure 20.6(a), oriented from
the label 2 endpoint to the label 1 endpoint, y is represented by B, oriented from
u1 to u2, and si by the part of the core of the Dehn filling solid torus running
from ui to ui+1 with respect to the orientation of ∂Fb. Then the bigons B ∪D,
C ∪E and the 4-gon bounded by C ∪D∪E∪Y on Fb give relations 2s1−y = 0,
2x = 0, and y+2x = 0. The other faces of Γb are parallel to these. To calculate
G(M14, ra) = H1(M14(ra))/H1(Ka) we further add the relation s1 + s2 = 0.
One can now check that G(M14, ra) = Z2 ⊕ Z2, and the result follows.
For i = 4, choose a regular neighborhood of v1 ∪ v2 ∪ J in Figure 11.9(b)
as a base point. Then H1(M4(rb)) is generated by x, y, s1, s2, where x, y are
represented by the edges L,C in Figure 11.9(b), oriented from v1 to v2, and si
by the part of the core of the Dehn filling solid torus from vi to vi+1. The faces
bounded by L∪C, C∪K and Q∪K∪M∪A give the relations y−s1+x+s2 = 0,
s1 − x − s2 = 0, and s2 − s1 + y = 0. Together with the relation s1 + s2 = 0
from H1(Kb) = 0, these give G(M4, rb) = Z2.
For i = 5, H1(M5(rb)) is generated by x, y, s, where x, y are represented by
edges E and C on Figure 11.10(b), oriented from label 3 to label 4, and s is
represented by the core of the Dehn filling solid torus. Then the bigon A ∪H
and the annulus bounded by A ∪ G ∪ C ∪ E on Figure 11.10(a) containing J
give the relations x + y = 0 and 2x − 2y = 0. Adding the relation s = 0 gives
G(M5, rb) = Z4. 
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23 The manifolds Mi are hyperbolic
The manifolds M1,M2,M3 in Definition 21.3 are known to be hyperbolic, see
[GW1, Theorem 1.1]. In this section we will show that the other 11 manifolds
Mi in Definition 21.3 are also hyperbolic. See Theorem 23.14 below.
A knot K in a solid torus V is a (p, q) knot if it is isotopic to a (p, q) curve
on ∂V with respect to some longitude-meridian pair on ∂V . In particular, the
winding number of K in V is p.
Lemma 23.1 (1) If i ∈ {6, ..., 13} and j = 1 or i ∈ {6, 7, 8, 9, 12, 13} and j = 2,
then Mi(rj) contains an essential torus T cutting it into two Seifert fiber spaces
E1, E2.
(2) For i = 10, 11, Mi(r2) contains a non-separating essential torus cutting
Mi(r2) into a Seifert fiber space whose orbifold is an annulus with a cone point
of index 2.
(3) For i = 6, ..., 13 and j = 1, 2, Mi(rj) is irreducible, and contains no
hyperbolic submanifold bounded by an incompressible torus.
Proof. (1) By Lemma 22.2, for i = 6, ..., 13, Mi(r1) is of type X(a1, b1; a2, b2),
which is the union of two Seifert fiber spaces of types X(a1, ba) and X(a2, b2),
hence the result is true for Mi(r1). Similarly it is true for M7(r2).
For i = 13, Qi(r2) = (S
3, L), where L is the link in Figure 22.13(d), which
consists of two parallel copies of the trefoil knot. The two components of L
bound an annulus A. Cutting S3 along A gives the trefoil knot exterior E, and
A becomes a torus T . The double branched cover of Q13(r2) is obtained by
gluing two copies of E along T . Hence the result is true because E is a Seifert
fiber space and T is incompressible in E.
For i = 6, 8, 9, 12, Qi(r2) = (S
3, L) is of type C(p1, q1; p2, q2), so there is a
torus T ′ cutting S3 into two solid tori V1, V2, such that each Lj = L ∩ Vj is a
(pj , qj) knot in Vj for some pj > 1. Note also that in these cases at least one of
the pj is odd, which implies that T
′ lifts to a single torus T , cutting Mi(r2) into
two components W1,W2, such that Wj is a double branched cover of (Vj , Lj).
The (pj , qj) fibration of Vj now lifts to a Seifert fibration ofWj , hence the result
follows.
(2) For i = 10, 11, Qi(r2) = (S
3, L), and there is a torus T ′ cutting S3 into
two solid tori V1, V2, such that L1 = V1 ∩ L is a (2, 1) knot, and L2 = V2 ∩ L is
a Whitehead knot in the solid torus V2. Since both winding numbers of Lj are
even, T ′ lifts to two tori in Mi(r2). Let Wi be the lifting of Vi. A meridian disk
of V1 lifts to an annulus in W1, hence W1 is a T
2 × I (not a twisted I-bundle
over the Klein bottle because ∂W1 has two components). Let T be the core of
this T 2 × I. Then it cuts Mi(r2) into the manifold W2. We need to show that
W2 is Seifert fibered.
Let D be a meridian disk of V2 which intersects L2 at two points. Then
(V2, L2) = (B1, L
′
1) ∪ (B2, L
′
2), where B1 = N(D), B2 is the closure of V2 −B1,
and L′k = L2 ∩ Bk. Note that each L
′
k is a trivial tangle in Bk, hence its
double branched cover V ′k is a solid torus. One can check that each component
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of V ′1 ∩ V
′
2 is a longitudinal annulus on ∂V
′
1 , and it is an annulus on ∂V
′
2 with
winding number 2 in V ′2 . Therefore W2 = V
′
1 ∪ V
′
2 is a Seifert fiber space whose
orbifold is the union of a D2 and a D2(2) glued along two boundary arcs. Since
W2 has two torus boundary components, the orbifold must be an annulus with
a single cone point of index 2.
(3) Let T be the essential torus in Mi(rj) given in the above proof. Then it
cuts Mi(rj) into one or two bounded Seifert fiber spaces, which are irreducible.
Since T is incompressible, Mi(rj) is also irreducible. The second statement
follows from the fact that the JSJ (Jaco-Shalen-Johannson) decomposition of
an irreducible closed 3-manifold is unique. 
A (p′, q′) knot K in a solid torus V is also called a 0-bridge knot. In this case
there is an essential annulus in V − IntN(K) with one boundary component in
each of ∂V and ∂N(K). This defines a longitude l for K, which is unique if K
is not the core of V . A (p, q) cable of a 0-bridge knot K is a knot on ∂N(K)
which represents pl+ qm in H1(∂N(K)), where m is a meridian of K. We refer
the readers to [Ga1] for the definition of a 1-bridge braid in V .
Lemma 23.2 Suppose X is an irreducible, ∂-irreducible, compact, orientable
3-manifold with ∂X = T1 ∪ T0 a pair of tori. Let r1, r2 be distinct slopes on T0
such that X(r1), X(r2) are both ∂-reducible. Let Ka be the core of the Dehn
filling solid torus in X(ra). Then one of the following holds, up to relabeling of
ri.
(1) Each X(ra) is a solid torus, Ka is a 0- or 1-bridge braid in X(ra), and
∆(r1, r2) = 1 if it is not a 0-bridge knot.
(2) X(r1) is a solid torus, and X(r2) = (S
1 ×D2)#L(p, q) with p ≥ 2. K1
is a (p, q) cable of a (p′, q′) knot in X(r1), and r2 is the cabling slope of K1
in X(r1). Moreover, if ma is the slope on T1 bounding a disk in X(ra), then
∆(m1,m2) = pp
′.
Proof. If both X(r1), X(r2) are irreducible then they are solid tori and (1)
holds by [Ga1, Theorem 1.1] and [Ga2, Lemma 3.2]. Now assume X(r2) is
reducible. Then by [Sch, Theorem 6.1] K1 is a (p, q) cable of some knot K
′
in X(r1) with respect to some meridian-longitude pair (m, l) of K
′, and r2 is
the cabling slope. In this case X(r2) is a connected sum W1 ∪ L(p, q), where
W1 is obtained by surgery on the knot K
′ in X(ra) along the cabling slope
r′ = pl+ qm. Denote by m′ the meridian slope of K ′. Then ∆(m′, r′) = p > 1.
Denote by K ′(s) the manifold obtained by s-surgery on K ′ in V = X(r1).
The assumption on X implies that T1 is incompressible in V −K ′, and V −K ′ is
irreducible. By the above, T1 is compressible in both K
′(m′) = V and K ′(r′) =
W1, and ∆(m
′, r′) > 1, hence by [Wu2, Theorem 1.1] and [CGLS, Theorem
2.4.3], either V − IntN(K ′) = T 2× I, or there is an annulus A in V − IntN(K ′)
with one boundary component on T1 and another boundary component a curve
of slope r on T ′ = ∂N(K ′), satisfying ∆(r,m′) = ∆(r, r′) = 1. In either case
K ′ is isotopic to a curve on T1 and hence is a 0-bridge knot. Since V − K is
irreducible, this implies that V is also irreducible. Therefore V = X(r1) is a
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solid torus, K ′ is a (p′, q′) knot in V for some (p′, q′), and r is the cabling slope
of K ′ when p′ > 1.
If p′ = 1, i.e. V − IntN(K ′) = T 2 × I, then K is the (p, q) cable of the core
K ′ of V , and r2 is the cabling slope of K. We have X(r2) = V#L(p, q), and the
slope m2 on T1 which bounds a disk in X(r2) is the (p, q) curve on T1, hence
∆(m1,m2) = p = pp
′.
Now assume p′ > 1. Choose the longitude l of K ′ to be the cabling slope r
of K ′ given above. Since r′ = pr + qm, the equation ∆(r, r′) = 1 above implies
that q = ±1. Reversing the orientation of m′ if necessary we may assume q = 1.
Hence K is a (p, 1) cable of a (p′, q′) knot in V , and r2 is the cabling slope. It is
easy to see that the meridian slopes ma of X(ra) satisfy ∆(m1,m2) = pp
′, and
the result follows. 
Lemma 23.3 Let i = 6, ..., 13. Let α be the covering transformation of the
double branched cover Mi → Qi.
(1) Mi is irreducible, not Seifert fibered, and contains no non-separating
torus.
(2) If Mi is not hyperbolic then it contains a separating essential torus T
such that T is α-equivariant, and the component W of Mi|T which does not
contain T0 is either Seifert fibered or hyperbolic.
Proof. (1) If Mi is reducible then the summand which does not contain T0 is
a summand of Mi(rj) for all rj , but since Mi(r3) is a lens space while Mi(r1)
does not have a lens space summand, this is impossible.
By Lemma 22.2 Mi(r3) is a lens space, so if Mi is Seifert fibered then the
orbifold ofMi is a disk with two cone points, henceMi(r1) is either a connected
sum of two lens spaces or a Seifert fibered space with orbifold a sphere with at
most three cone points. This is impossible because by Lemma 22.2 Mi(r1) is
of type X(a1, b1; a2, b2) with some ai or bi greater than 2, which is irreducible
and contains a separating essential torus, at least one side of which is not an
I-bundle.
If Mi contains a non-separating torus then the lens space Mi(r3) would
contain a non-separating surface, which is absurd.
(2) IfMi is non-hyperbolic then by (1) it has a non-trivial JSJ decomposition.
By [MeS] we may choose the JSJ decomposition surfaces F to be α-equivariant.
If we define a graph G with the components of Mi|F as vertices and the com-
ponents of F as edges connecting adjacent components of Mi|F , then the fact
that Mi contains no non-separating torus implies that G is a tree. Let T be a
component of F corresponding to an arc incident to a vertex v of valence 1 in
G. Then T bounds the manifold W corresponding to v, which by definition of
the JSJ decomposition is either Seifert fibered or hyperbolic. 
Lemma 23.4 Suppose Mi is non-hyperbolic and let T be the essential torus
in Mi given in Lemma 23.3(2). Let X,W be the components of Mi|T , where
X ⊃ T0. If T is compressible in Mi(ra) for some a = 1, 2, then both X(ra) and
X(r3) are solid tori, and W is hyperbolic.
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Proof. T is compressible in X(r3) because Mi(r3) is a lens space. By as-
sumption T is also compressible in Mi(ra). Since Mi(ra) contains no lens space
summand, by Lemma 23.2 either both X(ra) and X(r3) are solid tori, or X(ra)
is a solid torus and X(r3) = (S
1 × D2)#L(p, q) for some p > 1. We need to
show that the second case is impossible.
Let mj be the slope on T which bounds a disk in X(rj), j = a, 3. Then
Mi(r3) =W (m3)#L(p, q). SinceMi(r3) is a lens space L(p, q), we haveW (m3) =
S3, so W is the exterior of a knot in S3. If W is Seifert fibered then it is the
exterior of a torus knot, so Mi(ra) =W (ma) is obtained by Dehn surgery on a
torus knot in S3 and hence is atoroidal, which contradicts Lemma 23.1. Since by
definition W is Seifert fibered or hyperbolic, this implies that W is hyperbolic.
Note that by Lemma 22.2 p ≥ 3 for all i ∈ {6, ..., 13}. By Lemma 23.2(2) we
have ∆(ma,m3) ≥ p ≥ 3. Since W (ma) =Mi(ra) is toroidal and W (m3) = S
3,
this is a contradiction to [GLu, Theorem 1.1], which says that only integral or
half integral surgeries on hyperbolic knots in S3 can produce toroidal manifolds.
This completes the proof that both X(ra) and X(r3) are solid tori.
If W is not hyperbolic then by definition W is Seifert fibered. By the above
X(r3) is a solid torus. Let m3 be a meridian slope of X(r3). Then Mi(r3) =
W (m3), so Mi(r3) being a lens space implies that the orbifold of W is a disk
with two cone points, in which case Mi(ra) =W (ma) is either a connected sum
of two lens spaces or a Seifert fiber space with orbifold a sphere with at most
three cone points. In the first case Mi(ra) contains no essential torus, while
in the second case the only possible essential torus in Mi(ra) is a horizontal
torus cutting the manifold into a T 2 × I, or two twisted I-bundles over the
Klein bottle. This is a contradiction because by Lemma 23.1 Mi(ra) contains
an essential torus cutting it into either a Seifert fiber space with orbifold an
annulus with a cone point of index 2, or two Seifert fiber spaces, at least one of
which is not a twisted I-bundle over the Klein bottle. 
Lemma 23.5 The torus T in Lemma 23.3(2) is incompressible in both Mi(r1)
and Mi(r2).
Proof. First assume that T is compressible in both X(r1) and X(r2). By
Lemma 23.4 X(rj) is a solid torus for j = 1, 2, 3. Since ∆(r1, r2) > 1, by
Lemma 23.2 we see that X is the exterior of a (p, q) knot in a solid torus. Since
T is not boundary parallel, p > 1. Let r be the cabling slope on T0. Since
X(rj) is a solid torus, we have rj 6= r. Therefore by [CGLS, Theorem 2.4.3]
we must have ∆(r, rj) = 1 for i = 1, 2, 3. By Lemma 23.2 one can check that
∆(r1, r3) = 1 and ∆(r2, r3) ≤ 2. Since ∆(r1, r2) ≥ 4, this is a contradiction
because any three slopes r1, r2, r3 with distance 1 from a given slope r have the
property that ∆(ra, rb) +∆(rb, rc) = ∆(ra, rc) for some permutation (a, b, c) of
(1, 2, 3).
Now assume that T is compressible in Mi(r1), say. By Lemma 23.4 W is
hyperbolic. On the other hand, by the above T is incompressible in Mi(r2), so
W is a submanifold in Mi(r2) bounded by an incompressible torus, hence by
Lemma 23.1(3) it is non-hyperbolic, which is a contradiction. 
142
Lemma 23.6 Let T (a1, b1; a2, b2) = (S
3, L), where ai, bi ≥ 2. If at least one of
a1, b1, a2, b2 is greater than 2 then the exterior of L is atoroidal, and there is no
Mo¨bius band F in S3 with F ∩ L a component of L.
Proof. Denote by T (a) a rational tangle with slope 1/a, where a is an integer.
Given a tangle τ = (B3, τ), denote B3 − IntN(τ) by E or E(τ), and call it the
tangle space of τ . Since T (a) is a trivial tangle in the sense that τ is rel ∂ isotopic
to arcs on ∂B3, the tangle space E(a) is atoroidal, and any incompressible
annulus in B3 − τ is trivial in the sense that it is either parallel to an annulus
on ∂(B3 − τ) or cuts off a D2 × I in B3 with τ ∩ (D2 × I) a core arc.
The tangle space E(r1, r2) of a Montesinos tangle T (r1, r2) is obtained by
gluing E(r1), E(r2) along a twice punctured disk P = E(r1) ∩ E(r2). The
above implies that E(r1, r2) is always atoroidal. If A is an essential annulus in
E(r1, r2) with minimal intersection with P , then an innermost circle outermost
arc argument shows that A intersects P in essential arcs or circles in A. If the
intersection is a set of circles then each component of A∩E(ri) is a set of trivial
annuli, which implies that A is also trivial. If each component of A ∩ P is an
essential arc then each component of A∩E(ri) is a bigon in the sense that it is a
disk intersecting P in two arcs, which implies that ri = 2 for i = 1, 2. Therefore
E(r1, r2) contains no essential annulus unless r1 = r2 = 1/2 mod 1.
By definition T (a1, b1; a2, b2) is the union of two Montesinos tangles T (ai, bi).
If the tangle space of T (a1, b1; a2, b2) is toroidal then either one of the T (ai, bi)
is toroidal or they are both annular. By the above neither case is possible if at
least one of the a1, b1, a2, b2 is greater than 2.
The proof for a Mo¨bius band is similar. If F is a Mo¨bius band in S3 bounded
by a component of L and has interior disjoint from L then after cutting along
the surface P1 = E(a1, b1) ∩ E(a2, b2) it either lies in one of the E(ai, bi) or
intersects each in bigons. One can show that the first case is impossible, and in
the second case ai = bi = 2 for i = 1, 2. 
Lemma 23.7 Mi is hyperbolic for i = 6 or 8 ≤ i ≤ 13.
Proof. Let T be the α-equivariant essential torus inMi given in Lemma 23.3(2).
By Lemma 23.5 T is incompressible in both Mi(ra), a = 1, 2. Since T is α-
equivariant, its image F in Qi = Mi/α is a 2-dimensional orbifold with zero
orbifold Euler characteristic (see [Sct] for definition), and all the cone points
have indices 2. Hence it is T 2, K2, P 2(2, 2), S2(2, 2, 2, 2), A2, M2, or D2(2, 2),
where the surfaces are torus, Klein bottle, projective plane, sphere, annulus,
Mo¨bius band and disk, and the numbers indicate the indices of the cone points.
Note that in the last three cases the boundary of the surface is part of the branch
set of α. Since T is incompressible in Mi(ra), F is incompressible in Qi(ra) in
the sense that if some simple loop on F bounds a disk in Qi(ra) intersecting
the branch set at most once then it bounds such a disk on F . We need to show
that for each type of surface above there is some a = 1, 2 such that no such
incompressible 2-dimensional orbifold exists in Qi(ra).
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We have Qi = (B
3,Ki), where B
3 = Mi/α is a 3-ball and Ki is the branch
set of α. Since F lies in B3, it cannot be K2 or P 2. For all i one can check that
the branch set Ki of α in Qi contains at most one closed circle, hence the case
A2 is also impossible.
By Lemma 22.2, Qi(r1) = T (a1, b1; a2, b2) for some aj , bj ≥ 2, and (aj , bj) 6=
(2, 2) for some j. Therefore by Lemma 23.6 we have F 6= T 2,M2 for i = 6, ..., 13
because there is no such surfaces in Qi(r1). It remains to show that F 6= D2(2, 2)
or S2(2, 2, 2, 2).
For i = 13, Qi(r2) = (S
3, L), where L consists of two parallel copies of a
trefoil knot K. Since each component of L is non-trivial in S3, F 6= D2(2, 2) in
this case. Suppose F = S2(2, 2, 2, 2), and let V be a regular neighborhood of the
trefoil knot containing L, intersecting F minimally. Then F ∩ V 6= ∅, and F is
not contained in V as otherwise one can show that F−L would be compressible.
Therefore F∩V is a union of two meridian disks, and F∩S3−IntV is an essential
annulus in S3 − IntV . Since S3 − IntV contains no essential annulus with the
meridian of V as boundary slope, this is a contradiction.
The proofs for the cases i ∈ {6, 8, 9, 10, 11, 12} are similar. In these cases
Qi(r2) = (S
3, L), and there is a torus T ′ cutting S3 into two solid tori V1, V2,
each containing some components of L. One can check that no component
L′ of L bounds a disk intersecting L − L′ at two points, so F 6= D2(2, 2). If
F = S2(2, 2, 2, 2) then either F lies in one of the Vj , or it intersects one of the Vj
in two meridional disks and the other Vk in an essential annulus with boundary
slope the meridional slope of Vj . Neither case is possible for the Qi(r2) listed
in Lemma 22.2. 
Lemma 23.8 M7 is hyperbolic.
Proof. By Lemma 22.2 we haveM7(r1) ∈ X(3, 3; 2, 3) andM7(r2) ∈ X(2, 2; 2, 3).
Consider the tangle decomposition sphere Pa of the orbifold Q7(ra), a = 1, 2,
which corresponds to a horizontal plane in Figure 22.7(b), (d) respectively. It
lifts to an essential torus Ta in M7(ra).
Each side of Pa is a Montesinos tangle of type T (r1, r2), which is the sum of
two rational tangles over a disk D. The boundary of D determines the fibration
of the double branched cover X(r1, r2) of T (r1, r2), which has a unique Seifert
fibration unless r1 = r2 = 2, in which case the closed circle in the tangle is
isotopic (without crossing the arcs) to a curve on the punctured sphere, which
lifts to a fiber in the other fibration of X(r1, r2). It is easy to check from Figures
22.7(b) and (d) that the fiber curves from the two sides of Pa do not match, so
M7(ra) is not a Seifert fiber space. Since each side of Ta is a small Seifert fiber
space with orbifold a disk with two cone points, it follows that M7(ra) contains
no other essential torus.
Suppose M7 is non-hyperbolic and let T be the essential torus in M7 given
by Lemma 23.3. By Lemma 23.5 it is incompressible in both M7(ra), therefore
by the uniqueness of Ta above we see that T = Ta in M7(ra) up to isotopy. As
before, denote by W and X the components of M7|T , with X ⊃ T0. Then W is
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the manifold on one side of Ta inM7(ra). Therefore we must haveW = X(2, 3),
so X(r1) = X(3, 3) and X(r2) = X(2, 2). We will show that this is impossible.
Let Y be the component of the JSJ decomposition of X that contains T .
Then Y is either hyperbolic or Seifert fibered. There are three cases.
Case 1. T0 ⊂ ∂Y and Y is Seifert fibered. By Lemma 23.5 T is incompressible
in Y (ra) for a = 1, 2, so ra is not the fiber slope on T0. Hence the Seifert
fibration extends over Y (r1) and Y (r2). In this case ∂Y − T0 is incompressible
in Y (ra). Since X(ra) is atoroidal, either Y (r1) ∼= Y (r2) ∼= T 2 × I, or Y = X .
In the first case we have X(r1) = X(r2), which is a contradiction because
X(r1) = X(3, 3) 6∼= X(2, 2) = X(r2). In the second case, Since X(r1) has
orbifold D2(3, 3), the orbifold of X must be A2(3, 3) or A2(3). On the other
hand, since X(r2) has orbifold D
2(2, 2), the orbifold of X must be A2(2, 2) or
A2(2), which contradicts the fact that Seifert fibrations for these manifolds are
unique.
Case 2. T0 ⊂ ∂Y and Y is hyperbolic. If ∂Y has more than two boundary
components then the fact that X(ra) is atoroidal implies that Y (ra) is either
∂-reducible, or a T 2 × I. If ∂Y = T ∪ T0 then Y = X and by assumption
both Y (ra) = X(ra) are annular and atoroidal. In either case Y (ra) is either
∂-reducible or annular and atoroidal. Since ∆(r1, r2) = 5 and Y is hyperbolic,
this is a contradiction to [Wu2, Theorem 1.1] if both Y (ra) are ∂-reducible, to
[GW2] if one of them is ∂-reducible and the other is annular, and to [GW3] if
both Y (ra) are annular and atoroidal. (The main theorem of [GW3] said that
if ∆ = 5 then Y and r1, r2 are listed in one of the three possibilities in [GW3,
Theorem 1.1], but in that case both Y (ra) are toroidal.)
Case 3. T0 6⊂ ∂Y . Let X1 be the component of X |(∂Y ) containing T0, and
let X2 be the closure of X −X1, so X = X1 ∪X2. Since Mi contains no non-
separating torus (Lemma 23.3), T1 = X1 ∩X2 is a single torus. Since X(ra) is
atoroidal, T1 must be compressible in X1(ra) for a = 1, 2. Thus Lemma 23.2
and the fact that X(ra) contains no lens space summand implies that X1(ra) is
a solid torus for a = 1, 2, as in Lemma 23.2(1); moreover, since ∆(r1, r2) > 1,
by Lemma 23.2(1) X1 is a (p, q) cable space, and by [CGLS, Theorem 2.4.3]
∆(r, ra) = 1 for r the cabling slope. It is easy to see that the meridian slopes
ma of X1(ra) satisfies ∆(m1,m2) = p∆(r1, r2) ≥ 5. Now X(ra) = X2(ma), so
by Cases 1 and 2 above applied to X2 we see that this case is also impossible.

Denote by c · d the minimal intersection number between the two isotopy
classes of simple closed curves on a surface represented by c and d, respectively.
If ϕ : F → F is a homeomorphism and K a curve on the surface F , then K
is said to be ϕ-full if for any essential curve c on F there is some i such that
c · ϕi(K) 6= 0.
If K is a knot in a 3-manifold Y with a preferred meridian-longitude, denote
by Y (K, p/q) the manifold obtained from Y by p/q surgery on K. Let X =
F×I/ψ be an F -bundle over S1 with gluing map ψ, let Ft = F×t, t ∈ I = [0, 1],
and let K be an essential curve on F1/2. Then there is a preferred meridian-
longitude pair (m, l) on ∂N(K), with l the slope of F1/2 ∩ ∂N(K).
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Lemma 23.9 Let X = F×I/ψ. Let η : F×I → F0 be the projection, ϕ = η◦ψ,
and K an essential curve on F1/2. If η(K) ⊂ F0 is ϕ-full and q > 1, then
X(K, p/q) is hyperbolic.
Proof. Let Ai be an annulus in X with ∂Ai = K ∪ Ki, where i = 0, 1 and
Ki ⊂ Fi. Let Vi be a regular neighborhood of Ai. Put Y = F × I. Then
Y = V1 ∪W , where W is homeomorphic to F × I, and V1 ∩W is an annulus
A′. After p/q surgery on K we have Y (K, p/q) = V1(K, p/q) ∪W . Note that
V (K, p/q) is a solid torus with A′ an annulus on ∂V1(K, p/q) running q times
along the longitude. By an innermost circle outermost arc argument one can
show that Y (K, p/q) is irreducible, ∂-irreducible, atoroidal, and any essential
annulus A2 can be isotoped to be disjoint from K1, i.e. ∂A2 ·K1 = 0. Moreover,
if A2 has at least one boundary component on F1 then A2 is either vertical in
the sense that it is isotopic to c× I ⊂ F × I for some curve c ⊂ F , or isotopic to
A′ and hence has both boundary curves parallel to K1. Similarly, using A0 and
V0 one can show that ∂A2 ·K0 = 0, and if A2 is not vertical and A2 ∩ F0 6= ∅
then it has both boundary curves parallel to K0.
The above facts imply that X(K, p/q) = Y (K, p/q)/ψ is irreducible. Since
the non-separating surface F0 cuts X(K, p/q) into Y (K, p/q), which is not an
I-bundle, we see that X(K, p/q) is not Seifert fibered. It remains to show that
X(K, p/q) is atoroidal.
If T is an essential torus in X(K, p/q) then it can be isotoped so that T ∩
Y (K, p/q) = Q is a set of essential annuli. Let Ci = Q ∩ Fi. We claim that for
any curve c ⊂ C0, ϕ(c) is isotopic to a curve in C0.
We have ψ(C0) = C1, so ψ(c) ⊂ C1. If ψ(c) belongs to a vertical annulus Q1
then ϕ(c) = η(ψ(c)) ∼= Q1 ∩ F0 ⊂ C0. If ψ(c) belongs to a non-vertical annulus
then by the property proved above, ψ(c) is isotopic to K1, so ϕ(c) ∼= η(K1) =
K0. Note that if Q has a non-vertical component with boundary on F1 then the
fact that C0, C1 have the same number of components implies that there is also
a non-vertical component Q0 with boundary on F0, and we have shown that
each component c′ of ∂Q0 is isotopic to K0, so ϕ(c) ∼= c′ ⊂ ∂Q0 ⊂ C0. This
completes the proof of the claim.
Let c be a component of C0. We have shown above that c ·K0 = 0 for any
c ⊂ C0. Applying the above to ϕ−1 we see that there is a curve c′ ⊂ C0 such
that ϕ(c′) ∼= c. By induction we have c · ϕi(K0) = c′ · ϕi−1(K0) = 0 for all i,
which is a contradiction to the assumption that K0 ∼= η(K) is ϕ-full and hence
c · ϕi(K0) 6= 0 for some i. 
Lemma 23.10 The manifold M5 is hyperbolic.
Proof. Let W =M5|Fb, let F+, F− be the two copies of Fb in W , and let A be
the annulus T0|∂Fb. Then W is obtained from Y = F+ ∪ F− ∪ A by attaching
faces of Γa and then some 3-cells.
Two faces of Γa are parallel if their boundary curves are parallel on Y . Since
parallel faces cobound a 3-cell in W , we need only attach one such face among
a set of parallel faces. From Figure 11.10 one can check that the four bigons
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are parallel faces, and the two 6-gons are parallel to each other. Therefore W
is obtained from Y by attaching one bigon σ1, one 6-gon σ2 and then a 3-cell.
Let σ1 be the bigon on Figure 11.10 between the edges B and G, and assume
that the edge B ⊂ F+.
Cutting W along σ1, we obtain a manifold W1 with boundary a torus, and
it contains the 6-gon σ2. Therefore it is a solid torus such that the remnant
of F+, denoted by F
′
+, runs along the longitude three times. If we replace σ2
and the attached 3-cell by a solid torus J with meridian intersecting F ′+ in one
essential arc then W1 becomes a F
′
+×I andW becomes X = F+×I. Therefore
W = X(K, p/q), where K is the core of J , and q = 3. Let ψ : F− → F+ be the
gluing map, η : F+ × I → F− the projection, and ϕ = η ◦ ψ. By Lemma 23.9
we need only show that the curve K− on F− isotopic to K is ϕ-full.
In M5 the bigon σ1 has boundary edges B ∪ G on Fb, as shown in Figure
11.10(b). Suppose B ⊂ F+ and G ⊂ F− when we consider σ1 as a bigon in
F+ × I. Then ψ maps the curve B on F− to the curve B on F+, which is
mapped to G on F− by η. Therefore ϕ : F− → F− maps B to G. Since
F−|B is an annulus and B is disjoint from the curve K− above, this determines
K−. Also ϕ(K−) is the curve on F− disjoint from ϕ(B) = G, so K− intersects
ϕ(K−) transversely at a single point, cutting F− into an annulus. Therefore
K− is ϕ-full, and the result follows. 
Lemma 23.11 The manifold M4 is hyperbolic.
Proof. The proof is similar to that of Lemma 23.10. In this caseW =M4|Fb is
obtained from F+ ∪F− ∪A1 ∪A2 by attaching two bigons σ1, σ2 and one 4-gon
σ3, so W = X(K, p/q) with q = 2, where X = F+ × I and K is disjoint from
σ1, σ2. Choose σ1, σ2 to be the bigons in Figure 11.9(a) bounded by H ∪E and
E∪N , respectively. Then F− can be identified with Fb, and σ1, σ2 intersects F−
in the edges E and N , respectively. These cut F− into an annulus containing
the curve K− isotopic to the knot K in X = F+ × I. The map ϕ : F− → F−
maps the edges E and N in Figure 11.9(b) to H and E, respectively, so ϕ(K−)
is the curve in the annulus F−|(H ∪ E). The curves K− and ϕ(K−) intersect
transversely at a single point, cutting F− into a neighborhood of ∂F−, hence
K− is ϕ-full, and M4 is hyperbolic by Lemma 23.9. 
Lemma 23.12 Let F be a closed orientable surface of genus 2, and let α, β be
two non-separating simple closed curves on F , intersecting minimally, cutting
F into disks. Let X be obtained from F × I (I = [0, 1]) by attaching a 2-handle
along α× {0}. Identify F with F × {1} ⊂ F × I, and let T = ∂X − F . Then
(1) a compressing disk D of F intersects β at least 3 times; and
(2) an incompressible annulus A in X with ∂A ⊂ F and ∂A ∩ β = ∅ is
boundary parallel.
Proof. (1) Let E be the disk in X bounded by α×1, cutting X into X ′ = T×I.
Note that X is a compression body, and {E} is the unique (up to isotopy)
complete disk system for X .
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By assumption α∪β cuts F into disks, hence |α∩β| ≥ 3. Since α intersects
β minimally, we may choose a hyperbolic structure on the surface F so that
α, β are geodesics. Let D be a compressing disk for F in X . Up to isotopy we
may assume that γ = ∂D is a geodesic or a slight push off of a geodesic if it is
isotopic to α or β. Then both |γ ∩ α| and |γ ∩ β| are minimal up to isotopy.
We may assume that D ∩E consists of arcs. If D ∩E 6= ∅, by taking an arc
that is outermost on D, surgering E along the corresponding outermost disk
in D, and discarding one of the resulting components, we get a new disk E′
having fewer intersections with D, such that {E′} is a complete disk system
for X . Since {E} is the unique complete disk system for X , E′ is isotopic to
E. Since |∂E′ ∩ ∂D| < |∂E ∩ ∂D| = |α ∩ γ| and ∂E′ is isotopic to ∂E, this
is a contradiction to the fact that |γ ∩ α| is minimal up to isotopy. Therefore
D ∩ E = ∅. Hence D either (a) is parallel to E, or (b) cuts off a solid torus
containing E.
In case (a) ∂D is a parallel copy of α, so |∂D ∩ β| = |α ∩ β| ≥ 3 and we
are done. In case (b), let F1 be the punctured torus on F bounded by γ which
does not contain α. If |γ ∩ β| ≤ 2 then F1 contains at most one arc of β, so it
contains an essential loop disjoint from α ∪ β, which is a contradiction to the
assumption that α ∪ β cuts F into disks.
(2) Let A be an incompressible annulus in X with ∂A ⊂ F − β. We may
assume that α, β are hyperbolic geodesics, and each component of ∂A is either
a geodesic, or a slight push off of a geodesic if it is parallel to α, β or another
component of ∂A. Thus both |∂A ∩ α| and |∂A ∩ β| are minimal; in particular,
∂A∩β = ∅. As in (1), this implies that A∩E consists of essential arcs on A. If
A ∩ E = ∅ then ∂A lies in F |(α ∪ β), but since A is incompressible while each
component of F |(α ∪ β) is a disk, this is impossible. Therefore we may assume
that A ∩ E is a non-empty set C of essential arcs on A.
Let Bi be a component of A|C. Then Bi is a disk in X ′ = T × I, so ∂Bi is
a trivial loop on T ′, bounding a disk B′i on T
′. Let E1, E2 be the two copies of
E on T ′. If B′i ∩ (E1 ∪E2) is a single disk then one can use a disk component of
B′i ∩F to isotope A to reduce |∂A∩ ∂E| = |∂A∩α|, which is a contradiction to
the minimality of |∂A ∩ α|. Therefore B′i ∩ (E1 ∪E2) consists of two disks, and
B′ ∩ F is a single disk Pi. One can check that ∪Pi is an annulus on F parallel
to A. 
Lemma 23.13 The manifold M14 is hyperbolic.
Proof. Cutting M14 along the surface Fb, we obtain two manifolds X1, X2,
where X1 is the one containing the four bigon faces of Fa, and X2 contains the
two 4-gon faces of Fa. Let σ1, σ2 be the bigons on Fa bounded by the edges
E ∪ F and B ∪ Y respectively in Figure 20.6, and let σ3 be the 4-gon bounded
by the edges B ∪C ∪ Y ∪F . Note that any other face of Fa is parallel in Xi to
one of these.
Let Ai = Xi ∩ T0. Then X1 is obtained from the genus 2 surface Fb ∪A1 by
attaching σ1, σ2 and then a 3-cell, hence it is a handlebody of genus 2 because
∂σ1, ∂σ2 are disjoint nonparallel nonseparating curves on Fb ∪ A1. The core of
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A1 is a curve on ∂X1 such that after attaching a 2-handle to X1 along A1 we get
the manifold on the side of Fˆb which contains no torus boundary component,
hence from Figure 22.14(b) we see that it is the double branched cover of a
Montesinos tangle T (2, 2), which is a twisted I-bundle over the Klein bottle.
This implies that the surface Fb = ∂X1 −A1 is incompressible in X1.
Now consider X2. Let F be the genus 2 surface Fb ∪A2, α the boundary of
σ3, and β the core of A2. Then α intersects β minimally at four points. From
Figure 20.6(b) we see that the edges B,C, Y, F cut the surface Fb into two disks,
hence α∪β cuts F into disks. X2 is obtained from F×I by attaching a 2-handle
along the curve α × {0}. Therefore it satisfies the conditions of Lemma 23.12.
In particular, Fb is incompressible in X2.
Since X1 is a handlebody and X2 is a compression body, they are irreducible
and atoroidal. Since M14 is obtained by gluing X1, X2 along the incompressible
surface Fb, M14 is also irreducible. It is well known that an incompressible
surface in a Seifert fiber space is either vertical, and therefore an annulus or
torus, or horizontal, in which case it intersects all boundary components. Since
the surface Fb satisfies neither condition, we see that M14 is not Seifert fibered.
It remains to show that M14 is atoroidal.
Assume M14 is toroidal and let T1 be an essential torus in M14 intersecting
Fb minimally. Since Xi is atoroidal, T1 intersects Xi in incompressible annuli.
A component A′2 of T1 ∩X2 is an incompressible annulus in X2 disjoint from β,
hence by Lemma 23.12 it is parallel to an annulus A′′ on ∂X2. If A
′′ ⊂ Fb then
T1 can be isotoped to reduce |T1∩Fb|, which is a contradiction to the minimality
assumption. Therefore A′′ ⊃ β and hence A′′ ⊃ A2, so each component of ∂A′′
is parallel to a component of ∂Fb. Since this is true for all components of T1∩X2,
we see that each component of T1 ∩ Fb is parallel to a component of ∂Fb.
Now let A′1 be a component of T1 ∩ X1. By the above, the two boundary
components of A′1 are parallel on ∂X1. Since X1 is a handlebody, A
′
1 is parallel
to an annulus A′′2 on ∂X1. For the same reason as above, it must contain the
annulus A1. This is true for all components of T1 ∩X1. Let A′i be a component
of T1 ∩ Xi which is closest to Ai. Then ∂A′1 = ∂A
′
2, hence T1 = A
′
1 ∪ A
′
2. It
follows that T1 is parallel to T0, contradicting the assumption that T1 is essential
in M14. 
Theorem 23.14 The manifolds Mi in Definition 21.3 are all hyperbolic.
Proof. This follows from [GW1, Theorem 1.1] for i = 1, 2, 3, and from Lemmas
23.7, 23.8, 23.10, 23.11 and 23.13 for i > 3. 
24 Toroidal surgery on knots in S3
Recall that each of the manifolds M1,M2,M3 admits two toroidal Dehn fillings
r′i, r
′′
i on a torus boundary component T0 with distance 4 or 5. These are the
exteriors of the links L1, L2, L3 in Figure 24.1. Let Li = K
′
i ∪K
′′
i , where K
′
i is
the left component of Li. Let T1 = ∂N(K
′
i), and T0 = ∂N(K
′′
i ).
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(1) (2) (3)
Figure 24.1
Each Mi has a pair of toroidal slopes r
′
i, r
′′
i on T0. These are given in [GW1,
Theorem 7.5] and shown in Figures 7.2, 7.4 and 7.5 of [GW1].
Lemma 24.1 With respect to the preferred meridian-longitude pair of K ′′i , the
slopes r′i, r
′′
i are given as follows, up to relabeling.
(1) r′1 = 0 and r
′′
1 = 4.
(2) r′2 = −2 and r
′′
2 = 2.
(3) r′3 = −9 and r
′′
3 = −23/2.
Proof. (1) This is basically proved in [GW1, Lemma 7.1]. It was shown that
M1 is the double branched cover of the tangle Q1 in Figure 7.2(c) of [GW1]. Let
m be the meridian, l the preferred longitude, and l′ the blackboard longitude
of the diagram of K ′′1 in [GW1, Figure 7.2(a)]. Calculating the linking number
of l′ with K ′′1 in Figure 7.2(a) we see that l
′ = 2m+ l. Let η :M1 → Q1 be the
branched covering map. If r is a slope on T0 then η(r) is a curve of a certain
slope on the inside boundary sphere, which will be denoted by a number in
Q0 = Q ∪ {∞}. One can check that η(m) = 0/1, and η(l′) = 1/0. The two
toroidal slopes r′1, r
′′
1 map to slopes −1/2 and 1/2, as shown in Figure 7.2(d)
and (e) of [GW1]. We have ϕ(−2m+ l′) = (−2× 0 + 1)/(−2× 1 + 0) = −1/2,
and ϕ(2m + l′) = (2 × 0 + 1)/(2 × 1 + 0) = 1/2. Therefore r′1 = −2m + l
′ =
−2m+ (2m+ l) = l and r′′1 = 2m+ l
′ = 4m+ l.
(2) This is similar to (1), using [GW1, Figure 7.4] instead. We have η(m) =
0/1, η(l′) = 1/2, η(r′2) = 1/0, η(r
′′
2 ) = 1/4, and l = l
′. Therefore r′2 = −2m+ l
and r′′2 = 2m+ l.
(3) Use 7.5(k) to denote [GW1, Figure 7.5(k)]. 7.5(a) shows that l′ = l−6m.
A careful tracking of l′ during the modification from 7.5(a) to 7.5(b) then to
7.5(c) shows that η(m) = 0/1 and η(l′) = 1/3. From 7.5(c) and 7.5(e) we see
that η(r′3) = 1/0 and η(r
′′
3 ) = 2/5. Therefore r
′
3 = −3m + l
′ = −9m + l, and
r′′3 = −m+ 2l
′ = −m+ 2(l − 6m) = −13m+ 2l. 
Lemma 24.2 Suppose K is a hyperbolic knot in S3 admitting two toroidal Dehn
surgeries K(r1),K(r2) with ∆(r1, r2) = 4 or 5. Then there is an i ∈ {1, 2, 3}
and a slope s on T1 of Mi such that (E(K), r1, r2) ∼= (Mi(s), r′i, r
′′
i ).
Proof. Let Fa be an essential punctured torus in MK = S
3 − IntN(K) such
that Fˆa is an essential torus in K(ra), chosen so that |∂Fa| is minimal. By
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Theorem 21.4 the triple (E(K), r1, r2) is equivalent to either (Mi, r
′
i, r
′′
i ) with
1 ≤ i ≤ 14, or to (Mi(s), r′i, r
′′
i ) for some i = 1, 2, 3, 14. Therefore we need only
show that the manifold Mi (i = 4, ..., 14) is not the exterior of a knot or link in
S3.
When i = 4, the surface Fb has two boundary circles on T0 with the same
orientation. Let A be an annulus on T0 connecting these two boundary com-
ponents. Then Fb ∪ A is a non-orientable closed surface in M4. It follows that
M4 cannot be the exterior of a knot in S
3 because S3 contains no embedded
non-orientable surface.
For i = 5, let Vb be the Dehn filling solid torus of M5(rb). Then the Z2
homology groupH of Vb∪Fb is generated by α, x and y, where α is the core of Vb,
and x, y are represented by the edges A and E in Figure 11.10(b), respectively.
A bigon in Figure 11.10(a) gives the relation x = y. Consider the quotient group
H ′ obtained from H by identifying x with y. Then H ′ = Z2 ⊕ Z2 is generated
by α and x. Each corner of Figure 11.10(a) represents the element α, and each
edge represents x in H ′. Since each face in Figure 11.10(a) has an even number
of edges and an even number of corners on its boundary, it represents 0 in H ′.
Therefore
H1(M5(rb),Z2) = H1(Vb ∪ Fb ∪ Fa,Z2) = H
′ = Z2 ⊕ Z2.
Since the Z2 homology of any manifold obtained by Dehn surgery on a knot in
S3 is either trivial or Z2, it follows that M5 is not a knot exterior.
Now assume that Mi is the exterior of a knot K in S
3 for some i ≥ 6.
By Theorem 23.14 K is hyperbolic. Put Q0 = Q ∪ {∞}. A number in Q0
is represented by p/q, where p, q are coprime integers, and q ≥ 0. Given a
meridian-longitude pair (m, l) and r = p/q ∈ Q0, denote by K(r) the manifold
obtained by surgery on K along the slope pm + ql. There is a one to one
correspondence η : Q0 → Q0 such that ∆(η(r), η(s)) = ∆(r, s), and K(η(r))
is the double branched cover of Qi(r), which is the manifold Xi(r) given in
Lemma 22.2. Since K(η(r3)) is a lens space, by the Cyclic Surgery Theorem
[CGLS, p.237] the slope η(r3) is an integer slope with respect to the preferred
meridian-longitude of K. To simplify the calculation, let l = η(r3).
By [GLu, Theorem 1.1] η(r1) and η(r2) are integer or half integer slopes.
Suppose η(ri) = pi/qi. Then p3/q3 = 0/1. By the above we have qi = 1 or 2 for
i = 1, 2. By Lemma 22.2, |p1| = ∆(r1, r3) = 1, and |p2| = ∆(r2, r3) ≤ 2.
If |p2| = 1 then 4 ≤ ∆(r1, r2) = ∆(η(r1), η(r2)) = |p1q2 − p2q1| implies that
q1 = q2 = 2. This is a contradiction to [GWZ, Theorem 1], which says that a
hyperbolic knot in S3 admits at most one non-integral toroidal surgery.
We now have |p2| = 2, so η(r2) = p2/q2 = ±2/1. Since ∆(r1, r2) = |p1q2 −
p2q1| = | ± 1 − (±2)q1| ≥ 4, we must have p1/q1 = ∓1/2, and ∆ = 5. From
Lemma 22.2 we see that for i ∈ {6, ..., 13}, the only Mi satisfying ∆(r2, r3) = 2
and ∆(r1, r2) = 5 are the ones with i = 7, 10 or 11.
Consider the case i = 10. Let r0 be the slope such that η(r0) is the merid-
ian slope 1/0. Then we have ∆(r0, ri) = ∆(η(r0), η(ri)) = ∆(1/0, pi/qi) = qi.
Therefore by the above we have ∆(r0, ri) = qi = 2, 1, 1 for i = 1, 2, 3, respec-
tively. By Lemma 22.2 we have r1 = 0/1, r2 = −5/2 and r3 = 1/0. Let
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r0 = p
′/q′. Then we have
∆(r0, r1) = |p
′| = 2
∆(r0, r2) = |2p
′ + 5q′| = 1
∆(r0, r3) = q
′ = 1
These equations have a unique solution r0 = −2/1. One can check thatQ10(−2/1)
is the 2-bridge knot K2/7, so its double branched cover is L(7, 2) 6= S
3, which
is a contradiction.
The tangles Q7, Q11 and Q14 in Figures 22.7, 22.11 and 22.14 have a circle
component. If Mi is a knot exterior in S
3 then there is a slope r such that the
double branched cover of Qi(r) is S
3. Since each of Q7(r) and Q11(r) has at
least two components, its double branched cover has nontrivial Z2 homology
[Sa, Sublemma 15.4], so M7 and M11 are not knot exteriors in S
3. Similarly
M14 is not the exterior of a link in S
3. 
Lemma 24.3 (1) Let i ∈ {1, 2, 3}. If r1, r2 are toroidal slopes of Mi on T0 with
∆(r1, r2) ≥ 4, then {r1, r2} = {r
′
i, r
′′
i }.
(2) The slope −7 is a solid torus filling slope on T0 of M3, and there is an
orientation preserving homeomorphism of M3 which interchanges the two solid
torus filling slopes {1/0,−7/1} and the two toroidal slopes {−9,−13/2}.
Proof. Since M1,M2,M3,M14 are the only ones in Definition 21.3 with two
boundary components, by Theorem 21.4 (Mi, r1, r2) is equivalent to one of the
(Mj , r
′
j , r
′′
j ) with j = 1, 2, 3, 14. Since M1,M2,M3 are link complements in S
3
and by Lemma 24.2 M14 is not, we have j 6= 14. Computing H1(Mj , T1) shows
H1(M1, T0) = Z, H1(M2, T0) = Z3, and H1(M1, T0) = Z5, hence we must have
j = i.
By definition there is a homeomorphism ϕ : (Mi, r1, r2) → (Mi, r′i, r
′′
i ), up
to relabeling of r1, r2. For i = 1, 2, by [Ga1] and [Be] the knot K
′′
i has no
nontrivial solid torus surgery, hence ϕ(m) = m, where m is a meridian of
K ′′i . Since ∆(m, r
′
i) = ∆(m, r
′′
i ) = 1, by the homeomorphism we also have
∆(m, r1) = ∆(m, r2) = 1, so r1, r2 are also integer slopes. It follows that if
{r1, r2} 6= {r′1, r
′′
1} then there is a pair of toroidal slopes with distance at least
5. SinceM1,M2 is not homeomorphic toM3, this is a contradiction to Theorem
21.4 and [Go].
Now suppose i = 3. By an isotopy one can deform the tangle in [GW1,
Figure 7.5(c)], which is shown in Figure 24.2(a), to the one in Figure 24.2(b),
which is invariant under the π rotation ψ along the forward slash diagonal.
The 1/0 slope in Figure 24.2(b) corresponds to the 1/2 slope in Figure 24.2(a),
which, by the proof of Lemma 24.1(3), lifts to the slope −7m+ l on T0. The two
toroidal slopes 1/0 and 5/2 for the tangle in Figure 22.2(a) correspond to the
slopes −1/2 and 2 in Figure 24.2(b), which are interchanged by ψ. It follows
that ψ lifts to an orientation preserving homeomorphism ψ′ :M3 →M3, which
interchanges the two solid torus filling slopes {1/0,−7/1} and the two toroidal
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slopes {−9,−13/2}. In fact, ψ′ is represented by the matrix
A =
(
7 1
−1 0
)
in the sense that if A(p, q)t = (p′, q′)t (where Bt denotes the transpose of the
matrix B) then ψ′(pm+ ql) = p′m+ q′l.
Solid torus surgeries on knots in a solid torus have been completely classified
by Gabai [Ga1] and Berge [Be]. It was shown that there is only one knot
admitting two nontrivial solid torus surgeries, which is a 7-braid. Since K ′′3 is
a 5-braid, we see that m = 1/0 and m′ = −7/1 are the only solid torus filling
slopes on T0. Therefore the homeomorphism ϕ : (M3, r
′
3, r
′′
3 ) → (M3, r1, r2)
must map the set of two curves {m,m′} to itself, possibly with the orientation
of one or both of the curves reversed. If ϕ preserves the orientation of m′ and
reverses the orientation of m then ϕ(r′3) = 9/1 would also be a toroidal slope,
which is a contradiction to [Go] because ∆(−9/1, 9/1) = 18 > 8. Similarly
ϕ cannot preserve the orientation of m while reversing the orientation of m′.
Therefore ϕ is orientation preserving and its induced map on the set of slopes on
T0 is either the identity map, which fixes {r′3, r
′′
3}, or the same as that induced
by ψ′ above, which interchanges {r′3, r
′′
3}. 
(a) (b)
Figure 24.2
Theorem 24.4 Suppose K is a hyperbolic knot in S3 admitting two toroidal
surgeries K(r1),K(r2) with ∆(r1, r2) ≥ 4. Then (K, r1, r2) is equivalent to one
of the following, where n is an integer.
(1) K = L1(n), r1 = 0, r2 = 4.
(2) K = L2(n), r1 = 2− 9n, r2 = −2− 9n.
(3) K = L3(n), r1 = −9− 25n, r2 = −(13/2)− 25n.
(4) K is the Figure 8 knot, r1 = 4, r2 = −4.
Proof. By [Go] the Figure 8 knot L1(−1) is the only hyperbolic knot in S3 ad-
mitting two toroidal surgeries of distance at least 6, so we assume ∆ = 4 or 5. By
Lemma 24.2 there is a homeomorphism ϕ : (Mi(s), {r′i, r
′′
i })
∼= (E(K), {r1, r2})
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for some i = 1, 2, 3 and s ⊂ T1. We only need to show that s = 1/n because the
slopes ri can then be calculated using Lemma 24.1 and the Kirby calculus [Ro,
p.267].
If Dehn filling on T1 of ∂Mi along slope s produces a knot exterior E(K) =
Mi(s), then the meridian-longitude of K may be different from that of K
′′
i on
T0. We use (m
′′, l′′) (resp. (m, l)) to denote a meridian-longitude pair of K ′′i
(resp. K) in S3.
Claim 1. If E(K) =M1(s) for some s on T1 of ∂M1 then s = 1/n.
Since the linking number between the two components of L1 is 0, a p/q Dehn
filling on T1 produces a manifoldM1(p/q) with H1(M1(p/q),Z) = Z⊕Zp, hence
M1(p/q) is a knot complement only if |p| = 1. It follows that K = L1(n), where
n = qp.
Claim 2. If E(K) =M2(s) for some s on T1 of ∂M2 then s = 1/n for some n.
As before, let L2 = K
′
i ∪ K
′′
i . Let M = E(K). Assume s = p/q and
|p| > 1. We have K(m′′) = L2(s,m′′) = K ′i(s) = L(p, q). Therefore by the
Cyclic Surgery Theorem [CGLS], m′′ is an integer slope with respect to (m, l),
say m′′ = am + l. By [GLu] the toroidal slopes r1, r2 of K are integer or half
integer slopes with respect to (m, l). Recall that ϕ(r′2) = r1 and ϕ(r
′′
2 ) = r2.
Since m′′ is an integer slope, r1, r2 cannot both be integer slopes, otherwise
4 = ∆(r1, r2) ≤ ∆(r1,m′′) + ∆(m′′, r2) = 2, which is a contradiction. Also by
[GWZ] they cannot both be half integer slopes.
Now assume r1 is an integer slope and r2 is a half integer slope with respect
to (m, l). Sincem′′ is an integer slope, we may choose l = m′′. Then r1 = p1m+l
and r2 = p2m + 2l, so ∆(r1,m
′′) = ∆(r2,m
′′) = 1 implies p1, p2 = ±1. But
then ∆(r1, r2) = |2p1 − p2| ≤ 3, a contradiction.
Claim 3. If E(K) = M3(s) then there is an integer n and a homeomorphism
η : (M3(1/n), {r′3, r
′′
3})→ (E(K), {r1, r2}).
By Lemma 24.3M3(−7) is a solid torus, and the meridian slope m′′ and the
slope r = −7 are the only solid torus filling slopes on T0. If ϕ(m′′) = m then
S3 = K(m′′) = K ′i(s) implies that s = 1/n for some n, so η = ϕ is the required
map. If ϕ(r) = m, let ψ be the orientation preserving homeomorphism of M3
given in Lemma 24.3, which maps m′′ to r. By Lemma 24.3 ψ interchanges the
slopes r′3, r
′′
3 . Let s
′ = ψ−1(s). Then ϕ ◦ ψ : (M3(s′), r′′3 , r
′
3)
∼= (E(K), r1, r2)
maps m′′ to m. As above this implies that s′ = 1/n, hence η = ϕ ◦ ψ is the
required map.
We now assume that ϕ(m′′) 6= m and ϕ(r) 6= m. Note that K(m′′) and K(r)
can be obtained from the solid toriM3(m
′′) andM3(r) by s filling on T1, so they
have cyclic π1, hence by [CGLS] r,m
′′ are integer slopes of K. Choose l = m′′.
Since ∆(m′′, r) = 1, we may assume r = 1/1 up to rechoosing the orientation
of l. The toroidal slopes r′3 = −9 satisfy ∆(r
′
3,m
′′) = 1 and ∆(r′3, r) = 2, which
implies r′3 = −1/1 or 1/3 with respect to (m, l). The second is impossible by
[GLu]. Similarly the fact that ∆(r′′3 ,m
′′) = 2 and ∆(r′′3 , r) = 1 implies that
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r′′3 = 2 with respect to (m, l). But then we have 5 = ∆(r
′
3, r
′′
3 ) = ∆(−1, 2) = 3,
a contradiction. 
Corollary 24.5 A hyperbolic knot K in S3 has at most four toroidal surgeries.
If there are four, then they are consecutive integers.
Proof. By [GLu] a toroidal slope of K must be integer or half integer, and if
it is a half integer then K is a Eudave-Mun˜oz knot. By [T1, Corollary 1.2], if
K is a Eudave-Mun˜oz knot then it has at most three toroidal slopes, hence the
result is true if K has a half integer toroidal slope. Therefore we may assume
that all toroidal slopes of K are integer slopes. The result follows if ∆(r, s) < 4
for all pairs of toroidal slopes (r, s) of K. Therefore by Theorem 24.4 we need
only show that if K is either L1(n) or L2(n) for some n then K has at most
three integer toroidal slopes.
If K is the knot L1(n) in Theorem 24.4(1) then by [BW] it has exactly two
toroidal slopes unless it is the Figure 8 knot, which has three toroidal slopes.
Now consider a knot K = L2(n) in Theorem 24.4(2) and let r be an in-
tegral toroidal slope of K other than r1, r2 in the Theorem. Since ∆(ri, r) ≤
4, r must be between r1 and r2. Denote by M2(p/q) the p/q filling on T0
with respect to the preferred meridian-longitude pair of L2. By the proof of
Lemma 24.1(2), M2(−1) is the double branched cover of Q2(1). Using the
tangle in [GW1, Figure 7.4(c)] one can check that Q2(1) is a Montesinos tan-
gle T (1/2,−2/5), therefore M2(−1) is a small Seifert fiber space with orbifold
D2(2, 5). Since L2(n)(−1− 9n) is obtained from M2(−1) by Dehn filling on T1
and contains no non-separating surface, it is atoroidal. Because of symmetry
(L2 is amphicheiral), M2(1) is homeomorphic to M2(−1), so L2(n)(1 − 9n) is
also atoroidal. It follows that the only possible integer toroidal slopes of L2(n)
are j− 9n for j = −2, 0, 2. This completes the proof. (Actually it can be shown
that −9n is not a toroidal slope of L2(n) either, so it has at most two integer
toroidal slopes.) 
The following corollary is an immediate consequence of Theorem 24.4.
Corollary 24.6 Let K be a hyperbolic knot in S3 which admits two toroidal
surgeries along slopes r1, r2, and ∆ = ∆(r1, r2) ≥ 4. Then one of the ri is an
integer, and the other one is an integer if ∆ 6= 5, and a half integer if ∆ = 5.
Although there are infinitely many hyperbolic 3-manifolds M with toroidal
fillings M(r),M(s) at distance 4 or 5, we have shown that they all come from
finitely many cores X(r, s) as defined in Section 21.
Question 24.7 Are there only finitely many cores X(r, s) of toroidal Dehn fill-
ings on hyperbolic 3-manifolds with ∆(r, s) = 3? ∆(r, s) = 2?
We observe that the answer to Question 24.7 in the case ∆(r, s) = 1 is almost
certainly ‘no’; here is an outline of an argument. Let N be a closed irreducible
3-manifold with a unique incompressible torus T up to isotopy. Let F be a once-
punctured torus, regarded as a disk with two bands. It is intuitively clear that,
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for any positive integer n, by tangling the bands in a sufficiently complicated
fashion we can construct an embedding Fn of F in N so that if Kn = ∂Fn,
then N −Kn is hyperbolic, and Kn cannot be isotoped to meet T in fewer than
n points. Let Mn = N − IntN(Kn), and let r, s on ∂Mn be the meridian of
Kn and the longitudinal slope defined by Fn, respectively. Then ∆(r, s) = 1,
Mn(r) = N is toroidal by definition, and Mn(s) contains the non-separating
torus Fˆn = Fn ∪ D, where D is a meridian disk of Vs. Hence, if we make
sure that Mn(s) does not contain a non-separating sphere, then Mn(s) is also
toroidal. Since the number of intersections of Kn with T is at least n, the triples
(Mn, r, s) cannot all come from only finitely many cores.
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