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Abstract 
The accessibility of the Martian atmosphere to spacecraft provides an opportunity 
to study an ionosphere that differs from our own. Yet, despite the half century of 
measurements made at Mars, the current state of the neutral atmosphere and its embedded 
plasma (ionosphere) remains largely uncharacterized. In situ measurements of the neutral 
and ionized constituents versus height exist only from the two Viking Landers from the 
1970s. Subsequent satellite and remote sensing data offer sparse global coverage of the 
ionosphere. Thermal characteristics of the plasma environment are not well understood. 
Patchy crustal magnetic fields interact with the Martian plasma in a way that has not been 
fully studied. Hence, investigating the coupled compositional, thermal and crustal-field-
affected properties of the ionosphere can provide insight into comparative systems at 
Earth and other planets, as well as to atypical processes such as the solar wind interaction 
with topside ionospheric plasma and associated pathways to escape. 
Ionospheric models are fundamental tools that advance our understanding of 
complex plasma systems. A pre-existing one-dimensional model of the Martian 
ionosphere has been upgraded to include more comprehensive chemistry and transport 
v 
 physics. This new BU Mars Ionosphere Model has been used to study the composition, 
thermal structure and dynamics of the Martian ionosphere. Specifically: the sensitivity of 
the abundance of ions to neutral atmospheric composition has been quantified, diurnal 
patterns of ion and electron temperatures have been derived self-consistently using supra-
thermal electron heating rates, and the behavior of ionospheric plasma in crustal field 
regions was simulated by constructing a two-dimensional ionospheric model. Results 
from these studies were compared with measurements and show that (1) ion composition 
at Mars is highly sensitive to the abundance of neutral molecular and atomic hydrogen, 
(2) lighter ions heat up more efficiently than heavier ones and provide additional heating 
sources for cooler plasma, and (3) crustal field morphology affects plasma dynamics and 
structure at Mars in a way that is consistent with observations. Finally, model predictions 
of ion composition and plasma temperatures are provided for observations to be made by 
several instruments on board the upcoming 2013 MAVEN orbiter. 
vi 
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1. Introduction  
 
This thesis investigates a region of the atmosphere of Mars using modeling of the 
composition and dynamics of species in order to advance our understanding of evolution 
and escape processes from the planet. In this chapter, the general atmosphere of Mars is 
briefly discussed. The specific atmospheric region relevant to these studies is then 
described along with a brief history of spacecraft that probed this region. The model used 
here is put into the greater context of existing models. This chapter is concluded with the 
motivation behind this work and its unique contributions to Martian studies. 
 
1.1 Atmosphere of Mars 
 
The atmosphere of a planet or moon is the layer of neutral atoms and molecules 
that are gravitationally bound to it. In general, atmospheres are divided into regions by 
altitude and thermal structure. In Figure 1.1, terrestrial atmospheric layers are shown. 
Many of these atmospheric layers exist at other planets as well.  
From the ground up, the planetary boundary layer is the region closest to the 
surface and is influenced by planetary topography, turbulence and properties that change 
on timescales of less than an hour. Above the planetary boundary layer is the troposphere, 
a layer that contains most of the atmosphere and is marked by decreasing temperature and 
pressure with altitude. The next layer is the stratosphere that is marked by an increase in 
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neutral temperature due to the presence of ozone that absorbs solar UV and heats up the 
surrounding region. 
 
 
Figure 1.1: Typical atmospheric layers at Earth as a function of altitude. The red profile 
shows the neutral temperatures structure that defines each region. The terrestrial 
ionosphere is the layer above 80 km and can extend out to beyond the exosphere (outer 
space). Image is from http://www.theozonehole.com/atmosphere.htm. 
 
Above this layer is the mesosphere, where the neutral temperature continues to 
cool due to decreased solar heating and increased radiative cooling of neutral species. In 
and below the mesosphere, the atmosphere is well mixed. Above this layer lies the 
thermosphere, where the temperature of neutral species increases due to absorption of 
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solar EUV and X-ray photons, and each atmospheric species diffuses with its own scale 
height based on its molecular mass. The thermosphere contains most of the ionized 
particles in the atmosphere that is referred to as the ionosphere. Above the thermosphere 
is the exosphere, where neutral and ionized species become so rarified that they are no 
longer collisional, and the gravitational pull decreases such that particles are weakly 
bound to the planet. 
The radius of Mars is about half that of Earth and consequently, its gravitational 
pull is smaller. The surface pressure at Mars is over 100 times less than that at Earth and 
its further displacement from the Sun makes the surface of Mars ~50 K colder than 
Earth’s. The atmosphere of Mars is composed of mostly CO2 compared with the 
predominantly N2 and O2 atmosphere at Earth, and consequently, the atmospheric 
composition of each planet has evolved differently. However, the atmosphere of Mars 
shares many similarities with the terrestrial one. Typical Martian atmospheric regions are 
shown in Figure 1.2. One of the main differences is the absence of a significant 
stratosphere at Mars due to the lack of sufficient amounts of ozone to cause any 
appreciable temperature inversion (7×107 cm-3 compared with 5×1012 cm-3 at Earth at 
stratospheric altitudes) [Kim et al., 1997; Moudden and McConnell, 2005]. 
To date, our knowledge of the constituents of the Martian atmosphere comes from 
various remote sensing experiments in the infra-red (IR) and ultra-violet (UV), as well as 
from two sets of in situ measurements as is described in more detail in Chapters 2 and 3. 
The resulting atmospheric density profiles measured in situ are shown in Figure 1.3 [Nier 
et al., 1972; Nier et al., 1976; Nier and McElroy, 1976; Nier and McElroy, 1977]. The 
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neutral species shown in Fig. 1.3 were measured over 30 years ago and, along with more 
recently discovered lighter species, constitute the neutral atmosphere at Mars known to 
date. 
 
 
Figure 1.2. Martian atmospheric layers. The stratosphere has negligible effects 
compared to Earth. Image from physics.uoregon.edu. 
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Figure 1.3. Viking 1 (top) and 2 (bottom) Lander measurements of the neutral mass 
spectrometer, taken from Fig.4 of Nier and McElroy, [1977]. 
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1.2  Ionosphere of Mars 
 
Solar photons in the EUV and soft X-ray wavelength range have the energy 
required to ionize neutral particles in the atmosphere into ions and electrons. The charged 
particles in the thermosphere form the region of ionized gases called an ionosphere. In 
our solar system, gravitationally bound ionospheres are found around all planets except 
Mercury, and at some moons such as Io, Titan and Triton as well as around comets. 
The bulk of ionized species at Mars lie between ~80 and 400 km. Since the 
ionosphere is mainly formed due to solar photo-ionization, it is sensitive to processes 
from far above 400 km such as solar flux variations and flares, Solar Energetic Particle 
(SEP) events, or to more local processes such as interactions with the solar wind and 
local magnetic fields. Processes below 80 km, such as gravity waves and dust storms 
affect the properties of the neutral atmosphere that forms the ionosphere, making it 
sensitive to drivers from below. Understanding the dynamics of the ionosphere and what 
sources drive these dynamics are critical for understanding a number of physical 
processes occurring at Mars that affect the current state of the atmosphere as well as its 
evolution. 
The first successful missions to Mars returned electron density profiles as a 
function of altitude measured using radio occultation experiments. The electron density 
profile is a window into the structure of the ionosphere. The sample example electron 
density profile, averaged from several measurements and shown in Figure 1.4, has a few 
well defined features such as two ionospheric peaks. The main peak, referred to as M2, 
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that forms at ~135 km is generated by neutral species absorption of solar EUV and photo-
ionization at this altitude (see Figure 1.5). A lower peak, referred to as M1, that forms at 
~110 km is generated by solar soft X-rays that penetrate a bit deeper into the atmosphere 
than EUV photons do. The M2 and M1 layers are also referred to as the primary and 
secondary layers, respectively. This is due to the formation of the M2 layer by primary 
photoelectrons where each photo-ionization event generates one ion-electron pair, 
whereas the M1 layer is formed by primary as well as secondary electrons. Secondary 
photoelectrons are produced by X-ray photons that deposit enough energy after ionization 
into departing electrons to allow them to further ionize other neutral species. 
The structures of the M1 and M2 layers are controlled by the production of 
electrons and ion species by solar photon ionization, production and loss of ion species 
due to chemical reactions, and loss of electrons and ions due to their recombination to 
form neutral species. For these reasons, the region of the Martian ionosphere that spans 
the M1 and M2 layers is referred to as a photochemical region.  
The neutral atmosphere is dense enough to absorb most of the solar EUV and X-
ray energy above ~110 km. The altitude at which each wavelength of light produces peak 
ionization as it propagates lower into the atmosphere is the altitude of unit optical depth 
and is wavelength-specific. For X-ray photons at Mars, this altitude is typically 110 km. 
EUV photons are less energetic and are typically absorbed higher in altitude, near 135 
km. The wavelength-specific altitudes of peak energy deposition are shown in Fig. 1.5 for 
atmospheric CO2. The right panel on Fig. 1.5 shows peaks in the profile at M1 and M2 
altitudes. The lower altitude bulge occurs in the photo-production rate of CO2+ ions 
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around 100 km as a result of ionization of CO2 from photons with wavelengths less than 
10 nm (X-rays). The formation of a higher altitude peak at ~120 km is due to photo- 
ionization of CO2 from photons with wavelengths between 10 nm and 105 nm (EUV). 
The ionization threshold of CO2 is 13.7 eV (i.e. 90.5 nm).  
 
 
Figure 1.4: Average of 40 Mars Global Surveyor electron density profiles derived from 
radio occultations (black) from December 10, 12, 13 and 14, 2004. The shaded regions 
(grey) are the average standard deviations of these profiles. A layer appears at ~110 km 
and a peak layer appears at ~135 km. From Fig. 4a of Mendillo et al., [2011]. 
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In addition to ionization of the neutral atmosphere due to photo-ionization, 
production and loss due to chemical reactions and recombination of ions with electrons 
contribute to the formation of an ionosphere. For example, the dominant ion species at 
most altitudes in the Martian ionosphere is O2+ which is produced as a secondary ion 
from two main chemical reactions as opposed to the photo-ionized byproduct (CO2+) of 
the dominant neutral species CO2 from the following: 
 Ionization of atomic oxygen O    + hν  O+ + e-  
 Ionization of major neutral  CO2 + hν  CO2+ + e- 
 Chemical Reaction   O+ + CO2  O2+ + CO, at a rate of 1.110-9 cm3s-1 
 Chemical Reaction  CO2+ + O  O2+ + CO, at a rate of 1.610-10 cm3s-1 
 
Figure 1.5. Depiction of ionospheric layer formation at Mars. Left: the altitude of unit 
optical depth for photons of various wavelengths. Right: The formation of CO2+ as a 
function of altitude as a result of photo-ionization of CO2. Based on similar plot from 
Martinis et al., [2003] 
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Below the M1 layer, a third peak has been detected sporadically by radio 
occultation profiles at ~90 km that is attributed to the ionization of material from ablating 
meteoroids [Pätzold et al., 2005]. Other ionospheric features below 75 km have been 
attributed to cosmic rays [Molina-Cuberos et al., 2002] as well as to solar flares, Coronal 
Mass Ejections (CMEs), and SEP events [e.g., Ulusen et al., 2012 and references 
therein]. Above the peak M2 layer, plasma collisions with neutral species decrease as 
altitude increases causing the plasma to move as influenced by gravity, gradients in 
plasma density and plasma temperature or to interactions with the local magnetic field.  
Below 80 km, the atmosphere is well-mixed and most solar EUV and X-ray 
photons have been absorbed. Above 400 km, the mean free path of neutral species 
becomes comparable to their scale heights and so, particles undergo ballistic dynamics, 
no longer behaving as a fluid. The top side boundary of the ionosphere is referred to as 
the ionopause, and has been defined in several ways by the science community. 
Observationally, an ionopause can be defined by a sharp decrease in electron density 
concentration to below measurable values (~103 cm-3) at altitudes where the solar wind 
sweeps away charged particles. The ionopause has been observed sporadically at Mars 
and its altitude location is not yet clearly defined [Duru et al., 2008]. 
The interaction between the ionosphere of Mars and the solar wind is further 
complicated by the presence of anomalous magnetic field regions. Mars no longer has a 
global magnetic field. Patches of remnant crustal fields have been found that are mostly 
clustered in the Southern hemisphere. The interaction of a planet’s ionosphere with the 
solar wind gives rise to an induced field. This induced field is a bumpy obstacle to the 
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solar wind that forms complex field geometry in various plasma boundaries around Mars. 
Since charged particles in the ionosphere will move along strong magnetic field lines, 
understanding ionospheric-magnetospheric interactions is crucial for studies of plasma 
dynamics. Comprehensive reviews of the current understanding of the variability of the 
Martian ionosphere can be found in Withers [2009] and in Haider et al. [2011]. 
 
1.3 Brief History of Martian Exploration 
 
Prior to the first mission to fly by Mars, our understanding of the planet came 
from remote sensing experiments, where spectroscopic measurements had revealed a 
predominantly CO2 atmosphere. A succession of space missions began to unravel some 
of the mysteries of the planet’s atmosphere and surface. These missions along with their 
relevant discovery highlights are detailed chronologically below. Table 1.1 summarizes 
the missions to fly by, orbit and land on Mars to date as well as those that are currently 
orbiting the planet or nearing their launch window. 
 
Table 1.1: Missions to Mars (from The Planetary Society at 
http://www.planetary.org/explore/space-topics/space-missions/missions-to-mars.html). 
Mission names in bold face successfully returned data. 
Launch  
Date 
Name 
(Affiliation) 
Type Arrival  
Date 
Comments 
Past Missions 
Oct 10, 1960 Korabl 4 (USSR) Flyby – Failed at launch. 
Oct 14, 1960 Korabl 5 (USSR) Flyby – Failed at launch. 
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Oct 24, 1962 Korabl 11 (USSR) Flyby – Broke at Earth orbit. 
Nov 1, 1962 Mars 1 (USSR) Flyby – Lost contact prior to 
reaching Mars*. 
Nov 4, 1962 Korabl 13 (USSR) Flyby – Broke in Earth orbit. 
Nov 5, 1964 Mariner 3 (NASA) Flyby  – Failed during launch*. 
Nov 28, 1964 Mariner 4 
(NASA) 
Flyby Jul 14, 1965 * 
Nov 30, 1964 Zond 2 (USSR) Flyby and Lander – Lost contact before 
reaching Mars*. 
Feb 24, 1969 Mariner 6 
(NASA) 
Flyby Jul 31, 1969 * 
Mar 27, 1969 Mariner 7 
(NASA) 
Flyby Aug 5, 1969 * 
Mar 27, 1969 Mars 1969A 
(USSR) 
Orbiter – Failed at launch. 
Apr 2, 1969 Mars 1969B 
(USSR) 
Orbiter – Failed at launch. 
May 8, 1971 Mariner 8 (NASA) Flyby – Failed at launch. 
May 10, 1971 Kosmos 419 
(USSR) 
Orbiter – Exploded en route. 
May 30, 1971 Mariner 9 
(NASA) 
Orbiter Nov 14, 1971 Fuel ran out Oct 27, 
1972. 
May 19, 1971 Mars 2 (USSR) Orbiter and Lander Nov 27, 1971 Lander crashed. Orbiter 
shut down on Aug 22, 
1972. 
May 28, 1971 Mars 3 (USSR) Orbiter and Lander Dec 2, 1971 First successful Lander 
 
 13
operated only briefly. 
Orbiter shut down on 
Aug 22, 1972. 
Jul 21, 1973 Mars 4 (USSR) Orbiter Feb 10, 1974 Bad chip. Failed to 
orbit, did flyby*. 
Jul 25, 1973 Mars 5 (USSR) Orbiter Feb 12, 1974 Bad chip. 
Malfunctioned after 22 
orbits. 
Aug 5, 1973 Mars 6 (USSR) Flyby and Lander Mar 12, 1974 Bad chip. Damaged in 
situ data quality. Lander 
crashed on impact. 
Aug 9, 1973 Mars 7 (USSR) Lander – Bad chip. Early Lander 
separation missed the 
planet. 
Aug 20, 1975 Viking 1 (NASA) Orbiter & Lander Jun 19, 1976, 
+1 day for 
landing 
Orbiter powered down 
Aug 17, 1980. Lander 
survived till Nov 13, 
1982. 
Sep 9, 1975 Viking 2 (NASA) Orbiter & Lander Aug 7, 1976, 
+4 weeks for 
landing 
Orbiter shut down on 
Jul 25, 1978. Lander 
batteries failed on Apr 
11, 1980. 
Jul 7, 1988 Phobos 1 (USSR) Orbiter – Mission lost due to 
navigation error 2 
months into cruise. 
Jul 12, 1988 Phobos 2 (USSR) Orbiter and 2 Jan 29, 1989 Mission lost prior to 
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Phobos Landers deploying Landers due 
to hardware 
malfunction. 
Sep 25, 1992 Mars Observer 
(NASA) 
Orbiter – Lost contact with 
spacecraft 3 days prior 
to Orbit Insertion. 
Nov 7, 1996 Mars Global 
Surveyor (NASA) 
Orbiter Sep 12, 1997 Contact lost on Nov 5, 
2006. 
Nov 16, 1996 Mars 96 (Russian 
Space Agency) 
Orbiter, Lander & 
2 penetrators 
– Failed at launch. 
Dec 4, 1996 Mars Pathfinder 
& Sojourner 
(NASA) 
Lander & Rover Jul 4, 1997 Lost contact with 
Lander and rover in Sep 
27, 1997. 
Jul 3, 1998 Nozomi (Planet-B) 
(ISAS) 
Orbiter Did flyby on 
Dec 14, 2003 
Failed to make Orbit 
Insertion*. 
Dec 11, 1998 Mars Climate 
Orbiter (NASA) 
Orbiter – Failed at Orbital 
Insertion due to 
mathematical 
conversion error. 
Jan 3, 1999 Mars Polar Lander 
(NASA) 
Lander & 2 
penetrators 
Dec 3, 1999 Lander crashed on 
impact. 
Jun 10, 2003 Mars Exploration 
Rover: Spirit 
(NASA) 
Rover Jan 3, 2004 Lost contact on Mar 22, 
2010. 
Aug 4, 2007 Phoenix (NASA) Lander May 25, 2008 Last communicated in 
Nov 2, 2008 
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Jan 15, 2012 Yinghuo-1 (China) Orbiter – Failed at launch, piggy 
backed to Phobos-
Grunt 
Jan 15, 2012 Phobos-Grunt 
(Russia) 
Sample Return – Failed at launch 
Current Missions 
Apr 7, 2001 2001 Mars 
Odyssey (NASA) 
Orbiter Oct 24, 2001 Also serves as 
communications relay 
for Opportunity. 
Jun 2, 2003 Mars Express and 
Beagle 2 (ESA) 
Orbiter & Lander Dec 26, 2003 Lost Lander 
communication after 
deployment. 
Jul 7, 2003 Mars Exploration 
Rover: 
Opportunity 
(NASA) 
Rover Jan 24, 2004 Currently exploring 
crater Endeavour. 
Aug 12, 2005 Mars 
Reconnaissance 
Orbiter (NASA) 
Orbiter Mar 10, 2006 Determining future 
Lander and rover 
landing sites. 
Nov 26, 2011 Mars Science 
Laboratory: 
Curiosity (NASA) 
Rover Aug 6, 2012 Landed in Gale crater. 
Future Missions 
Nov 18 – Dec 
7 2013 
MAVEN (NASA) Orbiter Sep 2014 Will study climate, 
habitability and 
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dynamic processes in 
upper atmosphere and 
ionosphere. 
Nov 27, 2013 Mangalyaan 
(ISRO) 
Orbiter 2014 Technology 
development project for 
India. 
Mar 2016 InSight (NASA) Lander 2016 Will study deep seismic 
interior of Mars and 
understand planet 
formation 
2016 and 2018 ExoMars (ESA) 2016 Orbiter & 
Lander, 2018 
Rover 
 Will prepare for sample 
return missions in 2020. 
* Spacecraft is currently in solar orbit. 
 
Mariner 4 was the first successful flyby mission of Mars. Its magnetometer 
detected a field over 1000 times weaker than Earth’s and its radio occultation experiment 
measured two ionospheric profiles that showed the main and secondary ionospheric 
layers [Anderson, 1965; Abelson, 1965; Kliore et al., 1965; Smith et al., 1965; Nicks, 
1967]. 
Mariners 6 & 7 were identical dual flyby missions. Their radio science 
experiments determined ionospheric profiles that showed a peak density of ~1.6×104 cm-3 
at ~137 km, a plasma scale height above the peak of ~45 km, plasma temperatures of 
~400 K, and showed the secondary ionization layer [Hogan et al., 1972]. Data from the 
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ultraviolet spectroscopy experiments were used with models to determine additional 
neutral atmospheric constituents other than CO2; namely, N2, H, O, C, CO and Ne [Barth 
et al., 1969; Dalgarno and McElroy, 1970; Barth et al. 1971; Anderson, 1974].  
The first successful orbiter of another planet was Mariner 9. A major dust storm 
had begun at Mars just prior to its arrival, covering the entire planet. The effects of this 
dust storm on the ionosphere are still being studied to date [e.g., Withers and Pratt, 
2013]. 
Mars 2 and 3 achieved the first successful yet short-lived landings on Mars. The 
orbiters made measurements of gravity and magnetic fields [Perminov, 1999]. Mars 4 did 
a successful flyby in which radio occultations revealed the night-side ionosphere for the 
first time with a density of 4600 cm-3 at 110 km. The Mars 5 orbiter detected ozone at 40 
km, and measured a small magnetic field of about 0.03 % that of Earth’s [Dolginov, 
1978]. The Mars 6 Lander measured a surface pressure and temperature of 6 mb and 230 
K, respectively. Several detections of water vapor were made as well as estimates for the 
presence of Argon. 
The Viking 1 and Viking 2 Orbiters made radio occultation measurements over 
hundreds of orbits. The Viking 1 and 2 Landers touched down in the northern 
hemisphere. The Upper Atmospheric Mass Spectrometer (UAMS) and Retarding 
Potential Analyzer (RPA) experiments on the two Landers made the only in situ 
measurements to date of the composition, density and temperature of the Martian 
atmosphere and ionosphere [Nier and McElroy, 1977; Hanson et al., 1977; Hanson and 
Mantas, 1988]. 
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Phobos-2 was briefly operational and yielded measurements that helped identify 
plasma boundaries around Mars [Trotignon et al., 2006]. Observations made at high 
periapsis orbits (~850 km) provided constraints for atmospheric escape flux calculations 
[e.g., Ramstad et al., 2013]. 
The Mars Global Surveyor (MGS) mission ended the 20 year hiatus in data return 
from the atmosphere of Mars [Albee et al., 2001]. The mission’s radio occultation 
experiment measured ~5600 electron density profiles. This provided an expansive 
database for characteristic studies of the Martian ionosphere [Hinson et al., 1999]. 
Accelerometer measurements provided abundant data on the neutral atmosphere through 
drag measurements [e.g., Keating et al., 1998].  
The Mars Pathfinder Lander instruments were used to reconstruct atmospheric 
profiles during descent [Withers et al., 2004]. Similarly, the Phoenix atmospheric 
structure experiment was used to derive atmospheric density, pressure, and temperature 
profiles [Withers and Catling, 2010]. 
The European Space Agency’s Rosetta mission launched on March 2nd, 2004 and 
is headed toward a rendezvous with comet 67P/Churyumov–Gerasimenko around May of 
2014 [Pajola et al., 2012]. A portion of the Rosetta orbital trajectory included a flyby of 
Mars that was successfully made on February 25th, 2007. This flyby returned EUV 
spectra that were used, in part, to determine exospheric neutral densities of atomic 
Hydrogen and Oxygen [Feldman et al., 2011]. 
Currently, Mars Odyssey (MO), Mars Express (MEX) and the Mars 
Reconnaissance Orbiter (MRO) are circling Mars. MEX is the only one of these missions 
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that is making measurements of the ionosphere. MEX is equipped with a radio 
occultation experiment [Pätzold et al., 2004], the standard tool used by past missions for 
measuring electron density profiles. Furthermore, the Mars Advanced Radar for 
Subsurface and Ionosphere Sounding (MARSIS) instrument aboard MEX sounds the 
ionosphere in two modes: a topside sounding mode used to determine ionospheric 
profiles down to the peak [Gurnett et al., 2008; and references therein], and a subsurface 
sounding mode used to determine the Total Electron Content (TEC) that is the integrated 
number of electrons along a column from the instrument to the surface [e.g., Picardi et 
al., 2005]. 
The various in situ and remote measurements of the Martian plasma environment 
have helped address several questions and have given rise to many more. Current open 
questions pertain to searching for evidence of past water, detecting traces of life, and 
understanding the evolution of the atmosphere due to escape. These are the main goals of 
the 2013 NASA Mars Atmosphere and Volatile Evolution (MAVEN) mission that will be 
probing the atmosphere of the planet to investigate escape. 
 
1.4  Brief History of Martian Models 
 
Models are used to determine the main physical processes driving observations, to 
strengthen the interpretation of measurements, and to make predictions when 
observations are not available. Models of different dimensions are used for their specific 
advantages to particular investigations. One-dimensional models are capable of 
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implementing detailed physical processes to self-consistently solve for variables and 
typically have higher spatial and temporal resolution than their multi-dimensional 
counterparts. Three-dimensional models are more accurate in capturing meridional and 
zonal phenomena. The major 1-, 2- and 3-D models developed to investigate various 
aspects of the Martian atmosphere-ionosphere region are summarized below.  
 
1.4.1 One-Dimensional Models 
 
Atmospheric models of Mars were first constrained to Mariner 4 measurements. 
The neutral atmosphere generated based on the observed electron density profiles used 
terrestrial analogs of driving physical processes [Kliore et al., 1965; Johnson, 1965; 
Fjeldbo et al., 1966]. The model of McElroy [1967] was one of the earliest Martian 
ionospheric models to emerge from these atmospheric simulation efforts. In his model, 
McElroy [1967] made the distinction from previous works that the main and secondary 
ionospheric layers at Mars were analogous to an F1 layer (photochemical layer composed 
of EUV-ionized molecular ions) and E layer (photochemical layer formed by solar soft 
X-ray photons), respectively, and dismissed the F2 layer (photochemical and transport 
layer composed of atomic ions) analog that was popular from previous studies. The 
modeled atmosphere was composed mainly of CO2, O, O2 and N2.  Ion and electron 
temperatures were modeled between 0 and 200 km for a range of possible heating rates. 
CO2+, O+ and electron densities were calculated between 115 and 215 km for comparison 
with Mariner 4 electron densities at a Solar Zenith Angle (SZA) of 70°. The model was 
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used to address the stability of a CO2 atmosphere and to calculate escape rates of neutral 
species including water by tracking its photo-dissociated constituents [McElroy, 1972; 
McElroy and Donahue, 1972]. More recent studies were done by other workers that 
reached similar conclusions that water constituents maintain the stability of a CO2 
atmosphere [Nair et al., 1994]. 
The Viking Lander 1 and 2 (VL1 and VL2) in situ measurements of atmospheric 
neutral and ion composition prompted the development of many more ionospheric 
models [e.g. Rodrigo et al., 1990 and references therein]. Fox and Dalgarno [1979] 
developed a model that is still being used by Fox and coworkers to simulate and analyze 
various observations at Mars. The altitude range, neutral species, ion species, and various 
inputs such as solar flux, cross-sections, chemical reactions, reaction rates, plasma 
temperatures and other features of the original model have evolved with each successive 
study. 
In its most recent version, the Fox ionospheric model is used to simulate the 
ionosphere in the altitude region between 80 and 700 km with a resolution of 1 km [Fox 
and Weber, 2012]. The neutral atmosphere is modeled self-consistently for some species: 
NO, N(4S), N(2D), N(2P), C, H, H2, O(1D), and O(1S), and taken from the Viking Lander 
measurements for other species at solar minimum [e.g., Nier and McElroy, 1976], and 
from the Mars Thermosphere General Circulation Model (described in the 3-D model 
section of this Chapter) for solar maximum conditions. The full set of neutral species in 
the model is: CO2, Ar, N2, O, O2, NO, CO, C, N, H, H2, and He. The model produces 14 
ions: CO2+, Ar+, N2+, O+(4S), O+(2D),O+(2P), CO+, C+, N+, NO+ , O2+, O++, He+, H+, and 
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calculates eddy diffusion for the neutral species and ambipolar diffusion for the ion 
species. Variable top side velocity boundary conditions are applied to ion transport 
calculations that are adjusted for specific studies. Electron and ion temperatures are 
smoothed representations of the VL1 measurements for solar minimum conditions and 
modeled to be higher for solar maximum conditions following the variation in ratio of 
solar maximum to solar minimum neutral temperatures. 
The Fox 1-D model has been used for various ionospheric investigations such as 
modeling UV dayglow for various CO, CO2+, O, C and N2 emission bands for the VL 
conditions [Fox and Dalgarno, 1979]. The effects of enhanced solar soft X-rays on the 
M1 layer and the characteristics of the M2 and M1 peaks seen by MGS were modeled as 
well [Fox, 2004a; Fox and Yeager, 2006; 2009]. Modeled ion escape rates were 
examined in light of Phobos-ASPERA observations [Fox, 2009], and the adherence of the 
ionosphere to simplified Chapman-theory [Chapman, 1931] was examined and found 
inadequate for the photochemical region at Mars [Fox and Weber, 2012]. 
Another popular 1-D model of the Martian ionosphere was developed by 
Krasnopolsky [1993a] in order to investigate the photochemistry of the Martian 
atmosphere and to evaluate various eddy mixing coefficients. This model was later 
developed to incorporate observationally determined concentrations of D, H2 and H to 
investigate water escape at Mars [Krasnopolsky, 2002]. The model was also used to 
interpret Helium and CO observations on the planet [Krasnopolsky and Gladstone, 2005; 
Krasnopolsky, 2010]. 
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In the latest version of Krasnopolsky’s Martian model, the altitude range between 
80 and 400 km is modeled with a resolution of 1 km [Krasnopolsky, 2010]. Solar fluxes 
are obtained for minimum and maximum activity conditions from other models and linear 
regression is used to derive a flux for intermediate solar activities. The 11 neutral species 
modeled are CO2, N2, Ar, H2, HD, He, O, CO, NO, H and D. The 18 ions generated are: 
CO2+, O+, CO+, C+, N2+, N+, Ar+, H2+, H+, He+, OH+, NH+, HN2+, ArH+, O2+, NO+, HCO+ 
and HCO2+. The neutral temperature profile is calculated using a standard functional 
form that is dependant on exospheric values obtained by VL1 measurements or MTGCM 
model values according to solar activity. Electron temperatures are taken from VL1 
measurements and ion temperatures from a model by Rohrbaugh [1979]. The plasma 
temperatures are assumed to remain fixed with solar activity. Eddy mixing coefficients 
are derived for neutral species and ambipolar diffusion coefficients are derived for ion 
species to calculate their density profiles with altitude. Steady state flux is iteratively 
solved with the continuity equation for neutral and ion densities using finite difference 
codes. The sum of thermal and non-thermal escape velocities are applied as upper 
boundary conditions for light species (He, HD, H2, H and D) only with no escape 
assumed for heavier species. Transport of ions to the night-side occurs for all ions at a 
fixed velocity (3×104 cm s-1) for all solar cycle conditions. Resulting ionospheric and 
neutral density profiles are calculated for a nominal SZA of 60°. 
  Another group of modelers developed Magneto-hydrodynamic (MHD) code to 
simulate the configuration of the interaction region between the solar wind and the 
ionosphere of Mars that had strong heritage in applications for Venus [e.g., Cloutier et 
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al., 1969]. Cloutier and coworkers used the atmospheric and ionospheric input from 
McElroy’s photochemical model (described above) to derive solar wind induced 
ionospheric conductivities, to calculate an ionopause altitude between 350 and 425 km, 
and to calculate escape rates [Cloutier and Daniel, 1973; Cloutier et al., 1974]. Their 
model was later used to interpret the VL1 and VL2 Lander RPA electron density 
measurements to conclude that plasma convection due to the solar wind interactions in 
the ionosphere reach as low as 250 km [Cloutier and Daniell, 1979]. 
Prompted by the successful simulations of Cytherean observations, other MHD 
models were similarly converted from Venus to Mars to interpret VL observations. In his 
PhD thesis, Shinagawa developed a 1-D MHD model of the ionospheres of Venus and 
Mars [Shinagawa, 1987]. This model was then used to predict the magnetic field 
environment in the Martian ionosphere between 100 and 480 km by examining various 
scenarios of magnetic field morphology [Shinagawa and Cravens, 1989; 1992]. They 
found that the best agreement between model and measured values of ion density profiles 
occurred for the case of a weak intrinsic field and an induced magnetic field that included 
horizontal transport of ions, consistent with the horizontal convection theory of Cloutier 
and Daniell [1979]. In the latest version of the Shinagawa models, the ionosphere is 
assumed to be multi-species consisting primarily of CO2+, O+, O2+ and H+ [Shinagawa 
and Cravens, 1992]. 
Monte Carlo models have also been developed to interpret the far ultraviolet 
(FUV) day glow emissions from CO and CO2+ observed by the SPectroscopie pour 
l'Investigation des Caractéristiques de l'Atmosphère de Mars (SPICAM) instrument on 
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Mars Express [Shemantovich et al., 2008]. The Trans-Mars model [Witasse, 2000] was 
derived from the terrestrial TRANSCAR kinetic-fluid coupled model [Lilensten and 
Blelly, 2002 and references therein] and is also used to interpret dayglow observations 
made by SPICAM [Simon et al., 2009].  
Another study that modified terrestrial codes to investigate specific observations 
at Mars used the terrestrial electron transport code of Lummerzheim and Lilensten [1994] 
to compute night-time electron density profiles derived from observed typical and 
accelerated electron energy spectra [Fillingim et al., 2007]. Section 1.4.3 has suggestions 
for further reading of many other models that were designed to interpret specific 
observed features of the Martian ionosphere and outer plasma boundaries. 
 
1.4.2 Two-Dimensional Models 
 
There are few two-dimensional models of Mars. Adding a second (typically 
meridional) dimension to the 1-D (vertical) simulation allows for implementation of 
horizontal phenomena that are still less computationally intensive than a 3-D 
implementation. Most 2-D models of the Martian ionosphere have been used to 
understand the morphology of the solar-wind-ionosphere interaction. 
Krymskii and coworkers generated one such 2-D multi-fluid (O2+, O+ and CO2+) 
MHD model of the solar wind interaction with the Martian ionosphere. In this model, the 
plasma scale heights of electron density profiles obtained from the Viking 1 Orbiter radio 
occultation experiment were analyzed and used with horizontal plasma transport to 
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estimate the magnetic field morphology in the ionosphere prior to the discovery of 
paradigm-changing crustal fields at the planet [Krymskii et al., 1995]. 
Shinagawa expanded his 1-D MHD model into 2-D to investigate the solar wind 
interaction with Mars [Shinagawa and Bougher, 1999]. In this model, the vertical 
dimension boundaries are taken between 100 km and 25000 km (~7 RM) with varying 
vertical resolution of ~5 km in the ionosphere. The second dimension is SZA ranging 
from the sub-solar to the anti-solar point in the equatorial plane of Mars with an angular 
resolution of 2.5°. This model was used to show that an ionopause is formed between 170 
and 180 km for fast and slow solar wind speeds, respectively, setting theoretical 
boundaries to the altitude above which the solar wind can interact with the ionosphere. 
Focusing on the plasma environment further from the surface of the planet and the 
ionosphere, a multi-fluid 2-D MHD model was coupled to a Monte Carlo simulation to 
investigate the effects of charge exchange and electron impact ionization on the location 
of the magnetic pileup boundary for various solar activities at Mars [Jin et al., 2006]. 
 
1.4.3 Three-Dimensional Models 
 
Despite the improvement in computing capabilities over the last few decades, 3-D 
models are still more time consuming to run and require more assumptions and 
parameterizations than two- and one-dimensional simulations. However, 3-D models are 
capable of capturing global phenomena such as circulation, tides and asymmetries in 
solar-wind interaction with the planet and can offer valuable input conditions for 1-D 
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models. Due to the need for advanced computation resources to run a 3-D model, few are 
available that have been collaboratively used for various studies. 
The Mars Thermosphere General Circulation Model (MTGCM) is a 3-D model 
that has been developed through the National Center for Atmospheric Research (NCAR) 
[Bougher et al., 1990]. This model has its roots in the terrestrial 3-D Thermosphere-
Ionosphere General Circulation Model (TIGCM) [Roble et al., 1988] that was then 
transitioned to Venus [Bougher et al., 1988]. The MTGCM was developed to study the 
upper atmosphere between 60 and 300 km using 33 pressure grids in altitude and 5° grids 
in latitude and longitude using finite-difference code. The neutral temperature, densities 
of neutral species (CO2, CO, N2, O, Ar and O2) as well as ion species (O2+, CO2+, NO+ 
and O+) and neutral wind velocity components are self-consistently solved for as a 
function of time, latitude, longitude and altitude. The model takes location-specific 
variables as input such as heliocentric distance, declination and EUV flux [Bougher et al., 
1990]. In order to more accurately simulate forcing from the lower atmosphere, the 
model is coupled to the NASA Ames Mars General Circulation Model (MGCM) that 
simulates the lower atmosphere between the surface and ~95 km [Pollack et al., 1990]. 
This MGCM-MTGCM coupling allows for the incorporation of the effects of tides and 
waves generated in the lower atmosphere that are provided as lower boundary input to the 
MTGCM. The coupled model was used to study global dust storm effects on the 
atmosphere, atmospheric variability on MGS Radio Science Subsystem (RSS) peak 
electron densities, characteristics of MGS-RSS peak electron densities due to upward 
propagating tides and heating efficiencies among other studies [Bougher et al., 1999; 
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Bougher et al., 2001; Bougher et al., 2004, Bougher et al., 2009]. Efforts are currently 
underway to couple the MGCM-MTGCM models with exospheric models to produce a 
surface-to-exosphere global model of the Martian environment [Bougher et al., 2008]. 
The Mars Global Ionosphere-Thermosphere Model (M-GITM) that is being 
developed at the University of Michigan [Bougher et al., 2011a; Bougher et al., 2011b; 
2013; Pawlowski et al., 2011] is another 3-D model that seamlessly merges the 
capabilities of the MGCM and MTGCM into a single simulation tool of the Martian 
atmosphere and ionosphere from the ground up to 250 km. The MGCM-MTGCM and M-
GITM models simulate a photochemical-only ionosphere up to 200 km. 
A general circulation model (GCM) developed at the Laboratoire de Météorologie 
Dynamique (LMD) is referred to as the Mars Climate Database (MCD) or the LMD-
GCM. This is another model that has its origins in terrestrial analogs [Sadourny and 
Laval, 1984; Hourdin et al., 1993]. The MCD has been upgraded since its first 
application to Mars to become the first GCM to simulate surface-to-exosphere processes 
on Mars. The database is available online and is optimized for time-efficient retrievals of 
output values such as: neutral atmosphere composition, density and temperature. These 3-
D GCM outputs are used as input to the 1-D and 2-D modeling tools developed in this 
work. Additional details are provided about this GCM model next as well as in Chapters 
2 and 3. 
The MCD model was initially applied to Mars to simulate the region of the 
atmosphere that extended between the surface and 80 km [Forget et al., 1999; Lewis et 
al., 1999]. In brief, the MCD uses spherical coordinates to solve hydrodynamic equations 
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that include radiative processes of CO2 and dust that are relevant below 80 km. Upgrades 
include CO2 condensation and water cycle parameterizations in addition to 
photochemical processes, turbulence, convection and gravity effects on the atmosphere. 
Mars Orbiter Laser Altimeter (MOLA) and Thermal Emission Spectrometer (TES) 
measurements from MGS are used to constrain the model topography and thermal effects 
[González-Galindo et al., 2009a]. The most recent modeled neutral species are: CO2, CO, 
O(3P), O(1D), O2, O3, H, OH, HO2, H2, H2O, H2O2, N2 and Ar. These 14 species undergo 
molecular diffusion and transport. To extend the model up to 120 km, parameterization of 
non-local thermodynamic equilibrium (NLTE) processes and adjustments to CO2 IR 
absorption and emission were made [Angelats i Coll et al., 2004]. Atmospheric processes 
for UV heating, photochemistry, molecular diffusion and thermal conduction were then 
added to extend the model to the thermosphere up to 250 km [González-Galindo et al., 
2005; 2009a]. The addition of ion chemistry is planned as an upcoming upgrade to this 
model. 
The MCD was used for a number of studies, including: interpreting thermospheric 
tides observed by MGS during aerobraking [Angelats i Coll et al., 2004]; studying 
thermal structure variation with season, solar cycle and local time [González-Galindo et 
al., 2009a]; investigating observations of thermospheric polar warming [González-
Galindo et al., 2009b]; and highlighting the importance of coupling between the lower 
and upper atmospheres by comparing output of both the LMD-GCM and the MGCM-
MTGCM [González-Galindo et al., 2010]. 
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Another 3-D general circulation model that includes more ionospheric processes 
than the GCMs described above is the Mars Thermosphere Ionosphere Model (MarTIM) 
developed at University College London (UCL) [Moffat, 2005; Moffat-Griffin, 2007]. 
The UCL MarTIM simulates the middle atmosphere of Mars (between 60 km and 200-
350 km) and is coupled from below by the LMD-GCM model output. Seven neutral 
species are included: CO2, N2, CO, O, O2, Ar, and NO. Basic ion-neutral chemistry is 
adopted in the model to produce CO2+, O2+, CO+, O+, N2+ and NO+ and photochemical 
equilibrium is assumed at all local times [Nicholson, 2010]. MarTIM calculates ion 
densities through its use in conjunction with a 1-D kinetic model, Trans-Mars. MarTIM 
uses the energy degradation output from Trans-Mars to self-consistently calculate the 
secondary production efficiency, i.e., the ratio of the production rate of ions due to impact 
by supra-thermal electrons to the production rate of ions due to solar EUV photo-
ionization as a function of altitude for 11 ion species (CO2+, CO2++, CO+, C+, N2+, N2++, 
N+, O2+, O2++, O+ and O++) [Witasse, 2000]. The 1-D kinetic model has been described in 
the 1-D model section above, and its coupling with the MarTIM model has been dubbed 
the Trans-TIM model [Nicolson, 2010]. Trans-TIM extends between 80 and 500 km and 
uses the MarTIM neutral atmosphere (that has been extended up from 200-350 km to 500 
km assuming hydrostatic equilibrium) to calculate the energy degradation in the 
atmosphere and its secondary production effects. The resulting secondary production 
efficiency was found to have a solar zenith angle dependence that was parameterized for 
use in the 3-D MarTIM model [Nicolson et al., 2009]. 
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Another 3-D model of the Martian atmosphere is the surface to 100 km 
Geophysical Fluid Dynamics Laboratory model (GFDL-MGCM) [Wilson and Hamilton, 
1996; Wilson and Richardson, 2000; Wilson, 2000]. This model led to the development 
of a terrestrial Weather Research and Forecasting (WRF) model at NCAR that was 
enabled for planetary usage between the surface and 80 km [Richardson et al., 2007; 
Toigo et al., 2012 and references therein]. The Martian version of WRF was later coupled 
to a lower atmosphere-centric version of the LMD-GCM to form a mesospheric model 
[Spiga and Forget, 2009]. 
The Global Mars Multiscale Model (GM3) is a general circulation model that 
simulates the atmosphere of Mars between the surface and 160 km [Moudden and 
McConnell, 2005]. This model has been used for several studies of the lower atmosphere 
that include neutral chemistry and gravity waves [Moudden and McConnell, 2007; 
Moudden, 2007; Miyoshi et al., 2011].  
There are also several models of the exosphere of Mars [e.g., Ip, 1988]. These 
simulation tools calculate the properties of coronal species, namely, Oxygen and 
Hydrogen, and typically have the ionosphere as their lower boundary and extend out to a 
few Martian radii (RM). The interaction of the solar wind with the planet occurs at the 
corona and various models have simulated this interaction region in order to estimate 
escape rates [e.g., Luhmann et al., 1992; Chaufray et al., 2007].  
To understand forcing from above the ionosphere, various types of models are 
used to capture the solar wind-ionospheric interaction or to calculate coronal escape rates 
at Mars. These models are typically three types: gas dynamic, kinetic or hybrid. A review 
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of the variations in these types of modeling techniques and their assumptions can be 
found in the literature [e.g., Ma et al., 2004; Bougher et al., 2008; Ledvina et al., 2008; 
Bougher et al., 2013 accepted]. 
Gas dynamic modeling uses magneto-hydrodynamic equations [Spreiter and 
Stahara, 1980]. MHD models simulate the region around Mars that has its lower 
boundary in the ionosphere (~100 km) and its upper boundary in the solar wind (~few 
RM). These models can be used to derive ionospheric density profiles, escape rates of ion 
species, as well as transport dynamics across the terminator [Najib et al., 2011 and 
references therein]. 
Kinetic (or test-particle) models are Monte-Carlo models used when the fluid 
properties of ion gases no longer apply [e.g., Chaufray et al., 2007; Cipriani et al., 2007]. 
These models are used to calculate the escape rates of O and H from the Martian corona 
[Chaufray et al., 2007; Valeille et al., 2009; Yagi et al., 2012 and references therein]. 
Test-particle simulations are also used to estimate escape rates of planetary ions at Mars 
[e.g., Fang et al., 2008 and references therein]. A review of the models that simulate the 
solar-wind-ionosphere interaction at Mars can be found in Nagy et al. [2004]. 
Hybrid models treat ion species kinetically in the solar wind affected plasma 
regions, since they have gyroradii that are comparable to the radius of Mars, while 
electrons are treated as a fluid [e.g., Modolo et al., 2005; Böẞwetter et al., 2010 and 
references therein]. Hybrid and MHD models require neutral atmospheric and exospheric 
densities as input. These values are typically retrieved from other GCM models for the 
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lower atmosphere and from kinetic exospheric models for the upper atmosphere and 
corona [Bougher et al., 2004; Hodges et al., 2000] 
 
1.4.4 Magnetic Field Models 
 
The discovery of magnetic field anomalies at Mars occurred with the arrival of 
MGS and the availability of Magnetometer and Electron Reflectometer (MAG/ER) 
instrument measurements [Acuña et al., 1998]. These anomalies were interpreted to be 
due to the presence of magnetic fields originating near the crust of Mars rather than the 
more conventional global core dynamo source [Acuña et al., 1999]. MGS data were soon 
used to constrain the first crustal field model for Mars [Purucker et al., 2000]. With the 
progression of the MGS mission, the MAG/ER datasets were corrected for spacecraft-
generated fields that refined the quality of crustal field measurements [Acuña et al., 
2001], and global maps of the crustal field components were developed [Connerney et 
al., 2001]. More models of the Martian crustal field then became available [Arkani-
Hamed, 2001; 2004; Voorhies et al., 2002; Cain et al., 2003; Langlais et al., 2004]. A 
good review of the Martian crustal field source, evolution, and models can be found in 
Connerney et al. [2003]. 
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1.5 Thesis Motivation and Contribution 
 
Despite the numerous observations and models to date, the present knowledge of 
ion composition, plasma thermal structure and variability, and ionospheric dynamics 
above the photochemical region on Mars remains ambiguous. This ambiguity exists, in 
part, due to the sparse in situ measurements made of the Martian ionosphere. The 
composition and thermal properties of plasma affect ionospheric densities and dynamics 
at various altitudes and modeling these plasma characteristics is needed to interpret their 
effects on ionospheric structure.  
Observations of electron densities made over regions of strong crustal fields have 
shown anomalous features above the ionospheric peak that have not yet been explained 
[e.g., Withers et al., 2005; Nielsen et al., 2007a]. Multi-dimensional modeling of the 
ionosphere in these regions is required to highlight the effects of field-induced plasma 
dynamics in an effort to clarify these anomalies. 
The objective of the work done towards this thesis is to advance our 
understanding of the Martian ionosphere. This includes three studies done in order to: (1) 
incorporate the latest observations of neutral species into a model to simulate the ion 
composition and determine the major detectable ion species, (2) model the diurnal 
behavior of electron and ion temperatures to investigate the impact of their variability on 
ionospheric plasma properties, and (3) determine the effects of strong crustal fields on 
ionospheric plasma dynamics above the peak using two-dimensional field aligned 
transport. 
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The 1-D ionospheric model used for the projects in this work is described in 
Chapter 2. The details, assumptions and underlying physics of the 1-D model that has 
been upgraded from previous applications are discussed and specifics to two applications 
of the model used in this work are described. 
The Viking Lander 1 observations are the only reliable in situ measurements 
available for the Martian ionosphere. The VL measurements showed an atmosphere 
composed of CO2, N2, CO, O2 and NO and an ionosphere composed of CO2+, O2+ and O+.  
Remote sensing measurements revealed H and, recently, H2 at the top of the atmosphere 
[Krasnopolsky and Feldman, 2001; Feldman et al., 2011 and references therein]. 
Subsequent studies have noted the qualitative importance of these species on the 
ionosphere but no follow up studies to date quantify the implications of these lighter ion 
species on the Martian ionosphere. The first 1-D model application described in this work 
incorporates recent measurements of neutral hydrogen into the atmosphere of Mars to 
quantitatively investigate their effects on ion composition at low and high solar activity. 
The 1-D model results are used in Chapter 3 to address the following questions: How do 
lighter atmospheric neutral species change what we know of ionospheric composition 
from the limited in situ observations? How can these model predictions be measured 
and/or validated? 
The VL1 RPA also measured electron and electron and ion temperatures that were 
unexpectedly high. It was found from other models that solar photon heating could not be 
the only source of heat for plasma in the Martian ionosphere [Chen et al., 1978; 
Rohrbaugh et al., 1979; Singhal and Whitten, 1988; Choi et al., 1998]. The lighter neutral 
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species introduce light ion species into the ionosphere that affect the thermal structure of 
heavier ion species. In the second application of the 1-D model, the temperatures of 
electrons and ion species are calculated as a function of local time. The effects of diurnal 
heating on temperature-dependent plasma processes are examined in Chapter 4 to address 
the following questions: What is the diurnal variability of electron and ion species 
temperature at Mars? What effects, if any, do lighter ions cause? How can these modeling 
results be measured and/or validated? 
A two-dimensional ionospheric model is developed and used in this work for the 
third study. The 2-D model includes a meridional component to simulate horizontal 
transport and better model ionospheric dynamics in regions of strong crustal fields. The 
details of this model that differ from its 1-D version are described in Chapter 5. 
Using the second dimension of latitude, horizontal ion transport is modeled to 
study the effects of strong crustal fields on ionospheric dynamics. In Chapter 6, the 2-D 
model is used to address the following questions: Can we model any observable effects in 
electron densities over regions of strong crustal fields? Can modeling results explain 
anomalous observations taken over crustal field regions? 
Much of the work done in this thesis is predictive of what the experiments 
onboard the Mars Atmosphere and Volatile Evolution (MAVEN) mission will measure in 
2014. A summary of the results from the work done in this thesis, relevance of this work 
to the MAVEN mission, and the potential for future data interpretation using the tools 
described here are detailed in Chapter 7. 
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2. The BU 1-D Mars Ionosphere Model 
 
The BU Martian Ionosphere Model is a simulation tool that was created over a decade 
ago and has since been developed further for advanced studies of the ionosphere. This 
chapter describes the 1-D model in detail, including the assumptions, parameterizations 
and implementation of physical processes. A brief overview of the published studies that 
have utilized this 1-D model to date is then given. 
 
2.1 Inputs 
 
The 1-D model takes as input: (1) a neutral atmosphere, (2) a solar flux, (3) cross-
sections for absorption and ionization of the neutral atmosphere, (4) plasma temperatures, 
(5) secondary ionization ratios and (6) a list of chemical reactions and reaction rates. 
 
2.1.1 Neutral Atmosphere  
 
The model is sensitive to the neutral atmosphere selected as input in order to 
generate an ionosphere. Various 3-D models that have been described in Chapter 1 are 
well suited to supply the ionospheric model with neutral species composition at the lower 
boundary of 80 km (e.g., MTCGM, GM3, LMD-GCM, etc.) when no measurements exist 
(e.g., at solar maximum conditions). The Viking Lander (VL) missions made in situ 
measurements at low-latitude solar minimum conditions between 120 and 200 km [Nier 
and McElroy, 1976; Hanson et al., 1977]. The VL UAMS measured vertical profiles of 
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the neutral densities of CO2, N2, CO, O2, NO and Ar. More recently, the neutral 
temperature (as well as pressure and density) of the atmosphere has been characterized by 
the Mars Global Surveyor, Mars Odyssey and Mars Reconnaissance Orbiter 
accelerometer measurements [Keating et al., 1998; Tolson et al., 1999; 2005; 2007; 
Bougher et al., 2013]. 
The Viking Landers’ UAMS density profiles are typically taken by other models 
as the reference model neutral atmosphere at solar minimum. 
Since the model’s inception, the set of neutral species input to the 1-D model has 
evolved. Neutral density has come from various sources such as outputs from other 1-D 
models as well as from global circulation models [Fox et al., 1996; A. Nagy, 2002, 
personal communication]. Recently, version 4 of the European Mars Climate Database 
(MCD) has been used instead [Forget et al., 1999 and Lewis et al. 1999]. The MCD has 
an online interface that provides an accessible method for retrieving neutral density and 
temperature in the upper atmosphere for a specified location, local time, and dust level. 
The MCD was introduced in Chapter 1 and is described further in Chapter 3. 
Briefly, it is a statistically compiled database that includes simulations from the general 
circulation models of two independent groups, and has been validated with observational 
data. The output of the MCD is publically available online (http://www-
mars.lmd.jussieu.fr/) and gives the total mass density at a lower boundary of 80 km, 
together with the mean molecular mass, mixing ratios by number density of five species: 
CO2, O, CO, N2, H2 and neutral temperature. The MCD also provides density profiles of 
each neutral species and a temperature profile up to an altitude of ~230 km.  Our model 
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simulates the ionosphere in the altitude range of 80 to 400 km, and thus a specialized use 
of the MCD was developed. 
A subset of the output from the MCD, namely, the values of total atmospheric 
density and neutral species volume mixing ratios at the lower boundaries (~80 km) 
together with exospheric temperatures (at ~230 km) are used to generate a neutral 
atmosphere. The concentrations for O, CO2, N2, CO and H2 are specified at 80 km and 
the altitude distribution of their number densities are calculated up to 400 km under the 
influence of eddy and molecular diffusion [e.g., Krasnopolsky, 2002] with the binary 
diffusion coefficients of Chamberlain and Hunten [1987]. The specific equations used 
are as follows: 
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where Φi is the flux of a neutral species. K and D are the mixing and binary diffusion 
coefficients, respectively, given below, n is the number density, m is the mean molecular 
mass, mi is the neutral species mass, g, kb and T are the gravitational acceleration, 
Boltzmann’s constant and neutral temperature, respectively. β is a thermal diffusion 
factor that is -0.25 for H2, and 0 for the rest of our neutral species. 
K is a mixing coefficient in cm2s-1 that includes effects of eddy diffusion and 
large-scale winds and is given by:  
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where T∞ is the exospheric temperature in Kelvin, and n(z) is the neutral density in cm-3. 
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The binary diffusion coefficient, Di, of gas i diffusing through a number of other 
gasses is [Colegrove et al., 1966]: 
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where nj is the gas number density and Dij is the diffusion coefficient of gas i through 
another gas j. Using the hard-sphere approximation, [Chamberlain and Hunten, 1987]: 
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where σi and σj are the collision diameters, mi and mj are masses of gases i and j 
respectively, kb is the Boltzmann’s constant and T is temperature. Dij is used to calculate 
an effective binary diffusion coefficient, Di, for use in eq. 2.1. 
A parameterization of atmospheric neutral temperature with altitude constrained 
to the exospheric temperature provided by the MCD is used to generate a neutral 
temperature profile for the model. Krasnopolsky [2002] provides this analytical 
expression as:   
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where T(z) is the neutral temperature in Kelvin at an altitude z in km, T∞ is the exospheric 
temperature in Kelvin taken from the MCD. 
To the five species provided by the MCD, Ar and H were added to the modeled 
neutral atmosphere. Argon is ~60% of N2 at the turbopause [F. Forget, personal 
communication 2012]. An ad hoc mixing ratio for H was used at 80 km to generate a 
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density profile that is constrained by exospheric measurements made by remote sensing 
techniques. These measurements are summarized in Table 2.1 and are generally 
consistent across spacecraft with respect to solar activity. 
 
 
Table 2.1: A brief survey of measured exospheric atomic Hydrogen at Mars between 200-
400 km. ρexo is exospheric density which varies little in that altitude range. T∞ is 
exospheric temperature. 
ρexo (cm-3) T∞ * (K) Solar 
Activity 
Spacecraft Source 
2105 200C solar min. Rosetta [Feldman et al., 2011] 
9104 260H solar min. Rosetta [Feldman et al., 2011] 
104 >600H solar min. ASPERA-
3/NPD 
[Galli et al., 2006] 
1-4105 200-250 solar min. SPICAM [Chaufray et al., 2008] 
3104 350H solar max. Mariners 6,7 [Anderson and Hord, 1971] 
2.5104 350H solar max. Mariners 6,7 [Anderson and Hord, 1972] 
6103 350H solar max. Mars-3 [Dementyeva et al., 1972] 
* C refers to the cold (photochemically generated) component of atomic hydrogen and H 
to the hot component (due to charge exchange with the solar wind). In this model, the 
cold population densities are adopted. Interested readers are referred to Lichtenegger et 
al. [2004, 2006] for a more complete discussion of the separate populations. 
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Two neutral atmospheres were generated for use in the modeling studies 
described here, one for solar minimum and another for solar maximum conditions. Both 
of these profiles adopt the same volume mixing ratios at 80 km from the MCD. Each 
profile uses a different exospheric temperature that, in turn, modifies the number 
densities of neutral species above 80 km. 
The resulting neutral atmosphere obtained by the MCD and used as input to the 
ionospheric model for solar minimum and maximum conditions is shown in Figure 2.1. A 
comparison between modeled and measured values of the neutral atmosphere, available 
for solar minimum conditions, is shown in Figure 2.2.  The modeled neutral species that 
overlap with Viking Lander UAMS measurements are CO2, N2, CO and Ar. Recent 
remote sensing measurements of atomic hydrogen that were made by the SPICAM and 
Rosetta missions are also shown for comparison. 
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Figure 2.1. The modeled neutral atmosphere derived from the Mars Climate Database 
using volume mixing ratios at 80 km for CO2, CO, N2, O and H2. Atomic hydrogen is 
added as constrained by remote sensing measurements at ~ 220 km, and Argon is taken 
to be 60% of N2. In panel left panel, a solar minimum scenario is shown with a neutral 
temperature reaching ~200 K at high altitudes. In the right, a solar maximum scenario is 
shown with a neutral temperature reaching ~350 K at high altitudes. The neutral 
temperature dictates the neutral scale heights and the propagation of densities from 80 
km to 400 km. 
 
Atomic Oxygen was detected by the VL spectrometers but could not be 
quantitatively determined due to contamination of the instrument with terrestrial sources. 
As a result, the neutral O densities derived for the VL conditions were modeled to 
achieve agreement between modeled and measured ion density profiles [Nier and 
McElroy, 1976; Hanson et al., 1977]. This technique for obtaining O densities has since 
been adopted by other models as well. 
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Figure 2.2. Modeled and measured profiles of neutral density for solar minimum. Species 
that are common to both Viking Lander measurements and the model used here are CO2, 
N2, CO and Ar.  SPICAM on board Mars Express as well as the Rosetta flyby missions 
made recent measurements of atomic hydrogen at ~220 km, above which H densities do 
not vary much with altitude. 
 
Due to lack of availability of in situ neutral density measurements at solar 
maximum conditions, the modeled atmosphere can only be compared with other models 
for similar solar conditions. The resulting solar maximum neutral atmosphere of the BU 
model compares well with other 1-D models (such as the solar maximum model of 
Krasnopolsky [2002] that derives its neutral atmosphere, in part, using MTGCM output 
[Bougher et al., 1999; 2000]) as shown in Figure 2.3. 
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Figure 2.3. Modeled profiles of neutral density for solar maximum conditions compared 
with another model. The model by Krasnopolsky [2002] is used to validate our model 
neutral atmosphere. Mariner 6 and 7 measurements of atomic hydrogen (blue crosses) 
are also shown for comparison. 
 
At present, the model neutral atmosphere does not vary diurnally. It is assumed 
that the neutral temperature and the volume mixing ratios (hence the neutral densities 
between 80 and 400 km) remain constant with time. Furthermore, the model does not 
include any effects of tides or neutral winds on the atmosphere. Global circulation models 
predict a near 50 K diurnal variability in exospheric neutral temperature [Bougher et al., 
1990] that can consequently affect neutral species abundances in the ionosphere. The 
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diurnal variability in neutral temperature as well as effects of lower-atmospheric forcing 
are deferred to future upgrades of the 1-D model, and the use of a constant atmosphere 
(fixed in local time) is adopted for the studies in this work.  
 
2.1.2 Solar Irradiance 
 
The Solar Irradiance Platform (SIP) v2.37 [Tobiska, 2004; 2008], previously 
Solar2000, is an empirical model for Earth that supplies historic and real time solar flux 
based on a number of rocket measurements and space satellites. Daily irradiance is given 
for the full solar spectrum. A format of solar flux output is available in coarse wavelength 
bins that are grouped around 39 spectral lines spanning the soft X-ray and EUV spectrum 
between 1.86 and 105 nm. Another format of solar flux output is available in finer 
resolution of 1 nm and spans 0.5 to 125.5 nm wavelengths. For the simulations run in this 
work, SIP output has been used in one of these two formats.  
The spectral irradiances are scaled to the location of Mars by dividing terrestrial 
values of photon flux by the square of the Sun-Mars distance in astronomical units (AU). 
The SIP can also provide solar fluxes in the visible and IR ranges. However, above ~90 
nm, longer wavelength photons lack the energy needed to ionize the neutrals in the 
Martian atmosphere with the lowest ionization threshold (e.g. O and H). These photons 
are not absorbed in the ionosphere and do not contribute to the plasma effects in that 
region. 
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Several irradiance profiles have been used for the studies described here, 
depending on the desired level of solar activity. When available, real time solar flux 
values are used. Otherwise, representations of a solar minimum, medium or maximum 
flux based on the F10.7 solar radio emission supplied by SIP are used for generalized 
studies. Aside from scaling to the distance at Mars, no other corrections to the photon 
fluxes have been made, and adjustments to the Sun-Earth-Mars angle are currently 
neglected.  
A solar irradiance profile using the 39 wavelength bin resolution is shown in 
Figure 2.4. The solar flux is taken to be constant over each wavelength bin that either 
represents a single spectral line (e.g. 102.57 nm) or can span up to 5 nm.  
An alternative to the 39 wavelength bin resolution for solar flux is the finer 1 nm 
resolution. Examples of these fluxes, as seen from Earth, are shown for solar minimum 
and maximum conditions in Figure 2.5.  
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Figure 2.4. Solar medium flux (F10.7 = 90) for Earth from the Solar Irradiance Platform 
model. The 39 wavelength bins give photon fluxes of the solar spectrum between 1.86 and 
105 nm. 
 
 
Figure 2.5. Solar minimum (F10.7=68) and maximum  (F10.7=260) flux for Earth in red 
and blue, respectively, from the Solar Irradiance Platform using the 1 nm resolution 
output and a wavelength range between 0.5 and 125.5 nm. 
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2.1.3 Cross-sections 
 
The absorption cross-section of a particle is a measure of its likelihood to absorb a 
photon. The ionization cross-section similarly refers to the probability of a particle to 
emit an electron and become ionized. Since the energy exchanged between particles and 
their emitted or absorbed electrons is due to solar radiation, the cross-sections described 
here are often referred to as the photo-absorption and photo-ionization cross-sections, 
respectively.  
The ionization and absorption cross-sections of neutral species are important 
quantities in ionospheric modeling. The absorption cross-section is used to calculate the 
attenuation of flux due to absorption by neutral species at each altitude in the model. 
Furthermore, the ionization cross-section is used to derive primary production rates of 
ions due to photo-ionization. 
In the model discussed here, only singly ionized species are considered. 
Furthermore, all photo-ions generated are assumed to be the sum of all electron states of 
those ions. A typical atomic photo-ionization reaction of a neutral species M produces a 
single charged atomic ion M+: 
M + hν  M+  +  e- 
Molecules of the general form MZx can photo-ionize into the same molecular ion 
MZx+ or can photo-dissociate and generate various species: 
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MZx + hν  M+  + Zx + e- 
       Zx+ + M + e- 
       ZM+ + Zx-1 + e-  
      etc.. 
For Mars, the model neutral atmosphere is comprised of: CO2, CO, N2, O, H2, Ar 
and H. The atomic photo-ionization reactions give: 
Ar + hν  Ar+ + e- 
H  + hν  H+  + e- 
O  + hν  O+  + e- ; where O+ = ∑(4S, 2D, 2P, 4P, etc.) 
Molecular photo-ionization reactions can result in the production of ion species 
that are considered minor in the ionosphere and so are not tracked throughout the model. 
These ionization reactions and consequently, the resulting photo-ions are neglected. The 
set of molecular reactions used in the model is listed below and is a subset of all possible 
ionization reactions for the species involved: 
H2   + hν  H2+ + e- 
H2   + hν  H+ + H + e- 
N2   + hν  N2+ + e- 
CO + hν  CO+ + e- 
CO + hν  O+ + C + e- 
CO2 + hν  CO2+ + e- 
CO2 + hν  O+ + CO + e- 
CO2 + hν  CO+ + O + e- 
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Schunk and Nagy [2009] provide tables of photo-ionization and absorption cross-
sections for most major species that have been detected in planetary atmospheres. These 
cross-sections are given as a function of wavelength for 37 wavelength bins that are 
consistent with the wavelength resolution of the EUV-flux model for Aeronomic 
Calculations (EUVAC) solar flux model [Richards et al., 1994]. The SIP 39 bin 
resolution offers the same wavelength coverage as the 37 bin resolution in the tabulated 
lists of cross-sections, with the addition of two smaller wavelength bins (bins 0 and 1 in 
Fig. 2.4).  
The two shorter wavelength bins span part of the soft X-ray spectrum between 
1.86 and 4.92 nm. At these wavelengths, extrapolations of atomic cross-sections are used 
from larger wavelengths [Verner and Yakovlev, 1995; Verner et al., 1996]. The resulting 
39 bin photo-absorption cross-sections used in the model are shown in Figure 2.6. The 39 
wavelength bin photo-ionization cross-sections for the reactions of the form MZx + hν  
MZx+  + e- are shown in Figure 2.7. A subset of the dissociative photo-ionization cross-
sections that produce major ion species at Mars is shown in Figure 2.8. 
 
2.1.4 Plasma Temperatures 
 
A detailed discussion of the electron and ion temperature measurements at Mars 
and of the history and recent outcome of self-consistent modeling efforts is presented in 
Chapter 4. In this section, details of the simplified functional forms of electron and ion 
temperatures used in several applications of the model are described. 
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Deriving the ionospheric plasma temperature from first principles is a lengthy and 
computationally-intensive task. For convenience and simulation speeds, functional forms 
were adopted for each of the ion and electron temperatures that are based on the VL1 
RPA measurements [Hanson et al., 1977; Hanson and Mantas, 1988]. This technique is 
similar to what many other modelers have adopted to represent plasma temperature input 
at Mars [e.g., Fox and Dalgarno, 1979; Shinigawa and Cravens, 1989; Fox, 1993; Fox et 
al., 1996; Krasnopolsky, 2002]. 
 
 
Figure 2.6. Photo-absorption cross-sections for the 7 neutral species used in the model. 
The 39 wavelength bins correspond to those in the 39 bin resolution solar flux spectrum. 
A Mb (Mega-barn) = 10-18 cm2. 
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Figure 2.7. Photo-ionization cross-sections for the reactions: O + hν  O+ + e- (black), 
CO2 + hν  CO2+ + e- (red), N2 + hν  N2+ + e- (green), CO + hν  CO+ + e- (blue), 
Ar + hν  Ar+ + e- (grey), H2   + hν  H2+ + e- (orange) and H  + hν  H+  + e- (light 
blue) 
 
In Mendillo et al. [2011], pressure dependent ratios of ion-to-neutral and electron-
to-neutral temperatures were derived for solar minimum conditions and are shown in 
Figure 2.9.  
 
 
 54
 
Figure 2.8: Photo-ionization cross-sections for the reactions CO2 + hν  O+ + CO + e- 
(black), CO2 + hν  CO+ + O + e- (red), CO + hν  O+ + C + e- (green) and H2  + hν 
 H+ + H + e- (blue). 
 
Equations for these temperature ratios were developed as a function of altitude: 
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where RT(z) is the ratio of either electron or ion temperature to the neutral temperature, z 
is altitude and the parameter zT is the central transition altitude corresponding to a 
pressure of 5x10-8 Pa for ions and 7x10-6 Pa for electrons. ΔzT1 and ΔzT2 are the 
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asymmetric ranges (in km) over which the transition occurs. RL and RH are the values of 
the ratio at low and high altitudes, respectively. These ratios were then used to derive the 
appropriate plasma temperatures for various solar conditions and locations at Mars by 
scaling this ratio with pressure. In the applications of the BU Mars ionosphere model that 
utilize this functional form of plasma temperature, zT is 171 (260) km, ΔzT1 is 7.5 (20) 
km, ΔzT2 is 175 (55) km, RL is 1 (1), RH is 10 (9) for electron (ion) to neutral temperature 
ratio calculations. 
 
 
Figure 2.9. The pressure dependent ratio of ion to neutral temperature (dash) and 
electron to neutral temperature (solid) shown for MGS polar latitude late 2005 
conditions at solar minimum. Plot taken from Fig. 9a of Mendillo et al. [2011]. 
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The resulting modeled ion and electron temperatures for solar minimum and solar 
maximum conditions are shown in Figure 2.10 in red and blue, respectively, along with 
neutral temperature in grey for comparison. 
The plasma temperature parameterization is adjustable and can be used to 
improve model agreement with data [Mendillo et al., 2011]. The ionosphere is sensitive 
to electron and ion temperatures at high altitudes due to the dependence of the diffusive 
scale heights on plasma temperature. At lower altitudes, the sensitivity of the ionosphere 
to plasma temperature results from the dependence of key molecular recombination rates 
on electron temperature. This dependency is discussed further in Chapter 4. 
 
Figure 2.10: Parameterized profiles of neutral (grey) ion (red) and electron (blue) 
temperatures for solar minimum conditions (solid) and solar maximum conditions (dash) 
adopted in the simplified 1-D Martian ionospheric model. 
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2.1.5 Secondary Ionization Parameterization 
 
During the day, incident photons with energies in excess of the ionization 
threshold of neutral particles in an atmosphere will ionize these neutral species and 
generate electrons that carry off any remaining energy. Shorter wavelength (soft X-ray) 
photons will penetrate lower into the atmosphere than EUV photons. Photo-electrons 
from higher energy interactions may have enough energy after the primary ionization to 
ionize neutral species further through collisions in a process called secondary photo-
ionization. The production of ions and electrons due to secondary photo-ionization is 
responsible for the formation of the secondary (M1) layer at Mars. Simulating this 
process is fundamental for proper reproduction of ionospheric layers. Using a functional 
form of secondary ionization is one way to provide this necessary input to the model. A 
second method to determine secondary production would be to derive this quantity self-
consistently. 
Deriving the secondary production rate in an atmosphere from first principles is 
beyond the scope of the ionospheric model used here. Instead, a parameterization of this 
quantity was used for most of the applications that utilized this model. In one of the 
model applications (described in Chapter 4), the model is coupled to a kinetic code that 
does calculate this quantity self-consistently and provides it as input to the ionospheric 
fluid code.  
The parameterization of secondary ionization is in the form of a secondary 
ionization ratio: the ratio of production of secondary to primary photo-ions. To calculate 
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secondary production using this ratio, the primary production rate needs to be calculated 
first. It is straightforward to derive the primary photo-ionization rate for each neutral 
species by: 
        

 zznz iPI ,             (2.8) 
where PPI is the primary photo-ionization production rate in cm-3s-1 and is a function of 
altitude z, n is the neutral density of a species in cm-3 and is a function of altitude, σi is the 
ionization cross-section in cm2 and is a function of wavelength λ. ϕ is the attenuated solar 
photon flux in cm-2s-1 and is a function of wavelength and altitude. The attenuated solar 
flux is derived from: 
       k zke
d
Fz
,,
2,
             (2.9) 
where F is the solar photon flux measured at Earth in cm-2s-1 and is a function of 
wavelength (considered to be the same at all altitudes), d is the distance between the Sun 
and Mars in AU and is used to scale the terrestrial solar photon flux to Mars’ location, τ is 
the unit-less optical depth and is a function of neutral species k, wavelength and altitude. 
The optical depth is summed over all neutral species to generate the appropriate 
attenuation of solar photons at each altitude.  
Optical depth is the measure of the opacity of an atmosphere. At night-time 
conditions, the model optical depth is set to be numerically large, rendering the 
attenuated solar flux zero in any unlit regions. In sunlit regions the optical depth is 
calculated by: 
  ),(),(),()(,, zkFzkHkznzk chak        (2.10) 
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where nk is the neutral density of a species k in cm-3 and is a function of altitude z, σa is 
the absorption cross-section of a neutral species in cm2 and is a function of wavelength λ 
and neutral species, Fch is a unit-less Chapman function and is a function of species and 
altitude and is determined differently for daytime and nighttime conditions, and Hn is the 
neutral scale height in cm and is a function of species and altitude with an expression 
given below: 
    zgm
zTkzkH
k
nb
n ,          (2.11) 
where kb is the Boltzmann constant in erg K-1, Tn is the neutral temperature in Kelvin and 
is a function of altitude z, mk is the mass of the neutral species in gr and g is the 
gravitational acceleration in cm s-2 and is a function of altitude. 
The Chapman function can be simplified as the secant of the solar zenith angle. 
However, this representation introduces numerical issues at 90° when the sec(χ)  ∞. An 
alternative expression is used instead that is derived from Smith and Smith [1972]: 
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where ζ is a unit-less function of species k, altitude z and solar zenith angle χ and x is a 
unit-less function of species and altitude given by: 
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where R is the radius of Mars in cm, and Hn is the neutral scale height in cm defined 
above in equation (2.11).  
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To simplify, a quantity y is defined in order to close the set of equations needed to 
determine the Chapman function:  
2
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then we can define: 
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where a1, b1, c1, d1, f1 and g1 are constants given by 1.0606963, 0.55643831, 1.0619896, 
1.7245609, 0.56498823 and 0.06651874, respectively. 
Once the variables derived in equations 2.11 – 2.17 are calculated, the optical 
depth can be retrieved (eq. 2.10) and with it, the attenuated solar flux (eq. 2.9) and 
primary photo-ionization rate of each species (eq. 2.8). The secondary ionization rate is 
then determined by multiplying the secondary ionization ratio by the primary photo-
ionization rate.  
The secondary ionization rate adopted in this model is based on the profile of Fox 
et al., [1996] and is shown in Figure 2.11. This ratio has been assumed to remain constant 
with variations in local time and solar activity for some applications of the BU model 
[Martinis et al., 2003; Mendillo et al., 2004].  
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Similarly to how plasma temperatures were represented (equations 2.6 and 2.7), a 
pressure-dependence of the secondary ionization ratio has been used to adapt it to various 
solar conditions [Mendillo et al., 2011]. Furthermore, a recent study by Nicholson et al. 
[2009] showed a simplified functional form of solar zenith angle dependence on the 
secondary ionization ratio given by: 
       2/1min0 coscos   zz       (2.18) 
where z0 is the transition altitude, χ is the solar zenith angle, zmin=112 km, α=15 km and 
β= 40 km. The resulting time-dependent ratio used in the BU model can be derived from: 
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where RS(z) is the ratio of secondary ionization production to primary ionization 
production as a function of altitude z. z0 is the transition altitude given above in equation 
2.18, Δz, RL and RH  are the transition altitude range over which the ratio varies from its 
limits at high to low altitudes, secondary ionization ratio limit at low altitudes and 
secondary ionization limit at high altitudes, respectively. In the case of the Martian 
model, Δz=8 km, RL=0.3 and RH=11. The resulting variation in secondary ionization ratio 
with solar zenith angle is shown in Figure 2.12 and is incorporated into the model to 
account for local time variations.  
With this secondary ionization ratio, RS, the secondary ionization rate, SSI, can be 
obtained by:  
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)()()( zRzPzS SPISI            (2.21) 
 
Figure 2.11. Secondary ionization ratio, R, derived from Fox et al., [1996]. 
 
 
2.1.6 Chemical Reactions and Rates 
 
The Martian neutral atmosphere is predominantly composed of CO2. The 
dominant ion, however, is O2+.  The reason why the dominant Martian ion is not the 
expected photo-ionized product of the dominant neutral species (CO2+) is due to the 
relatively fast rate with which CO2+ charge exchanges with atomic Oxygen to produce O+ 
that then swiftly reacts with CO2 to produce O2+.  An alternative chemical pathway for 
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O2+ production is the reaction between CO2+ and O. Both of these reactions lead to 
similar production rates of O2+. 
 
Figure 2.12:  Select profiles of secondary ionization ratio as a function of pressure and 
solar zenith angle (SZA) varying between 0° and 90° (solid lines). The dotted and dashed 
lines represents the MGS and MEX simulation conditions from the Mendillo et al. [2011] 
study and correspond to SZAs of ~78° and 84°, respectively. This image is reproduced 
from Figure 11 of Mendillo et al. [2011]. 
 
A set of ion-neutral reactions is required input for a Martian ionospheric model 
that is used to drive chemical production and loss of ions and electrons. To close the 
system of chemical reactions in the model and to prevent unphysical build up of ions, all 
primary (photo-produced) as well as any secondary (chemically-produced) ion species 
are specified to recombine with electrons. Ion recombination is a loss process for both 
electrons and ion species. The choice of chemical reactions and reaction rates in a model 
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has direct consequences on the resulting structure of electron density profiles at any local 
time. 
An initial basic set of chemical reactions is given in Table 2.2. These reactions 
originate from a model atmosphere comprised of CO2, O, N2, CO and H2 (from the Mars 
Climate Database). Only the first three neutral species: CO2, O and N2 are photo-ionized 
to produce the primary ions CO2+, O+ and N2+. Section 2.1.3 (on cross-sections) described 
more comprehensive photo-ionization reactions that are neglected in this simplified 
example but that are included in the studies described in Chapters 3 and 4. The three 
primary ions interact in seven chemical reactions to produce two secondary ions:  O2+ and 
NO+. Of the five resulting ions, four are molecular and their recombination reactions are 
included. O+ is the only atomic ion in this subset and its recombination reaction occurs at 
a much slower rate. 
 
2.2 Physical processes 
 
Using the various inputs described above, a fluid approach is used in the model. 
The coupled continuity, momentum and energy equations are solved for density, velocity 
and temperature. The continuity equation is solved for ion densities that are then summed 
to give electron density under the assumption of charge neutrality. Provided with the ion 
and electron densities, the momentum equation is solved for ion transport velocities that 
can be used to derive electron velocities as well as vertical ion fluxes under the 
 
 65
assumption of a current-free ionosphere. The densities and velocities of ions and 
electrons are then used in the energy equation to solve for ion and electron temperatures. 
These processes can also be de-coupled. In photo-chemical-only mode, the model 
solves the continuity equation only for densities using basic production and loss of ions at 
each altitude as a function of time. In photo-chemical-plus-transport mode, the model 
solves for plasma densities and velocities as functions of altitude and time. Finally, in 
energy-mode, the model uses plasma densities and velocities along with a heating rate 
provided by a coupled Monte Carlo transport model to generate plasma temperatures. 
The physical processes and assumptions used for each mode are discussed next. 
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Table 2.2: A simple list of chemical reactions for the Martian ionosphere. All 
reaction rates are from Schunk and Nagy, [2009] 
 Ionization Reaction  
I1 O    + hν  O+ + e-  
I2 N2   + hν  N2+ + e-  
I3 CO2 + hν  CO2+ + e-  
 Chemical Reaction Rate* in cm3s-1 
1 O+ + N2  NO+ + N k1 = 1.210-12 
2 O+ + CO2  O2+ + CO k2 = 1.110-9 
3 N2+ + O  O+ + N2 k3 = 9.810-12 
4 N2+ + O  NO+ + N k4 = 1.310-10 
5 N2+ + CO2  CO2+ + N2 k5 = 8.010-10 
6 CO2+ + O  O+ + CO2 k6 = 9.610-11 
7 CO2+ + O  O2+ + CO k7 = 1.610-10 
 Recombination Reaction Rate* in cm3s-1, Te in Kelvin 
R1 N2+ + e-  N + N α1 = 2.210-7(300/Te)0.39 
R2 NO+ + e-  N + O α2 = 4.010-7(300/Te)0.5 
R3 O2+ + e-  O + O α3 = 2.410-7(300/Te)0.7 
R4 CO2+ + e-  CO + O α4 = 4.210-7(300/Te)0.75 
R5 O+  + e-   O  α5 = 3.2610-12(300/Te)0.7 
                                                 
* When applicable, branching ratios are included in the reaction or recombination rate. 
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2.2.1 Photo-chemistry 
 
The continuity equation represents conservation of mass: 
  sssss LPvnt
n 
 .         (2.22) 
where ns is the number density of a species s, typically in cm-3, t is time in seconds, vs is 
the velocity of the species in cm s-1, Ps is the production rate in cm-3s-1 and Ls is the loss 
rate in cm-3s-1. The equation signifies that the rate of change in number density in time 
and the divergence of flux, ssvn
 , are equal to the net rate of change of the species.   
Using the basic chemical scheme detailed in Table 2.2, CO2+ is taken as an 
example to demonstrate chemically-driven production and loss from the following rates: 
PC(CO2+) = [N2+][CO2]k5 
LC(CO2+) = [N2]k1 + [CO2]k2 + [e]α4 
where PC is the chemical production rate of CO2+ in cm-3s-1, LC is the chemical loss of 
CO2+ in s-1, quantities in square brackets are number densities of neutral or ion species in 
cm-3, k5 and k7 are reaction rates from Table 2.2 and α4 is the recombination rate of CO2+ 
from Table 2.2.  
The chemical time constant is species-specific and is determined by the time it 
typically takes the concentration of an ion to decrease to 1/e of its value. The dominant 
ion in the Martian ionosphere, O2+, recombines at a rate ~10-7 cm3s-1 (reaction R3 in 
Table 2.2). At the altitude of the peak electron density (that is nearly the same as the peak 
O2+ ion density) at mid-day, the concentration of O2+ is ~105 cm-3. The time it takes for 
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O2+ to decrease to 1/e (~half) of its value is determined by its chemical loss due to 
recombination to get: 
2/ NdtdN            (2.23) 
where N is the density, and α is the recombination rate. The solution to this differential 
equation gives a photochemical time constant for O2+ of few minutes (~200 seconds). 
Similarly, the production rates of O+, N2+, O2+ and NO+ are: 
PC(O+)    = [N2+][O]k3 + [CO2+][O]k6 
PC(N2+)   = 0. 
PC(O2+)   = [O+][CO2]k2 + [CO2+][O]k7 
PC(NO+) = [O+][N2]k1 + [N2+][O]k4 
The chemical loss rates of O+, N2+, O2+ and NO+ are: 
LC(O+)    = [O]k6 + [O]k7 
LC(N2+)   = [O]k3 + [O]k4 + [CO2]k5 + [e]α1 
LC(O2+)   = [e]α3 
LC(NO+) = [e]α2 
With no other processes acting on the ions, the total number of ions produced at 
any time in the model includes the sum of photo-produced (primary and secondary) as 
well as chemically produced ions. Equivalently, the total number of ions lost at any time 
is due to chemical loss exclusively. 
When the model runs in photo-chemical only mode, the ions are not assumed to 
move (hence, = 0). Their stationary status nulls the divergence term of the continuity sv

 
 69
equation and the resulting changes in number density are purely due to photo-production, 
chemical production and chemical loss. 
At the start of the model simulation, a very low number density of 1 cm-3 is 
assumed for each ion. Within minutes, the peak electron density produced due to photo-
ionization increases by ~4 orders of magnitude. Based on the neutral constituents, ions 
are photo-produced by primary ionization (at a rate PPI) and secondary ionization (at a 
rate SSI). Based on the chemical reactions included, ions are also chemically produced (at 
a rate PC) and chemically lost (at a rate LC).  
At each altitude, the total production rate, PT, of an ion in cm-3s-1 is simply: 
PT = PPI + SSI + PC         (2.24) 
At each altitude, the total loss rate, LT, of an ion is the loss due to chemical 
reactions and recombination. Loss is in units of s-1 and is given by: 
LT = LC          (2.25) 
Since the loss rate in cm-3s-1 is the loss in s-1 multiplied by the ion density, n, the 
continuity equation becomes:  
nLP
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This can be rewritten as a linear first order differential equation: 
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and can be solved by multiplying both sides by the integrand: 
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The production and loss rates are assumed not to vary over a time-step. Typical 
model photo-chemical time steps (~45 seconds) are several factors smaller than the 
photo-chemical timescale (~200 seconds), making this assumption valid. Thus, equation 
2.27 becomes: 
)()()()()( ttPttnL
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        (2.28) 
The left hand side of equation 2.27 is simplified to become: 
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The resulting equation becomes straight forward to solve: 
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Integrating the left hand side of eq. 2.31 gives: 
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Integrating the right hand side of eq. 2.31 gives: 
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Equating the two sides and dividing by eLt gives: 
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Substituting the time-step dt into the time increment t-to gives the solution to the 
new ion density resulting from changes due to production, loss and conservation of mass 
as: 
)1( dtL
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Penn           (2.35) 
As will be shown in the next section, the vertical transport time-step is ~2 orders 
of magnitude smaller than the photo-chemical time-step.  When the model simulates 
transport, the reduced time-steps ensure that the changes in number density due to 
implementing photochemistry in sequence with transport satisfy mass and momentum 
conservation. Figure 2.13 demonstrates this for four ions at noon time after the model has 
reached photo-chemical equilibrium. 
 
2.2.2 Plasma Transport 
 
An ionospheric particle is accelerated when it experiences a net force. In a 1-D 
model, the spatial dimension is altitude and the only direction plasma can move in is 
vertical. The ionospheric model can be run in photo-chemistry-plus-transport mode 
where ion velocities are calculated from solving their equations of motion. The forces 
acting on ions are gravity, pressure gradients, external electric fields and external 
magnetic fields. Dissipative forces of friction can also affect the motion of particles in 
plasma and are manifested through collisions between ion species and neutral species as 
well as with other ions. 
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For the treatment of the equations of motion in this model, a Maxwellian, partially 
ionized, collision dominated plasma is assumed. The partially ionized assumption is 
adopted since at any altitude in the ionosphere, there are non-negligible concentrations of 
neutral species as well as ion species. Figure 2.14 compares daytime charged and neutral 
densities. In the top panel, the density profiles of various charged and neutral species are 
shown. In the bottom panel, the altitude profile of the ratio of the sum of ion densities to 
the sum of neutral densities is shown. The concentrations of charged and neutral species 
are comparable at higher altitudes and demonstrate that around the peak and above 250 
km, neither species can be neglected. 
The collision-dominated assumption is adopted in order to use the fluid 
representation of gas motion. The altitude region in the model lies between 80 and 400 
km. Close to the lower boundary, more collisions exist between ions and the denser 
neutral species, validating this assumption. Close to the upper boundary, this assumption 
begins to break down. The neutral mean free path becomes several orders of magnitude 
larger than the plasma scale height and the gas becomes much less collisional. 
The mean free path, λ, is calculated using: 
 21 on rn             (2.36) 
where nn is the neutral density, and ro is the Van der Waal’s radius. The values of these 
radii are tabulated in Table 2.3 for the neutral species used in the model.  
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Figure 2.13. The continuity equation terms are shown for four ions. The divergence of the 
flux is highlighted in red and is a small term for all ions. The total production (primary 
and secondary as well as chemical) is shown in green. The total chemical loss is shown 
in blue and the sum of the three terms is shown in black and is denoted by dn/dt. All the 
four terms are in units of cm-3s-1. The modeled results show that mass is conserved since 
the continuity equation is consistently satisfied for all ions and at all local times. 
 
The scale height derived for checking the collisional gas assumption is the plasma 
scale height (as opposed to the neutral scale height) since ion motion is being modeled: 
gm
Tk
H
i
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p            (2.37) 
where Tp is the plasma temperature (Te+Ti). For the ion species adopted in this 
model, Figure 2.15 shows how mean free paths compare to plasma scale heights and 
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validate the collisional-gas assumption up to 280 km. The plasma becomes much less 
collisional above ~300 km, and the fluid equation treatment of ion motion becomes less 
rigorous. 
As a result of these assumptions, the governing equations for electrons and ions, 
respectively, are [Banks and Kockarts, 1973]: 
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where subscripts e and i refer to electrons and ions, respectively. ve and vi are the electron 
and ion velocities. t is time, ρe and ρi are the electron and ion mass densities mene and 
mini. Pe and Pi are the electron and ion pressures nekbTe and nikbTi. g is the acceleration of 
gravity. qe and qi are the electron and ion charges –e and +e. E

 is the polarization 
electric field that maintains electrical charge neutrality in the plasma ( ). c is the 
speed of light. 
 ie nn
B

 is the magnetic field. eA

 and iA

 are the collisional terms of electrons 
and ions. me and mi are the electron and ion masses. ne and ni are the electron and ion 
number densities. kb is the Boltzmann constant, and Te and Ti are the electron and ion 
temperatures. 
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Figure 2.14: Comparison of charged and neutral species densities. Top Panel: Neutral 
density (solid) and ion density (dashed) altitude profiles at mid-day conditions. The ion 
densities and neutral densities are comparable at various altitudes. Bottom Panel: The 
ratio of the sum of all ion densities to the sum of all neutral densities is shown with 
altitude. 
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Figure 2.15. The mean free path (dash) and plasma scale heights (solid) are compared to 
highlight the region below ~350 km where the plasma can be treated as a fluid. 
 
The collision terms of the above equations can be simplified further if the gas 
flow is assumed to be subsonic. The speed at which a plasma wave can propagate in an 
un-magnetized gas or along the magnetic field direction is the ion-acoustic sound speed. 
This is a speed that can be calculated from [Schunk and Nagy, 2009]: 
i
ebeibi
s m
TkTkV            (2.40) 
where γi and γe are the adiabatic indices of ions and electrons, respectively. γi is 5/3, 7/5, 
and 9/7 for mono-, di-, and tri-atomic ions, respectively and γe is 1. Figure 2.16 
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demonstrates the ion-acoustic speeds for the ions included in the model described here. 
Typical ion transport velocities are zero at low altitudes (below 180 km) due to the high 
collision rate of ions with the dense neutral atmosphere. Above 180 km, ion drift 
velocities can grow to several hundred meters per second, reaching maxima at ~0.07 km 
s-1 for heavy ions and ~0.7 km s-1 for light ions, and so do not generally exceed the ion-
acoustic sound speed. 
 
Table 2.3: Van der Waal’s radius in Angstrom from Bondi, [1964]: 
Species Radius (Å) 
CO2 1.5 
O 1.52 
CO 1.5 
N2 1.6 
H2* 1.5 
H 1.2 
Ar 1.88 
* estimated 
Since it is consistent to consider the ion flow in this model as subsonic, the 
collision terms of equations 2.38 and 2.39 can be represented by a summation of the 
collision terms of a species (electrons or ions, denoted by subscript s) interacting with all 
other species (neutral and charged particles, denoted by subscript k): 
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 
k
sks AA

          (2.41) 
where  
 sksks
ks
ks
sk vvnmm
mmA             (2.42) 
and νsk is the collision frequency between species s and k.  
 
Figure 2.16: Ion-acoustic sound speed at mid day solar minimum conditions for a 16-ion 
plasma using plasma temperatures from Mendillo et al., [2011]. 
 
Assuming that plasma flows along the field lines, and that any term with an 
inverse dependence on me dominates over other terms, equation 2.38 becomes: 
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e
e
n
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where the collisional term loses the inverse mass dependence on me when it is recast as 
equation 2.42. Substituting equation 2.43 into equation 2.39 gives: 
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where the ion collisional terms are represented by ion-neutral collisions Ain and ion-ion 
collisions Aij defined as: 
 inini
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where the ion-neutral collision frequency in s-1 is given by [Banks and Kockarts, 1973]:  
in
o
nin n 
 9106.2          (2.47) 
where the neutral density, nn, is in units of cm-3, αo is the neutral polarizability in 10-24 
cm3 given in Banks and Kockarts, [1973] and listed in Table 2.4. μin is the ion-neutral 
reduced mass and is similar to the ion reduced mass given below. The ion-ion collision 
frequency in s-1 is given by [Schunck and Nagy, 2009]: 
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where lnΛ is the unit-less coulomb logarithm (~15 for Earth; ~10-15 for Mars), e is the 
electron charge in esu and kb is the Boltzmann constant in erg K-1. Tij and μij are the 
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reduced temperature (in Kelvin) and reduced mass (in gr), respectively, given by [Schunk 
and Nagy, 2009]: 
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ij mm
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           (2.50) 
When the ion temperatures are the same, as is the case in many applications of the 
model, then Ti is equal to Tj and Tij reduces to Ti.  
We assume that the neutral winds have no vertical component (vn = 0). When 
summed over all neutral species, equation 2.42 reduces to:  
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in nmvmm
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where νinT is the total ion-neutral collision frequency.  
The model runs in time steps that are orders of magnitude smaller than diffusion 
of photochemical time scales. Given that criteria, the change in velocity for each time-
step is considered negligible. Inserting this result into equation 2.44 gives: 
  j ijijji jinTiei eii i vvmm
m
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2.2.2.1 No Ion-Ion Collisions 
 
If we assume that the ion-ion collisions are negligible (i.e. νij = 0 in equation 
2.52), then the ion equation of motion along the vertical direction is further simplified to 
allow for direct calculation of each ion velocity as: 
s
dsnm
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dsnm
dPv
ei
e
ii
i
inTi ˆˆ          (2.53) 
where ds is an incremental direction along the magnetic field. All the vectors in the above 
equation are along the magnetic field direction with a unit vector . The vector 
component along the field line, ds, has an inverse sin2I dependence on the vertical 
component normal to the surface, dz (positive z is from the surface towards the zenith), 
where I is the magnetic dip angle – the inclination of the magnetic field line from the 
horizontal. Hence:  
sˆ
I
dzds 2sin
           (2.54) 
Projecting all the vectors along the vertical with unit vector , substituting nskbTs 
for the pressure term, Ps, and rearranging the terms gives: 
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The above can be simplified further as: 
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where Tp = Ti+Te. Noting that the plasma scale height Hp = kbTp/mig, and that the 
multiplying factor kbTp/miνinT is the diffusion coefficient, Da, in cm2s-1, then equation 2.56 
becomes: 
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This equation was implemented in the model initially to calculate ion velocities in 
a partially ionized plasma. From this expression, a timescale for diffusion can be obtained 
from the diffusion coefficient and the neutral scale height, Hn: 
a
n
DF D
H 2           (2.58) 
Diffusion timescales approach ~120 days at 80 km where the neutral atmosphere 
is dense and decrease to about 1 minute at 400 km where ion-neutral collisions decrease. 
The altitude at which the photo-chemical timescale equals the diffusive time scale is 
~160-200 km. The typical time-step used in a transport-mode simulation is ~1 second. 
The model time-steps are much smaller than the diffusive and photochemical timescales, 
respectively. 
 
2.2.2.2 Ion-Ion Collisions 
 
Models of planetary ionospheres often incorporate ion-ion collisions into the 
equations of motion (e.g., Chen and Nagy [1978] for Venus; Millward et al. [1996] for 
Earth; Moore [2004] for Saturn). With the addition of more ions and comprehensive 
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chemistry in the model, ion-ion collisions become non-negligible. Figure 2.17 shows the 
collision frequencies in the model for major ion and neutral species. This indicates that 
the negligible ion-ion collision assumption that produced equation 2.53 does not apply at 
all altitudes and that a reassessment of equation 2.52 is needed to consider all its terms.  
The solution to equation 2.52 requires numerical techniques. The formulation for 
each ion velocity, vj, involves terms with the other ion velocities. If j ion species are 
generated in the model, then we get j equations with j unknowns. Solutions for these 
equations can be obtained from calculating the inverse matrix of the j-species 
coefficients. 
Using the same analysis mentioned in the previous section to project the vector 
components along the magnetic field and using similar rearranging and simplifying 
techniques, equation 2.52 can be re-written as: 
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The left hand side of equation 2.59 can be rearranged to be: 
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The right hand side of equation 2.59 is a linear equation of ion velocities:  
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for i=2: 16
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etc. 
The left and right hand sides of equation 2.59 can be simplified in Matrix notation 
as: 
BVA
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where A

 is an m×n Row-Column (RC) square matrix (m and n being both equal to the 
number of ions, i in the model), V

is a vector of velocities represented by an i×1 RC 
matrix with elements vi and B

is an i×1 matrix representing the vector of equations 
similar to eq. 2.62 – 2.64 for all ions. 
A simplified form of these vectors for the case of i=3 ions is shown below: 
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Figure 2.17: Ion-ion, ion-neutral and ion-electron collision frequencies for three ions at 
Mars O2+, CO2+ and O+. Collision frequencies that are not visible are covered by 
another frequency profile and confirm that collision frequencies are comparable in 
magnitude and should not be neglected in the model implementation. 
 
The solution to the ion velocities can be obtained by multiplying both sides of the 
Matrix equation by the inverse of A

: 
BAVIVAA
   11         (2.69) 
where I

is the identity matrix. The resulting BA
 1  matrix is a 16×1 vector that 
calculates the value of each ion velocity. 
When ion-ion collisions are included in the model, the total number of collisions 
carried out by the ion increases. Frictional forces due to collisions act to retard the 
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transport of each ion, resulting in slower moving ions. Slower ions will diffuse less when 
compared with collision-free simulation results. The retention of ions due to increased 
collisions will therefore increase the electron density. This can be seen in Figure 2.18 
where two simulations are run, identical in all aspects except the inclusion of ion-ion 
collisions. Including ion-ion interactions into the model in this case increased the topside 
electron density by ~80%. 
 
 
Figure 2.18. Electron density profiles with (solid) and without (dash) ion-ion collisions 
implemented in the transport equations for similar model conditions. These electron 
density profiles are shown for mid day. Including ion-ion collisions in the model slows 
down the ions. More ions (and hence, electrons) will be retained at altitudes where 
transport is non-negligible. 
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It is necessary to impose boundary conditions for the ion velocities at the spatial 
edges of the simulation range. At the bottom boundary of 80 km, the ion transport 
velocity is set to zero. At the top boundary of 400 km, the ion transport velocity is 
calculated to be a smoothed weighted combination of the velocity calculated in the two 
altitude grids just below the top: 
21
2   TOPTOPTOP zzz vvv . 
 
2.2.3 Energetics 
 
The third mode of implementation of the model described here solves for the 
energy of the plasma, specifically, the temperature. The energy equation is:  
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where the subscript s represents ions and electrons, ns and vs are number density and 
velocity, respectively. I is the inclination angle of the magnetic field. λ is the thermal 
conductivity of each species, Q and L are the heating and cooling rates, respectively. All 
possible contributions to heating and cooling are summed and then used to solve for the 
temperature, T, as a function of time, t, and altitude, z. 
Typically, an ionosphere is heated during the day time, when electrons with 
energy in excess of the photo-ionization energy of neutral species heat up surrounding 
electrons that, in turn, heat up ions. The lighter ions are more efficiently heated and 
typically cool through collisions with neutral and heavier ion species. During the night, 
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electron heating subsides, and consequently, so does ion heating and the plasma 
thermalizes to the neutral temperature. At all times the plasma loses energy via 
interactions with neutrals. This describes energy distribution in an ionosphere to first 
order. The energy equation terms have various temperature dependencies that can result 
in non-linear heating or cooling of plasma. These interactions will be discussed further in 
Chapter 4. In this section, the implementation of the energy equation is described.  
The energy equation given above is governed by five terms each of which 
describe the contributions due to conductivity, solar photon heating, collisional cooling, 
advection and adiabatic expansion. Heating rates to the electrons due to solar radiation 
were calculated by a kinetic electron transport model described further in Chapter 4. 
Expressions for conductivity and cooling rates that are required to close the energy 
equation are discussed next. 
 
2.2.3.1 For Electrons 
 
The thermal conductivity of electrons is given by the following expression 
[Schunk and Nagy, 2009]: 
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where pe is electron gas pressure, kb is the Boltzmann constant, me is electron mass, νee, 
νei and νen are the weighted electron-electron, electron-ion and electron-neutral collision 
frequencies, respectively, summed over all species. z’en is a parameter that takes into 
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account the electron-neutral interactions and is assumed to be ~1. The expressions for 
electron-particle collisions are found to be [Schunk and Nagy, 2009]: 
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where ne, ni and nn are the electron, ion and neutral densities in cm-3, respectively. Te is 
the electron temperature in Kelvin. qd-n is the momentum average collision cross-section 
in cm2, given by the following expressions where Te is in Kelvin: 
 93.2115.014 |4500|101.41104.4
2 eeCOd
TTq    , [Schunk and Nagy, 1980]  (2.75) 
 eeCOd TTq   1651082.2 5.017   , [Schunk and Nagy, 1980]   (2.76) 
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The cooling rate for thermal electrons is governed by the types of interactions in 
which electrons can dissipate their energy to surrounding species. These can be elastic 
collisions with neutrals and ions as well as inelastic collisions with neutrals that include 
rotation, vibration, excitation and fine structure interactions. Hence, cooling processes 
depend on atmospheric and ionospheric composition. In the model used here, 7 neutral 
species (CO2, CO, O, N2, Ar, H and H2) and 16 ion species (CO2+, N2+, O+, CO+, Ar+, 
H2+, H+, O2+, NO+, H3+, OH+, HCO+, ArH+, N2H+, HCO2+ and HOC+) are generated 
[Matta et al., 2013]. The most efficient cooling mechanisms for electrons interacting with 
the 23 other model species result from: 
 inelastic collisions with CO2 due to vibrational interactions [Delgarno, 1969] 
  5.014
22
1035.3   eneCOevibrationCOe TTTnnL ,    (2.82) 
 inelastic collision with CO2 due to rotation interactions [Henry and McElroy, 
1968] 
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 inelastic fine structure interactions with O [Stubbe and Varnum, 1972] 
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 elastic collisions with CO2 [Schunk and Nagy, 1978] 
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 and elastic collisions with ions [Banks and Kockarts, 1973] 
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where nCO2 and nO are the neutral CO2 and O densities in cm-3, respectively; Tn and Ti are 
the neutral and ion temperatures in Kelvin, respectively; mi and mCO2 are the ion and CO2 
mass in gr, respectively; qd-CO2 is the momentum average collision cross-section defined 
above, e is the electron charge in esu and lnΛ is the unit-less coulomb logarithm. 
Individual loss rates are summed to represent the total loss term in the electron energy 
calculations.  
The electron density is the sum of ion densities that are calculated from the 
continuity equation. Electron velocity was derived using the assumption that no currents 
are generated in the ionosphere. This gave an electron velocity that was the average of the 
ion velocities: 
 iiee vnvn           (2.87) 
The heating rate Q for electrons is taken from the kinetic model developed by 
Marina Galand at Imperial College London (ICL) and uses inputs of ion and electron 
densities provided by the BU ionospheric model to calculate heating rates, primary 
photo-ionization and secondary photo-ionization rates. More details are given in Chapter 
4.  
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2.2.3.2 For Ions 
 
In this work, all ions are singly charged. The ion thermal conductivity is [Schunk 
and Nagy, 2009]:  
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where Ti and mi are as previously defined. The summation in the denominator is over all 
other species (ions and neutrals); νii and νit are the ion-ion and ion-species collision 
frequencies in s-1, respectively, described further below; Dit is a constant that depends on 
the collision type and μit is the ion-species reduced mass in gr given by mi×mt/(mi+mt). 
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where Ti, mi and ni are as previously defined. The ions can interact with two other 
populations: (i) neutrals and (ii) other ions. For ion-neutral interactions, the collision 
frequency, νit, and collision-type constant, Dit, become νin and Din, respectively. For ion-
ion interactions, the subscripts change to become νij and Dij, respectively. The 
expressions for these variables are [Banks, 1966a; Schunk and Nagy, 2009]:  
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where po is the polarizability in units of 10-24 cm3, shown in Table 2.4; μin and μij are the 
ion-neutral and ion-ion reduced masses, respectively; and Tij is the reduced temperature 
in Kelvin given by (miTi + mjTj)/(mi+mj) [Schunk and Nagy, 2009]. 
 
Table 2.4. Polarizability of neutral species from Lide [1995] 
Species Polarizability (10-24 cm3) 
CO2 2.91 
CO 1.95 
O 0.802 
N2 1.74 
Ar 1.64 
H 0.667 
H2 0.802 
 
Ions can be heated by collisions with electrons. A few other proposed heating 
mechanisms are exothermic recombination reactions, Joule heating and interactions with 
the solar wind [Chen et al., 1978; Rohrbaugh et al., 1979]. In this work, the only heating 
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rate for ions considered is that resulting from energy transferred due to collisions with 
electrons as given by [Banks and Kockarts [1973]: 
    5.14
ln24
ebi
iebieei Tkm
TTkennmQ   ,       (2.94) 
where all ions are singly charged, and terms are as previously defined.  
Ions cool due to: 
 collisions with other neutral species [Banks, 1966a] 
 
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niniin mm
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 13108.6 ,      (2.95) 
 non-resonant collisions with other ions [Banks, 1966a] 
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 and resonant collisions with other ions of the same species [Banks, 1966a] 
 iniiii TTnL  4103.1         (2.97) 
where νi is the collision frequency in s-1 of the resonant collision given by [Banks, 
1966a]: 
 ni
n
b
ini TTm
kqn  
8
3
4         (2.98) 
qi is the average momentum collision cross-section in cm2 given by [Banks, 1966a]: 
 216 log96.310 nii TTBBAq          (2.99) 
A and B are species-specific coefficients taken from Banks, [1966a] and references 
therein. 
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2.3 Outputs 
 
The 1-D model has one spatial direction (vertical) that is altitude and is also time-
dependent. As mentioned in the previous section (2.3) on physical processes, the model 
primarily produces plasma densities, vertical transport velocities, and temperatures that 
are all calculated diurnally. These outputs are described next in addition to quantities that 
can be derived from them. 
 
2.3.1 Photo-chemical Application 
 
Running the model in photo-chemical-only mode produces computations of ion 
densities from the continuity equation. The sum of the ion densities at each altitude and 
time gives the electron density. In Figure 2.19, photo-chemical-only ion density output 
from a 7-neutral, 16-ion simulation is shown. From this plot, it is clear that O2+ is the 
main ion species below 320 km. Figure 2.20 shows the semi-diurnal electron density 
profile for the same simulation. 
From the initial conditions used in the model, photo-chemical equilibrium occurs 
in ~18 hours. Mass is conserved in a photo-chemical simulation as shown in Figs 2.13. 
Photo-chemistry is the dominating physical process at lower ionospheric altitudes that 
include the main and secondary peaks (M2 and M1, respectively). At higher altitudes 
transport processes become important to ionospheric dynamics. 
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An indicator of the altitude region at which transport processes become important 
can be seen in Figure 2.21. In this plot, electron density is calculated for two simulations 
with similar conditions. The solid profile represents the mid day electron density with 
photo-chemical only processes and the dash profile represents the mid day electron 
density when transport processes are also included. 
 
 
Figure 2.19: Plasma density profiles output from a photo-chemical-only (PCOnly) 
simulation. These profiles are derived from an atmosphere with 7 neutrals (O, CO2, CO, 
N2, H2, H and Ar, not shown in the plot) and that generates 16 ions (color lines in the 
plot). The electron density (black line) is shown as well. This simulation is for mid-day 
solar minimum conditions. 
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Figure 2.20: Semi-diurnal profiles of electron density from a PCOnly simulation. Profiles 
shown from noon to 11 pm are symmetric to the profiles from midnight to 11 am. 
 
The divergence in electron density profiles begins at ~160 km (grey shaded) and 
spans the altitude region above. Below this altitude, the neutral density is large enough to 
frictionally prohibit any ion motion. Above this altitude, ion-neutral collisions decrease 
and the forces due to pressure gradients and gravity begin to accelerate the plasma 
vertically. The altitude at which transport becomes important varies with input 
conditions. From various simulations, the altitude range at which photo-chemistry no 
longer dominates is found to vary between ~150 and 200 km at Mars. A photo-chemistry-
only application of the model is adequate for reproducing M2 and M1 characteristics 
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since these peaks occur below the altitude where transport begins to dominate (~135 km 
for M2, ~110 km for M1) [Martinis et al., 2003; Mendillo et al., 2011; Lollo et al., 2012]. 
 
 
Figure 2.21: Electron density profiles for a photo-chemical only simulation (solid) and a 
photo-chemical plus transport simulation (dash). The model simulates 7 neutrals and 16 
ions and results are shown for mid day conditions. The grey shaded region shows the 
altitudes where photo-chemical only and photo-chemical transport results begin to differ 
by between 1% and 10% at 155 km and 165 km, respectively. 
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2.3.2 Transport Application 
 
The model can be run in photo-chemical-plus-transport mode that solves the 
coupled continuity and momentum equations for ion densities and velocities, as shown in 
Figure 2.22. According to the fundamental assumptions that went into the derivation of 
the plasma dynamics of the model, the region of applicability of transport lies below 
~350 km. The fluid assumptions begin to break down above that altitude and different 
modeling approaches are needed to adequately represent plasma dynamics. From 
observations of electron density profiles by radio occultations, the altitude region of the 
Martian ionopause is not yet clearly defined [Mitchell et al., 2001; Duru et al., 2008] and 
could occur as low as 250 km. These limitations should be considered in the model 
output for upper altitudes. 
In addition to producing the electron density, the model can be used to calculate 
electron velocities directly if it is assumed that no currents flow: 

i
iiee vnvn           (2.100) 
The electron velocity, ve is then the weighted average of the ion velocities, vi, and 
can be small in comparison, as shown in panel (b) of Fig. 2.22. This assumption is 
sensitive to the magnetic field environment [Withers, 2008; Fillingim et al., 2010] and 
such direct derivations of electron velocity are specific to the applications described in 
this work.  
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Figure 2.22: Output from the photo-chemical-plus-transport mode of the model. (a) The 
ion and electron density profiles for solar minimum conditions. Note that O2+ is still the 
dominant ion at all altitudes as was the case for the photo-chemical-only simulation for 
similar model conditions. (b) Ion velocities for the 16 ions shown in panel (a). The lighter 
ions (H+, H2+ and H3+ in purple, baby blue and pink, respectively) have the largest 
diffusion velocities as will be discussed further in Chapter 3. Negative velocities indicate 
that the ions are transported downward and positive velocities indicate upward 
transport. These results are for mid-day solar minimum conditions. 
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The ion velocities can also be used to calculate the vertical ion flux, ϕ, that 
quantifies the vertical flow into (or out of) each altitude region due to plasma transport: 
iii vn           (2.101) 
Sample ion flux due to transport at mid-day is shown in Figure 2.23 for ions of 
varying masses. Flux calculations are vital for modeling escape at Mars. The modeled 
velocity output can be used to help interpret MEX measurements as will be discussed in 
future work in Chapter 7. 
 
 
Figure 2.23: Sample vertical flux for 16 ions at mid day solar minimum conditions. 
Negative flux indicates downward flow. Positive flux indicates upward flow. 
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2.3.3 Energetics Application 
 
Solving the plasma energy equation in the fluid model permits calculation of ion 
and electron temperature profiles as a function of both altitude and local time. More on 
this topic is presented in Chapter 4. Resulting electron and ion temperature profiles are 
shown in Figures 2.24 and 2.25, respectively, produced from model simulations using the 
energy-mode application. 
 
 
Figure 2.24: Modeled electron temperature at Mars for VL1 conditions due to solar 
heating alone. Resulting profiles from each hour are plotted peaking at ~1200 K at 300 
km at noon and decreasing to the neutral temperature (dash) soon after sun set at 8 pm 
local time. The temperatures at 300 km are shown for each hour. 
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Figure 2.25: Modeled O2+ ion temperature at Mars for VL1 conditions due to 
interactions with solar heated electrons only. Resulting profiles from each hour are 
plotted peaking at ~520 K at 300 km at noon and decreasing to the neutral temperature 
(dash) soon after sunset at 8 pm local time. The temperatures at 300 km are shown for 
each hour. 
 
The output of the energy-mode simulation can also be used to investigate solar 
heating rates at the planet, such as those shown in Figure 2.26. Supra-thermal electron 
heating rates generated by a kinetic code are fed into the ionospheric model to calculate 
electron and ion temperatures. 
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Figure 2.26: Electron heating rates supplied from another kinetic model to be used in the 
energetics mode simulations. The heating rates shown are for VL1 conditions when sun 
sets at 8 pm. The resulting heating rates after sunset go to zero. Heating rates from 
midnight to 11 am are symmetric to the noon-11pm profiles and are omitted here for 
clarity. 
 
Other outputs resulting from running the coupled kinetic-ionospheric model in 
temperature-mode are the self-consistently calculated primary and secondary photo-
production rates. Noon time values of these production rates derived for Viking Lander 
conditions are shown in Figure 2.27 and can be compared with the parameterized form 
previously shown in Fig. 2.12 after making a pressure to altitude conversion. This 
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comparison has been done for the secondary production rate of CO2+ in Figure 2.28. The 
parameterized form of calculating the secondary ionization rate compares well with the 
self-consistently calculated rate for altitudes above 100 km. However, at and below the 
M1 peak (~100 km in Fig. 2.28), the self-consistently calculated secondary ionization 
rate exceeds the parameterized from by up to 2 orders of magnitude. 
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Figure 2.27: Top and middle panels show primary and secondary production rates, 
respectively, calculated at noon for Viking Lander 1 conditions. Shown here are the 
production rates corresponding to the seven neutral species in the model: CO2+ (red), 
CO+ (green), N2+ (blue), O+ (grey), H2+ violet, H+ (light blue) and Ar+ (pink). Electron 
primary and secondary production is also shown in black. The bottom panel shows the 
secondary ionization ratio for each species. 
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Figure 2.28. Comparison between self-consistently derived secondary production and the 
parameterized counterpart for CO2+.  
 
 
 
2.4 Application Overview: Studies to Date 
 
A similar modeling approach to the one used here was applied to Saturn’s 
ionosphere. The Saturn model uses the same numerical techniques for plasma transport as 
used for Mars and has been validated using Cassini electron density profiles, as well as 
checked for consistency using a 3-D general circulation model [Moore et al., 2004; 
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Müller-Wodarg et al., 2006; Moore and Mendillo, 2007; Moore et al., 2008; Moore et al., 
2010; Moore et al., 2012].  
The Martian 1-D ionospheric model was initially developed in 2001. It has since 
been upgraded for use in a number of studies and in various physical modes tailored to 
each investigation. This section chronologically describes the published body of work 
that utilized the model to date. 
Martinis et al. [2003] published the first study on the diurnal variability of the 
main peak layer (M2) due to changes in solar irradiance at solar maximum conditions. 
The model was used to simulate the observed electron density variability in MGS radio 
occultation profiles. Five neutral (CO2, N2, CO, NO, O) and five ion (CO2+, N2+, O2+, 
NO+, O+) species were used and the model ran in photo-chemical only mode. 
Mendillo et al. [2004] used the model to generate TEC for conditions compatible 
with those of MGS radio occultation observations to examine effects of the Martian 
ionosphere on radio communication. The bulk of the measurements were below 200 km 
and so the Martinis et al., [2003] photo-chemical version of the model was used.  
Mendillo et al. [2011] investigated the observations of both MGS and MEX 
spacecraft over opposing hemispheres for similar solar conditions in 2004 – 2005. 
Keeping the solar flux input fixed, observed radio occultation profiles were used to 
constrain model parameters such as neutral density, plasma temperature and secondary 
ionization ratio to achieve agreement between modeled and observed profiles at the M1 
and M2 layers. The model results of both the topside as well as the peak layers agreed 
with radio occultation profiles obtained from observations over both hemispheres. 
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Slightly modified from the Martinis et al. [2003] study, the five neutrals used were CO2, 
N2, CO, O and H2 and the five ion species generated were CO2+, N2+, O2+, NO+ and O+. 
The model was run in photo-chemical only mode for M1 and M2 comparisons and in 
transport mode for topside ionospheric comparisons. 
In Lollo et al. [2012] the effects of the solar flare events of April 2001 on the M1 
layer peak altitude were studied and modeled. The solar flux resolution was enhanced to 
include a finer structure of X-ray flux. The neutral atmosphere and secondary ionization 
ratio were modified as constrained by observations. The same species were used as in 
Mendillo et al. [2011] and the model was used in photo-chemical only mode. 
Matta et al. [2013] examined the composition of the ionosphere of Mars by 
expanding the model chemistry to include molecular and atomic neutral Hydrogen. The 
resulting ion chemistry was found to be predominantly O2+ followed by appreciable 
amounts of hydrogenated ions. Solar minimum conditions were used to compare with 
VL1 measurements. Solar maximum condition predictions were made for the upcoming 
MAVEN mission NGIMS measurements [Matta et al., 2012]. 
The adaptability of the 1-D model can be further demonstrated in current ongoing 
studies. TEC measurements obtained from the MARSIS instrument in sub-surface mode 
are being modeled at solar maximum conditions for interpretation [Mendillo et al., 2013, 
under revision]. The model is also being used to develop calculations of plasma 
temperature at Mars [Matta et al., 2013, under review]. 
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3. Composition of the Martian Ionosphere: a 1-D Study 
 
The 1-D model described in the previous chapter is used to explore the 
importance of atomic and molecular Hydrogen chemistry in the upper atmosphere and 
ionosphere. Neutral and ionized H and H2 undergo chemical reactions that lead to the 
production of the hydrogenated ions: H+, H2+, H3+, OH+, HCO+, ArH+, N2H+, HCO2+ and 
HOC+. Simulations are conducted for the cases of photochemistry only and 
photochemistry coupled with transport in order to assess the separate effects of plasma 
transport in the topside ionosphere. For both of these cases, the sensitivity of the 
ionosphere is tested for (1) molecular hydrogen abundance and (2) reaction rate, k1, for 
the charge exchange between H+ and H2. Results are shown for mid-day solar minimum 
conditions. It is found that the ionospheric composition of Mars is sensitive to H2 
abundance, but relatively insensitive to the reaction rate, k1. Depending on the conditions 
simulated, the topside ionosphere can contain appreciable amounts of hydrogenated 
species such as H3+, OH+ and HCO+. Comparisons are made with Viking ion density 
measurements as well as with results of other published Mars ionospheric models. Future 
comparisons with more extensively measured ion composition will be available when the 
Mars Atmosphere and Volatile Evolution (MAVEN) mission arrives at Mars. 
 
3.1 Background & Objective 
 
The composition of the ionized component of a planet’s atmosphere is dependent 
on the composition of its neutral counterpart. The atmospheric composition of Mars has 
 
 111
been measured remotely and in situ with too little frequency to result in any definitive 
global map of the major and minor constituents. Hence, measurements from various 
instruments and spacecraft are often pooled to provide a representative picture of the 
neutral atmosphere.  
Early efforts to remotely measure the Martian upper atmosphere revealed CO2, 
H2O and CO [Kuiper, 1952; Kaplan et al., 1964; Kaplan et al., 1969; Young and Young 
1977]. Mariners 6, 7 and 9 and Mars-3 took in situ spectra that quantified the abundance 
of H, CO and O at ~220 km [Anderson and Hord, 1971, 1972; Barth et al., 1971, 1972; 
Dementyeva et al., 1972; Strickland et al., 1972; Anderson, 1974; Moos, 1974]. A few 
decades after the first flyby of Mars, remote sensing of atomic Hydrogen Lyman-α 
emissions was made by the Hubble Space Telescope and the Far Ultraviolet 
Spectroscopic Explorer (FUSE). The resulting measurements quantified H and H2 
abundances in the Martian atmosphere [Krasnopolsky, 1998, 2000; Krasnopolsky and 
Feldman, 2001]. More recently, the Mars Express mission made spectral measurements 
of H and O at 200 km using the Spectroscopy for Investigation of Characteristics of the 
Atmosphere of Mars (SPICAM) instrument [Bertaux et al., 2000; Chaufray et al., 2007, 
2008, 2009; Valeille et al., 2009] and the Analyzer of Space Plasma and Energetic Atoms 
(ASPERA-3) instrument [Galli et al., 2006]. Furthermore, the Rosetta flyby of Mars 
during a gravity assist maneuver made spectral detections of H and O at exospheric 
altitudes [Feldman, 2011]. 
To date, the Viking 1 and 2 Landers mark the only spacecraft to successfully 
deliver in situ measurements of the atmosphere and ion composition of Mars between 
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120 and 200 km [Nier and McElroy, 1976]. Viking neutral mass spectrometers measured 
abundances of major species: CO2, N2, Ar, CO, O2 and NO and analyzed upper limits of 
mixing ratios of minor species such as H2 and He. Atomic oxygen was also detected as a 
major neutral species but quantitative in situ measurements could not be made due to 
contamination of the instrument by terrestrial sources [Nier et al., 1976; Nier and 
McElroy, 1976; Nier and McElroy, 1977]. The Viking Landers also measured ion density 
profiles of O+, CO2+ and O+ [Hanson et al., 1977].  
  Preceding the H2 measurements at Mars mentioned above, ionospheric 
simulations neglected to include minor atomic and molecular hydrogen species [e.g. 
Hansen et al., 1977; Kong and McElroy, 1977; McElroy et al., 1977; Chen et al., 1978; 
Fox and Dalgarno, 1979; Singh and Prasad, 1983; Krasnopolsky, 1993a, b; Nair et al., 
1994; Krasnopolsky, 1995; Fox et al., 1996]. FUSE measurements of Martian H2 
revealed its dominance in the neutral atmosphere above 250 km [Krasnopolsky, 1998]. 
Since molecular hydrogen is chemically reactive with its surrounding ions, it can have 
major effects on the composition of the ionosphere. 
The H2 mixing ratio was determined with some uncertainty to vary between 20 
and 50 parts per million (ppm) at 80 km [Krasnopolsky et al., 1998; Krasnopolsky and 
Feldman, 2001; Krasnopolsky, 2002, 2003; Fox and Yeager, 2009]. Fox and Bakalian, 
[2001] were among the first to address the quantitative effects of H2 on the Martian 
atmosphere. They found that H2 would affect the secondary ion chemistry of N2H+, OH+, 
HCO+ and HCO2+, and they concluded that the adopted mixing ratio of 40 ppm was too 
large. A follow up study by Fox [2003] showed the effects of varying the abundance of 
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H2 on O+, CO2+, N2+ and CO+. In an effort to improve agreement of modeled O+ densities 
with those measured by Viking below 200 km, the mixing ratio of H2 was varied from 4, 
10, 15, 40 to 100 ppm. Due to the high reactivity of H2 with O+, it was found that the 
lower the mixing ratio, the higher the modeled O+ density, the better the match between 
models and Viking measurements. However, there has been relatively little follow up on 
the importance of hydrogen on ion composition [Krasnopolsky, 2002; Fox, 2004a, b; Fox, 
2005; Fox and Yeager, 2006, 2009; Fox and Hać, 2009]. No study to date has explored 
systematically the effects of H and H2 chemistry on the upper ionosphere of Mars. 
The objective of this chapter is to investigate the combined effects of atomic and 
molecular hydrogen chemistry at Mars, with particular attention to the topside 
ionosphere. 
 
3.2 Model Specifications 
 
The simulations of this chapter are conducted for the same conditions used in 
Mendillo et al. [2011] for the MGS dataset: solar minimum conditions (F10.7 ~84), a 
Mars-Sun distance of 1.5943 AU, solar declination of 19.8°, latitude of 66.7° North, at 
summer solstice with a resulting SZA ~47° at local noon. The simulation run time is for 2 
model sols (Martian days) and results from the second day's run at local noon are shown. 
The volume mixing ratios supplied by the MCD are most reliable at lower 
altitudes. Hence, the model solves equations for generating a neutral atmosphere between 
80 and 400 km based on mixing ratios at 80 km that propagate neutral species 
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concentrations upwards via molecular and eddy diffusion [Krasnopolsky, 2002]. The 
resulting neutral atmosphere that is derived compares well with Viking Lander 
measurements for overlapping species at overlapping altitudes. The model runs in both 
photo-chemical-only and photo-chemical-plus-transport modes. Solar wind effects upon 
the ionospheric plasma are not in the model, i.e., it is assumed that the solar wind plasma 
lies above the top altitude boundary of 400 km. However, the altitude of the region 
separating solar-wind from planetary plasma at Mars is not well defined and could be 
lower than the model’s upper boundary altitude [Mitchell et al., 2001; Withers, 2009], 
and so the results of this chapter are summarized for ion composition at 250 km, 300 km 
and 350 km. 
 
3.2.1 Neutral Atmosphere 
 
The same neutral atmosphere derived from the MCD (version 4.3) and used in 
Mendillo et al. [2011] was used for this study with some additions. The Mars Climate 
Database is an online resource of Martian atmospheric parameters derived from a 3-D 
general circulation model. The MCD is a collaborative effort developed at the 
Laboratoire de Meteorologie Dynamique du CNRS (Paris, France), Open University 
(UK), Oxford University (UK) and the Instituto de Astrofisica de Andalucia (Spain). The 
parameters available for lookup in the model are: neutral density, pressure, temperature 
and turbulent kinetic energy; surface temperature, pressure and CO2 ice layer; volume 
mixing ratios of CO2, CO, H2, O, N2, H2O ice and H2O vapor;  3-D neutral wind 
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components; water ice and vapor columns; solar and thermal radiative fluxes and dust 
optical depth. The 3-D MCD offers these parameters as a function of dust scenario, 
latitude, longitude, local time and altitude ranging from the surface up to 230 km [Forget 
et al., 1999; Lewis et al. 1999; Angelats i Coll et al., 2005; González-Galindo et al., 
2005; Millour et al., 2011]. The database is readily available for reference at http://www-
mars.lmd.jussieu.fr/. The MCD is validated with measurements from: MGS Thermal 
Emission Spectrometer (TES) for surface temperature, atmospheric temperature and 
water vapor column; radio occultation measurements using the ultra-stable oscillator on 
MGS for atmospheric temperature; and Viking Landers and Pathfinder for surface 
pressure. 
The 1-D model of Mendillo et al., [2011], and this work, used MCD-provided 
mixing ratios of CO2, O, N2, CO and H2 to generate a neutral atmosphere. The resulting 
CO2, O, N2 and CO profiles agree with the density profiles measured by the Viking 
Landers. H2 densities are more challenging to validate as there are no in situ 
measurements to compare with. FUSE detections of Martian H2 from mostly Lyman-β 
photons gave a mixing ratio for H2 of 15 ± 5 ppm and a corresponding density of 105 cm-3 
at ~220 km for solar maximum conditions [Krasnopolsky and Feldman, 2001]. Densities 
of molecular hydrogen at 250 km were modeled to be ~2-50105 cm-3 (T∞ ~ 200 K) and 
~1-5105 cm-3 (T∞=350 K) for solar minimum and maximum conditions, respectively, 
where T∞ is the exospheric temperature [McElroy et al., 1977; Krasnopolsky, 1998; 2000; 
Krasnopolsky and Feldman, 2001; Fox, 2003]. For solar minimum conditions, there is 
about an order of magnitude difference in the limits of estimated neutral molecular 
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hydrogen in the Martian atmosphere. Presently, H2 mixing ratios in the Mars Climate 
Database are still under development [F. Forget, 2011, personal communication]. At 80 
km, MCD provides 16 ppm of molecular hydrogen that result in a concentration of 3106 
cm-3 at 200 km (for T∞=205 K), close to the upper limit given by other models. The 
molecular hydrogen mixing ratio in this model is therefore treated as a free parameter 
with densities at 200 km ranging between 105 and 106 cm-3. This corresponds to a mixing 
ratio of 1.6 and 16 ppm at 80 km.  
To the MCD mixing ratios, two more neutral species, H and Ar, have been added 
to expand the ion-neutral chemistry in this work. An atomic hydrogen neutral density 
profile was added by incorporating a volume mixing ratio at 80 km for H and then using 
the existing formulae to generate concentrations as a function of altitude up to 400 km. 
Since there are no in situ measurements of atomic Hydrogen at Mars, the H neutral 
density at ~220 km is constrained to match Lyman-α airglow measurements made by 
spacecraft. A summary of such measurements is reviewed in Table 2.1. The density of H 
at 220 km during the solar minimum conditions modeled here is ~2105 cm-3. At higher 
altitudes, the extrapolated density for H compares well with those of other models for 
similar conditions [Krasnopolsky, 2002; Fox, 2003; Chaufray et al., 2007]. 
At the time of this writing, the MCD did not include any volume mixing ratios for 
Ar, O2, NO or He, listed here in order of decreasing abundance at 140 km as measured by 
the Viking Landers [Nier and McElroy, 1977]. Ar has been added with a volume mixing 
ratio of 60% that of N2 at 80 km [F. Forget, 2011, personal communication] and agrees 
with Ar density profiles measured by Viking. O2, NO and He neutral species have been 
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neglected in the current model. Ignoring these neutral species has negligible effects (< 
1%) on the density propagation of the included neutrals. Omitting these species from the 
model chemistry has similarly negligible effects on the production of major ions 
(discussed in more detail below).  
The resulting neutral atmosphere, adopted from the MCD and adjusted to the 
constraints set by Mendillo et al. [2011] for the conditions used for MGS, with the 
addition of atomic H and Ar, is shown in Figure 3.1. The solid lines show the density 
profiles as generated for all species under consideration.  The shaded region shows the 
uncertainty in H2 estimated densities, the limits of which will be used in the first of two 
sensitivity experiments. The lower limit of H2 (solid line on left of shaded region) 
conforms to values modeled for solar minimum conditions and which are based on FUSE 
observations of H2 at high solar activity.  The upper limit of H2 (solid line on right of 
shaded region) is derived from the MCD. 
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Figure 3.1. Neutral atmosphere used for this study. The profiles include the standard five 
MCD neutral species (CO2, O, N2, CO and H2) used in Mendillo et al. [2011] for the 
MGS case. H has been added and is constrained to agree with remote sensing 
measurements at solar minimum. Argon has also been included by choosing 60% of the 
volume mixing ratio of N2 at 80 km to this species (see Section 2.1 for details). The 
shaded region indicates the range of H2 densities used for this study. The upper and 
lower limits correspond to the MCD and Krasnopolsky [2002] modeled values, 
respectively. 
 
 
3.2.2 Ion Chemistry 
 
Photons either directly or dissociatively ionize neutrals. Photo-ionization of CO 
into O+ and of CO2 into O+ and CO+ have been added to the model. The addition of H 
and H2 neutrals results in their ionization and subsequent inclusion in additional 
chemistry. As a result, the following seven primary ions are obtained: CO2+, N2+, O+, 
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CO+, Ar+, H2+ and H+. These ions then react with neutrals to give the secondary ions: O2+, 
NO+, H3+, OH+, HCO+, ArH+, N2H+, HCO2+ and HOC+.  While the isomers HOC+ and 
HCO+ have similar reactions and reaction rates, they are separate species and are treated 
as such [Rosati et al., 2007]. A complete list of reactions considered in the model used 
for the present work is shown in Table 3.1. Each of the 16 ions is tracked individually 
through altitude and local time and the ion concentrations are summed to obtain an 
electron density.  
 
Table 3.1. A complete list of ionization (I), chemical, and recombination (R) reactions 
considered for this study. Te is electron temperature in Kelvin. 
  Ionization Reaction  
I1  H    + hν  H+ + e-  
I2  H2   + hν  H2+ + e-   
I3  H2   + hν  H+ + H + e-  
I4  O    + hν  O+ + e-  
I5  N2   + hν  N2+ + e-  
I6  CO + hν  CO+ + e-  
I7  CO + hν  O+ + C + e-  
I8  Ar  + hν  Ar+ + e-  
I9  CO2 + hν  CO2+ + e-  
I10  CO2 + hν  O+ + CO + e-  
I11  CO2 + hν  CO+ + O + e-  
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 Reaction Reaction Rate*, cm3s-1 Reference 
1 H+ + H2  H2+ + H k11 = 110-9 (1) 
2 H+ + O  O+ + H k2 = 3.7510-10 (2) 
3 H+ + CO2  HCO+ + O k3 = 3.810-9 (3) 
4 H2+ + H  H+ + H2 k4 = 6.410-10 (2) 
5 H2+ + H2  H3+ + H k5 = 2.010-9 (4) 
6 H2+ + O  OH+ + H k6 = 1.510-9 (5) 
7 H2+ + N2  N2H+ + H k7 = 2.010-9 (2) 
8 H2+ + CO  HCO+ + H k8 = 2.1610-9 (2) 
9 H2+ + CO  CO+ + H2 k9 = 6.4410-10 (2) 
10 H2+ + Ar  ArH+ + H k10 = 1.2410-9 (6) 
11 H2+ + CO2  HCO2+ + H k11 = 2.3510-9 (2) 
12 H3+ + O  OH+ + H2 k12 = 8.010-10 (2) 
13 H3+ + N2  N2H+ + H2 k13 = 1.310-9 (6) 
14 H3+ + CO  HCO+ + H2 k14 = 1.710-9 (6) 
15 H3+ + Ar  ArH+ + H2 k15 = 3.6510-10 (2) 
16 H3+ + CO2  HCO2+ + H2 k16 = 2.010-9 (2) 
17 O+ + H  H+ + O k17 = 6.410-10 (3) 
18 O+ + H2  OH+ + H k18 = 1.6710-9 (6) 
                                                 
* When applicable, branching ratios are included in the reaction rate. 
1 k1 represents an estimate of the reaction rate (see text).  
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19 O+ + N2  NO+ + N k19 = 1.210-12 (7) 
20 O+ + CO2  O2+ + CO k20 = 1.110-9 (7) 
21 OH+ + O  O2+ + H k21 = 7.110-10 (8) 
22 OH+ + N2  N2H+ + O k22 = 2.410-10 (6) 
23 OH+ + CO  HCO+ + O k23 = 3.5510-10 (6) 
24 OH+ + CO  CO+ + OH k24 = 3.5510-10 (6) 
25 OH+ + CO2  HCO2+ + O k25 = 1.110-9 (6) 
26 N2+ + H2  N2H+ + H k26 = 2.010-9 (6) 
27 N2+ + O  O+ + N2 k27 = 9.810-12 (7) 
28 N2+ + O  NO+ + N k28 = 1.310-10 (7) 
29 N2+ + CO2  CO2+ + N2 k29 = 8.010-10 (7) 
30 CO+ + H2  HCO+ + H k30 =7.510-10 (9) 
31 CO+ + H2  HOC+ + H k31 =7.510-10 (9) 
32 CO+ + H  H+ + CO k32 =4.010-10 (9) 
33 CO+ + O  O+ + CO k33 =1.410-10 (2) 
34 CO+ + CO2  CO2+ + CO k34 =110-9 (2) 
35 N2H+ + CO2  HCO2+ + N2 k35 =1.410-9 (2) 
36 N2H+ + O  OH+ + N2 k36 =1.410-10 (2) 
37 N2H+ + CO  HCO+ + N2 k37 =8.810-10 (2) 
38 HOC+ + H2  H3+ + CO k38 =2.3510-10 (6) 
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39 HOC+ + H2  HCO+ + H2 k39 =2.3510-10 (6) 
40 HOC+ + CO  HCO+ + CO k40 =610-10 (6) 
41 HOC+ + CO2  HCO2+ + 
CO 
k41 =910-10 (6) 
42 Ar+ + H2  ArH+ + H k42 =7.710-10 (6) 
43 Ar+ + CO2  CO2+ + Ar k43 =4.410-10 (6) 
44 ArH+ + H2  H3+ + Ar k44 =910-10 (6) 
45 ArH+ + CO  HCO+ + Ar k45 =1.2510-9 (6) 
46 ArH+ + CO2  HCO2+ + Ar k46 =110-9 (6) 
47 CO2+ + H  H+ + CO2 k47 = 5.5310-11 (3) 
48 CO2+ + H  HCO+ + O k48 = 4.710-10 (5) 
49 CO2+ + H2  HCO2+ + H k49 =8.710-10 (9) 
50 CO2+ + O  O+ + CO2 k50 = 9.610-11 (7) 
51 CO2+ + O  O2+ + CO k51 = 1.610-10 (7) 
52 HCO2+ + N2  N2H+ + CO2 k52 =1.3710-9 (2) 
 Reaction Recombination Rate*, cm3s-1 Reference 
R1 H+ + e-  H α1 = 4.2210-12 (300/Te)0.7 (7) 
R2 H2+ + e-  H + H α2 = 2.310-7(300/Te)0.4 (4) 
R3 H3+ + e-  H + H2 α3 = 4.410-8(300/Te)0.5 (4) 
                                                 
* When applicable, branching ratios are included in the recombination rate. 
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R4 H3+ + e-  H + H + H α4 = 5.610-8(300/Te)0.5 (4) 
R5 O+ + e-  O α5 = 3.2610-12(300/Te)0.7 (7) 
R6 OH+ + e-  O + H α6 = 3.7510-8(300/Te)0.5 (3) 
R7 N2+ + e-  N + N α7 = 2.210-7(300/Te)0.39 (7) 
R8 CO+ + e-  O + C α8 = 2.7510-7(300/Te)0.5 (7) 
R9 N2H+ + e-  N + N + H α9 = 8.6610-7(300/Te)0.5 (10) 
R10 HCO+ + e-  CO + H α10 = 1.110-7(300/Te) (3) 
R11 HOC+ + e-  CO + H α11 = 1.110-7(300/Te) (11) 
R12 NO+ + e-  N + O α12 = 4.010-7(300/Te)0.5 (7) 
R13 O2+ + e-  O + O α13 = 2.410-7(300/Te)0.7 (7) 
R14 Ar+ + e-  Ar α14 = 10-10 (12) 
R15 ArH+ + e-  Ar + H α15 = 10-9 (13) 
R16 CO2+ + e-  CO + O α16 = 4.210-7(300/Te)0.75 (7) 
R17 HCO2+ + e-  OH + CO α17 = 1.110-7(300/Te)0.5 (14) 
R18 HCO2+ + e-  CO2 + H α18 = 3.410-7(300/Te)0.5 (5) 
 
The references for Table 3.1 are:  
 
(1) Cravens [1987], 
(2) Anicich and Huntress [1986], 
(3) Moses and Bass [2000], 
(4) Kim and Fox [1994], 
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(5) Krasnopolsky [2002], 
(6) Anicich [1993], 
(7) Schunk and Nagy [2009], 
(8) Millar et al. [1997], 
(9) Scott et al. [1997], 
(10) Mul and McGowan [1979], 
(11) Liszt et al. [2004], 
(12) Gu [2003], 
(13) Mitchell et al, [2005], and 
(14) Herd et al. [1990] 
 
Reactions 2 and 17 in Table 3.1 describe the resonant charge exchange reactions 
between neutral and ionized oxygen and hydrogen that occur at different reaction rates.  
The reaction rate, k1, in Table 3.1, between H+ and H2 resulting in the production 
of H2+ is unconstrained at Mars and is the second sensitivity test to the model described 
in this chapter. The charge exchange reaction rate between H+ and H2 is estimated to be 
10-9 cm3s-1 [Cravens, 1987]. This reaction is exothermic for hydrogen molecules that are 
in the vibrational states (ν) greater than 4. The reaction rate, k1, is then a function of the 
abundance of this state of H2(ν ≥ 4). This reaction has been studied for Saturn and the rate 
coefficient adopted from Cravens [1987] is considered an upper limit [Huestis, 2008]. As 
a result, k1 has been adjusted to be ~10-14 cm3s-1 for Saturn simulations [Moses and Bass, 
2000; Moore et al., 2004].  An overview of the hydrogen chemistry relevant to outer 
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planets can be found in Hallet et al., [2005] and Nagy et al., [2009]. It is not clear if this 
reaction is as crucial on Mars as it is on the gas giants with their predominantly hydrogen 
atmospheres. The impact of this reaction on the composition of the ionosphere is tested, 
for the first time for Mars, by using the extreme values of 0 and 10-9 cm3s-1 to study its 
effects on modeled ion densities. 
 
3.2.3 Assumptions 
 
Table 3.1 includes all the reactions used in the present study. Reactions that 
involve a combination of minor neutrals, minor ions and slower reaction rates (≤ 10-11 
cm3s-1) that were not already used in the reference model described in Chapter 2 have 
been neglected. Furthermore, the chemistry involving O2, NO, He and their photo-ions 
have been neglected since the parent neutral densities are minor and the volume mixing 
ratios are not constrained by the MCD at the time of this work. The photo-chemical ions 
suppressed due to the exclusion of these neutrals are N+, NH+, HeH+, C+, NH2+, NCO+, 
HNO+, NH3+ and NH4+. The untreated photo-chemistry also leads to an underproduction 
of modeled NO+ and HCO+; and to an overproduction of modeled H+, H2+, OH+, O2+ and 
Ar+. While the cumulative effects of ignoring O2, He and NO chemistry on the 
under/over production of ions do not affect the conclusions of this work, we recognize 
that some of the chemical pathways excluded from the model may eventually be found to 
be significant.  
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Generating and tracking 16 ions dictated the ion-ion collisions be included in the 
transport equation derivations described in the previous chapter [Banks and Kockarts, 
1973]. 
Dealing with the complex geometry of plasma diffusion affected by crustal or 
draped magnetic field configurations is a task better suited to a multi-dimensional model. 
In this chapter, we explore the effects of chemistry in a photochemical-only scenario, and 
in a photochemical plus vertical transport scenario neglecting any horizontal and/or solar 
wind pick-up effects on the resulting topside ion and electron concentrations. 
 
3.3 Results 
 
The focus of this chapter is to analyze the topside composition of the Martian 
ionosphere. Introducing H and H2 chemistry into the model has led to the generation of 
the new hydrogenated ions: H+, H2+, H3+, OH+, HCO+, ArH+, N2H+, HCO2+ and HOC+ as 
well as CO+ and Ar+. The ionospheric composition above 200 km clearly varies based on 
the various simulation conditions used. For the work presented here, all model inputs are 
fixed except for two sensitivity parameters that are examined for effects on the upper 
ionosphere. These two parameters are (1) the H2 mixing ratio at 80 km and (2) the H+ + 
H2 charge exchange reaction rate k1. The sensitivity tests are run for the case of (a) 
photochemistry only and (b) photochemistry plus vertical transport, as described next. 
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3.3.1 Effects on Photo-chemistry 
 
Beginning with the case of photochemistry only (no vertical transport), the 
sensitivity of the ionosphere to H2 mixing ratio is tested while the value of k1 remains 
fixed. Next, the sensitivity to the reaction rate k1 is tested while the value of the H2 
mixing ratio remains fixed. 
 
3.3.1.1 Sensitivity to H2 Abundance 
 
The sensitivity of the ionospheric composition to H2 mixing ratio at 80 km is 
tested by setting the lower limit to 1.6 ppm, and the upper limit to 16 ppm. The former 
scenario is referred to as case A and the latter as case B. For this analysis, k1 is kept fixed 
at its lower limit of 0, effectively suppressing reaction 1 in Table 3.1. The difference 
between using the lower and upper limits of H2 affects the photo-production of both H+ 
and H2+ and also the consequent chemistry. 
Figure 3.2 shows the resulting noon time density profiles for this simulation. In 
panel (a), electron densities show the effects of varying the H2 neutral density from lower 
to upper limits given by the dashed to solid lines, respectively. The overall electron 
density shows insensitivity to H2 except in the topside ionosphere where it increases with 
increasing H2. Panel (b) shows the ion density profile ranges with shaded regions of ion 
densities, bounded by the dashed and solid lines that correspond to low and high limits of 
H2 densities (cases A and B, respectively). As the H2 mixing ratio increases, the 
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production rates of H3+, OH+, N2H+, HCO+ and HCO2+ increase, and the loss rates of H+, 
O+, N2+, CO+, Ar+ and CO2+ increase. The ion abundances of H2+, O2+, NO+, HOC+ and 
ArH+ are affected by both increased production and loss resulting in net effects of 
increased H2+, decreased HOC+, unchanging NO+, and varying increases and decreases in 
O2+ and ArH+ with altitude. In response to the increase in H2, the decrease in CO2+ and 
O+ cause O2+ abundances to decrease below 220 km. The increase in OH+ causes the O2+ 
abundance to increase above that altitude. The ion concentration at each altitude is 
determined by the choice of H2 mixing ratio.   
The ion composition plot shown in Fig. 3.2b (similarly to other plots shown in 
this Chapter) depicts the range of ion composition for 16 ions. This is a visualization 
challenge and the main results of these plots are highlighted in the text when appropriate.  
 
 
Figure 3.2. Modeled electron and ion densities vs. altitude for mid-day conditions. The 
reaction rate k1 is 0 cm3s-1, the model is set for photochemistry only. (a) The electron 
density profiles resulting from varying the H2 mixing ratio from low to high values of 1.6 
to 16 ppm at 80 km are shown in dashed and solid black respectively.  (b) The ion 
densities range between using low and high mixing ratios of H2. 
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In this and remaining subsections of this chapter, the ion composition is listed in 
percent ranging from the simulation where the lower limit of a sensitivity parameter was 
used to the simulation where the upper limit of a sensitivity parameter was used. The first 
percentage summarizes case A and the second case B at 350 km. For the photochemical 
only simulations where k1=0 cm3s-1 and the H2 mixing ratio varies between 1.6 and 16 
ppm at 80 km, the resulting ionospheric composition at 350 km in order of decreasing 
abundance is: OH+ (27-36%), O2+ (30-25%), H+ (30-11%), H3+ (2-24%), O+ (7-0.5%), 
H2+ (~1%), HCO+ (~1%),  N2H+ and others are each <1%. 
 
3.3.1.2 Sensitivity to k1 Reaction Rate  
 
The second sensitivity test studies the effects of reaction 1 in Table 3.1. For 
photochemical only simulations, the sensitivity test for k1 is conducted by fixing the H2 
mixing ratio at the middle value of 9 ppm at 80 km and by varying k1 from a lower limit 
value of 0 to an upper limit value of 10-9 cm3s-1 (referred to as cases C and D, 
respectively). Figure 3.3 shows the results of this test for noon time conditions. Panel (a) 
shows the effects of varying k1 on the electron density from lower to upper limits given 
by dashed to solid lines respectively. Only the high altitude electron density is affected by 
k1, showing a small decrease with increasing reaction rate. Panel (b) shows the ion 
density profile ranges of ion densities, using the same format as in Fig. 3.2. It is clear that 
the shading that spans the dashed and solid lines is appreciable only for a single ion (H+). 
As k1 increases, the production rate of H2+ increases (from the loss of H+), resulting in an 
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increase of H3+, HCO+ and N2H+ production. Loss of H+ also causes a decrease in the O+ 
production. Densities of ions at lower altitudes are unaffected by the changing reaction 
rate due to the absence of significant concentrations of H+ and H2+ below 200 km.  
 
 
Figure 3.3. Same format as Fig. 3.2. The mixing ratio for H2 is set to a middle value of 9 
ppm at 80 km and the model is set for photochemistry only. (a) The electron densities 
resulting from varying the k1 reaction rate from low to high values of 0 and 10-9 cm3s-1 
are shown in dashed and solid black, respectively. (b) The ion densities range between 
using low and high reaction rate values of k1. 
 
For this simulation in which the H2 mixing ratio is 9 ppm at 80 km, and k1 varies 
between 0 and 10-9 cm3s-1, the resulting ionospheric composition at 350 km in order of 
decreasing abundance is: OH+ (34-37%), O2+ (30-36%), H3+ (16-22%), H+ (16-0.7%), 
H2+ (~1%), HCO+ (~1%), O+ (~1%), N2H+ and others are each <1%. As in the previous 
subsection, the percentages range from the simulation where the lower limit of k1 was 
used (case C) to the simulation where the upper limit of k1 was used (case D). 
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3.3.2 Effects on Photo-chemistry Plus Transport 
 
Having assessed the effects that hydrogen chemistry can cause upon the plasma 
constituents throughout the ionosphere, the next set of simulations addresses the 
influence of coupled chemistry and plasma transport. Previous studies have shown that 
plasma diffusion becomes important in the topside ionosphere, and thus a more 
comprehensive treatment of plasma dynamics is used.  
 
3.3.2.1 Sensitivity to H2 Abundance 
 
A similar test is done as for the photochemical only case by allowing ion species 
now to diffuse vertically. Figure 3.4 shows the effects of varying H2 while keeping k1 
fixed at zero, referred to as cases E and F. Panel (a) gives the electron density 
concentrations varying between the dashed and solid black lines as the H2 volume mixing 
ratio is varied from lower to upper limits of 0 and 16 ppm respectively. Panel (b) shows 
the ion density profile ranges with shaded regions of ion densities, bounded by the dashed 
and solid lines that correspond to these low and high limits of H2.  
For this simulation in which k1=0 cm3s-1 and the H2 mixing ratio varies between 
1.6 and 16 ppm at 80 km, the resulting ionospheric composition at 350 km in order of 
decreasing abundance is: HCO+ (24-87%), O2+(62-6%), O+(6-0.3%), OH+(2-4%), 
CO2+(3-0.04%),  and others are each <1%. The percentages range from the simulation 
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where the lower limit of the H2 mixing ratio was used (case E) to the simulation where 
the upper limit of the H2 mixing ratio was used (case F). 
 
 
Figure 3.4. Same format as Fig. 3.2. The reaction rate k1 is zero, the model is set for 
chemistry plus vertical transport. (a) The electron density profiles resulting from varying 
the H2 mixing ratio from low to high values of 1.6 to 16 ppm at 80 km are shown in 
dashed and solid black, respectively.  (b) The ion densities range between using low and 
high mixing ratios of H2. 
 
 
3.3.2.2 Sensitivity to k1 Reaction Rate 
 
The case of keeping H2 at a fixed volume mixing ratio of 9 ppm and varying k1 
from 0 to 10-9 cm3s-1 and including vertical transport is shown in Figure 3.5. These 
simulations are referred to as cases G and H respectively. The ionospheric composition 
varies by few ions per cm3 and the overall electron density for each limiting case is the 
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same as is shown in panel (a). The ionospheric composition variation is limited to HCO+, 
O2+ and H+ densities.  
 
 
Figure 3.5. Same format as Fig. 3.2. The mixing ratio for H2 is set to a high value of 16 
ppm at 80 km and the model is set for chemistry plus vertical transport. (a) The electron 
density profiles resulting from varying the k1 reaction rate from a low to high value of 0 
and 10-9 cm3s-1 are shown in dashed and solid black, respectively. The electron density 
profiles overlap as they are identical in both cases. (b) The ion densities range between 
using low and high reaction rate values of k1. 
 
For this simulation in which the H2 mixing ratio is 9 ppm at 80 km, and k1 varies 
between 0 and 10-9 cm3s-1, the resulting ionospheric composition at 350 km in order of 
decreasing abundance is shown in panel (b) as: O2+(57%), HCO+(30%), OH+(4%), 
O+(2%), HCO2+(2%), N2H+(1%), CO2+(1%), and others are each <1%. The percentages 
range from the simulation where the lower limit of k1 was used (case G) to the simulation 
where the upper limit of k1 was used (case H). Variability in the major ionospheric 
composition due to lower and upper limits of k1 in this case is negligible. 
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3.3.3 Summary of Results 
 
The ionospheric composition sensitivity to the scenarios discussed and plotted in 
this section is summarized in Table 3.2. When k1 is fixed and the amount of atmospheric 
H2 increases, photo ionization of H2 into H+ and H2+ increases and, consequently, the 
electron density increases. This trend is shown in the electron density profiles presented 
in Fig. 3.2a and 3.4a. When the H2 density is fixed and k1 increases, the reaction between 
H+ and H2 provides a loss mechanism that prevents the build up of H+, thereby decreasing 
the overall H+ density, causing the electron density to decrease, as is shown in Fig. 3.3a, 
but is imperceptible in Fig. 3.5a. For the case of photochemistry only, the electron density 
increases by about 55% and decreases by 10% at 350 km when H2 or k1 are increased, 
respectively. For the case of vertical transport, the electron density increases by ~65% as 
a response to increasing the H2 mixing ratio, and is negligibly affected by any changes in 
the reaction rate k1. The effects of H2 neutral density uncertainty on the ionospheric 
composition of Mars spans all altitudes and impacts the corresponding uncertainty in all 
the model ion species abundances. The uncertainty of the reaction rate k1 for the same 
case of photochemistry only affects mainly the H+ density and has minor effects on other 
ions limited to altitudes where H+ is produced (>200 km). Ion-ion collisions were 
included in all the simulations presented for these cases. 
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Table 3.2. A summary of sensitivity parameters considered in this chapter. H2 is the 
mixing ratio by volume at 80 km. Abundances of ions greater than 1% at 250, 300 and 
350 km are shown here. Details of each case are given in the text in the respective 
subsection listed. × indicates no transport, ↑ indicates vertical transport. 
Case Transport H2  
ppm 
k1  
cm3s-1 
Abundances 
at 250 km 
Abundances 
at 300 km 
Abundances  
at 350 km 
A × 1.6 0 O2+ (46%), HCO+ 
(23%), O+ (17%), 
OH+ (5%), H+ 
(2%), N2+ (2%), 
N2H+ (1%), CO2+ 
(1%), HCO2+ (1%) 
O2+ (52%), OH+ 
(16%), O+ (14%), 
H+ (10%), HCO+ 
(6%) 
O2+ (30%), H+ 
(30%), OH+ 
(27%), O+ (7%), 
H3+ (2%), H2+ 
(1%)  
B × 16 0 O2+ (59%), HCO+ 
(22%), OH+ (8%), 
N2H+ (3%), 
HCO2+ (3%), O+ 
(2%) 
O2+ (58%), OH+ 
(21%), H3+ (8%), 
HCO+ (7%), H+ 
(3%), O+ (1%), 
N2H+ (1%) 
OH+ (36%), O2+ 
(25%), H+ 
(11%), H3+ 
(24%), H2+ 
(1%), HCO+ 
(1%) 
C × 9 0 O2+ (58%), HCO+ 
(22%), OH+ (7%), 
O+ (5%), N2H+ 
(3%), HCO2+ (2%) 
O2+ (61%), OH+ 
(19%), HCO+ 
(7%), H+ (4%), 
H3+ (4%), O+ 
(3%), N2H+ (1%) 
OH+ (34%), O2+ 
(30%), H3+ 
(16%), H+ 
(16%),  H2+ 
(1%), O+ (1%), 
HCO+ (1%) 
D × 9 10-9 O2+ (60%), HCO+ 
(20%), OH+ (7%), 
O+ (5%), N2H+ 
O2+ (63%), OH+ 
(20%), HCO+ 
(6%), H3+ (5%), 
OH+ (37%), O2+ 
(36%), H3+ 
(22%),  H2+ 
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(3%), HCO2+ (2%) O+ (2%), N2H+ 
(1%), H2+ (1%) 
(1%), HCO+ 
(1%), O+ (1%) 
E ↑ 1.6 0 O2+ (67%), HCO+ 
(21%), CO2+ (4%), 
O+ (4%), HCO2+ 
(1%) 
O2+ (54%), HCO+ 
(35%), O+ (4%), 
CO2+ (3%), OH+ 
(1%) 
HCO+ (24%), 
O2+ (62%), O+ 
(6%), OH+ (2%), 
CO2+ (3%) 
F ↑ 16 0 HCO+ (85%), O2+ 
(9%), OH+ (2%), 
O+ (1%) 
HCO+ (87%), O2+ 
(7%), OH+ (4%) 
HCO+ (87%), 
O2+ (6%), 
OH+(4%) 
G ↑ 9 0 O2+ (60%), HCO+ 
(28%), HCO2+ 
(3%), CO2+ (2%), 
OH+(2%), O+ 
(2%), N2H+ (1%) 
O2+ (59%), HCO+ 
(30%), OH+(3%), 
O+ (2%), HCO2+ 
(2%), N2H+ (1%), 
CO2+ (1%) 
O2+ (57%), 
HCO+ (30%), 
OH+(4%), O+ 
(2%), HCO2+ 
(2%), N2H+ 
(1%), CO2+ (1%) 
H ↑ 9 10-9 Same as case G Same as case G Same as case G 
 
3.4 Validation to Viking Lander 1 and Discussion 
 
The modeled HCO+ concentrations form a significant fraction of the Martian 
ionosphere. HCO+ is the third most abundant species below ~180 km after O2+ and CO2+. 
Above 180 km, HCO+ is second to and sometimes more abundant than O2+. 
It is worth noting that the Viking Lander RPA instrument required a priori 
assumptions of the species being measured in order to model the measured number 
densities of these species [Nier et al., 1972, Hanson et al., 1977]. Best fits were achieved 
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with the assumptions that combinations of O2+, CO2+ and O+ were the dominant ions 
between 130 km and 220 km. The RPA data do not exclude the presence of HCO+ (29 
amu mass species potentially obscured by 32 amu O2+) or OH+ (17 amu mass species 
potentially obscured by 16 amu O+). HCO+ was also predicted to be an abundant ion by 
[Krasnopolsky, 2002]. Although Fox [2003] studied the effects of hydrogen on the 
ionosphere, the chemical scheme she used did not include HCO+. 
The abundance of radio occultation profiles retrieved from MGS and MEX has 
allowed a detailed validation of the electron density concentration as a function of 
altitude for the model described here [Martinis et al., 2003; Mendillo et al., 2011; Lollo et 
al., 2012]. However, there are only two Viking Lander measurements of ion 
concentration at Mars. 
The ionospheric densities resulting from the simulations done for this work have 
been validated with the ion density profiles measured by the Viking Lander 1 in Figure 
3.6. RPA measurements of O2+, O+ and CO2+ from Hanson et al., [1977] were used for 
comparison with model cases A, B, E and F described in Figures 3.2 and 3.4 that show 
ion density variability due to H2. An additional ion density profile for the sum of O2+ and 
HCO+ is also shown for comparison. This is to account for any RPA measurements that 
could have resulted from Martian HCO+ being recorded as O2+. In panel (a) of Figure 3.6, 
the ion densities modeled for a lower limit of H2 mixing ratio agree well with 
measurements for altitudes between 130 km and 270 km for O2+ (and O2+ added to 
HCO+), for altitudes between 130 km and 220 km for CO2+ and at all altitudes for O+. 
Below 130 km, our modeled ion concentrations fall off with a similar shape to those 
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measured by the RPA. The differences between model results and measurements below 
the main peak are attributed to the differences between the neutral atmosphere adopted in 
our model and that measured by Viking. Plasma dynamics that are not included in this 
simulation are likely responsible for the underestimation of modeled CO2+ and 
overestimation of modeled O2+ (despite agreement with O+) when compared with Viking 
1 ion measurements at top altitudes. In panel (b) of Figure 3.6, the simulation that 
includes vertical plasma transport (from Figure 4) is validated against the measurements. 
The agreement between the model and RPA measurements improves for CO2+ at all 
altitudes and for O2+ at the top side while the model O+ concentrations intermittently 
underestimate measurements by at most a factor of 2. 
Due to the scarcity of measurements available at Mars of ion concentration with 
altitude, further comparison can only be done with other models. A summary of ion 
densities at a common altitude of 200-220 km is done in Table 3.3. The case shown in 
Figure 3.2 for photochemistry only with a lower limit of k1 provides a good comparison 
to the model developed and discussed in Krasnopolsky [2002] for the solar minimum 
scenario. In his model, the charge exchange reaction k1 is not considered (consistent with 
the lower limit in this work of k1=0), H2 has a mixing ratio at 80 km of 15 ppm (close to 
the upper limit in this work of 16 ppm), and at 300 km H2 reaches a value that is close to 
the lower limit considered here. Chen et al. [1978] and Fox [2003] also provide models 
with some hydrogenated ions to compare the present results with. 
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Figure 3.6. Model validation with Viking 1 ion measurements. RPA measurements of 
O2+, O+ and CO2+ are shown in grey, green and blue squares, respectively. The solid and 
dashed lines correspond to modeled densities using different H2 abundances. The black 
lines correspond to combined O2+ and HCO+ densities (see text in discussion section). 
(a) Comparison of the simulation shown in Fig. 3.2b for k1=0 cm3s-1, H2 ranging between 
1.6 and 16 ppm by volume at 80 km and no transport. (b) Comparison of the simulation 
shown in Fig. 3.4b for k1=0 cm3s-1, H2 ranging between 1.6 and 16 ppm by volume at 80 
km with vertical transport. 
 
As summarized in Fig. 3.6 and Table 3.3, the results of the model used for the 
investigation described here compare well with in situ measurements and some other 
models. Disagreement with remaining models is attributed to the different set of 
photochemical reactions and reaction rates used in different simulations. For example, in 
this model, OH+ is a major ion at upper altitudes. In a model by Krasnopolsky [2002], 
OH+ is nearly an order of magnitude less abundant at similar altitudes for the same solar 
cycle conditions. A comparison of production and loss mechanisms between the model 
used here and that detailed in Krasnopolsky [2002] shows that the latter model does not 
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include the production reaction between H3+ + O that produces much of the OH+ at the 
top side ionosphere. 
 
Table 3.3. A comparison of ion densities modeled in this work for the case shown in 
Figure 3.2 with other modelers’ results at similar solar cycle conditions. 
Species & Altitude: 
modeled density range (cm-3) 
Density from other works 
(cm-3) 
Source 
O2+ at 200 km: 4-6103 4103 [Krasnopolsky, 2002] 
CO2+ at 200 km: 4-8102 1103 [Krasnopolsky, 2002] 
O+ at 200 km: 1-2102 1102 [Krasnopolsky, 2002] 
HCO+ at 200 km: 1-2.5103 6102 [Krasnopolsky, 2002] 
OH+ at 200 km: 1-6101 2100 [Krasnopolsky, 2002] 
N2+ at 200 km: 6-9101 2101 [Krasnopolsky, 2002] 
NO+ at 200 km: 5-9101 2101 [Krasnopolsky, 2002] 
CO+ at 200 km: 1-2101 2101 [Krasnopolsky, 2002] 
Ar+ at 200 km: 1-1.5101 2100 [Krasnopolsky, 2002] 
N2H+ at 200 km: 0.5-3102 810-1 [Krasnopolsky, 2002] 
HCO2+ at 200 km: 1-6102 4101 [Krasnopolsky, 2002] 
H+ at 220 km: 3-7100 5101 [Chen et al., 1978] 
 1101 [Fox, 2003] 
 810-1 [Krasnopolsky, 2002] 
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Similar reasons explain the difference in HCO+ densities between the two models. 
HCO+ is produced as a secondary ion and can be generated through ten channels listed in 
Table 3.1. The two main production mechanisms are due to CO2+ reacting with H and to 
N2H+ reacting with CO. Loss of HCO+ occurs exclusively through recombination at a rate 
proportional to Te-1, much slower than the recombination rate of most other molecular 
ions. This leads to the gradual build up of HCO+ to large densities before reaching 
photochemical equilibrium. Krasnopolsky’s model includes seven production reactions 
(four of which overlap with the model here) and a recombination rate similar to the one 
included in this work. Despite the differences in neutral and ion chemistry between 
Krasnopolsky [2002] and this work, both models project HCO+ to be one of the most 
abundant ions below 200 km. 
The inclusion of H, H2 and associated hydrogenated ions in this model has 
resulted in the formation of an ionosphere that is no longer exclusively dominated by O2+ 
or O+ at upper altitudes. For the photochemical only case, the various sensitivity tests 
shown in this work yield an ionosphere that is dominated at 350 km by comparable 
densities of OH+, O2+, H3+, H+ and smaller quantities of O+, HCO+, H2+ and N2H+.  In the 
case of full vertical plasma transport, O2+ and HCO+ dominate at 350 km with smaller 
quantities of O+, OH+ and HCO2+. 
Transport of ions becomes important above ~150 km.  In transitioning from the 
photochemistry only to the photochemistry with vertical transport case, OH+, H3+ and H+ 
no longer dominate the ionosphere at 350 km because they have diffused downward, 
while both O2+ and HCO+ have diffused upwards, resulting in the latter ions becoming a 
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major ion species at top altitudes. The lighter ions diffuse downward and the heavier ions 
upward due to the dominating ion pressure term in the velocity calculations [Banks and 
Kockarts, 1973]. Due to chemistry, the ion density profiles of H+, H2+, H3+ and OH+ 
increase with altitude as is shown in Figures 2b, 3b, 4b and 5b. The resulting gradient in 
ion density with altitude (and consequently ion pressure) dictates the velocity direction 
causing the lighter hydrogenated ions to diffuse to lower altitudes. Remaining ion 
abundances decrease with altitude resulting in a negative density gradient and an upward 
velocity that dominates over the downward velocity from the gravity term, causing these 
ions to be transported to higher altitudes. 
 
3.5 Predictions for MAVEN 
 
The MAVEN mission will carry a set of instruments for studying atmospheric 
escape on Mars. The Neutral Gas and Ion Mass Spectrometer (NGIMS) instrument is 
capable of measuring and identifying the composition of thermal ions with masses 
ranging between 2 and 150 amu in situ at altitudes above 120 km. The resolution of the 
NGIMS is 1 amu, allowing measurements of HCO+ (29 amu) to be distinguished from 
similar mass ions such as O2+ (32 amu) and N2+ (28 amu) [M. Benna, 2012, personal 
communication]. Its observations will test the predictions of this work and provide 
constraints and guidelines for future modeling efforts.  
If MAVEN does not find any detectable amounts of HCO+ in the Martian 
ionosphere, then that would indicate there is much less neutral hydrogen than was 
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proposed as the lower limit in these models. MAVEN measurements of other ion species 
as well would need to be studied in concert to determine any likely chemical causes. 
MAVEN is expected to make its orbital insertion at Mars on September 2014. 
This will be just after the sunspot peak of solar cycle 24. Predicting the ion composition 
for MAVEN NGIMS will require modeling with a different exospheric temperature (Tn) 
and a solar flux representative of more active conditions (F10.7 = 260). The atmosphere 
used to predict extreme solar maximum ion composition for MAVEN is shown in Figure 
3.7. 
 
Figure 3.7. Solar maximum model neutral atmosphere used for MAVEN predictions. The 
neutral densities were generated similarly to the densities used in the solar minimum 
case. The black shaded region denoted the parameter space for molecular H2 examined. 
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The resulting ion composition predicted for solar maximum conditions that 
corresponds to the neutral atmosphere above is shown in Figure 3.8. HCO+ is still a 
dominant ion at all altitudes and is likely to be detected by the MAVEN NGIMS. 
 
 
Figure 3.8. Range of solar maximum ion densities predicted for MAVEN. The results are 
from a photo-chemistry only simulation shown for mid day conditions. 
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3.6 Conclusions 
 
The 1-D model of the Martian ionosphere, updated to include hydrogen chemistry 
and ion-ion collisions, shows that the composition of the topside ionosphere is very 
sensitive to the choice of neutral molecular hydrogen density, and less sensitive to the 
charge exchange reaction rate between H+ and H2. Figure 3.9 and Table 3.4 summarize 
the major ions that dominate the ionosphere above 250 km for the different simulations 
presented at solar minimum conditions.  
In the case of photochemistry only, the resulting dominant ions at 350 km are a 
combination of OH+, O2+, H3+, H+ and smaller quantities of O+, HCO+, H2+ and N2H+. For 
the case of vertical transport, the resulting dominant ions at 350 km are O2+ and HCO+ 
with smaller quantities of O+, OH+ and HCO2+. Ionospheric composition at 250 km and 
300 km are further summarized in Table 3.2. Figures 3.2 through 3.4 show the detailed 
ionospheric composition for cases of the model that demonstrate sensitivity to 
uncertainties in H2 neutral density and to the rate of a charge exchange reaction between 
H+ and H2. The neutral density uncertainty has a larger impact on ionospheric 
composition than the reaction rate uncertainty. In all cases discussed in this Chapter, 
hydrogenated ions play a prominent role in the composition of the upper ionosphere of 
Mars. 
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Figure 3.9. Overview of the most abundant species in the topside ionosphere for the eight 
cases simulated in this work. (a) As in Fig. 3.2b, but neglecting ion species that are minor 
above 250 km. (b) As in Fig 3.3b, but neglecting ions species that are minor above 250 
km. (c) As in Fig 3.4b, but neglecting ion species that are minor above 250 km. (d) As in 
Figure 3.5b, but neglecting ion species that are minor above 250 km. Color scheme has 
been changed slightly from that in Figs 3.2 – 3.4 for clarity. 
 
The model results shown in this Chapter are for high latitude locations at solar 
minimum noon-time conditions. This model was subsequently used to investigate ion 
composition at solar maximum. The diurnal and seasonal variability of the topside 
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ionospheric composition, as well as the effects of solar cycle variability are left for future 
work. Varying magnetic field morphologies may also affect the model ion composition. 
A hint of the possible role of a magnetic field (Case B) emerges from these simulations. 
Yet, the accurate portrayal of such effects is beyond the capability of a 1-D model.  
As shown in Tables 3.2 and 3.4, the ion densities generated in this work can offer 
an initial context for MAVEN NGIMS measurements between 150 and 400 km 
(depending on the height of the region separating ionospheric plasma from solar wind 
plasma at the time of measurement), and can therefore aid in the investigation of 
chemical and dynamical processes governing the upper atmosphere and ionosphere of 
Mars. Such processes, in turn, offer insights to the escape rates of various atmospheric 
constituents. 
 
Table 3.4: Abundance of ion at 200 km for a low H2 mixing ratio (H2 = 1.6 ppm), and no 
effects of charge exchange between H2 and H+ (k1 = 0). MAVEN measurements will 
likely be made in less extreme solar active conditions and are expected to lie within the 
ranges shown. 
Solar Cycle O2+ HCO+ CO2+
Maximum 75% 10% 10% 
Minimum 68% 4% 26% 
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4. Plasma Temperatures at Mars: a 1-D Study 
 
The two Viking Lander RPAs made the only in situ measurements of thermospheric 
plasma temperatures to date. Significant effort has gone into interpreting these sparse 
measurements. Models have not been able to reproduce the measured ion and electron 
temperatures at Mars using solar radiation heating alone. External heating sources from 
solar wind interactions are assumed to contribute to the heating of ions and electrons. In 
the previous chapter, modeling results showed that incorporating recent observations of 
neutral hydrogen at Mars produces a more hydrogenated ionosphere than was thought at 
the time of the Viking Lander measurements. In this chapter, a follow up investigation 
examines the effects of these hydrogenated ions on the electron and ion temperatures. 
The plasma temperatures are modeled and the results are interpreted. Diurnal maps of ion 
and electron temperatures are produced, and the implications of the diurnal variability of 
plasma temperature on the ionosphere are discussed. 
 
4.1 Background and Objective 
 
Solar soft X-ray and EUV photons ionize a fraction of the neutral atmosphere of a 
planet. Resulting photoelectrons and secondaries produced by electron-impact ionization 
with energies in excess of their surroundings, referred to as the supra-thermal electron 
population, ionize neutral species further and heat up the ambient plasma. Thermal 
electrons that are heated by the supra-thermal electron population cool down through 
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interactions with colder ions and neutrals. Heat is exchanged between ions and other 
particles through collisions. This fundamental heating process drives plasma temperatures 
in ionospheres. For some planets and moons, precipitating particles or solar wind 
interactions at the upper boundary of the ionosphere can introduce additional heating 
sources to the local plasma. 
The thermal structure of plasma can affect ion chemistry and dynamics. Several 
chemical reaction rates have direct or inverse plasma temperature dependence [Anicich, 
1993; Schunk and Nagy, 2009].  For example, molecular ions recombine with cooler 
electrons more readily than with hotter ones, affecting production and loss in the photo-
chemically dominated region of the ionosphere.  In transport-dominated regions, plasma 
scale height is directly proportional to ion and electron temperatures. Hotter plasma 
diffuses into higher altitudes and escapes faster due to its larger scale height. 
Characterizing the ion and electron temperatures accurately is important for these 
processes that consequently affect ionospheric structure and dynamics. 
The present state of the thermal structure of electron and ion temperatures at Mars 
is poorly understood. In 1976, the two Viking Landers (VL1 and VL2) each carried a 
Retarding Potential Analyzer (RPA) for the purpose of measuring plasma density, 
temperature and velocity with altitude [Hanson et al., 1977]. The ion plasma properties 
derived from the in situ measurements of each Lander were in agreement. Only the first 
Lander provided useable electron temperature measurements. The second Lander’s 
instrument was contaminated [Hanson and Mantas, 1988]. Retrieving electron 
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temperature values from the VL1 RPA measurements involved complex analysis and 
results were published over a decade later [Hanson and Mantas, 1988]. 
The VL data analysis assumed a basic ionospheric chemistry and measured 
densities of three ion species (O2+, O+ and CO2+), all of which were assumed to have the 
same temperature. Measurements of ion temperature and density profiles extended 
between 120 km and ~300 km and showed a steadily increasing ion temperature with 
increasing altitude from ~200 K at 150 km to ~2500 K at 300 km. The electron 
temperature profile obtained from the VL1 RPA measurements could only be retrieved 
between 215 and 330 km and had an average value of ~3000 K [Hanson and Mantas, 
1988]. The lack of additional in situ measurements of plasma temperatures at Mars has 
led the ionospheric modeling community to adopt smoothed and extrapolated functional 
forms of the VL1 measurements as the appropriate input parameters for subsequent 
modeling efforts [e.g., Fox et al., 1996]. 
Theoretical calculations of plasma temperatures at Mars began soon after the 
Mariner 4 flyby [Henry and McElroy, 1968; Shimizu and Ashihara, 1972]. Following the 
publication of VL1 ion temperatures at Mars, several models were developed to 
reproduce the ion measurements and to estimate electron temperature profiles [e.g. Choi 
et al., 1998 and references therein]. Despite their nuances, all models assumed a basic 
chemistry that used the Viking Lander measured neutral atmosphere and generated the 
three ion species determined by the VL1 RPA [Nier and McElroy, 1976; Hanson et al., 
1977]. The models unanimously agreed that solar EUV heating alone could not account 
for the high ion temperature measured at Mars. It was concluded that either external 
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heating sources were supplied to the plasma by combinations of wave dissipation, 
chemical and Joule heating, or that a slightly inclined magnetic field (just off horizontal) 
was inhibiting the vertical motion that leads to conductive cooling of plasma [Chen et al., 
1978; Johnson 1978; Rohrbaugh et al., 1979; Cravens et al., 1980; Singhal and Whitten, 
1988; Choi et al. 1998].  
Most models that calculated Martian plasma temperatures ran steady-state 
simulations to reproduce the measurements made for VL1 conditions. Only one study to 
date published diurnal ion and electron temperature values and did so at 350 km altitude 
only [Singhal and Whitten, 1988]. As was done for the VL data analysis, these models 
assumed that all ions had the same temperature. 
Recent studies incorporated H and H2 into the makeup of the Martian neutral 
atmosphere and found that the composition of the ionosphere of Mars can have varying 
levels of hydrogenation that yield ion species more diverse than the three ions determined 
by the RPAs [Krasnopolsky, 2002; Fox 2003; Matta et al., 2013]. In light of these results, 
the present Chapter addresses the following two questions: (1) What are the temperatures 
of different ion species at Mars?, and (2) What are the local time effects of the ion and 
electron temperatures at various ionospheric altitudes? 
In this work, a comprehensive implementation of the energy equation is used to 
simulate plasma temperatures. This approach derives multi-species ion temperatures and 
models the variation in electron and ion temperatures as a function of altitude and local 
time at Mars for the first time. The effects of multiple ion interactions are analyzed and 
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discussed. Comparisons are made with VL1 measurements as well as with results of other 
models that have been run at similar conditions. 
 
4.2 Model Specifications 
 
In order to utilize the BU 1-D ionospheric model to solve for plasma 
temperatures, the energy equation was incorporated into the simulation as discussed in 
Chapter 2. The fluid model was then used in conjunction with an energy deposition 
model adapted from an application for thermal studies at Venus [Cui et al., 2011] to 
Mars. This energy deposition is derived from two coupled modules. The first one solves 
the Beer-Lambert relationship to calculate the absorption of solar photons from the top of 
the atmosphere down to the homopause, and generates the photo-production rate of each 
ion species. The second module solves the Boltzmann equation applied to supra-thermal 
electrons. This describes the transport, energy degradation and pitch angle redistribution 
of photo-electrons and their secondaries. It calculates the electron-impact ionization rates, 
as well as the thermal electron heating rate due to Coulomb collisions between supra-
thermal and thermal electrons. The coupling of the energy deposition and ionospheric 
models facilitates self-consistent calculations of thermal heating rates, primary and 
secondary electron and ion production rates as well as electron and ion temperatures, 
similarly to Moore et al. [2008] for Saturn. For the purpose of using these models, the 
wavelength resolution of solar flux as well as the cross-section input to the fluid model 
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was upgraded from 39 wavelength bins to 1 nm bin resolution spanning 0.5 to 125.5 nm 
[Woods et al., 2005; Tobiska and Bouwer, 2006]. 
The 1-D representation along the vertical direction of the 5th-moment energy 
equation (see equation 2.67, taken from Schunk and Nagy [2009]) was used. This 
equation is repeated here for convenience: 
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where the subscript s refers to either thermal electron or ion species, n is the electron or 
ion number density, kB is the Boltzmann constant, T is the electron or ion temperature, t is 
time, I is the inclination angle of the magnetic field from the horizontal and is taken to be 
90° for cases of no fields, z is altitude, λ is the electron or ion coefficient of thermal 
conductivity and v is electron or ion velocity. The first term on the right hand side 
represents the effects of conductivity on energy flow. The second term is the heating rate, 
Q. For electrons, the heating rate comes from energy transfer due to Coulomb collisions 
from the supra-thermal photo-electrons and their secondaries due to solar radiation. For 
ion species, the heating rate comes from collisions of ions with warmer electrons. The 
third term is the sum of all cooling rates, L, which are due to elastic and non-elastic 
collisions with charged and neutral particles. The fourth and fifth terms represent thermal 
contributions of adiabatic expansion and advection, respectively. 
The plasma density and velocity profiles are derived by solving the coupled 
continuity and momentum equations. The electron heating rate is supplied by the kinetic 
electron transport code driven by the thermal electron number density and temperature 
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calculated by the ionospheric model. The initial plasma temperatures are set equal to the 
neutral temperature. The only energy source considered is solar radiation. The thermal 
conductivity, cooling rates and heating rates are species-specific and are derived from 
expressions listed in Chapter 2. These rates are then fed back into the ionospheric model 
and used to solve for plasma temperatures self-consistently. The kinetic and fluid models 
iterate their output until satisfactory convergence (to within ~ 5%) is reached in all output 
parameters. 
In Section 2.2.3, the equations and assumptions adopted for plasma temperature 
calculations are listed. However, there are some assumptions that were scrutinized further 
in order to assess their impact on the ion and electron temperature calculations. These 
assumptions are discussed next. 
 
4.2.1 Assumptions for Electron Thermal Conductivity 
 
The generalized expression for electron thermal conductivity is given in equation 
2.68 from Schunk and Nagy [2009] and is repeated here for convenience:  
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An alternative expression for electron thermal conductivity which been used for 
terrestrial and outer planet applications is a simplified version of the above expression 
[e.g., Banks, 1966b; Moore et al., 2008]: 
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where the parameters are the same as in Section 2.2.3, λe is in eVcm-1s-1K-1 and <qen(1)> 
is a Maxwellian average of the momentum transfer cross-section described in equations 
2.75 – 2.81. Equation 4.3 assumes a fully ionized plasma composed of electrons and one 
dominant ion species. This assumption is not valid in the ionosphere of Mars (see Fig. 
2.14). Other approximations have been made to further simplify the general expression 
for thermal conductivity given in eq. 4.2 that are considered for the ionosphere of Mars. 
Comparing the altitude profiles of electron conductivity derived from each of these 
expressions is done in Figure 4.1 and shows that large differences in electron temperature 
calculations are likely to be introduced when using the simplified expression (eq. 4.3). 
 
4.2.2 Assumptions for Ion Thermal Conductivity 
 
Similarly to the discussion in the previous section, a simplified expression exists 
for ion thermal conductivity given in generalized form in eq. 2.85. The simplification 
assumes a fully ionized plasma and the resulting profiles of thermal conductivities are 
shown in Figure 4.2. 
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Figure 4.1. A comparison of electron thermal conductivity derived from various 
expressions for planetary applications. S&N refers to Schunk and Nagy [2009] and each 
profile is labeled with the equation number from that reference. The black profile is 
derived from the expression in eq. 3.2 and the blue profile is from eq. 3.1. 
 
 
The differences in ion thermal conductivity profiles with altitude can reach 
several orders of magnitude at high altitudes where thermal conductivity most affects ion 
temperature calculations. It is emphasized here that the most general expression of each 
parameter required for temperature calculations should be used, despite any tempting 
simplifications that are applicable to the ionospheres of other planets. 
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Figure 4.2. The ion thermal conductivity derived from the generalized expression used in 
the model (dashed lines) and from a simplified expression (solid). Profiles for ions are 
shown in different colors in an attempt at clarity. 
 
4.2.3 Assumption for Electron loss Terms 
 
The thermal electron gas can lose its energy to interactions with ion species via 
elastic collisions, or to neutral species via elastic and non-elastic collisions. The electron 
loss processes detailed in equations 2.79-2.83 are due to inelastic (vibration) collisions 
with CO2, inelastic (rotation) collisions with CO2, inelastic (fine structure) collisions with 
O, elastic collisions with neutral species, mainly CO2, and elastic collisions with ions. 
These interactions dominate the energy loss processes for the electron gas at all local 
times in the Martian ionosphere. Figures 4.3 and 4.4 compare the daytime and nighttime 
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contribution of the major loss terms, respectively. These major terms have been adopted 
in the model while the other minor contributions that are listed in Fig. 4.3 and 4.4 have 
been neglected. 
 
 
Figure 4.3. Comparison of thermal electron gas loss terms at day time. The number next 
to each interaction represents the percent of total loss contributed by that collision. 
Dominant terms are CO2 interactions (elastic and inelastic). 
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Figure 4.4 Comparison of thermal electron gas loss terms at night time. The number next 
to each interaction represents the percent of total loss contributed by that collision. 
Dominant terms are still due to CO2 interactions (elastic and inelastic). 
 
4.2.4 Simulation Simplifications  
 
The neutral temperature profile was assumed to be fixed in local time, and so a 
few conditions were imposed on the temperature calculations in the ionospheric model. 
Both the electron and ion temperatures were constrained to have the neutral temperature 
as a minimum value at each altitude to prevent the thermal conductivities from cooling 
the electron and ion temperatures below the neutral temperature. To maintain numerical 
stability within the simulation the electron (ion) temperature below 110 (130) km was set 
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to be equal to the neutral temperature at all local times. Below 110 km, the electron 
temperature is not expected to diverge significantly from the neutral temperature due to 
large electron-neutral collision frequencies. Both the electron and ion temperature 
gradients were set to zero at the top boundary. 
The model used the Viking Lander 1 conditions for this study. Namely, a solar 
minimum flux (F10.7 = 68), a Sun-Mars distance of 1.64 AU and a surface latitude of 23° 
are used resulting in an ionosphere with a solar zenith angle of ~44° at 3 pm Local Time 
(LT). These conditions are used to simulate the diurnal plasma temperature as a function 
of altitude and time over one Sol. In this time span, the Sun-Mars distance, neutral 
atmosphere (densities and temperature both derived from the Mars Climate Database 
[Forget et al., 1999; Lewis et al., 1999]), solar longitude and declination remain fixed. No 
magnetic fields are assumed at this location, consistent with the measurement conditions. 
Calculations are therefore performed along the local vertical. 
 
4.3 Results 
 
4.3.1 Electron Temperature at Viking Lander 1 Conditions 
 
The nominal model electron temperature profile for the Viking Lander 1 conditions is 
shown along side the measured electron temperature and neutral temperature profiles in 
Figure 4.5. The neutral temperature is 204 K above 200 km. Between 215 and 300 km, 
the VL1 electron temperature varies between 2240 and 5440 K with a sharp increase to 
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~7100 K at 225 km. The model electron temperature profile varies by nearly an order of 
magnitude between the lower and upper altitude boundaries. Electrons below 110 km are 
constrained to the neutral temperature values. At 110 km, the electron temperature 
deviates from the neutral temperature value of ~137 K to reach 1130 K at 160 km. This 
warming is due to the photo-electron heating rate that reaches a maximum in this altitude 
region where the ionization rate due to solar EUV is at its peak. 
Above 160 km, the electron temperature increases much more slowly with 
altitude, reaching ~1360 K at 300 km. At higher altitudes, the photo-ionization rates 
decrease and so, the solar heating rate decreases allowing the electron thermal 
conductivity to dominate and ensure a near-isothermal profile. 
The smoothed measured electron temperatures (~3000 K above 215 km from the 
dotted line in Fig. 4.5) are nearly a factor of 2 larger than those predicted by the model 
(solid line in Fig. 4.5). This could be attributed to a shortfall in the model that misses a 
heating source for electrons (e.g., from interactions with the solar wind, regions of 
magnetized electrons or energetic particles), or could be due to uncertainties in the data. 
An elaborate discussion of the reliability of the VL1-derived electron temperature 
concluded that the interpretations of the RPA measurements are not uniquely determined 
[Mantas and Hanson, 1979; 1985; 1987; Hanson and Mantas, 1988]. The fitting function 
used to extract electron temperature from the voltage measurements on the RPA was one 
of several solutions that approximated the sensor geometry [Hanson and Mantas, 1988]. 
Our model electron temperatures are consistent with those found by other workers for 
similar conditions (see Sections 4.4.4 and 4.4.5) and thus we assume, as others did, that 
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the discrepancy was not with measurements, but that there are additional heating 
mechanisms other than solar radiation that are likely responsible for these differences. 
 
 
 
Figure 4.5. Modeled electron temperature Te profile (solid line) for VL1 conditions: 44° 
SZA, low latitude, solar minimum. The dashes represent the neutral temperature Tn 
derived from the Mars Climate Database (MCD) [Forget et al., 1999] and the dotted line 
is the measured electron temperature from Viking Lander 1 [Hanson and Mantas, 1988]. 
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4.3.2 Ion Temperatures at Viking Lander 1 Conditions 
 
Our model generates and tracks 16 ion species, the most dominant of which is O2+ 
below 350 km [Matta et al., 2013]. The heating rate for ions has a mass-dependence 
resulting in lighter ion species (e.g., H+) being heated more efficiently than heavier ones. 
A 16-ion solution to the energy equation is used to generate an individual temperature 
profile for each ion species. The resulting ion temperature profiles for VL1 conditions are 
shown in Figure 4.6. 
 Two mass groups of ion species have similar temperature trends as can be seen in 
Fig. 4.6. The lightest ion group has masses between 1 and 3 amu and reaches 
temperatures between ~570 and ~760 K at 300 km. These ions consist of H+, H2+ and H3+ 
(shown in Fig. 4.6 in grey, orange and blue, respectively) and will be referred to in this 
Chapter as the H+ ion group. A second heavier group of ion species with masses between 
16 and 45 amu is well thermalized to its constituents and reaches a temperature of ~525 
K at 300 km. Although all 16 ion temperatures are calculated independently, the 
temperatures of the remaining 13 ions are found to have the same modeled temperature 
profile shown in red in Fig. 4.6 to within 1%. These heavier ions will be referred to as the 
O2+ group since this ion species is the dominant one in the Martian ionosphere. 
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Figure 4.6. Ion temperature profiles Ti modeled for VL1 conditions for 16 ion species 
shown in solid colors. The dashes represent the neutral temperature Tn from the MCD 
[Forget et al., 1999] and the dotted line is the Viking Lander 1 ion temperature [Hanson 
et al., 1977]. Ions with masses heavier than 16 amu (OH+, N2+, CO+, N2H+, HOC+, 
HCO+, NO+, O2+, Ar+, ArH+, CO2+ and HCO2+) were found to have the same modeled 
temperature profile shown for O+. 
 
Ions in both groups display similar thermal behavior with altitude. The 
temperature of the O2+ group departs from the neutral temperature at ~160 km. This 
occurs at altitudes where the ion heating term dominates. The H+ group temperature 
profile departs from the neutral temperature at 130 km. This is due to lower boundary 
conditions described in Section 4.2.3.4. A second temperature increase occurs near 210 
km for the O2+ group and near 170 km for H+ that is due to the dominance of the ion 
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thermal conductivity term at those altitudes. At 210 km, ion temperatures vary by over 
370 K due to their mass diversity, reaching values between ~270 and 640 K for VL1 
conditions.  
The VL1 and VL2 thermospheric measurements were made at similar solar zenith 
angles and during the same solar activity. Both ion temperature measurements had 
similar profiles and increased above 180 km to reach ~2500 K at 300 km. These 
measurements were interpreted assuming all three measured ions (CO2+, O2+ and O+) had 
the same temperature. The model shows that these three ions have the same temperature 
as well to within 1%. 
The modeled ion temperatures agree well with VL1 measurements below 180 km. 
Between 180 and 230 km, the model heavy and light group ion temperatures bracket the 
observed values. The temperature derived for all ion species recreates the trend seen in 
the observations for increased values at 150 km and ~200 km. Above 230 km, the 
observed temperatures continue to increase to reach ~2470K at 305 km while model 
values increase much slower to reach temperatures that are cooler by about a factor of 4 
at top altitudes.  
Similar to the modeled electron temperature, the model ion temperatures 
calculated due to solar photon heating alone could not account for the hotter values 
derived from the Viking Lander 1 RPA measurements. Similar model difficulties were 
faced with Venus nighttime ion temperature measurements [Bougher and Cravens, 
1984].  
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4.3.3 Plasma Densities at Viking Lander 1 Conditions 
 
The initial modeling task is to seek validation via comparisons with basic 
ionospheric morphology observed by VL1. The plasma temperatures and densities are 
calculated self-consistently in the model. Figure 4.7 shows the modeled electron as well 
as CO2+, O2+ and O+ ion density profiles for the Viking Lander 1 conditions compared 
with measurements. The results from two simulations are shown. Model DF refers to a 
simulation where photochemistry and vertical diffusion occur. Model PC refers to a 
simulation where photochemistry only occurs. 
There is good agreement between modeled and measured electron density values 
between the peak and 200 km. Above 200 km, the photochemical and diffusion model 
electron densities begin to diverge and neither model results agree with the electron 
density measurements at high altitudes. The measured O2+ density profile is adequately 
reproduced by the model above the peak through 200 km for the diffusion simulation and 
through 250 km for the photochemical only simulation. The overall shape of the modeled 
O+ density profile above 180 km agrees with measurements for both simulations. Below 
180 km, the measured O+ density rapidly tapers off by over an order of magnitude in ~20 
km while the modeled density decreases slowly at first between 180 and 140 km and then 
decreases as rapidly as the measurements over a similar altitude range. The modeled 
CO2+ densities capture the peak altitude and reproduce the trends in measured densities. 
The photochemical only and diffusion simulations bracket CO2+ density measurements 
above 200 km. 
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The model agreement with measurements is not expected to be exact. 
Interpretation of VL1 RPA voltage measurements required a priori knowledge of the 
species being detected and the resulting ions selected were those plotted in Fig. 4.7b – 
4.7d. Furthermore, the Viking Lander measurements did not go below 120 km and did 
not detect the secondary ionospheric (M1) peak that typically forms around 110 km. The 
model includes comprehensive chemistry that includes species produced by interactions 
with neutral hydrogen leading to the production of some ion species that have larger 
number densities than O+ and CO2+ at some altitudes [Matta et al., 2013]. 
The model reproduces the altitude and density of the main electron (M2) peak as 
well as the electron density and scale height of the ionosphere above the peak up to 200 
km. The lower measured densities with respect to the modeled values above 200 km are 
likely due to horizontal transport effects that are beyond the scope of a 1-D model to 
reproduce. These effects are discussed further in Section 4.4.6. 
 
4.3.4 Variations in Plasma Temperature with Local Time 
 
The model used in this work is time-dependent and can simulate electron and ion 
temperatures as a function of time. The resulting diurnal electron temperature profiles are 
shown in Figure 4.8 for select altitudes. Diurnal ion temperature curves of both light and 
heavy ion groups are shown in Figure 4.9. The electron (ion) temperature does not 
diverge from the neutral temperature below 110 (130) km at all local times, due to lower 
boundary conditions. 
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These results are characteristic of solar minimum at low latitudes. At these 
conditions, sunset occurs at 8 pm local time. At nighttime, the plasma temperatures 
quickly cool down to the neutral temperature and remains there until sunrise. At high 
altitudes, the electron temperature diverges from the neutral one to reach values of ~1400 
K at noon, while O2+ and H+ temperatures reach maximum values at noon-time of ~540 
and 780 K, respectively. 
 
 
Figure 4.7. Comparison of the VL1 RPA plasma number density measurements (dotted 
lines) with modeled plasma number density profiles for VL1 conditions for (a) electrons, 
(b) O2+, (c) O+ and (d) CO2+. Model DF results shown in solid lines are for a 
photochemical plus vertical diffusion simulation. Model PC results shown in dashed lines 
are for a photochemical only simulation. 
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The simulations have shown that, soon after sunset, plasma temperatures quickly 
drop to the neutral temperature values (constrained to be the minimum value). During 
nighttime, the plasma densities decrease from few 10-2 cm-3 to few 10-1 cm-3. The 
contribution of these small nighttime plasma density values to the daytime ionosphere is 
negligible. Suppressing the nighttime calculations of plasma temperatures – when all ion 
species are thermalized to the neutral species and electron concentrations are very small – 
did not change the outcome of daytime temperatures or densities. This method was 
adopted to improve simulation run times without loss of model accuracy. 
 
 
Figure 4.8. Diurnal profile of modeled electron temperature at select altitudes for solar 
minimum low-latitude conditions. Electron temperatures are derived from solar photon 
heating alone. 
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Figure 4.9. Diurnal curve of modeled ion temperatures of (a) O2+ and (b) H+ ion groups 
at select altitudes for solar minimum low-latitude conditions. The ion temperatures arise 
from collisions with thermal electrons. 
 
4.4 Implications of the Results 
 
4.4.1 Multi-ion Effects 
 
Lighter ions, such as H+, H2+ and H3+, make up a minority of the total plasma 
density at Mars but their effects on heavier ion energies can be substantial. A multi-ion 
vs. single-ion treatment of determining ion temperatures had negligible effects on 
electron temperature calculations (< 3% at all altitudes and local times). Ion temperature 
calculations, however, were significantly affected by the presence of other hotter or 
colder ions. 
Chen et al. [1978] accounted for H+ in simulations of ion composition and 
assumed all ions had the same temperature. A more recent investigation showed that 
between 150 and 250 km the temperature of H+ was higher than that of O2+ when 
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calculated separately [O. Witasse, 2013 personal communication]. Our results confirm 
this finding and provide a detailed assessment of individual ion temperatures. 
The ion heating rate is inversely dependent on ion mass while the cooling rate is 
inversely dependent on the square root of ion mass (see Section 2.2.3).  A light ion such 
as H+ heats up 32 times faster than O2+ and loses heat only 5.6 times faster. 
Consequently, lighter ions are heated more efficiently by supra-thermal electrons before 
reaching thermal equilibrium. Individual ions are subject to heating by lighter ion 
collisions as well as to cooling by heavier ion collisions, thus a multi-ion approach to 
temperature calculations provides added heating and cooling mechanisms for ions.  
Results from a simulation where only O2+ heating occurs and all ions are assumed 
to have the same temperature were compared with a simulation where O2+ is 
independently heated along with 15 other ions. The inclusion of multi-ion heating 
resulted in an O2+ plasma that was a factor of 2 cooler, since it collisionally shared its 
energy with other ions.  
 
4.4.2 Electron Energy Terms 
 
Models that calculate plasma temperatures at Earth, Mars and sometimes Venus 
often ignore advection and adiabatic expansion terms for both electrons and ions [e.g., 
Herman et al., 1971; Choi et al., 1998; Schunk and Nagy, 2009]. These assumptions are 
valid for many terrestrial regions, but not for ionospheres of other bodies such as Venus 
and Titan where ion species develop significant vertical ion velocities [e.g., Chen and 
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Nagy, 1978; Roboz and Nagy, 1994]. In this work, all the energy terms are included and 
their individual contributions to temperature calculations are evaluated for electrons and 
both representative groups of ion species. 
Contributions from each term in the thermal electron energy equation are shown 
in Figure 4.10 for the VL1 conditions. The advection and adiabatic expansion terms were 
found to contribute less than 0.1% to the electron energy calculations at all local times 
and, thus, can be neglected. 
 
 
Figure 4.10: Modeled electron energy terms from equation (1) at noon for solar 
minimum low-latitude conditions. Conductivity (red line), solar heating (green line), 
collisional cooling (blue line), adiabatic expansion (grey line) and advection (black line) 
terms are shown for comparison. The adiabatic expansion profile is behind the advection 
profile. 
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Solar EUV photons deposit most of their energies at and around the M2 peak 
(~130 km), and so, this is the altitude of peak photo-ionization as well as of peak heating 
for the thermal electron gas. Cooling of thermal electrons occurs as a result of elastic and 
inelastic interactions with neutrals, dominated by CO2 rotation (see Section 2.2.3), and 
peaks at the altitude where the product of electron density and CO2 densities are the 
highest. The electron thermal conductivity term provides an effective cooling mechanism 
that conducts the heat downward in altitude above 140 km from regions of higher 
temperature to regions of cooler temperature and balances the heating at higher altitudes.  
 
4.4.3 Ion Energy Terms 
 
In the plasma-dense region below 150 km, heating and cooling due to collisions 
with hotter and colder particles, respectively, dominate thermal balance for all ion 
species. As a result, ion heating and cooling rates each peaks at altitudes of maximum 
electron density. At higher altitudes, the remaining energy terms become more important. 
Figure 4.11 shows the contribution of the various terms in the energy equation focusing 
on the two representative ion species in the altitude range above 150 km. 
Conductivity, adiabatic expansion and advection terms can be ignored for heavier 
ions. However, conductivity and adiabatic expansion provide non-negligible heating and 
cooling contributions for lighter ones. Their effects on thermal balance appear at high 
altitudes as a result of more prominent ion velocity and temperature gradients in that 
region. These gradients are more pronounced for ions with smaller masses. 
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4.4.4 Model Validation 
 
With only one in situ measured profile of electron temperature and two of ion 
temperature at Mars, validation of modeled values can be challenging. The modeled 
electron temperatures in this work are about a factor of two smaller than the averaged 
VL1 RPA interpreted values between 215 and 300 km (see Section 4.3.1). Modeled ion 
temperatures cover a range that brackets the measured ion temperature up to 235 km (see 
Section 4.3.2). 
 
 
Figure 4.11: Modeled ion energy terms from equation (1) at noon for solar minimum low 
latitude conditions. Conductivity (red line), solar heating (green line), collisional cooling 
(blue line), adiabatic expansion (grey line) and advection (black line) terms are shown 
for each of the (a) O2+ and (b) H+ ion groups. 
 
The results of ion and electron temperatures derived in this work are compared to 
those of other models for similar conditions, namely, Viking Lander 1 local conditions 
with only solar EUV heating. Table 4.1 compares measured and modeled electron and 
ion temperatures at 250 km, the altitude above which the modeled electron temperature 
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becomes nearly isothermal. Differences in temperature values between our model and 
others shown in the table are likely due to minor differences in model input and to more 
substantial differences in assumptions. 
The range of ion temperatures found in this work and provided in Table 4.1 
corresponds to the range of ion species in the simulations. The O2+ ion group reached 
~370 K at 250 km and the H+ ion group reached 680 K at the same altitude. 
 
Table 4.1: Plasma temperatures Te and Ti at 250 km for solar minimum conditions. 
Model values are derived using solar EUV heating as the only energy source. 
Te Ti Source 
– 1230 K Measurements: Hanson et al. [1977] 
3350 K – Measurements: Hanson and Mantas [1988] 
500 K – Model: Shimizu and Ashihara [1972] 
1300 K 300 K Model: Chen et al. [1978] 
– 210 K Model: Rohrbaugh et al. [1979] 
1050 K 300 K Model: Singhal and Whitten [1988] 
400 K 200 K Model: Choi et al. [1998] 
1320 K 370 – 680 K Model: This study 
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4.4.5 External Heating  
 
Previous studies have shown that separate topside heating fluxes for electron and 
ion populations are needed in order to bring simulation results of plasma temperatures 
into agreement with measurements for the Viking Lander 1 conditions. These fluxes are 
summarized in Table 4.2 for various models. External heating sources were mainly 
attributed to solar wind interactions [Chen et al., 1978; Johnson, 1978; Rohrbaugh et al., 
1979; Choi et al., 1998]. Others proposed Joule heating of ions near 200 km [Chen et al., 
1978; Johnson, 1978], and chemical heating due to exothermic reactions that generated 
the dominant ion, O2+ [Rohrbaugh et al., 1979]. Predating publication of electron 
temperature measurements at Mars, a top side heating flux was already added to the 
thermal electrons to determine an electron temperature that best modeled VL1 ion 
densities [Chen et al., 1978; Rohrbaugh et al., 1979; Singhal and Whitten, 1988]. 
 
Table 4.2: Topside heating fluxes ϕi and ϕe added to ion and electron populations, 
respectively, to achieve best agreement with VL1 temperature measurements. 
ϕi (eV cm-2 s-1) ϕe (eV cm-2 s-1) Source 
2.5×107 30×109 Chen et al. [1978] 
0.6×107 0.5×109 Rohrbaugh et al. [1979] 
0.42×107 0.35×109 Singhal and Whitten [1988] 
0.36×107 4×109 Choi et al. [1998] 
2×107 15×109 This study 
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Further modeling revealed that un-physically large ion velocities would be 
required to provide the proposed Joule heating needed to achieve agreement with 
measured ion temperatures [Chen et al., 1978]. Subsequent experimental results have 
argued that heating due to the chemical processes producing O2+ would not sufficiently 
account for the flux needed to achieve model agreement with VL1 and VL2 ion 
temperature measurements [Hunton et al., 1991; Walter et al., 1993]. Despite the relative 
agreement across several models of the requirement for an additional heating flux, no 
consensus has been reached to justify any single heating source. 
Separate topside heating fluxes were added to the electron and the O2+ ion 
populations in the model to study the effects of external heating at the topside boundary. 
It was found that simultaneously adding topside heating fluxes of 15×109 eV cm-2 s-1 and 
2×107 eV cm-2 s-1 to the electron and O2+ populations, respectively, resulted in plasma 
temperatures that agreed best with the VL1 measurements. Modeled electron and ion 
temperature profiles were sensitive to changes of less than a factor of 2 in the topside 
fluxes. Figure 4.12 shows these electron temperature sensitivities to topside electron flux 
for values ranging between 10×109 and 100×109 eV cm-2 s-1. When an ion topside heat 
flux is added to the O2+ gas, less electron topside heat flux is required to generate a good 
fit with the electron temperature measurements than when no ion topside heat flux is 
applied. 
The sensitivity of the ion temperature to a topside heat flux is shown in Figure 
4.13 for flux values ranging between 1×107 eV cm-2 s-1 and 5×107 eV cm-2 s-1. In these 
profiles, it is worth noting that the ion temperatures modeled with a topside flux exceeded 
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the flux-free electron temperature above 220-270 km. When an electron topside flux is 
added to the electron gas, the same ion topside flux is required to generate a good fit with 
the ion temperature measurements than when no electron topside flux is applied. 
 
 
Figure 4.12. Model electron temperature for VL1 conditions with varying topside 
electron heating fluxes applied. Colored lines correspond to varying heat flux values. The 
black line corresponds to no heat flux added. No top side heating fluxes have been added 
to the ion population here. The dotted lines show the VL1 electron temperatures. 
 
The best fit between modeled and measured plasma temperature profiles was 
determined by using a t-test at the confidence level ≥ 95% that showed there was no 
difference between the data and model average values at overlapping altitudes. The 
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resulting temperature profiles are shown in Figure 4.14. The flux values provided in this 
simulation are within the range of values applied by previous studies as listed in Table 
4.2. 
There are no indications in the literature to the accuracy of the electron temperature spike 
near 225 km reaching ~7100 K, and it has generally been smoothed out in functional 
representations of electron temperature (e.g., Fox et al. [1996]). In a simulation where a 
topside heating flux is applied only to electrons, the resulting electron temperature has a 
smoothly increasing profile and requires 20×109 eV cm-2 s-1 to match the overall trend 
from observations (blue profile in Fig. 4.14a). Similarly, in a simulation where a topside 
heating flux is applied only to ions, the resulting ion temperature has a smoothly 
increasing profile and requires a flux of 2×107 eV cm-2 s-1 to match observations (red 
profile in Fig. 4.14b). The corresponding electron temperature (red profile in Fig. 4.14a) 
decreased slightly above 230 km with the addition of a topside ion heat flux due to 
electrons being slightly less conductive than in the absence of an ion topside heat flux. In 
a simulation where a topside heating flux is applied to electrons and ions simultaneously, 
the electrons required a smaller topside heat flux (15×109 eV cm-2 s-1) since they were 
cooled less by a warmer ion population, and resulted in the formation of a bulge near 190 
km (solid black profiles in Fig. 4.14). The black solid profile in Fig. 4.14a shows an 
increasing trend in electron temperature that decreases between 200 and 250 km and then 
increases again above 250 km. This thermal structure is due to the heating (cooling) rate 
produced by the electron thermal conductivity that peaks at 160 km (260 km), in addition 
to the added heating effect at the top boundary due to the addition of topside flux. This 
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trend is consistent with the measured electron temperature profile when the outlying data 
point at 225 km is considered. The blue profile of Fig. 4.14a (topside electron heating 
flux only) agrees with the electron temperature measurements excluding the outlier. 
 
 
Figure 4.13. Model ion temperature for VL1 conditions with varying topside electron 
heating fluxes applied. Colored lines correspond to varying heat flux values. The black 
line corresponds to a flux-free electron temperature. The dotted lines show the VL1 ion 
temperature. 
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Figure 4.14. Model results of (a) electron and (b) ion temperature profiles with 
additional topside heating flux compared with measurements. Grey lines show model 
results for no topside heat flux. Red lines show model results when only an ion topside 
heat flux of 2×107 eV cm-2 s-1 is added. Blue lines show model results when only an 
electron topside heat flux of 20×109 eV cm-2 s-1 is added. Black solid lines show model 
results when simultaneous electron and ion topside heating fluxes of 15×109 and 2×107 
eV cm-2 s-1, respectively, are added. Dotted black lines show VL1 temperatures. 
 
Introducing a topside heating flux to the O2+ and electron gas populations 
provided additional heating that propagated down to lower altitudes and heated up theses 
gases in various regions. A topside electron heating flux of 15×109 eV cm-2 s-1 produced a 
heating rate that was 35 times higher than the solar driven heating rate above 300 km and 
up to 5 times higher between 150 and 200 km. At lower altitudes, the topside heat flux 
contributions to heating had diminished to less than the solar EUV heating rate. This is 
shown in Figure 4.15. 
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Figure 4.15. The heating rate profile resulting from the downward propagation of a 
topside heating flux of  15×109 eV cm-2 s-1 on the electron gas (solid). The dotted profile 
is the solar EUV heating rate. 
 
Similarly for ions, the topside heating flux of 2×107 eV cm-2 s-1 produced an ion 
heating rate that was 100 times higher than the nominal heating rate for ions at high 
altitudes and diminished steadily with decreasing altitude. The external topside heating 
rate is compared to the solar EUV heating rate in Figure 4.16. 
The addition of topside ion heating flux was only included for the main ion, O2+ 
for comparison to other works. The resulting topside O2+ temperatures increased by a 
factor of 4 from 520 K to ~2100 K (grey profile in Fig. 4.8b). The remaining ion 
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temperatures also increased by an average of 60% on the topside as a result of collisions 
with a hotter O2+ ion population, despite not having an additional topside flux. 
 
 
Figure 4.16. The heating rate profile resulting from the downward propagation of a 
topside heating flux of  2×107 eV cm-2 s-1 on the O2+ ion gas (solid). The dotted profile is 
the heating rate resulting from collisions with solar EUV heated electrons. 
 
If external heating fluxes occur due to solar wind interaction with the ionosphere, 
it is likely that the magnitude of the topside heating flux has solar zenith angle and/or 
location dependencies. Given the lack of available in situ measurements of plasma 
temperatures for various Martian conditions, we refrain from parameterizing the diurnal 
behavior of topside heating fluxes in this work. The upcoming measurements of MAVEN 
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instruments of thermal electron and ion distributions down to ~125 km will provide an 
abundance of data on plasma properties for scientists to interpret. 
 
4.4.6 Vertical Transport Effects 
 
For the Viking 1 Lander conditions, vertical transport becomes important in the 
ionosphere above 190 km. Below 190 km, vertical plasma motion is restricted by 
frequent collisions with neutral species, and photochemistry dominates (see Fig. 4.7a). At 
Mars, the solar wind creates an induced field region that can penetrate into the upper 
ionosphere. In regions of weak crustal fields, the induced field has a draped morphology 
that prohibits vertical transport at altitudes as low as 200 km. An analysis of Viking 
Orbiter radio occultation profiles showed that the ionosphere can behave photochemically 
(prohibit upward diffusion), up to 250 km due to the suppression of vertical transport by 
weak vertical fields and strong horizontal fields [Ness et al., 2000]. Our model results 
demonstrate this in the more favorable agreement of measured ion densities with the 
photochemical-only simulation shown in Figure 4.7. A 1-D photochemical-only solution 
suppresses vertical transport, but the effects of horizontal transport are still not accounted 
for. Modeling horizontal effects accurately requires multi-dimensional modeling that we 
discuss further in Chapters 5 and 6. 
The Viking 1 Lander made its descent in the northern hemisphere of Mars 
(22.48°N, 49.97°W), where crustal magnetic fields are weak. Ionospheric plasma and the 
local crustal field together act to oppose the solar wind ram pressure. The ionospheric 
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thermal pressure is dominated by the electron plasma component, as is shown in Figure 
4.17. At the VL1 landing site, the crustal magnetic field pressure is relatively weak and 
contributes little (< 20%) to the total ionospheric pressure at the topside ionosphere 
[Arkani-Hamed, 2004]. For the induced field to inhibit vertical motion for the Viking 
Lander conditions modeled here, the solar wind would need to have a predominantly 
horizontal component with an overall magnitude calculated to be ~37 nT at 190 km. This 
is in agreement with the theoretical values of induced-field magnitude given by 
Shinigawa and Cravens [1989]. MAVEN will be equipped with a magnetometer that 
promises to resolve differences with model estimates of magnetic field and provide 
clearer contributions of solar wind interactions in situ. 
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Figure 4.17. Ionospheric pressure components at Mars for the VL1 conditions. The 
colored profiles are thermal pressure contributions of different ions. The dotted black 
profile is the contribution of thermal electron pressure that dominates total ionospheric 
gas pressure. (shown as solid black profile). At the VL1 location, the pressure due to a 
weak crustal field (dashed black line) contributes little to the total ionospheric pressure 
above the peak. 
 
4.5 Conclusions 
 
A 1-D ionospheric model and an electron transport model have been coupled to 
derive supra-thermal electron heating rates at Mars due to solar EUV heating.  The 
resulting heating rates were then used to self-consistently calculate plasma temperatures 
for the Viking Lander 1 conditions. 
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This study is the first to calculate ion temperatures at Mars for various ion 
populations independently. We demonstrate that lighter ion species (e.g. H+, H2+ and H3+) 
at Mars are more effectively heated by the supra-thermal electron population than heavier 
ones. These lighter ions provide a heating source for the heavier ion species. 
This work is also the first to demonstrate the importance of the adiabatic 
expansion energy source on plasma heating at Mars. The non-negligible contribution of 
this term to ion heating at high altitudes is of particular importance to lighter ion 
calculations. Low mass ions also have larger transport velocities and are heated more 
efficiently than heavier ones. Inclusion of this term in energy calculations allows for a 
broad application of plasma temperature derivation and lays the groundwork for 
interpretation of MAVEN measurements. 
Consistent with previous work, our model temperatures derived from solar 
radiation heating alone do not agree well with VL1 measurements. Introducing topside 
heating fluxes to the ion and electron populations resulted in plasma temperatures that 
better fit the VL1 measurements. The topside fluxes generated an additional heating rate 
that was 35 (100) times higher than the solar radiation heating rate at 300 km for 
electrons (ions). 
Maps of electron and ion temperature variability with local time and altitude are 
derived for solar minimum conditions. These are shown in Figures 4.18 for the electron 
population and in Figure 4.19 for the two representative groups of ion populations. In 
these maps, solar radiation is considered as the only heating mechanism with no external 
topside heating flux. 
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Figure 4.18. Diurnal map of modeled electron temperature as a function of altitude and 
local time for solar minimum low-latitude conditions. Resulting temperatures are 
calculated due to solar photon heating only. Dotted lines are shown at 4 hour and 50 km 
increments for clarity. 
 
The peak density region at Mars is one of the most studied features of the 
ionosphere. Models that characterize the variability of this layer assume an electron 
temperature that remains fixed with time and that has been taken from the VL1 
measurements. From the results in this work, the diurnally varying temperature at the 
peak electron density altitude has a variability of ~200 K between dawn and noon, as is 
shown in Figure 4.20. The large temperature jumps between the terminator and daytime 
regions are due to the boundary conditions enforced on the model. The implications of 
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this variability on ionospheric properties are addressed briefly below with more details 
deferred to future work.  
 
 
Figure 4.19. Diurnal map of modeled ion temperatures of (a) O2+ and (b) H+ ion groups 
as a function of altitude and local time for solar minimum low-latitude conditions. 
Temperatures are calculated due to solar photon heating only. Dotted lines are shown for 
clarity as in Fig. 4.9. 
 
The diurnal variability in electron and ion temperatures can impact dependent 
plasma processes. For example, ionospheric loss at the main peak is predominantly due to 
the dissociative recombination of O2+ at a rate that varies as Te-0.7 from reaction R13 in 
Table 3.1 per Schunk and Nagy [2009]. This recombination rate, and hence, electron loss 
near the peak varies by a factor of 2 between local noon and dusk as a result of the 
diurnal variation of electron temperature at the low-latitude solar minimum conditions 
modeled here. This effect is shown in Figure 4.21 and shows that the difference in O2+ 
recombination rate modeled with self-consistent plasma temperature calculations was a 
factor of 2 smaller at the peak and a factor of ~4 smaller at higher altitudes than the 
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recombination rate of a simulation in which all temperatures are equal to the neutral 
temperature (and the recombination rate is fixed for all local times). 
 
 
Figure 4.20 Electron temperature at the M2 peak as a function of local time. The vertical 
grey lines indicate points around which most MGS radio occultation profiles have been 
measured (SZA between ~70° and 90°). 
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Figure 4.21. The O2+ recombination rate (in cm3s-1) as a function of altitude shown for 
varying local times. The inverse dependence on temperature gives a smaller 
recombination rate at noon (black line) and a larger recombination at dusk (orange line). 
 
The electron density profile resulting from a simulation in which the plasma 
temperatures were calculated self-consistently had a peak density that was ~20% larger 
and a peak altitude that was ~5 km higher than a profile in which the electron, ion and 
neutral temperatures were all equal to the neutral temperature at the VL1 conditions. This 
is shown in Figure 4.22.  
Mendillo et al. [2011] made adjustments to the electron temperature in order to 
improve the peak electron density agreement between model and measurements taken 
simultaneously from both hemispheres. The electron temperature was varied from being 
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equal to the neutral temperature to being equal to the VL1 RPA measured values. This 
resulted in a build up of electron density at the peak due to a decrease in O2+ 
recombination that led to an increase in electron concentrations by 48% for MGS and 
65% for MEX at SZA ~78° and 82°, respectively. 
 
 
Figure 4.22. Effects on the ionospheric peak of diurnally variable electron temperatures. 
The solid black profiles are from a simulation in which the electron temperature is 
calculated self-consistently and electrons are heated by solar EUV only. The red lines are 
from a simulation in which the electron temperature from VL measurements are adopted 
at all local times. The dashed lines are for a photochemical-only simulation and the solid 
lines are from a photochemical-plus-transport simulation, both run at VL1 conditions. 
The dotted line is the electron density profile measured by VL1. 
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This study will be relevant to interpreting the upcoming MAVEN mission 
measurements.  Ion and electron temperatures can be derived from the in situ 
measurements and the applicability and broader impact of these measurements will be 
discussed further in Chapter 7. 
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5. The BU 2-D Mars Ionosphere Model 
 
The crustal magnetic fields at Mars affect the interaction of the planetary obstacle 
with the solar wind. These fields also affect plasma dynamics within the ionosphere. 
Modeling the crustal field effects on the ionosphere is the motivation behind this and the 
next chapter. The BU 1-D ionospheric model solves for the diffusion of multiple ions in 
one direction (vertical) to portray transport. Adding a second (meridional) dimension to 
the 1-D ionospheric model would provide a more realistic crustal-field-ionospheric 
interaction through plasma transport along the horizontal as well as the vertical direction. 
In this chapter, the upgrades made to transition the model from 1- to 2-D are described. 
These upgrades include additional input parameters as well as 2-D physical processes. 
 
5.1 Inputs 
 
The second dimension added to the 1-D model is latitude. The 2-D model requires 
similar inputs as those used for the 1-D model as described in Chapter 2 and have not 
been changed and are assumed to remain fixed with latitude. Additional input specific to 
this application of the 2-D model is a crustal magnetic field morphology required to 
provide the framework over which diffusion can occur in two dimensions. 
A simplified set of chemical reaction rates are included in the 2-D simulation 
compared with those used in the 1-D model studies described in Chapters 3 and 4 in order 
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to highlight the qualitative effects of plasma transport in regions of strong magnetic 
fields. Inclusion of the full set of chemical reactions is deferred to a future study. 
 
5.1.1 Crustal Field from Mars Global Surveyor Measurements 
 
Models of the crustal field potential at Mars can be to determine the crustal field 
vector components. The MGS MAG/ER instruments measured field vector components 
at specific altitudes (e.g., ~400 km from the surface during satellite mapping orbits). 
These vector components were used to model spherical harmonic coefficients that could 
then be used to derive vector field components at any altitude, latitude and longitude and 
validated to MGS measurements at high altitudes [e.g., Arkani-Hamed, 2001; 2004]. 
The characteristics of the crustal remnant magnetic field at Mars derived from the 
measurement-based spherical harmonic coefficients are used to find the vector potential 
in spherical coordinates:  
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where a is the mean radius of Mars, r is the distance from the center, θ is co-latitude and 
φ is east longitude. N is the highest degree harmonic (typically 50 or more for Mars). gnm 
and hnm are the spherical harmonic coefficients of the model potential (fitted to minimize 
χ2. Pnm is the Schmidt-normalized associated Legendre polynomial function of degree n 
and order m. 
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Once the vector potential is obtained, it is straight forward to derive the radial, 
polar and azimuthal components of the vector field from: 
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The specialized form of the Legendre polynomial, Pnm, used in the spherical 
harmonic equations above is derived from the standard Legendre polynomial, Pn(v) that 
satisfies:  
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where v is substituted for cosθ. This is solved to get: 
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This solution is used to derive the associated Legendre polynomial, Pn,m(v) given 
as: 
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The associated Legendre polynomial, Pn,m(v) goes to zero for values of m greater 
than n. These polynomials can be normalized in several ways. The method used in 
magnetic field modeling is the Schmidt-quasi-normalization form to get Pnm as follows: 
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Equations 5.5-5.8 reduce to: 
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Using a list of spherical harmonic coefficients [P. Withers, 2013, private 
communication from J. Arkani-Hamed], the crustal magnetic field components at Mars 
can be derived. In Figure 5.1, the total crustal field strength is shown as derived for order 
50 from the field components. In Figure 5.2, the inclination angle of the field line is 
shown for the same region as in Fig. 5.1.  
 
Figure 5.1. Total crustal field strength at Mars derived from spherical harmonics and the 
field vector potential at 180°E longitude. 
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Figure 5.2. Crustal field inclination angle at Mars derived from spherical harmonics and 
the field vector potential at 180°E longitude. 
 
5.1.2 Theoretical Crustal Field 
 
It is useful to have a diagnostic scenario of strong (and adjustable) field to 
theoretically interpret the behavior of ionospheric plasma diffusion. The theoretical 
crustal magnetic field used in the BU 2-D model simulates the field strength, inclination 
angle and field lines of a magnetic dipole located ~100 km below the surface of the 
planet. This dipole has a magnetic moment of 1.5×1010 JT-1.  Using equations for a dipole 
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field within the altitude and meridional range, the magnitude, inclination angle and field 
lines of the magnetic field can be calculated as follows [Cravens, 1997]: 
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where R is the radial distance between the dipole and grid point, λ is the magnetic 
latitude, ME is the magnetic moment, θB is the angle formed by the radial vector from the 
dipole to each grid point and the vertical, and d is the distance from the dipole to the 
surface.  
The resulting theoretical field model is shown in Figure 5.3 and produces a 
crustal-like magnetic morphology with a field strength of ~1000 nT at 100 km and ~200 
nT at 300 km, consistent with field properties derived from MGS MAG measurements 
[Brain et al., 2003]. The theoretical field model is centered in such a way that the center-
most grids have a purely horizontal field and the left and right edge grids have a highly 
inclined field to the horizontal.  
To ensure a cusp-like morphology, an ad hoc inclination of ±90° is imposed on 
the edge grids. The resulting field morphology is shown in Figure 5.4. 
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Figure 5.3. Theoretical crustal magnetic field morphology used in 2-D model 
calculations. The top panel shows the magnetic field lines. The middle panel shows 
contours of field strengths in nT and the bottom panel shows contours of inclination 
angle from the horizontal. 
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Figure 5.4. Theoretical crustal magnetic field morphology uses in 2-D model calculation 
with ad hoc cusps at the edges. The top panel shows the magnetic field lines. The middle 
panel shown contours of field strengths in nT (same as in Fig. 5.3) and the bottom panel 
shows contours of inclination angle from the horizontal. 
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In this theoretical implementation of crustal field morphology, a meridional range 
of ~10° in latitude spread across the horizontal (latitudinal or meridional) grid points is 
incorporated into the simulation as input. As can be seen from Fig. 5.1, between -60° and 
-40° in latitude, a horizontal width of anywhere from 10° to 20° would suffice to capture 
a region of strong crustal field measured at Mars (additionally see Figure 7b of Mendillo 
and Withers [2008]). The horizontal resolution is 100 km per grid and is considered 
adequate for the initial application of the 2-D model that is described further in Chapter 6.  
The solar zenith angle, neutral atmosphere, solar flux and cross-sections for 
absorption and ionization are the same as for the 1-D model and are assumed to be 
constant across the horizontal range. Plasma temperatures and secondary ionization are 
taken from the parameterizations used in Mendillo et al. [2011] for Southern hemisphere 
(MEX) conditions and assumed to be fixed with local time. It is demonstrated in the 
study described in Chapter 4 that the local time variability of plasma temperatures will 
affect diurnal electron density concentrations, however, the assumption that these 
quantities remain constant is adopted here in order to isolate the effects of horizontal 
drifts from those of varying plasma temperatures that will be the focus of a future study 
described in Chapter 7.  
 
5.2 Processes 
 
The horizontal forces and modified vertical forces affecting ion motion were 
added to the transport (momentum) equations. In the 2-D treatment of plasma motion, 
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similar assumptions are adopted as in the 1-D case. Namely, the plasma is considered to 
be Maxwellian, partially ionized and collision dominated. The vector equations of motion 
for electrons and ions (2.35 and 2.36, respectively) are the same as those used in Chapter 
2 to derive the 1-D transport equations and are repeated here for convenience [Banks and 
Kockarts, 1973]. 
e
e
e
e
e
e
e
e ABv
c
E
m
qgP
t
v

 

 
 11       (5.13) 
i
i
i
i
i
i
i
i ABv
c
E
m
qgP
t
v

 

 
 11       (5.14) 
It was established in Chapter 2 that ion-ion collisions are significant in the 
Martian ionosphere at altitudes where vertical transport is important. In the derivation of 
the equations that follow, ion-ion collisions will be included in the transport velocity 
calculations. A simplified treatment that neglects these collisions can be obtained from 
the comprehensive equations derived here by setting the ion-ion collision frequency to 
zero. The collision terms, Ae and Ai become: 
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where the collision terms for electrons include electron-neutral and electron-ion 
collisions, and the collision terms for ions include ion-neutral and ion-ion collisions.  
The additional simplifying assumptions adopted for the 1-D case that are still in 
consideration here are that there is no convection, so the ∂v/∂t terms for both electrons 
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and ions are dropped.  Neutral winds are not considered at this time, so the neutral 
species velocities are set to zero. Furthermore, the terms in equation 5.13 that have an 
electron mass dependence are orders of magnitude smaller than equivalent ion terms and 
so are also assumed to be negligible. This treatment eliminates the electron gravity and 
electron collision terms. Substituting a negative charge for electrons and assuming only 
singly charged ion plasma changes the equations of motion to: 
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In the strong crustal field regions, it is assumed that the field strength is 
sufficiently large to ensure that charged particles flow along the field lines. The validity 
of this assumption can be checked by comparing the ratios of magnetic to thermal 
pressure as was done in Mendillo et al. [2011] for the one dimensional case. Similarly, 
the ratio of the particle gyro-frequency to its neutral collisional frequency can be used to 
determine the regions where the magnetic field is more likely to dictate plasma motion. 
The gyro-frequencies of electrons and ions, Ωe and Ωi, respectively, in Hz are 
given by: 
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where B

 is the magnetic field strength, e is the electron charge, and m is the particle 
mass, with all units in SI.  
The ratio of gyro-frequency to the particle-neutral collision frequency is a metric 
for how confined the particles are to magnetic field lines. The more this ratio exceeds 
unity, the more likely it is for plasma motion to flow along the field lines. In the region of 
strong crustal magnetic field, such as that shown in Fig. 5.1 in the region between -55° 
and -45°, the ratio of the gyro-frequency to the collision frequency for electrons is shown 
in Figure 5.5.  
From Fig. 5.5, it is clear that the electron gyro-frequency greatly exceeds (ratio 
>> 1) the electron-neutral collision frequency above the photo-chemically dominated 
region (~160 km). Below this altitude, the neutral atmosphere is dense enough to prohibit 
any significant vertical or horizontal plasma motion, despite the increasing strength of the 
local magnetic field with decreasing altitude. This assumption is also examined for the 
diagnostic dipolar-like crustal magnetic field that is used for theoretical computations. 
The resulting gyro- to collision-frequency ratio for this theoretical magnetic field (shown 
in Fig. 5.2) is shown in Figure 5.6. 
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Figure 5.5. The ratio of electron gyro-frequency to collision frequency in a region of 
strong crustal field derived from MGS measurements. 
 
The magnetic field adopted for theoretical calculations of 2-D plasma motion has 
similar characteristics to the measurement-based magnetic field. No large departure is 
expected from the results shown in Fig. 5.5 and the region of validity of the assumption 
that plasma motion be confined along field lines holds above ~130 km. The difference in 
altitude of ~30 km between the theoretical and measured altitudes at which plasma 
motion will flow along field lines is acceptable since it is in a region where 
photochemistry still dominates and plasma motion has not yet become important.  
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Figure 5.6. The ratio of electron gyro-frequency to collision frequency in a region of 
strong crustal field derived from the theoretical crustal field morphology used in the 2-D 
ionospheric model. 
 
This assumption is next tested for ions in both the theoretical and measured 
crustal field regions. At Mars, O2+ is the major ion [e.g., Matta et al., 2013]. The gyro-
frequency is inversely proportional to ion mass. Lighter ions with a larger gyro-frequency 
will be more tightly bound to field lines than local heavier ion species. The modeled 
ionosphere for the 2-D simulations include 5 ions (O2+, O+, CO2+, N2+ and NO+). For 
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each of these species, the ratio of gyro- to ion-neutral collision frequency is calculated. 
An example of this ratio is shown in Figure 5.7 for O2+. The region where the ratio 
greatly exceeds unity occurs at ~200 km in the strong crustal field region derived from 
measurements. This ratio is similar for other ions but is shifted slightly in altitude 
between ~190 km for O+ and ~210 km for CO2+. 
The same ratio is calculated for all five ions in the theoretical magnetic field used 
in the ionospheric model with O2+ results shown in Figure 5.8. The altitudes at which the 
ratio exceeds unity are similar to those in the measured crustal field case.  
The assumption that plasma motion – in the part of the ionosphere where 
diffusion becomes important – is confined to flow along the field lines in areas of strong 
crustal fields is thus valid for both measured and modeled fields. Equations 5.17 and 5.18 
can then be solved for the parallel components to the field lines (v//) that reduce the Bv
  
term for electron and ion equations to zero. These equations become: 
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Figure 5.7. The ratio of O2+ gyro-frequency to collision frequency in a region of strong 
crustal field derived from MGS measurements [Arkani-Hamed, 2004]. 
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Figure 5.8. The ratio of ion gyro-frequency to collision frequency in a region of strong 
crustal field derived from theoretical field morphology used in BU ionospheric model. 
 
where all the vector components are now taken parallel to the field lines. Similar to the 
one-dimensional case, the electric field term from eq. 5.21 can be multiplied by mi/me and 
substituted into equation 5.22 to get: 
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The vector fields are now all along the magnetic field direction. These vector 
components are projected along the field line and then along the vertical (towards zenith) 
and horizontal (parallel to the surface) to calculate the vertical and horizontal velocities, 
vz and vx for each ion. Figure 5.9 shows the system of coordinates adopted for these 
projections where I is the inclination angle that the magnetic field line B makes with the 
horizontal (x-axis). 
z
-z
x-x
I
dz
ds
dx
B
 
Figure 5.9. Two-dimensional system of coordinates used in the model to derive ion 
transport velocities. 
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In the system of coordinates shown in Fig. 5.9, dx, dz and ds are unit lengths 
along the horizontal, vertical and magnetic field line, respectively. The unit vectors along 
the horizontal, vertical and field line are ,xˆ zˆ , and , respectively. These quantities are 
related as follows: 
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The pressure gradient along the field line, P = (dP/ds) , can then be expressed 
as: 
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Expanding eq. 5.27 and grouping into the horizontal and vertical components 
gives: 
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Similarly, the gravity vector is taken first along the field (g//),  
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and then projected along x and z as: 
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The velocity vector along the field line is: 
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Combining equations 5.28 for both electron and ion species with equations 5.30 
and 5.31 transforms eq. 5.23 into the horizontal and vertical components given below: 
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The pressure terms are dependent on density and temperature, P = nkbT, both of 
which vary with altitude (dz) and the former with latitude (dx) as well. Plasma 
temperature variations with latitude are not self-consistently calculated in the current 
implementation of the 2-D model; however, the velocity derivation includes these 
variations for compatibility with future upgrades. Expanding the pressures terms and re-
arranging equations 5.32 and 5.33, the horizontal and vertical equations of motion 
derived for the 2-D model reduce to: 
 



 



 

dx
Td
dx
nd
T
T
dx
nd
T
T
m
Tk
I
dz
Td
dz
nd
T
T
dz
nd
T
T
Hm
Tk
IIvvv
pe
p
ei
p
i
i
pb
pe
p
ei
p
i
pi
pb
ji
xxijinTx ji
lnlnlncos
lnlnln1cossin
2
'
 (5.34) 
 



 



 

dx
Td
dx
nd
T
T
dx
nd
T
T
m
Tk
II
dz
Td
dz
nd
T
T
dz
nd
T
T
Hm
Tk
Ivvv
pe
p
ei
p
i
i
pb
pe
p
ei
p
i
pi
pb
ji
zzijinTz ji
lnlnlncossin
lnlnln1sin2'
 (5.35) 
 
 214
The resulting horizontal and vertical equations of motion take ion-ion collisions 
into consideration. For n ion species, n equations with n unknowns need to be solved 
simultaneously to determine the solution for each ion velocity. Similarly to what was 
done in Chapter 2 (Section 2.2.2.2), the numerical solution to the n ion velocities is 
determined using matrix inversion. 
The matrix equation for either vertical or horizontal velocities is similar to the 
matrix equation used in the one-dimensional vertical velocity calculation (eq. 2.65 and 
2.69) repeated here for convenience: 
A×V = B    V = A-1×B       (5.36) 
The 2-D horizontal and vertical velocity vectors as well as the A and B matrices 
are given below for an example with 3 ions: 
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The A matrix is the same for both velocity vectors. 
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The boundary conditions imposed on the model horizontal edges ensure that any 
escaping plasma moving left from the left edge or moving right from the right edge will 
wrap around to the other edge. These conditions are placed to simulate realistic cyclic 
magnetic field morphology. The cusp-like regions at the left and right boundaries of the 
model have a zero horizontal velocity component, nonetheless, these redundant boundary 
conditions remain useful for implementing other theoretical morphologies such as one in 
which the cusp-like region is at the center of the meridional grid and the equatorial-like 
regions are on the edges. 
In the simulation here, the edges are cusp-like, and horizontal transport 
disappears. At the bottom altitude, there is no transport. For each latitude, vertical and 
horizontal transport velocities at the top are smoothed averages of the velocities in the 
two altitude grids that precede this top grid, as done in the 1-D simulation. 
 
5.3 Outputs 
 
The primary outputs of the 2-D model are electron and ion densities as well as ion 
vertical and horizontal velocities; all as a function of altitude, latitude, and local time. 
Similarly to the 1-D model, additional outputs such as flux (vertical as well as horizontal 
in 2-D) can be derived from the primary outputs. A sample electron density map is shown 
in Figure 5.10 where the magnetic field lines are super-imposed for clarity. The 2-D 
plasma structure evident in this figure will be discussed in the next chapter. 
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Figure 5.10. A sample 2-D electron density map at noon-time, with SZA χ=30°. Magnetic 
field lines are shown in black. The vertical dotted red lines show the 12 latitude grids 
(including the left and right edges where boundary conditions are enforced). A peak M2 
layer appears between 110 and 120 km. Some plasma structure is evident that follows the 
field lines. 
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6. Crustal Field Effects: a 2-D Study 
 
6.1 Introduction 
 
The magnetic field morphology at Mars has been an active area of research since 
missions to the planet made their first radio occultations of the ionosphere [e.g., Van 
Allen et al., 1965]. The measurements made by the Phobos-2 spacecraft of various 
plasma boundaries detected around Mars launched a debate about whether or not the 
planet had an intrinsic magnetic field [e.g., Trotignon et al., 1996]. Before the nature of 
the magnetic field was discovered, the interaction of the Martian ionosphere with the 
solar wind was thought to be characteristic of induced fields [Riedler et al., 1989; 
Shinagawa and Cravens, 1989] as well as intrinsic [Dolginov, 1978; Krymskii et al., 
1995]. 
Measurements from the Mars Global Surveyor magnetometer instrument ended 
the intrinsic vs. induced field debate when remnants of a once global field were found, 
scattered around the older regions of the southern hemisphere [Acuña et al., 1998; 1999]. 
In some locations on the surface, the magnitude of the crustal field at Mars is stronger 
than at the surface of Earth. Interactions between the solar wind and the ionosphere in 
regions of strong crustal fields were expected to be different than in regions of very weak 
crustal fields, introducing an asymmetric and time varying obstacle to the interplanetary 
magnetic field (IMF) flow when compared to the interaction of a non-magnetized planet 
such as Venus [Crider, 2003; Brain et al., 2003].  
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Plasma dynamics within the Martian ionosphere were expected to be influenced 
by regions of strong crustal field [e.g., Nagy et al., 2004]. At present, there is both 
empirical as well as theoretical evidence of ionospheric dynamics that is specific to 
regions where the crustal magnetic field is strong. 
 
6.1.1 Observational Evidence 
 
First indications to the effects of crustal fields on ionospheric dynamics were 
described in Ness et al. [2000]. They examined the electron density profiles obtained by 
the Mariner 9 and Viking Orbiter radio occultation experiments [Kliore, 1992]. The 
plasma scale heights of these profiles were found to be remarkably similar, despite 
variations in solar zenith angle. Profiles that diverged from the statistical average showed 
structure in the upper ionosphere from fluctuating number densities and had a different 
scale height from that of the photo-chemically dominated region.  They found that the 
plasma scale height between 250 and 300 km increased indicating a stronger vertical 
plasma flow due to reconnection of field lines in magnetic cusp-like regions that had been 
recently detected by MGS. 
The MGS Radio Science Subsystem experiment returned a greater number of 
radio occultation measurements than had been measured by any single spacecraft at that 
time. Of those measurements made around the daytime southern hemisphere, further 
evidence was found of field-related anomalies. MAG/ER measurements were examined 
by Mitchell et al. [2001] and they found that the ionopause, defined by this group to be 
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the boundary separating ionospheric photo-electrons from solar wind electrons, is higher 
in regions of strong crustal fields. 
Krymskii and his collaborators analyzed the neutral scale heights derived from 
both the MGS accelerometer as well as radio occultation experiments. They found that 
the scale heights between 145 and 165 km, as well as the altitudes of peak electron 
densities, were larger and more variable when measured over regions of strong crustal 
fields due to reconnections with the interplanetary magnetic field that led to solar wind 
particle precipitation [Krymskii et al., 2004]. They found a higher likelihood of increased 
scale heights to occur in regions of cusp-like morphology than in the more weakly 
magnetized regions at Mars. 
Breus and coworkers calculated a relationship between electron temperature and 
peak altitude density and used the variability in peak density to determine that electrons 
trapped in closed magnetic field regions on Mars are hotter than ionospheric electrons 
that can interact more directly with the solar wind [Breus et al., 2004]. 
A small subset of MGS RSS electron density profiles were classified as being 
anomalous when changes in electron concentration occurred over small vertical spatial 
scales (~6 km) [Withers et al., 2005]. These profiles were found to be more abundant in 
measurements made over strong crustal fields. The ion and electron conductivities at 
these regions on Mars were found to be greater than on Earth and likely responsible for 
the complex dynamics that leads to sharp fluctuations in observed radio occultation 
densities over small length scales. 
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The Mars Advanced Radar for Subsurface and Ionospheric Sounding experiment 
on the Mars Express spacecraft returned topside profiles of electron density down to the 
peak [Piccardi et al., 2005]. In analyzing the first yield of MARSIS topside sounder 
measurements, it was found that oblique echoes occurred over regions of predominantly 
vertical crustal field lines [Gurnett et al., 2005]. A follow up study was done by Duru et 
al. [2006] to statistically analyze these oblique features. They determined that these 
echoes were due to ionospheric bulges that extend, on average, ~20 km above the 
nominal ionosphere of similar concentration. These features were found to occur over 
fixed regions on Mars and correlated well with cusp-like regions of strong magnetic 
fields where the field strength at ~150 km exceeded 150 nT. They deduced that the bulge 
occurred due to solar wind heating of the ionosphere in the open-field-line crustal 
regions. 
Precipitating electrons flowing in from the solar wind coupled to the ionosphere 
and ionospheric ions accelerated outward along cusp regions of strong crustal fields were 
detected by ASPERA-3 [Lundin et al., 2006]. These processes were auroral and assumed 
to deplete the plasma in vertical field regions creating plasma voids. A similar 
phenomenon occurs on Earth due to electro-dynamical processes [Doe et al., 1995]. 
MARSIS measurements that showed sharp enhancements in peak electron density 
were analyzed by Nielsen et al. [2007a] in comparison to simultaneous energetic particle 
measurements made by ASPERA-3 to rule out any solar-driven energetic particles or 
flare events as their cause. It was concluded that the concentration of electrons at the 
peaks increased due to increased electron temperatures that reduced the recombination 
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rate of the major molecular ion, O2+ at the peak density altitude. The electron heating was 
deduced to occur due to two-stream instabilities in the ionosphere caused by conductive 
electrons moving past collisional ions supersonically. The peak electron density 
enhancement was near a factor of 2 and found to occur over strong crustal magnetic field 
regions. 
In a follow up study by Nielsen et al. [2007b], MARSIS topside sounder 
spectrograms that measured dual reflections were classified and to found to occur due to 
wave reflections off of iso-density regions around vertical crustal fields. 
Using the subsurface sounding mode of MARSIS, Safaenili et al. [2007] derived 
Total Electron Content along the radar path of 750,000 measurements that spanned the 
daytime, terminator and nighttime ionosphere. They found that TEC increases occurred 
over regions of strong radial and often vertical fields due to their direct connection to the 
IMF. These increases in electron densities are consistent with previous observations from 
other instruments. 
 
6.1.2 Theoretical Evidence 
 
A 1-D ionospheric model was used to estimate the field morphology on Mars 
[Shinagawa and Cravens, 1989]. Their model results described the qualitative effects of 
horizontal transport that represented plasma dynamics due to a weak intrinsic magnetic 
field assumed to be entirely horizontal. They concluded that horizontal transport due to 
the solar wind interaction with an induced (also horizontal) field in the ionosphere gave 
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best agreement between their model results and VL1 RPA measurements. This 1-D 
model was later extended into 2-D by adding a solar zenith angle variation as the second 
dimension [Shinagawa and Bougher, 1999]. The model predicted an ionopause boundary 
to form between 170 and 180 km that marks the region above which the solar wind can 
directly interact with ionospheric plasma. 
A 2-D ionospheric model was used by Krymskii et al. [1995] to study regions 
where horizontal transport “cut-off” the topside electron density. Their results compared 
well with radio occultation measurements from Mariner 9 and Viking Orbiters [Kliore, 
1992] when the model horizontal transport velocities reached 400 m/s at 210 km. For 
VL1 measurements, they concluded that horizontal transport is likely to occur above 300 
km to counteract the photochemical build up of O+ in the top side ionosphere. 
A 3-D multi-species MHD model was used by Ma et al. [2002] that included solar 
wind protons, and planetary O+ and O2+ ions to simulate the solar wind interaction with 
the ionosphere, while examining the effects of crustal fields on ion escape from Mars. 
Escape rates were lower in the model that included crustal fields than in the model results 
where crustal fields were excluded. Mini-magnetospheres shaped like magnetic cylinders 
were modeled consistent with observations in regions where the strong closed crustal 
field lines trapped ionospheric plasma. These modeled results were later validated when 
escape rates of planetary ions were observed to be higher in the northern hemisphere than 
in the southern hemisphere due to the presence of strong crustal fields [Dubinin et al., 
2008; Nilsson et al., 2011]. 
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6.1.3 Objective and Motivation 
 
Consistent with the objective of this thesis to better understand ionospheric 
dynamics at Mars, the goal of this Chapter is to model the crustal magnetic field effects 
on the planet’s ionosphere in order to explain anomalous observations made by several 
instruments over regions of strong remnant magnetic fields. A field is simulated using a 
dipole analog that reproduces the two-dimensional meridional projection of field 
morphology with similar characteristics to an observed strong crustal field on Mars. 
Model density profiles are examined over key field regions and interpreted according to 
observed ionospheric densities. Diurnal maps of electron density are provided to 
highlight the effects in both altitude and latitude of strong crustal fields on plasma 
distribution. 
The results presented in this chapter demonstrate a functioning two dimensional 
model that captures plasma structure over strong field regions at Mars. These results 
cannot be reproduced using 1-D modeling. Comparisons with observations validate the 
findings from the model that show the qualitative effects of 2-D field-aligned plasma 
transport. It should be noted, however, that although these results are useful, they are still 
preliminary and form the base for a more rigorous future study.  
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6.2 Methods Used 
 
This study upgrades a 1-D ionospheric model of the Martian ionosphere that 
spans the altitude region between the homopause (80 km) and 400 km to include latitude 
as a second dimension. A horizontal range spanning ~20° in latitude is added to the 
model in order to simulate two dimensional plasma transport along magnetic field lines. 
The model run for this study uses the theoretical 2-D magnetic field, shown in Figure 6.1, 
as input to simulate the magnetic field environment of a strong crustal field region with 
distinctive cusp-like and equatorial-like regions as well as smooth transition regions in 
between. The theoretical magnetic field is implemented by inserting a dipole ~100 km 
below the surface as described in Chapter 5. This magnetic dipole analog produces a field 
with similar characteristics as those of a strong crustal field on Mars [Arkani-Hamed, 
2004]. Plasma transport along the field lines is driven by gravity as well as pressure 
gradients. 
The theoretical crustal magnetic field morphology used in the model for this study 
reproduces equatorial-like fields at the center of the simulation window and is 
constrained to be cusp-like at the edges. The theoretical field strength and inclination 
angles are consistent with measurements made over regions of strong crustal fields [e.g., 
Brain et al., 2003]. 
In this chapter, the term ‘equator’ is used to refer to the latitudes where the 
theoretical crustal magnetic field has a zero inclination (i.e., horizontal field lines). 
Similarly, the term ‘cusp’ is used to refer to latitudes where the field has a ±90° 
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inclination (i.e., vertical field lines). Equator-like regions are the center-most latitudes 
and cusp-like regions are the left and right edge latitudes of the simulation window. 
A few conditions are imposed on the simulation boundaries. At the left and right 
edges, the magnetic field line inclination angles are set equal to -90° and +90°, 
respectively. Consequently, at these edge latitudes, horizontal transport disappears. 
Similarly, at the central latitudes where the magnetic field lines are horizontal, vertical 
transport disappears. There is no transport in any direction at the bottom edge. The 
vertical and horizontal transport velocities at the top boundary altitude for each latitude 
are smoothed weighted averages of the velocities in the two altitude grids that precede 
this top most grid. 
 
6.3 Results 
 
The model electron density 2-D maps are shown in Figure 6.2 for Southern 
Hemisphere conditions in a region where the theoretical field has similar characteristics 
(magnitude, inclination, and 2-D length scales) of a strong crustal magnetic field. The red 
dotted vertical lines show the horizontal grid points at 100 km resolution that spans 12 
grids, each of which is approximately 2° in latitude per grid. The magnetic field lines are 
superimposed for clarity in thin black lines. The central two grid points show a horizontal 
(equator-like) magnetic field line with a 0° inclination. The field lines at the left and right 
edges of the 2-D simulation window are explicitly set to be vertical to capture a clear 
cusp-like morphology. In the grid points between the central and edge horizontal regions, 
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the magnetic field lines vary smoothly as expected from the theoretical dipole-like field 
described in Chapter 5.  
 
Figure 6.1. The theoretical crustal magnetic field morphology used in the simulations for 
this study. The top panel shows the magnetic field lines that are equatorial-like at the 
center and constrained to be cusp-like at the edges. The middle and bottom panels show 
field strength and inclination angles, respectively, that are consistent with measurements 
[Brain et al., 2003]. 
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In Fig. 6.2, the variations in densities with local time are shown. For these model 
conditions, the peak (M2) electron density of 1.08×105 cm-3 occurs at ~120 km. The 2-D 
peak density ‘band’ decreases with increasing solar zenith angle due to recombination of 
molecular ions after sunset and then returns soon after sunrise (after 4 am local time). 
This diurnal behavior of the peak is consistent across all latitudes as is expected for these 
altitude regions where the surrounding neutral atmosphere is too dense for ions to be 
affected by either horizontal or vertical transport. 
Higher up in the ionosphere, some plasma structure becomes evident. At the 
equator, 180 km marks a boundary above which the day time plasma bulges vertically 
where the field lines are horizontal, due to plasma being trapped in these magnetic 
regions. This equatorial increase in electron density compared with surrounding latitudes 
persists for all local times and indicates that the plasma structure is following the 
magnetic field morphology. After sunset, this feature becomes more prominent at lower 
altitudes. 
In regions where the field lines become more vertical, there is a notable increase 
in plasma density above ~180 km when compared with more equator-ward latitudes. This 
plasma enhancement at and near the edges persists for all local times and is due to the 
decreasing contribution of horizontal transport in these regions. At the extreme edges, the 
field lines are constrained to be vertical and the horizontal velocity at these boundaries 
disappears.  
At sunrise (after 4 am local time), ionospheric plasma begins to diffuse forming a 
dome-like structure around the theoretical magnetic field due to equator-ward horizontal 
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transport. This feature persists throughout the day. This is a new result from the 2-D 
ionospheric simulations that other models of the crustal field effects at Mars have not 
shown [Shinagawa and Bougher, 1999; Ma et al., 2002; Krymskii et al., 2004].  
The vertical transport velocity maps calculated in the 2-D model for Southern 
Hemisphere conditions in regions of strong crustal magnetic fields are shown in Figure 
6.3 for O+ as a function of local time. Similarly to the electron density maps, the vertical 
transport velocities are shown in 2 hour increments for visibility. At this time, the 2-D 
model has a basic chemistry compared with the 1-D version and does not include any 
neutral hydrogen species. As a result, O+ does not react with H and has no appreciable 
loss mechanism at the top side ionosphere other than very slow recombination. In these 
simulations, the dominant top side ion becomes O+ and so it is chosen to represent the 
other model ion velocities although there are slight variations in magnitude for different 
ion species.  
From Fig. 6.3, the vertical velocity is symmetric about the equator. Below ~170 
km, there is no significant vertical transport at all latitudes. This is an expected result 
since the ionosphere below that altitude maintains a high enough density that frequent 
collisions prevent transport in any direction, regardless of field strength. Above 170 km, 
velocities become non-negligible and reach values as high as 400 m/s during the day 
time. 
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Figure 6.2: Modeled 2-D electron density map for 2 hour increments in local time (with 
SZA) for Southern Hemisphere strong crustal field conditions. The vertical red dotted 
lines show the horizontal grid lines in latitude. Thin black lines show theoretical 
magnetic field lines used in the simulation. 
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Figure 6.3. Vertical transport velocity of O+ in the 2-D model simulation for 
Southern Hemisphere strong crustal field conditions. 
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At and near the edges, vertical transport moves plasma downward. At and near 
the equator, there is no vertical transport due to predominantly horizontal field lines that 
prohibit this process. In between the center and edge latitudes, vertical transport moves 
plasma upwards. 
In the interest of simulation run time, the model sets the transport velocity to zero 
when the entirety of the ionosphere is unlit. This corresponds to a local solar zenith angle 
that is ≥ 110°. The simulation conditions are such that this deep-night time ionosphere 
occurs briefly just at midnight. As a result, there is no transport computed for that local 
time.  
Near the terminator and close to midnight, the ionospheric densities are low. 
Unrealistically large pressure gradients generate numerical instabilities in velocity 
calculations that are more prominent for lighter ions. This is shown by the excessively 
large upward and downward velocities near the top altitude boundary between 8 pm and 
4 am local time. The more physical day time velocities are smooth.  
  The O+ horizontal transport velocity is shown in Figure 6.4 for Southern 
Hemisphere conditions in regions of strong crustal fields. The horizontal velocity values 
are mirrored about the equator. Horizontal transport becomes non-negligible above ~250 
km. In comparison, vertical transport becomes non-negligible above ~160 km. For these 
reasons, vertical transport over strong crustal fields affects the plasma structure over a 
larger region than does horizontal transport. One reason for this difference may be due to 
the assumption that plasma temperature be the same at all latitudes. The plasma 
temperature gradients in both latitude and altitude are two of the terms used to calculate 
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the transport velocity. Vertical gradients are obvious from the vertical profile of electron 
and ion temperatures adopted from the VL1 measurements that are used in this model. 
However, horizontal variations in plasma temperatures are not currently calculated in the 
2-D model. This simplification makes the relative contribution of horizontal transport on 
the overall plasma a possible lower limit. 
At the left and right edges, the field lines are constrained to be vertical, 
eliminating any horizontal transport at these boundaries. At equator-like latitudes, 
horizontal transport becomes faster, reaching daytime values of ~400 m/s for O+ at the 
topside ionosphere. Positively directed transport moves plasma to the right and negatively 
directed transport moves plasma to the left.  The modeled horizontal transport moves 
plasma equator ward explaining the buildup (trapping) of plasma shown in Fig. 6.2. 
Similar to vertical velocity calculations, near the terminator and in the nighttime, 
low ionospheric densities lead to unrealistic pressure gradients that generate numerical 
instabilities in velocity calculations. The excessively large equator-ward velocities near 
the top altitude boundary between 8 pm and 4 am local time are numerically exaggerated. 
 
6.4 Discussion 
 
The model results demonstrate some clear features in plasma structure that are 
attributed to the dynamics induced by the presence of strong crustal magnetic fields and 
two-dimensional transport. In this section, observed phenomena that are adequately 
reproduced by the 2-D model are discussed. 
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Figure 6.4. Horizontal transport velocity of O+ in the 2-D model for Southern 
Hemisphere strong crustal field conditions. 
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In Fig 6.5, a stand-alone daytime 2-D electron density map is shown for a clearer 
depiction of altitude and density variations. The iso-density contours in Fig. 6.5 show an 
increase in altitude at the cusps of approximately 20 – 150 km, with the larger altitude 
ranges corresponding to lower electron number densities. This is consistent with 
observations made by the MARSIS top side ionospheric sounder when oblique contours 
were detected [Duru et al., 2006]. At 1.9 MHz, ionospheric bulges at the peak measured 
by MARSIS were statistically found to be ~20 km and up to 50 km higher than in cusp-
free regions. An electron density of around 4×104 cm-3 corresponds to the frequency of 
1.9 MHz from: 
ep nf 8980          (6.1) 
where fp is the plasma frequency in Hz, and ne is the electron number density in cm-3. In 
the 2-D model, electron density contours of 2×104 cm-3 vary from ~170 km near the 
equator to ~190 km at the cusp. This modeling result agrees with MARSIS observations. 
The modeled horizontal transport causes an equator-ward flow of plasma due to 
the magnetic field morphology chosen for this work. This flow pattern traps plasma 
inside strong crustal field regions, a phenomenon that has been shown in the 3-D MHD 
model of Ma et al. [2002] as well as by Breus et al. [2004] and later verified by MEX 
ASPERA-3 measurements [Dubinin et al., 2008; Nilsson et al., 2011]. There is a plasma 
temperature dependence on horizontal transport that is currently being neglected. This 
will likely affect the trapped plasma density as well as altitudes where horizontal 
transport becomes important. 
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Figure 6.5. Stand-alone 2-D electron density map for day time conditions. The dotted red 
vertical lines mark the latitude grids. The black lines show the theoretical crustal field 
lines used in this application of the model. 
 
If the plasma temperature were higher at the magnetic equator than the cusp 
regions of crustal fields, as postulated by Nielsen et al. [2007b], then the horizontal 
gradient in the plasma temperature would increase the magnitude of the equator-ward 
velocity, enhancing trapped plasma densities.  
In the current application of the 2-D model, the electron and ion temperatures are 
assumed fixed with time. The diurnal variations in thermal structure, derived in Chapter 4 
for the 1-D model case, shows that the vertical profile of the plasma temperature begins 
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to diverge from the neutral temperature at altitudes as low as 110 km and hence, the 
gradients of plasma temperatures with altitude are expected to vary with time of day. 
These diurnal effects are ignored in the current 2-D model and are likely to affect the 
magnitude of horizontal transport velocities. 
In the radio occultation profiles derived near cusp-like regions of strong crustal 
fields on Mars, the plasma scale height at altitudes above the peak was found to be larger 
than the diffusive equilibrium scale height, and larger than the statistically averaged 
plasma scale height found over non-cusp-like regions [Ness et al., 2000].  Krymskii et al. 
[2004] attributed this to increased precipitation from solar wind particles. This feature 
can be seen in the BU 2-D Martian ionospheric model as well. Two simulations are run in 
2-D, the first of which has plasma diffusing through the theoretical crustal field and the 
second of which has no diffusion (photochemical only). The differences between these 
two simulations are highlighted in Figure 6.6 for electrons and 3 ions (O2+, O+ and CO2+) 
at daytime conditions at a latitude of cusp-like morphology. When vertical transport is 
included, the plasma scale height (of solid black profile) increases at altitudes above ~160 
km, consistent with radio occultation observations – even when no solar wind particle 
precipitation is included in the model. 
These two simulations can also be used to highlight the effects of horizontal 
transport in the model results when compared with observations. When horizontal 
transport only is included, the plasma scale height remains the same as the 
photochemical-only scale height from the peak through ~250 km, shown in Figure 6.7 for 
electrons and 3 ions (O2+, O+ and CO2+) at daytime conditions at a latitude of equatorial-
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like morphology. This is consistent with radio occultation observations made over non-
magnetic regions [Kliore, 1992]. In these regions, only horizontal transport occurs. 
 
 
 
Figure 6.6: Vertical transport altitudes of importance in cusp-like regions from the 2-D 
model at noon. Black lines show electron density and color lines show O2+ (red), O+ 
(green) and CO2+ ion density. The dotted lines show results from a photochemical only 
simulation, the solid lines show photochemical and diffusion results in a region where 
only vertical transport occurs. 
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Figure 6.7: Horizontal transport altitudes of importance in equatorial-like regions from 
the 2-D model at noon. Black lines show electron density and color lines show O2+ (red), 
O+ (green) and CO2+ ion density. The dotted lines show results from a photochemical 
only simulation, the solid lines show photochemical and diffusion results in a region 
where only horizontal transport occurs. 
 
The diurnal variability of electron densities, vertical transport and horizontal 
transport velocities are shown in Figure 6.8 for a fixed altitude of 300 km and in Figure 
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6.9 for a fixed altitude of 140 km. In these plots, the diurnal variability of these quantities 
is shown in a different color for different latitudes. Due to the symmetry of the magnetic 
field lines (same magnitude when mirrored about the theoretical equator, but opposite 
inclination angles), the latitudes that share the same magnetic field strength but have 
opposite inclination angles share the same line color for clarity. Solid lines are for the 
latitude grids extending between the left edge and the equator. Dotted lines are for the 
latitude grids extending between the right edge and the equator. The range of inclination 
angles in each of these latitude grids varies with altitude and is shown in the figure 
legend. 
In the top panel of Fig. 6.8, the ionospheric variability at 300 km shows that for 
all latitudes, the electron density increases with decreasing solar zenith angle and then 
decreases as the sun sets. The electron density bumps at 2 am local time are due to the 
low densities and numerical instabilities at those altitudes that are evident in Fig. 6.2. The 
electron densities decrease as the field becomes more equatorial and there is general 
symmetry in densities with latitude. The middle panel shows vertical transport velocities 
for O+. Despite the numerical instabilities above 300 km, there is a decreasing trend in 
vertical transport speed as the field becomes more horizontal. Vertical velocities from 
both sides of the equator are generally symmetric. The bottom panel shows horizontal 
transport velocities for O+. There is an unclear trend as the field becomes more 
equatorial-like, likely due to simplifying assumptions in plasma temperature variations 
discussed above. The horizontal velocities from both sides of the crustal field move the 
plasma equator-ward. 
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Figure 6.8. Diurnal variation of electron density (top panel) and O+ vertical and 
transport velocities (middle and bottom panels, respectively) with time and latitude at 
300 km in region of strong crustal field. Solid lines are for the left quadrant latitudes in 
the model window. Dotted lines are for right quadrant latitudes and have the same 
magnetic inclination angle as their solid counterparts but opposite sign. The numbers in 
brackets are the range of field line inclination angles, IB, in each latitude grid ranging 
from 80 km (more inclined off the horizontal) to 400 km (less inclined). 
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In the top panel of Fig. 6.9, the ionospheric variability at 140 km shows that for 
all latitudes, the electron density increases with decreasing solar zenith angles and then 
decreases as the sun sets. At the equator, vertical transport is prohibited and the 
ionosphere is similar to a photochemical-only one. The red line in the top panel shows the 
continuing decrease in electron density as the night progresses into 4 am local time due to 
recombination of molecular ions and then increases when the sun rises again, as is 
expected of a transport-free region. The electron densities remain approximately constant 
with latitude. The vertical and horizontal transport velocities, respectively, for O+, are 
both negligible at 140 km for all local times and are not shown. 
 
Figure 6.9. Diurnal variation of electron density with time and latitude at 140 km in 
region of strong crustal field. Solid lines are for the left quadrant latitudes in the model 
window. Dotted lines are for right quadrant latitudes and have the same magnetic 
inclination angle as their solid counterparts but opposite sign. The numbers in brackets 
are the range of field line inclination angles, IB, in each latitude grid ranging from 80 km 
(more inclined off the horizontal) to 400 km (less inclined). 
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6.5 Conclusions 
 
The 2-D ionospheric model results for regions of strong crustal fields show 
agreement with observed plasma structures seen from orbiting spacecraft. The 
simulations reproduce observations from Mariner 9 and MGS radio occultation profiles 
of increased plasma scale height over regions of strong cusp-like field lines as was shown 
in Fig.6.6.  
Modeled iso-density contours show an altitude increase over cusp-like regions 
consistent with observations made by the MEX MARSIS topside sounding instrument. 
The variation in iso-density altitude for densities varying from 1×104 cm-3 to 4×104 cm-3 
is ~0.5 km to over 50 km, respectively, as is shown in Figure 6.10. For a critical number 
density of 2×104 cm-3, the variation with latitude in a dipole-like crustal field region is 20 
km. MARSIS observations were analyzed by Duru et al. [2006] to give statistically 
similar results for this critical density range of 20 km median altitude variations that 
reach up to 50 km variations. 
Charged particles in the ionosphere near the equator-like region are trapped as 
was predicted by other models as well as by observed trends in electron density. In 
regions where the magnetic inclination is between horizontal and vertical, transport along 
field lines rearranges the ionospheric plasma distribution above the peak according to the 
local magnetic environment forming dome-like structure. This result is shown here for 
the first time and will be the subject of further studies described in the next Chapter. 
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In this work, the simulations show that vertical transport becomes important 
above ~160 km in cusp-like regions and that horizontal transport becomes important 
above ~190 km at equatorial-like regions. Regions of strong crustal fields alter the scale 
heights of plasma due to field-aligned transport alone which can reproduce observed 
features. 
The model can be improved to minimize numerical instabilities and then used to 
interpret relevant observations. Measurements made by the Mars Express mission 
instruments over strong field regions can be used to extract plasma structure in the 
topside ionosphere. 
 
 
 
Figure 6.10. The variation in altitude of fixed number density regions as a function of 
latitude from the 2-D model results in dipole-like crustal field regions. 
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7. Summary and Future Work 
 
 This thesis describes three studies conducted with the BU Mars Ionosphere Model 
in order to better understand the plasma environment on Mars. An ionospheric model was 
used for this goal. The main quantities modeled were ion composition, electron and ion 
temperatures, as well as plasma dynamics in regions of strong fields. Modeling results 
were interpreted, compared with measurements, and used to make predictions for the next 
mission to probe the Martian ionosphere. 
 In Chapter 1, basic ionospheric structure, a history pertaining to observations of 
the Martian ionosphere and popular atmospheric/ionospheric models are concisely 
introduced. Applications of the BU model that have been used to date to study various 
phenomena in the Martian ionosphere are briefly described. 
 The detailed physics of the BU 1-D model as well as the underlying 
assumptions and applicability are described in Chapter 2. The first use of the model in 
this work, detailed in Chapter 3, is to investigate the ion composition in the ionosphere of 
the planet in light of new observations of Martian hydrogen as well as to investigate the 
importance of a key chemical reaction rate that controls the charge exchange between H+ 
and H2 and to determine the role of ion-ion diffusion. It is found that the composition of 
the topside ionosphere of Mars is highly sensitive to the amount of neutral molecular and 
atomic hydrogen. Introducing these neutrals in abundances of few parts per million at the 
homopause leads to a heavily hydrogenated ionosphere. The molecular ion, HCO+, is 
easily produced and recombines very slowly compared with other ions. As a result, this 
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ion is found to be one of the three most dominant constituent ion species for solar 
maximum as well as solar minimum conditions. The modeled ion composition was 
compared with Viking Lander 1 ion density measurements. The model predictions will be 
relevant to the upcoming MAVEN mission. The MAVEN NGIMS measurements are 
capable of detecting HCO+. The 1-D model described here will be able to use these 
NGIMS measurements to indirectly constrain the amount of H and H2 in the neutral 
atmosphere.  
 The BU 1-D model has also been used in conjunction with a kinetic model from 
Imperial College (London) to self-consistently derive secondary ionization ratios of 
ionospheric charged species as well as the thermal heating rate for electrons due to solar 
EUV radiation as described in Chapter 4. The heating rate derived by the kinetic model 
was then used in the ionospheric model to calculate the temperature of thermal electrons 
and multi-ion species as functions of time and altitude. Lighter ions were found to be 
hotter than heavier species due to their larger heating efficiencies. The warmer lighter 
ions also provided an additional heating source for heavier ions through collisions. The 
model electron and ion temperature results were compared with available measurements 
from the Viking Lander 1 electron and ion temperatures. External topside heating fluxes 
that are likely to be driven by the solar wind interaction with the ionosphere were 
required for each plasma species in order to reach agreement with the measurements 
made at the VL1 conditions. This application of the model is relevant to the MAVEN 
thermal electron and ion temperature measurements since it can be used to decouple the 
solar heating effects from external heating sources.  
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 The upgrades made to convert the BU 1-D model into 2-D have been described 
in detail in Chapter 5. The effects of horizontal transport in regions of strong crustal field 
are modeled and compared with observed field effects on the ionosphere from several 
spacecraft in Chapter 6. It is found that plasma transport due to variations in crustal 
magnetic field morphology introduces variations in the plasma structure consistent with 
observations made over strong crustal field regions. This application of the model will be 
relevant to MAVEN observations that will be measuring electron densities in addition to 
magnetic field properties in situ during the deep dip campaigns. 
There are numerous applications that the BU 1-D and 2-D models can be used to 
interpret ionospheric observations from existing spacecraft measurements or to make 
predictions for imminent atmospheric measurements. The upcoming MAVEN mission is 
of high relevance to the work described here. This spacecraft is scheduled to launch in 
November 2013 and soon after orbit insertion (September 2014), will be making deep-dip 
orbits into the thermosphere where the orbit periapsis is near the ionospheric peak 
altitude (~120 km). During the deep dips, various instruments on the spacecraft will be 
measuring plasma composition, energies and magnetic field environment among others. 
These in situ measurements can be used to improve the resolution and range of ion 
composition in the ionosphere that can be used to interpret the neutral densities of lighter 
species. Additionally, a statistically improved picture of the thermal structure of the 
ionospheric plasma around Mars will be obtained and used to investigate external plasma 
heating sources. The effects of magnetic fields on local plasma dynamics will be 
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determined and used to constrain the anomalous effects of strong crustal fields on 
ionospheric plasma. 
The MAVEN Neutral Gas and Ion Mass Spectrometer experiment will be 
measuring thermal ions and neutral species in the range of 2 – 150 amu. The Langmuir 
Probe and Waves Experiment will be measuring thermal electron temperatures and 
densities. The Suprathermal and Thermal Ion Composition Experiment will be measuring 
the high energy tail of thermal ion distribution that can be used to derive ion 
temperatures. The Magnetometer will be measuring the magnetic field configuration that 
will be used to drive the 1-D and 2-D model input. The solar EUV channels will make 
measurements that will be used to supply solar flux input into the model. The supra-
thermal electron spectra from the Solar Wind Electron Analyzer (SWEA) will also be 
used for comparison with the energy deposition model. 
The NGIMS detection range excludes atomic hydrogen and places molecular 
hydrogen on the lower detection limit. The MAVEN IUVS instrument will be measuring 
exospheric H and possibly CO2+ that will be modeled down to thermospheric altitudes. 
The BU model described here predicts that NGIMS should detect and measure 
appreciable quantities of HCO+ that can be used to constrain the amount of atmospheric 
neutral atomic and molecular hydrogen. The model will be used to further derive a 
thermospheric profile for neutral hydrogen that can be compared with IUVS 
thermospheric H as well as with any detected NGIMS H2. CO2+ is a species that can be 
used to constrain neutral atomic Oxygen abundances through various chemical pathways 
described in Chapter 3. Clearing the detector of terrestrial Oxygen contamination is 
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challenging as evident from the last spectrometer to measure Martian atmospheric species 
[Nier and McElroy, 1977 and references therein]. The BU model can use the modeled 
CO2+ concentrations constrained by IUVS as well as measured values by NGIMS to 
predict and interpret NGIMS measurements of O. 
The tools developed here can be utilized in their present form to make use of the 
MAVEN measurements directly. Applying these tools to the deep dip data return will 
lead to: 
 constraining neutral atomic and molecular Hydrogen 
 constraining neutral atomic Oxygen 
 determining external heating sources on thermal plasma 
 extract the crustal field effects on plasma dynamics 
In the near future, the model can be used to comb through existing measurements 
made of the Martian atmosphere. The ASPERA-3 experiment on MEX carries 4 
instruments used to investigate escaping particles from the planet. Neutral particle flux 
instruments (NPI and NPD), an electron spectrometer (ELS) and an ion mass 
spectrometer (IMS) are used to make these detections. The IMS can measure ion energies 
between 10 eV and 30 keV for O+, CO2+ and O2+ ions of planetary origins [Barabash et 
al., 2006; Hara et al., 2011]. For CO2+ ions this energy range corresponds to velocities of 
a few m/s (< 20). These measurements cannot at present differentiate between ion species 
of ionospheric origin or of neutral exospheric origin that have been ionized and swept 
into the detector. Predictions for ion densities near the top boundary of the model can be 
used as input to exospheric models in order to determine escape rates of each ion species. 
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These escape rates can be directly compared with ASPERA-3 observations to decouple 
the particles of ionospheric origin from other escaping populations. 
The model can be employed for a number of other applications. For example, the 
effects of diurnally varying neutral and electron temperature on the characteristics of the 
M2 layer can be examined; global electron and ion temperature maps can be generated 
and their variability with season and solar cycle can be modeled; the effects of 
precipitating electrons on the plasma structure can be modeled and compared with 
observations, etc. 
More generally, the model can be adapted to any planet or moon with an 
ionosphere. Venus shares many similarities with Mars and the model can easily be 
transferred to a different planet by making simple adjustments to the simulation inputs. 
Exoplanets with suspected ionospheres can also be examined using the appropriate input 
conditions. 
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