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THE BEREZIN AND GA˚RDING INEQUALITIES
Y. SAFAROV
Abstract. Let ϕ be a convex function on C , L(σ) be a pseudodiffer-
ential operator with symbol σ , Λσ be the set of its eigenvalues and m(λ)
be the multiplicity of an eigenvalue λ ∈ Λσ . Under certain natural as-
sumptions about properties of pseudodifferential operators, we prove that∑
λ∈Λσ
m(λ)ϕ(λ) ≤ ReTrL(ϕ(σ)) + R , where R is an error term of the
same order as the remainder term in the G˚arding inequality.
1. Introduction
Let ϕ : R → R be a convex function, B be a self-adjoint operator and P
be an orthogonal projection in a separable Hilbert space H . Then
(1) Trϕ(P B|PH) 6 Tr (P ϕ(B)|PH) ,
provided that the operators in the right and left hand sides are well defined
and belong to the trace class S1. This estimate was proved in [1] and is
often called “the Berezin inequality” (some generalizations of (1) were ob-
tained in [8]). By the spectral theorem, every self-adjoint operator is unitary
equivalent to a multiplication operator in L2 . Therefore Berezin’s result can
be reformulated in the following way: if ϕ : R → R is a convex function,
b is a real-valued function, {b} is the corresponding multiplication operator,
U : H → L2 is an isometry onto a subspace of L2 and Q(b) := U
∗{b}U , then
(2) Trϕ(Q(b))) 6 TrQ(ϕ(b))
whenever the operators Q(σ) and Q(ϕ(b)) are well defined and belong to S1.
The Berezin inequality has been used for the study of spectral properties
of differential and pseudodifferential operators. If B is a self-adjoint pseudo-
differential operator with symbol σB then, under certain assumptions, ϕ(B)
is a pseudodifferential operator whose symbol coincides with ϕ(σB) modulo a
lower order term. In this case the right hand side of (1) is equal to the sum of
an integral of ϕ(σB) and a lower order remainder, and (1) implies asymptotic
formulas for the spectrum of the operator P B|PH (see, for example, [9]). If
there exist an isometry U : H → L2 and a function b such that B = Q(b),
and TrQ(ϕ(b)) is given by an explicit formula then (2) yields estimates for
the spectrum of the operator B itself (see, for instance, [4]).
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The first scheme works only for self-adjoint pseudodifferential operators B
and relies on symbolic functional calculus. The second allows one to obtain
estimates only in terms of the function b which depends on the choice of
the isometry U . The main problem in this scheme is to construct a suitable
isometry U and to investigate the relation between b and the actual symbol
σB. For some operators this can be done with the use of the so-called coherent
states (as in [2] or [4]). With the exception of some very special cases, the
formulas relating b and σB contain a lower order error term. These formulas,
together with (2), imply asymptotic estimates in terms of σB with a similar
error term.
The aim of this paper is to show that the Berezin inequality is an elementary
consequence of the G˚arding inequality. If the G˚arding inequality holds with
a lower order error term then the Berezin inequality contains an error term of
the same order. Note that the G˚arding inequality is a simpler result than a
symbolic functional calculus or a coherent state representation and, as a rule,
immediately follows from either of these two.
The inequalities (1) and (2) are easily proved by representing the quadratic
form of P B|PH or B as a Lebesgue integral and applying Jensen’s inequality.
Our proof does not involve the spectral theorem or Lebesgue integrals. In-
stead, we observe that Jensen’s inequality holds for more general functionals
and apply it to suitably chosen functionals on the space of symbols.
2. Convex functions
In this section we shall briefly recall some results from convex analysis.
Keeping in mind possible applications to operator-valued functions σ, we
shall consider convex functions on an infinite dimensional locally convex real
vector space X . All results and their proofs are elementary and cannot be
substantially simplified even if X = R.
A function ϕ : X → [−∞,+∞] is called convex if its epigraph E(ϕ) :=
{(t,x) ∈ R×X : t > ϕ(x)} is a convex subset of R×X . A convex function
is said to be proper if |ϕ| 6≡ ∞ and closed (or lower semicontinuous) if E(ϕ)
is closed in R × X in the product topology. If E(ϕ) lies to one side of a
hyperplane H passing through the point (ϕ(x),x) then H is said to be a
supporting hyperplane at (ϕ(x),x). If ϕ is convex and dimX <∞ then each
point (ϕ(x),x) has at least one (possibly, vertical) supporting hyperplane. In
the infinite dimensional case there may be no supporting hyperplanes.
Example 1. Let X = R∞ be the space of real sequences x = {x1, x2, . . .}
provided with the topology of element-wise convergence, ϕ(x) :=
∑
∞
j=1 x
−1
j
if xj > 0 for all j and the sum is finite, and ϕ(x) := +∞ otherwise. Then the
closed convex set E(ϕ) does not have any supporting hyperplanes; in other
words, no linear continuous functional attains its minimal value on E(ϕ).
If the supporting hyperplane H is not vertical then it coincides with the
graph of an affine function lt∗,x∗(x) := 〈x
∗,x〉 − t∗ with some t∗ ∈ R and x∗
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from the dual space X∗. The set of vectors x∗ ∈ X∗ generating non-vertical
supporting hyperplanes at (ϕ(x),x) is called the subdifferential of ϕ at the
point x and is denoted by ∂ϕ(x).
The closed convex function ϕ∗(x∗) := sup
x∈X {〈x
∗,x〉 − ϕ(x)} on X∗ is
called the conjugate of ϕ. The following well known result (see, for example,
[5] or [6]) is a simple consequence of the separation theorem.
Lemma 2. If ϕ is a proper closed convex function then ϕ ≡ ϕ∗∗.
We have (t∗,x∗) ∈ E(ϕ∗) if and only if lt∗,x∗(x) 6 ϕ(x) for all x ∈ X .
Given ε > 0 and x0 ∈ X , let us denote by ∂εϕ(x0) the set of points (t
∗,x∗) ∈
E(ϕ∗) such that ϕ(x0)− ε 6 lt∗,x∗(x0) . In particular,
∂0ϕ(x0) = {(t
∗,x∗) ∈ E(ϕ∗) : x∗ ∈ ∂ϕ(x0) , t
∗ = 〈x∗,x0〉 − ϕ(x0)} .
The set ∂0ϕ(x0) may well be empty even in the case X = R ; if dimX =∞
then it may happen that ∂0ϕ(x0) = ∅ for all x0 ∈ X (see Example 1).
However, by Lemma 2, ∂εϕ(x0) 6= ∅ for each ε > 0 provided that ϕ(x0) <
+∞ .
3. Jensen’s inequality
Let LX be a set of functions σ : Ξ → X defined on a nonempty set Ξ ,
LR be a set of real-valued functions on Ξ , IX be a map from LX to X and
IR : LR → [−∞,+∞] be a real functional on LR.
Lemma 3. Let ϕ be a proper closed convex function such that ϕ(σ) ∈ LR.
Assume that for each ε > 0 there exists a point (t∗,x∗) ∈ ∂εϕ(IX(σ)) such
that
(a1) lt∗,x∗(σ) ∈ LR and lt∗,x∗ (IX(σ)) 6 IR (lt∗,x∗(σ)) + C1,
(a2) IR (lt∗,x∗(σ)) 6 IR(ϕ(σ)) + C2,
where C1 and C2 are real constants. Then ϕ(IX(σ)) 6 IR(ϕ(σ)) + C1 + C2 .
Proof. Since (t∗,x∗) ∈ ∂εϕ(IX(σ)), the conditions (a1) and (a2) imply that
ϕ(IX(σ)) − ε 6 lt∗,x∗ (IX(σ)) 6 IR (lt∗,x∗(σ)) + C1 6 IR(ϕ(σ)) + C1 + C2 .
Letting ε→ 0, we obtain the required inequality. 
The inequality (a1) holds with C1 = 0 provided that
(a′1) the functional IR is linear, IR(1) = 1 and IR (〈x
∗, σ〉) = 〈x∗, IX(σ)〉.
The condition (a2) is fulfilled with C2 = 0 for all monotone functionals IR ,
that is, the functionals IR satisfying
(a′2) IR(σ1) 6 IR(σ2) whenever σ1, σ2 ∈ LR and σ1(θ) 6 σ2(θ) for all
θ ∈ Ξ .
If IR is the Lebesgue integral with respect to a probability measure or
the normalized Perron integral and IX is the corresponding vector-valued
integral understood in the weak sense then (a′1) and (a
′
2) hold for all integrable
functions and all (t∗,x∗) ∈ R×X∗ . Therefore Lemma 3 implies the standard
Jensen’s inequality. The following example is less obvious.
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Example 4. Let A be a liner positive operator in L2(Ξ) , LR be the space of
measurable bounded functions on Ξ and Vσ be the operator of multiplication
by the function σ. Denote by λ1(σ), λ2(σ), . . . the ordered eigenvalues of the
Friedrichs extension of the operator A+Vσ lying below its essential spectrum.
Let us fix n ∈ N and take X = R and IR = λn(σ). In view of the Rayleigh–
Ritz formula, IR satisfies (a
′
2) for all σ ∈ LR. We have
A + t Vσ > δ (A+ Vσ) + (t− δ) λn(σ) + inf
θ∈Ξ
((t− δ) (σ(θ)− λn))
for all δ ∈ [0, 1] and t ∈ R . Let ϕ be a proper closed convex function such
that ϕ(σ) ∈ LR . The above inequality implies (a1) with
C1 = F (λn(σ)) := max {a−(sup σ − λn(σ))+ , (b− 1)+(λn(σ)− inf σ)} ,
where a = sup ∂ϕ(inf σ) , b = inf ∂ϕ(sup σ) , and the subscripts ± denote the
positive and negative parts (we define sup ∂ϕ(t) := −∞ and inf ∂ϕ(t) :=
+∞ when ∂ϕ(t) = ∅ ). Therefore, by Lemma 3,
ϕ (λn(σ)) 6 λn (ϕ(σ)) + F (λn(σ)) .
Note that F (λn(σ)) = 0 whenever [a, b] ⊂ [0, 1] or [a, b] ⊂ [−∞, 1] and
sup σ 6 λn(σ) .
4. Berezin inequality
Let LC be a linear space of complex-valued functions on Ξ containing the
constant functions and closed with respect to the complex conjugation, and
let LR be the subspace of real-valued functions. Consider a linear map Q from
LC into the space of linear operators in a separable Hilbert space H (a quan-
tization) such that Q(1) = I and D(Q(σ)) = D(Q(Reσ))
⋂
D(Q(Im σ)) . If
σ ∈ LC , let Ωσ be the numerical range of the operator Q(σ), Λσ be the set
of its eigenvalues and m(λ) be the algebraic multiplicity of the eigenvalue
λ ∈ Λσ .
Let us fix a bounded operator T and, given ν ∈ R, denote by Gν the set of
functions σ ∈ LR such that
(G) Re (Q(σ)u, u)H > − ν (Tu, u)H for all u ∈ D(Q(σ)).
Lemma 5. Let σ ∈ LC and ϕ be a proper closed convex function on C .
Assume that for each ε > 0 and each z ∈ Ωσ there exists (t
∗, z∗) ∈ ∂εϕ(z)
satisfying the following two conditions:
(b1) Im (Q(Im (z
∗σ¯))u, u)H 6 ν1(Tu, u)H for all u ∈ D(Q(σ)),
(b2) ϕ(σ)− Re (z
∗σ¯) + t∗ ∈ Gν2 ,
where ν1 and ν2 are real constants. Then
(3) ϕ ((Q(σ)u, u)H) 6 Re (Q(ϕ(σ))u, u)H + (ν1 + ν2) (Tu, u)H
whenever u ∈ D(Q(σ))
⋂
D(Q(ϕ(σ))) and ‖u‖H = 1.
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Proof. Let us identify C with R2 so that 〈z∗, z〉 = Re (z∗z¯), ∀z, z∗ ∈ C.
Then (3) immediately follows from Lemma 3 with IC(σ) = (Q(σ)u, u)H,
IR(σ) = Re (Q(σ)u, u)H and Cj = νj (Tu, u)H . 
Lemma 6. Let σ ∈ LR and ϕ be a proper closed convex function on R . If
(b′1) the operator Q(σ) is symmetric
and for each ε > 0 and z ∈ Ωσ there exists (t
∗, z∗) ∈ ∂εϕ(z) satisfying (b2)
then (3) holds with ν1 = 0.
Proof. This is a particular case of Lemma 5 with the convex function on C
which is equal to ϕ on R and to +∞ on C \ R. 
Note that the second condition in Lemmas 5 and 6 is satisfied whenever ϕ
is differentiable and
(b′2) ϕ(σ)− ϕ(z)− Re (ϕ
′
z(z) (σ − z)) ∈ Gν2 for all z ∈ Ωσ .
Theorem 7. Assume that σ and ϕ satisfy the conditions of Lemma 5 or
Lemma 6, Q(ϕ(σ)) ∈ S1 , T ∈ S1, and at least one of the following two
conditions is fulfilled:
(c1) ϕ is nonnegative;
(c2) the set of the generalized eigenvectors of the operator Q(σ) is complete.
Then the set Λ+σ,ϕ := {λ ∈ Λσ : ϕ(λ) > 0} is countable, each eigenvalue
λ ∈ Λ+σ,ϕ has a finite algebraic multiplicity,
∑
λ∈Λ+σ,ϕ
m(λ)ϕ(λ) <∞ and
(4)
∑
λ∈Λσ
m(λ)ϕ(λ) 6 ReTrQ(ϕ(σ)) + (ν1 + ν2) TrT .
Proof. Let v = {v1, v2, . . . , vk} be a finite collection of the generalized eigen-
vectors of the operator Q(σ) corresponding to the eigenvalues λ1, λ2, . . . , λk .
Denote by H
v
the finite dimensional invariant subspace of Q(σ) spanned
by the vectors (Q(σ) − λj)
nvj , j = 1, . . . , k, n = 0, 1, . . . The restriction
Q(σ)|Hv has the same eigenvalues λ1, λ2, . . . , λk whose algebraic multiplici-
ties m
v
(λj) do not exceed m(λj) . By Schur’s lemma, the operator Q(σ)|Hv
is represented by a triangular matrix with the diagonal entries λj in some
orthonormal basis {uj} ⊂ Hv. Applying (3) to the vectors uj, we see that
(5)
k∑
j=1
m
v
(λj)ϕ(λj) 6 ReTrΠvQ(ϕ(σ)) + (ν1 + ν2) TrΠvT
6 ‖Q(ϕ(σ))‖S1 + ‖(ν1 + ν2) T‖S1 ,
where Π
v
is the orthogonal projection onto the subspace H
v
.
If the set Λ+σ,ϕ were uncountable or there were an eigenvalue λ ∈ Λ
+
σ,ϕ of
infinite algebraic multiplicity then we could find a positive constant δ and
an arbitrarily large collection v of eigenvectors vj such that λj ∈ Λ
+
σ,ϕ and
ϕ(λj) > δ . This contradicts to (5). Therefore Λ
+
σ,ϕ is countable and m(λ) <
∞ for all λ ∈ Λ+σ,ϕ . Choosing a sequence of expanding finite sets v1 ⊂ v2 ⊂
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v3 ⊂ . . . whose union
⋃
∞
n=1 vn contains all eigenvectors corresponding to the
eigenvalues λ ∈ Λ+σ,ϕ , applying (5) with v = vn and letting n→∞ , we see
that
∑
λ∈Λ+σ,ϕ
m(λ)ϕ(λ) is estimated by the same sum of the trace norms.
In order to prove (4), we note that the left hand side of (4) is −∞ when-
ever the set Λ−σ,ϕ := {λ ∈ Λσ : ϕ(λ) < 0} is uncountable or contains an
eigenvalue of infinite algebraic multiplicity. Therefore we can assume without
loss of generality that the set of generalized eigenvectors corresponding to
the eigenvalues λ ∈ Λ+σ,ϕ
⋃
Λ−σ,ϕ is countable. Let us choose a sequence of
finite sets v1 ⊂ v2 ⊂ v3 ⊂ . . . such that
⋃
∞
n=1 vn contains all these eigen-
vectors and
⋃
∞
n=1Hvn = H
′ , where H ′ denotes the closed linear span of all
generalized eigenvectors of the operator Q(σ) .
If (c2) holds then H
′ = H . Therefore, taking v = vn in the first inequality
(5) and letting n → ∞, we arrive at (4). If H ′ 6= H and ϕ > 0 then
we choose an orthonormal basis {u˜i} in (H
′)⊥, apply (3) to u˜i and add up
the obtained inequalities and the first inequality (5) with v = vn . Since
ϕ((Q(σ)u˜i, u˜i)H) > 0 , now (4) is proved by letting n→∞ . 
If a convex function ϕ : R → [−∞,+∞] takes negative values then the
set of its zeros consists of at most two points. In this case the inclusion
ϕ(Q(σ)) ∈ S1 implies (c2) for each self-adjoint operator Q(σ) . Therefore
(2) is a particular case of Theorem 7 with T = 0.
5. Pseudodifferential operators
In the theory of pseudodifferential operators, Ξ is the cotangent bundle
T ∗M over a domainM ⊂ Rn or a manifoldM and H = L2(M). ForM ⊂ R
n,
quantization is defined by the formula
(6) Qτ (σ)u(x) = (2pih)
−n
∫
Rn
∫
M
eih
−1(x−y)·ξσ(τx+ (1− τ)y, ξ) u(y) dy dξ ,
where τ is a fixed number from the interval [0, 1] and h is a real parameter
(see, for example, [3]). This definition can be extended to manifolds M (see
[10]). The functions σ on T ∗M are called τ -symbols; for τ = 1
2
they called
Weyl symbols. In the classical theory of pseudodifferential operators one takes
h = 1 and defines the order of a symbol σ in terms of its behaviour for large
ξ . In the semiclassical theory the order is defined in terms of asymptotic
behaviour as h→ 0.
IfM ⊂ Rn then, obviously, (Qτ (σ)u, u)H = (u,Q1−τ (σ¯)u)H . This equality
remains true on a manifold M if the τ -quantization is defined as in [10]. It
implies that the estimate (b1) holds for Q = Q1/2 with ν1 = 0.
If σ > 0 and T is a lower order operator then (G) is known as the G˚arding
inequality or the Fefferman–Phong inequality (the latter gives a more precise
result in terms of the order of T ). The constant ν in this inequality can
usually be estimated by a functional G(σ) which involves partial derivatives
of the symbol σ up to a certain order (see, for example, [3], [7], [12] or [13]).
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The condition (b2) means that (G) holds uniformly on the set of nonnegative
functions ϕ(σ) − Re (z∗σ¯) + t∗, which is the case whenever the functional
G is uniformly bounded on this set. One can obtain explicit formulas for
G by analyzing the known proofs of the G˚arding inequality. However, such
analysis lies outside the scope of this paper. Instead, we conclude by giving
three examples which demonstrate possible applications of Theorem 7 (in the
last two examples (b2) can be proved directly).
Example 8. Let M be a compact n-dimensional C∞-manifold, H be the
space of square integrable half-densities on M , Sm be the Ho¨rmander class
of symbols and Ψm be the corresponding class of classical pseudodifferential
operators in H . Consider an elliptic positive pseudodifferential operator A ∈
Ψ1 and denote by Πµ its spectral projection corresponding to the interval
[0, µ). It is well known that rankΠµ <∞ and
(7) Tr (BΠµ) = (2pi)
−n
∫
σA(x,ξ)<µ
σB(x, ξ) dx dξ + O(µ
n+m−1) , µ→∞ ,
for every B ∈ Ψm provided that n+m−1 > 0, where σA and σB are principal
symbols of the operators A and B (see, for example, [7] or [11]).
Let LC = S
0, the quantization Q1/2 : S
0 → Ψ0 be defined as in [10],
Q(σ) := ΠµQ1/2(σ)
∣∣
ΠµH
and T = ΠµA
−1|ΠµH . If ϕ ∈ C
∞(C) is a convex
function then, by the G˚arding inequality, we have (b′2) with some constant
ν2 depending on σ and ϕ. Since σ − σB ∈ S
−1 whenever B = Q1/2(σ) (see
[10]), Theorem 7 and (7) imply that
∑
λ∈Λµ,B
m(λ)ϕ(λ) 6 (2pi)−n
∫
σA(x,ξ)<µ
ϕ(σB(x, ξ)) dx dξ + O(µ
n−1) , µ→∞
for every operator B ∈ Ψ0, where Λµ,B is the set of eigenvalues of ΠµB|ΠµH
and m(λ) is the algebraic multiplicity of λ.
Remark 9. The above inequality was obtained in [9] for self-adjoint operators
B ∈ Ψ0 .
In the following examples M ⊂ Rn is an open bounded set and D is an
open bounded subset of T ∗M .
Example 10. Let σ be the characteristic function of D, σ′ := 1− σ , LC be
the linear space spanned by σ and σ′, and let Q = Q1 . If R := Q1(σ)Q0(σ
′)
then Q1(σ) = Q1(σ)Q0(σ) +R , Q1(σ
′) = Q1(σ
′)Q0(σ
′) +R∗ and
2 Im (Q1(Im (z
∗σ))u, u)H = Im z
∗((R−R∗)u, u)H , ∀z
∗ ∈ C .
Therefore the conditions (b1) and (b
′
2) are satisfied with T = |ReR|+|ImR| ,
ν1 = supz∈Ωσ |Imϕ
′
z(z)| and ν2 = supz∈Ωσ |ϕ(1)−Reϕ
′
z(z)| for every nonneg-
ative differentiable convex function ϕ : C→ R vanishing at the origin z = 0.
8 Y. SAFAROV
The operators Q1(σ) and Q0(σ
′) belong to the Hilbert-Schmidt class S2 .
Therefore T ∈ S1 , Q1(ϕ(σ)) ∈ S1 , and Theorem 7 implies that
∑
λ∈Λσ
m(λ)ϕ(λ) 6 (2pih)−n ϕ(1)
∫
D
dx dξ + 4
(
ϕ(1) + sup
z∈Ωσ
|ϕ′z(z)|
)
‖R‖S1 .
Approximating σ and σ′ by smooth functions, which are supported in D and
T ∗M \D respectively and vanish near the boundary ∂D, we see that ‖R‖S1 =
o(h−n) as h→ 0. If the Minkowski dimension d of ∂D is strictly smaller than
n then one can improve this estimate and show that ‖R‖S1 = O(h
α−n) where
α is a positive constant depending on d.
Example 11. Let Cκ0 (D) be the subspace of the Ho¨lder space C
κ(R2n)
which consists of real-valued function vanishing outside D. Let us fix ε > 0,
denote by LR the real linear space spanned by C
n/2+2+ε
0 (D) and constant
functions, and consider the Weyl quantization on LC = LR .
Let σ ∈ C
n/2+2+ε
0 (D) and ϕ be a nonnegative convex function on the
closure Ωσ such that ϕ ∈ C
n/2+2+ε and ϕ′′ > δ > 0 (recall that Ωσ ⊂
R) . Then ϕz(σ) := ϕ(σ) − ϕ(z) − ϕ
′(z) (σ − z) = (ψz(σ))
2 where ψz ∈
Cn/2+2+ε(R2n) . Expanding the function ψz((x+y)/2, ξ) by Taylor’s formula
at x = y and y = x, replacing (x − y) eih
−1(x−y)·ξ with −ih∇ξe
ih−1(x−y)·ξ in
(6) and integrating by parts with respect to ξ, one can easily prove that
Q1/2(ϕz(σ))−Q1(ψz(σ))Q0(ψz(σ)) coincides with a finite sum of operators
Rk whose Schwartz kernels are given by oscillatory integrals of the form
i h1−n
∫
Rn
∫ 1
0
∫ 1
0
eih
−1(x−y)·ξak,1(lk,1(t1, x, y), ξ) ak,2(lk,2(t2, x, y), ξ) dt1 dt2 dξ ,
where ak,j is a derivative of ψz(σ) of order 0, 1 or 2 and lk,j(t, x, y) is one
of the following functions: x, y, x + t(y − x)/2 or y + t(x − y)/2 . The
amplitudes in these oscillatory integrals vanish for all sufficiently large ξ
because the functions ψz(σ) are constant outside D and each amplitude
contains at least one derivative of ψz of order 1 or 2. Furthermore, we are
only interested in x, y ∈ M . Therefore we can replace ak,j(lk,j(tj, x, y), ξ)
with bk,j(lk,j(tj, x, y), ξ) := χ(lk,j(tj , x, y), ξ) ak,j(lk,j(tj, x, y), ξ) where χ is a
C∞0 -function on R
2n which is equal to one on a sufficiently large ball. We
have
bk,1(lk,1(t1, x, y), ξ) bk,2(lk,2(t2, x, y), ξ)
= (2pi)−2n
∫
Rn
∫
Rn
eiη1·lk,1(t1,x,y)bˆk,1(η1, ξ) e
iη2·lk,2(t2,x,y) bˆk,2(η2, ξ) dη1 dη2 ,
where ˆ denotes the Fourier transform with respect to the first n variables.
Since bk,j ∈ C
n/2+ε
0 (R
2n) , it follows that the functions (1+ |η|)n/2+ε bˆk,j(η, ξ)
belong to L2(R
2n) and their L2-norms are estimated by constants depending
on D and the Ho¨lder norms of σ and ψz . Substituting this representation in
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the corresponding oscillatory integral, we see that Rk = R
∗
k,1Rk,2 where the
Rk,j are Hilbert-Schmidt operators acting from L2(M) to L2(R
3n × [0, 1]2) .
Since Q1(ψ0(σ)) ∈ S2 and Rk,j ∈ S2 , we have Q1/2(ϕ0(σ)) ∈ S1 . The
Hilbert-Schmidt norms of Rk,j are bounded by Ck,j h
1−n where Ck,j are
constants depending only on δ, M , D, and the Ho¨lder norms of σ and ϕ.
Therefore Theorem 7 implies that
Trϕ0(Q1/2(σ)) 6 (2pih)
−n
∫
T ∗M
ϕ0(σ) dx dξ + C h
1−n ,
where C is a constant depending on the same parameters. If Q1/2(σ) ∈ S1
and ϕ(0) = 0 then the same estimate holds for the function ϕ .
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