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COUNTEREXAMPLE TO GLOBAL CONVERGENCE OF DSOS AND
SDSOS HIERARCHIES
CE´DRIC JOSZ∗
Abstract. We exhibit a convex polynomial optimization problem for which the diagonally-
dominant sum-of-squares (DSOS) and the scaled diagonally-dominant sum-of-squares (SDSOS) hi-
erarchies, based on linear programming and second-order conic programming respectively, do not
converge to the global infimum. The same goes for the r-DSOS and r-SDSOS hierarchies. This re-
futes the claim in the literature according to which the DSOS and SDSOS hierarchies can solve any
polynomial optimization problem to arbitrary accuracy. In contrast, the Lasserre hierarchy based
on semidefinite programming yields the global infimum and the global minimizer with the first order
relaxation. We further observe that the dual to the SDSOS hierarchy is the moment hierarchy where
every positive semidefinite constraint is relaxed to all necessary second-order conic constraints. As a
result, the number of second-order conic constraints grows quadratically in function of the size of the
positive semidefinite constraints in the Lasserre hierarchy. Together with the counterexample, this
suggests that DSOS and SDSOS are not necessarily more tractable alternatives to sum-of-squares.
Key words. Lasserre hierarchy, semidefinite programming, second-order conic programming,
linear programming.
AMS subject classifications. 49M20, 65F99, 47N10.
1. Introduction. Consider a polynomial optimization problem
(1.1)
infx f(x) :=
∑
α fαx
α
s.t. gi(x) :=
∑
α gi,αx
α > 0, i = 1, . . . ,m
where we use the multi-index notation xα := xα11 · · ·xαnn for x ∈ Rn, α ∈ Nn, and
where the data are polynomials f, g1, . . . , gm ∈ R[x] so that in the above sums only
a finite number of coefficients fα and gi,α are nonzero. We will use the notation
|α| :=∑nk=1 αk.
In 2001, the Lasserre hierarchy [17, 18] (see also [25, 26]) was proposed to find
global solutions to polynomial optimization problems. It is also known as moment/sum-
of-squares hierarchy in reference to the primal moment hierarchy and the dual sum-
of-squares hierarchy. Its global convergence is guaranteed by Putinar’s Positivstellen-
satz [27] proven in 1993. Typically, if one of the constraints is a ball x21+ . . .+x
2
n 6 1,
then the sequence of lower bounds provided by the hierarchy converges to the global
infimum of the polynomial optimization problem. In addition, there is zero duality
at all relaxation orders [11].
The moment problem of order d is defined as
(1.2)
infy Ly(f)
s.t. y0 = 1
Md(y) < 0
Md−ki(giy) < 0, i = 1, . . . ,m
where < 0 denotes positive semidefiniteness, and where the Riesz functional, the
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moment matrix, and the localizing matrices are respectively defined by
(1.3)
Ly(f) :=
∑
α fαyα
Md(y) := (yα+β)|α|,|β|6d
Md−ki(giy) := (
∑
γ gi,γyα+β+γ)|α|,|β|6d−ki
ki := max{⌈|α|/2⌉ s.t. gi,α 6= 0}.
Above, ⌈.⌉ denotes the ceiling of a real number.
The sum-of-squares problem of order d is defined as
(1.4)
supλ,σ λ
s.t. f − λ = σ0 +
∑m
k=1 σkgk
λ ∈ R, σ0 ∈ Σd[x],
σi ∈ Σd−ki [x], i = 1, . . . ,m.
A polynomial σ(x) =
∑
|α|62d σαx
α is a sum-of-squares, i.e. it belongs to Σd[x], if it
is of the form
(1.5) σ(x) =
∑
k

∑
|α|6d
pk,αx
α


2
where pk,α ∈ R.
This is equivalent to the existence of (ϕα,β)|α|,|β|6d < 0 such that
∑
|α|62d σαx
α =∑
|α|,|β|6dϕα,βx
α+β .
Following [2,4], a polynomial σ(x) =
∑
|α|62d σαx
α is a scaled diagonally-dominant
sum-of-squares (SDSOS) if it is of the form
(1.6) σ(x) =
∑
k
(
pkx
α(k) + qkx
β(k)
)2
where
α(k), β(k) ∈ Nn,
pk, qk ∈ R.
This is equivalent to the existence of (ϕα,β)|α|,|β|6d such that
∑
|α|62d σαx
α =
∑
|α|,|β|6d ϕα,βx
α+β
where ϕ is of the form
(1.7)
∑
|α|, |β| 6 d
α 6= β
φα,β
where each matrix φα,β has zeros everywhere expect for four entries φα,β(α, α),
φα,β(α, β), φα,β(β, α), φα,β(β, β) ∈ R such that
(1.8)
(
φα,β(α, α) φα,β(α, β)
φα,β(β, α) φα,β(β, β)
)
< 0.
These can be viewed as second-order conic constraints. The equivalence between (1.6)
and (1.7)-(1.8) is immediate and does not require [4, Theorem 7,Theorem 8, Lemma
9].
In the sum-of-squares problem of order d, if we restrain the sum-of-squares vari-
ables σ0, . . . , σm to be SDSOS, then in the moment problem of order d, we are relaxing
each semidefinite constraint as follows
(1.9)
(
Md(y)(α, α) Md(y)(α, β)
Md(y)(β, α) Md(y)(β, β)
)
< 0 , ∀|α|, |β| 6 d, α 6= β,
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(1.10)
(
Md−ki(giy)(α, α) Md−ki(giy)(α, β)
Md−ki(giy)(β, α) Md−ki(giy)(β, β)
)
< 0 , ∀|α|, |β| 6 d− ki, α 6= β.
Naturally, these can also be viewed as second-order conic constraints. The number of
second-order conic constraints is 1
(1.12)


(
n+ d
d
)
2

 +
m∑
i=1


(
n+ d− ki
d− ki
)
2

 = O(n2d)
as the number of variables n grows, to be compared with the semidefinite constraints
of size up to O(nd) in the Lasserre hierarchy. In particular, with n = 10 variables at
order d = 2, SDSOS relaxes the moment matrix of size 66× 66 to 2, 145 second-order
conic constraints.
In the sum-of-squares problem of order d, if we restrain the sum-of-squares vari-
ables σ0, . . . , σm to be DSOS, then in the moment problem of order d, we are relaxing
each semidefinite constraint to the following linear constraints:
∀|α|, |β| 6 d, α 6= β,
(1.13)
Md(y)(α, α) > 0, Md(y)(β, β) > 0,
Md(y)(α, α) + 2Md(y)(α, β) +Md(y)(β, β) > 0,
Md(y)(α, α) − 2Md(y)(α, β) +Md(y)(β, β) > 0,
∀|α|, |β| 6 d− ki, α 6= β,
(1.14)
Md−ki(giy)(α, α) > 0, Md−ki(giy)(β, β) > 0,
Md−ki(giy)(α, α) + 2Md−ki(giy)(α, β) +Md−ki(giy)(β, β) > 0,
Md−ki(giy)(α, α) − 2Md−ki(giy)(α, β) +Md−ki(giy)(β, β) > 0.
In the language of the lift-and-project method [20], the three above equations cor-
respond to the lifting of (xα)2gi(x) > 0, (x
β)2gi(x) > 0, (x
α + xβ)2gi(x) > 0 and
(xα − xβ)2gi(x) > 0. For a nice description of the DSOS and SDSOS hierarchies,
see [14, (QM-DSOSr),(QM-SDSOSr)] and [13].
We now turn our attention to claims that have been made in the literature:
1. In [3], it is stated that:
“A particularly nice feature of DSOS and SDSOS optimization is that they
enjoy many of the same theoretical guarantees that underly SOS optimiza-
tion.”
“Theorem 2.5 (Ahmadi, Majumdar, 13): Consider the general polynomial
optimization problem (POP) in 1. There is a hierarchy of linear programs
1We use the notation
(1.11)
(
n
k
)
:=
n(n− 1) . . . (n− k + 1)
k!
for integers 1 6 k 6 n and where k! stands for factorial.
4 CE´DRIC JOSZ
based on optimization over dsos polynomials that can solve POP to arbitrary
accuracy.
This theorem is similar to the Parrilo and Lasserre hierarchies for polynomial
optimization that are instead based on a search over sum of squares polyno-
mials via semidefinite programming [11], [13].”
2. In [1], it is stated that:
“Similar to the Lasserre/Parrilo hierarchies of SDP (based on Putinar, Schmu¨dgen
or Stengle’s Positivstellensatz) that solve POP to global optimality, our con-
verse results imply that POP can be solved to global optimality using hierar-
chies of LP and SOCP coming from dsos and sdsos.”
The object of this manuscript is to propose a counterexample to these claims.
To the best of our understanding, the response [5] to this manuscript does not show
how the converse results presented in [1, 3] imply that the counterexample can be
solved to global optimality using hierarchies of linear programs and second-order
conic programs.
The manuscript is organized as follows. Section 2 states the counterexample and
lists its main properties. Section 3 contains the proof that the example is indeed
a counterexample. Section 4 discusses the consequences of our finding. Section 5
concludes the manuscript.
2. Counterexample. Consider the following optimization problem:
(2.1) inf
x1,x2∈R
(−2 + x1 + x2)2 subject to 1− x21 − x22 > 0
This problem is endowed with the following properties:
1. it is a convex optimization problem;
2. the objective and constraint functions are sum-of-squares-convex;
3. the feasible set is compact;
4. Slater’s condition is satisfied;
5. the quadratic module associated to the constraint is Archimedean.
Based on the above properties, the Karush Kuhn Tucker conditions hold at optimality
(2.2)


−4 + 2x1 + 2x2 + 2λx1 = 0
−4 + 2x1 + 2x2 + 2λx2 = 0
x21 + x
2
2 − 1 6 0, λ > 0
λ(x21 + x
2
2 − 1) = 0
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yielding the unique primal-dual global solution
(2.3) x1 = x2 =
1√
2
and λ = 2(
√
2− 1)
and the global value
(2.4) 2(3− 2
√
2).
We will see in the next section that the Lasserre hierarchy finds the global minimizer
and the global infimum at the first order relaxation. It also finds the Karush Kuhn
Tucker multiplier. In contrast, the SDSOS hierarchy does not globally converge. In
fact, it has a relaxation gap equal to 2 at all orders. As a consequence, the weaker
DSOS hierarchy has a relaxation gap of at least 2 at all orders, and does not globally
converge either.
3. Proof. For convenience, let f(x1, x2) := (−2+x1+x2)2 denote the objective
function and let g(x1, x2) := 1−x21−x22 denote the constraint function. The Hessians
satisfy
(3.1) ∇2f(x1, x2) =
(
2 −2
−2 2
)
< 0,
(3.2) −∇2g(x1, x2) =
(
1 0
0 1
)
< 0.
According to [19, Definition 2.3], f and g are sum-of-squares-convex. Applying [19,
Theorem 5.15], we deduce that the Lasserre hierarchy globally converges at the first
order relaxation. Let’s double check: a primal-dual feasible point to the first order
relaxation of the Lasserre hierarchy is given by
(3.3) M1(y) =
1 x1 x2
1 1/
√
1 1/
√
2 1/
√
2
x1 1/
√
2 1/
√
4 1/
√
4
x2 1/
√
2 1/
√
4 1/
√
4
and
f(x1, x2)−2(3−2
√
2) = (
√
2−1)(x1−x2)2+
√
2(−
√
2+x1+x2)
2+2(
√
2−1)g(x1, x2).
The values of the above primal and the dual points are both equal to 2(3 − 2√2),
making it the primal-dual optimal value of the first order relaxation. Moreover, the
rank of the moment matrix is equal to one, hence 2(3−2√2) is the global value of the
polynomial problem and x1 = x2 =
1√
2
is a global solution. According to [19, Theo-
rem 5.12 (c)], the Karush Kuhn Tucker multiplier associated to the constraint is given
by evaluating at the global solution the sum-of-squares associated to the constraint,
in this case the constant polynomial 2(
√
2− 1).
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A primal-dual feasible point to the first order relaxation of the SDSOS hierarchy
is given by
(3.4) M1(y) =
1 x1 x2
1 1/
√
1 1/
√
2 1/
√
2
x1 1/
√
2 1/
√
4 −1/√4
x2 1/
√
2 −1/√4 1/√4
and
f(x1, x2)−4(1−
√
2) =
√
2
2
(−
√
2+2x1)
2+
√
2
2
(−
√
2+2x2)
2+(x1+x2)
2+2
√
2g(x1, x2).
The values of the above primal and the dual points are both equal to 4(1 − √2),
making it the primal-dual optimal value of the first order relaxation. We now show
that it is the primal-dual optimal value of the SDSOS relaxation of any order. The
sequence defined by
(3.5) y(α1,α2) :=
1 + (−1)α1 + (−1)α2 − (−1)α1+α2
2
√
2α1+α2
, ∀α1, α2 ∈ N,
that is to say
(3.6)
M(y) =
1 x1 x2 x
2
1 x1x2 x
2
2
1 1/
√
1 1/
√
2 1/
√
2 1/
√
4 −1/√4 1/√4 . . .
x1 1/
√
2 1/
√
4 −1/√4 1/√8 1/√8 1/√8
x2 1/
√
2 −1/√4 1/√4 1/√8 1/√8 1/√8
x21 1/
√
4 1/
√
8 1/
√
8 1/
√
16 −1/√16 1/√16
x1x2 −1/
√
4 1/
√
8 1/
√
8 −1/√16 1/√16 −1/√16
x22 1/
√
4 1/
√
8 1/
√
8 1/
√
16 −1/√16 1/√16
...
. . .
yields a primal optimal solution (after truncation) to the relaxation of any order of
the SDSOS hierarchy because
1. Ly(f) = 4(1−
√
2);
2.
(
y2α yα+β
yα+β y2β
)
< 0 , ∀α, β ∈ N2;
3. y(α1,α2) = y(α1+2,α2) + y(α1,α2+2) , ∀α1, α2 ∈ N.
The last two points follow readily from the equation
(3.7) |yα| = 1√
2|α|
, ∀α ∈ N2
and from the fact that yα has a minus sign if and only if α1 and α2 are odd. This
terminates the proof.
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4. Discussion. First, we discuss the result which guarantees the convergence of
the Lasserre hierarchy.
Theorem 4.1 (Putinar’s Positivstellensatz [27]). Assume that there exists R > 0
and sums-of-squares p0, . . . , pm such that R
2−x21− . . .−x2n = p0+
∑m
i=1 pigi. If f > 0
on {x ∈ Rn | g1(x) > 0 , . . . , gm(x) > 0}, then there exists sum-of-squares σ0, . . . , σm
such that
(4.1) f = σ0 +
m∑
i=1
σigi.
In fact, the convergence of the Lasserre hierarchy is equivalent to Putinar’s Posi-
tivstellensatz. If the SDSOS hierarchy were globally convergent as claimed in the
literature, then under the same assumptions, the conclusion of Putinar’s Positivstel-
lensatz could be strenghened to the existence of SDSOS polynomials σ0, . . . , σm. In
other words, σ0, . . . , σm could be chosen to be sum-of-squares of polynomials of two
terms at most. As a byproduct of the previous section, there does not exist SDSOS
polynomials σ0 and σ1 such that
(4.2) (−2 + x1 + x2)2 = σ0(x1, x2) + σ1(x1, x2)(1− x21 − x22)
even though (−2 + x1 + x2)2 > 0 whenever 1 − x21 − x22 > 0. As a consequence,
the existence of the more stringent DSOS polynomials σ0 and σ1 is also impossible.
In light of the simplicity of the counterexample, it is of little interest to investigate
conditions under which one may seek SDSOS or DSOS polynomials in Putinar’s Pos-
itivstellensatz.
In [4, Definition 11], the notions of r-DSOS and r-SDSOS are proposed to strenghen
the DSOS and SDSOS hierarchies. They consist in premutliplying by (x21+ . . .+x
2
n)
r
where r ∈ N in the DSOS/SDSOS dual optimization problem. On our example this
reads:
(4.3) sup
λ,σ
λ s.t. (x21+x
2
2)
r(f(x1, x2)−λ) = σ0(x1, x2)+σ1(x1, x2)(1−x21−x22).
We now show that the dual optimal value of the r-SDSOS hierarchy cannot exceed
0, which is strictly inferior to the global infimum 2(3 − 2√2). As a consequence, the
r-SDSOS and the r-DSOS hierarchies do not convergence globally.
The sequence y defined in (3.5) satisfies
(4.4)
Ly((x
2
1 + x
2
2)
rf) =
r∑
k=0
(
n
k
)
Ly(x
2k
1 x
2(n−k)
2 f)
=
r∑
k=0
(
n
k
)
Ly(f)/
√
22k+2(n−k)
= Ly(f)/2
n
r∑
k=0
(
n
k
)
= Ly(f).
This means that the sequence y remains primal optimal for all orders of the SDSOS
hierarchy if we replace the objective function f by (x21 + x
2
2)
rf . As a result, there
does not exist SDSOS polynomials σ0 and σ1 such that
(4.5) (x21 + x
2
2)
r(−2 + x1 + x2)2 = σ0(x1, x2) + σ1(x1, x2)(1− x21 − x22)
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for all r ∈ N. Hence, if λ > 0 in (4.3), then we have a contradiction.
Second, we discuss two claims that have been made in the literature regarding
the tractability of DSOS and SDSOS hiearchies compared to the Lasserre hierarchy:
1. In the conclusion of [4], it is stated that
“Our numerical examples from a diverse range of applications including poly-
nomial optimization, combinatorial optimization, statistics and machine learn-
ing, derivative pricing, control theory, and robotics demonstrate that with
reasonable tradeoffs in optimality, we can handle problem sizes that are well
beyond the current capabilities of SOS programming. In particular, we have
shown that our approach is able to tackle dense problems with as many as 70
polynomial variables (with degree-4 polynomials).”
2. On page 3 of [4], it is stated that
“POP contains as special cases many important problems in operations re-
search; e.g., the optimal power flow problem in power engineering [39]” ([39]
= M. Huneault and F. Galiana, A survey of the optimal power flow literature,
IEEE Transactions on Power Systems, 6 (1991), pp. 762-770.)
The survey paper [4] titled “DSOS and SDSOS Optimization: More Tractable Al-
ternatives to Sum of Squares and Semidefinite Optimization” does not mention that
in [13], the DSOS and SDSOS hierarchies provide strict lower bounds to instances of
the optimal power flow problem [6] with up to 600 variables and 1,300 constraints. It
also does not mention that in [12], the multi-ordered Lasserre hierarchy finds global
minimizers to instances of the optimal power flow problem with up to 4,500 variables
and 14,500 constraints. The instances correspond to the European high-voltage elec-
tricity transmission network. The data used was collected from 23 different national
transmission system operators and is available in [10].
The multi-ordered Lasserre hierarchy [9, 12, 22–24] was proposed to exploit spar-
sity in general polynomial optimization problems. The main ideas are: 1) to use
a different relaxation order for each constraint, and 2) to iteratively seek a closest
measure to the truncated moment data until a measure matches the truncated data.
The multi-ordered Lasserre builds on previous work on chordal sparsity [7, 8, 15, 29].
Proof of convergence of the multi-ordered hierarchy can be found in [12, Section 6].
There exists other avenues of work to deal with large scale problems in polynomial
optimization, such as the bounded sum-of-squares (BSOS) hierarchy [16,30] which is
globally convergent. Also, the authors of [28] paved the way for exploiting symmetry
in the Lasserre hierarchy, which can reduce the computational burden.
Third and last, the idea of relaxing the semidefinite constraints in the Lasserre
hierarchy to second-order conic constraints (as in the SDSOS hierarchy) was inde-
pendently proposed in [21]. In that work, the moment constraint is maintained as
a positive semidefinite constraint, but the localizing matrices are relaxed to multiple
second-order conic constraints. This guarantees that the relaxation is stronger than
the first order Lasserre relaxation. The paper considers only medium-sized instances
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of the optimal power flow problem (several hundreds of variables). In some instances,
there is a computational gain, but in others, the approach is unable to find a mini-
mizer whereas the Lasserre hierarchy does. In light of the counterexample of Section
2, it is possible that the instances where the approach fails are also counterexamples.
5. Conclusion. In conclusion, the DSOS, SDSOS, r-DSOS, and r-SDSOS hier-
archies do not preserve the global convergence property associated with the Lasserre
hierarchy. Rather, they constitute a heuristic based on the following idea: whenever
one is faced with a positive semidefinite constraint in applied mathematics, one can al-
ways relax it to multiple linear constraints or multiple second-order conic constraints.
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