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Abstract
We use relational algebra for describing sets and sets of sets and for computing all fixed points of
certain functions on powersets. The method is illustrated by some examples from different problem
domains, and results of our practical experiments with the RELVIEW system are reported.
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1. Introduction
Computing fixed points is a central task in computer science and used, for example, in
programming language semantics, algorithmics, dataflow analysis, model checking, and
formal concept analysis. In most cases the task is to determine an extreme fixed point
of a monotone or continuous function on a specific class of partially ordered sets. The
basic fixed point theorems are the well-known Knaster–Tarski theorem [17], dealing with
the existence of extreme fixed points in the case of complete lattices, and its extension to
complete partial orders [8,12]. Further generalisations of the Knaster–Tarski theorem can
be found e.g., in [5] (set-valued functions) and [4] (monotone relations).
There are, however, situations where the classical fixed point theorems cannot be ap-
plied since, for instance, the function under consideration is non-monotone or one has to
compute all fixed points of a function. We have identified a lot of problems which can be
reduced to the latter case and where, in addition, the function works on a powerset. In this
paper we show how relational algebra [16,14] and a sophisticated implementation of it can
be used to solve such—of course, usually computationally hard—problems. The method
∗ Tel.: +49 431 880 7272; fax: +49 431 880 7613.
E-mail address: rub@informatik.uni-kiel.de
1567-8326/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jlap.2005.04.007
R. Berghammer / Journal of Logic and Algebraic Programming 66 (2006) 112–126 113
is based on a relation-algebraic description of sets and sets of sets and on modelling a
function F : 2X → 2X on a powerset by a relational counterpart f . It can be applied if,
in Boolean matrix terminology, the application of f to the membership-relation between
X and 2X yields a matrix the columns of which describe all possible results of F . Due to
the use of the membership-relation the proposed procedure for computing all fixed points
of F will require exponential time and space and, at a first glance, seems to be applicable
only to small sets X. Nevertheless, many practical experiments with the relation-algebraic
manipulation and prototyping system RELVIEW [2,1] have shown that it often works suffi-
ciently well, even in the case of sets X of medium size, if relational algebra is implemented
using reduced ordered binary decision diagrams (abbreviated: ROBDDs), as described in
[11,3,13].
The remainder of the paper is organised as follows: Some relation-algebraic prelimi-
naries are recalled in Section 2. Section 3 shows how to describe sets and sets of sets
using relational algebra and how to compute all fixed points of a function on a powerset
by combining this description with a relation-algebraic modelling of the function. Some
applications of the method are presented in Section 4. Their realization using RELVIEW is
explained in Section 5. This section also reports on the results of the numerous practical
experiments with this system. Section 6 contains some concluding remarks.
2. Relation-algebraic preliminaries
In the sequel, we introduce the basics of the algebra of set-theoretic relations and specify
the classes of relations that are used in remainder of the paper. For more details, see [14]
for example.
If X and Y are sets, then a subset R of the Cartesian product X × Y is called a rela-
tion with domain X and range Y . We denote the set (in this context also called type)
of all relations with domain X and range Y by [X ↔ Y ] and write R : X ↔ Y instead of
R ∈ [X ↔ Y ]. If X and Y are finite sets of size m and n, respectively, then we may consider
a relation R : X ↔ Y as a Boolean matrix with m rows and n columns. The Boolean matrix
interpretation of relations is well suited for many purposes and also used as graphical
representation within the RELVIEW system. Therefore, in this paper we often use Boolean
matrix terminology and notation. Especially, we speak about the rows and columns of R
and write Rxy instead of the formula (x, y) ∈ R.
We assume the reader to be familiar with the basic operations on relations, viz. RT
(transposition), R (complementation), R ∪ S (union), R ∩ S (intersection), RS (composi-
tion), R ⊆ S (inclusion), and the special relations O (empty relation), L (universal relation),
and I (identity relation).
Let R be a homogeneous relation, i.e., a relation for which domain and range coincide.
Then R is reflexive if I ⊆ R, irreflexive if R ⊆ I, transitive if RR ⊆ R, antisymmetric if
R ∩ RT ⊆ I, and symmetric if R = RT. A quasi-order is a reflexive and transitive relation
and a partial order is antisymmetric in addition. Now, assume R to be an arbitrary (also
called heterogeneous) relation. Then R is univalent if RTR ⊆ I and total if RL = L. As
usual, a univalent and total relation is called a mapping. A relation R is injective if RT is
univalent and surjective if RT is total.
Given two relations R : X ↔ Y and S : X ↔ Z, their right residual R \ S : Y ↔ Z and
symmetric quotient syq(R, S) : Y ↔ Z are defined by
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R \ S :=RTS, syq(R, S) :=RTS ∩ RTS.
In component-wise notation we have (R \ S)yz if and only if Rxy → Sxz for all x ∈ X and
syq(R, S)yz if and only if Rxy ↔ Sxz for all x ∈ X.
3. Computation of fixed points
Relational algebra offers some simple and elegant ways of describing sets and sets
of sets. In this section, first, we present three possibilities. Then, we show how they can
be used to compute all fixed points of functions on powersets.
3.1. Describing sets and sets of sets with relations
The first description of sets uses vectors, which are relations with v = vL. For v :
X ↔ Y this condition means: Whatever set Z and universal relation L : Y ↔ Z we choose,
an element x ∈ X is either in relationship (vL)xz to no element z ∈ Z or to all elements
z ∈ Z. As for a vector, therefore, the range is irrelevant, we consider in the following
mostly vectors v : X ↔ 1 with a specific singleton set 1 = {⊥} as range and omit in such
cases the second subscript, i.e., write vx instead of vx⊥. A vector v : X ↔ 1 can be consid-
ered as a Boolean matrix with exactly one column, i.e., as a Boolean column vector, and
describes (or: is a description of) the subset {x ∈ X | vx} of X.
A vector v is said to be a point if it is injective and surjective. These properties mean
that it describes a singleton subset of its domain X or an element from X if we identify a
singleton set with the only element it contains. In the Boolean matrix model, hence, a point
v : X ↔ 1 is a Boolean column vector in which exactly one entry is true.
We will use injective mappings as our second way of describing sets. Given an injective
mapping ı : Y ↔ X, we may consider Y as a subset of X by identifying it with its image
under ı. If Y actually is a subset of X and ı is the identity mapping from Y to X, then
the vector ıTL : X ↔ 1 describes Y as a subset of X in the above sense. Clearly, also the
transition in the other direction is possible, i.e., the generation of the injective mapping
inj(v) : Y ↔ X, inj(v)yx :⇐⇒ y = x
from a given vector v : X ↔ 1 describing the subset Y of X. We call inj(v) the injective
mapping generated by v.
As our third possibility to describe sets, we will use the relation-level equivalents of the
set-theoretic symbol “∈”, that is, the membership-relation
M : X ↔ 2X, MxY :⇐⇒ x ∈ Y.
A Boolean matrix representation of the relation M requires exponential space. However, in
[11] a ROBDD-implementation of M is developed the number of vertices of which is linear
in the size of X.
Using Boolean matrix terminology, membership-relations lead to a column-wise descrip-
tion of sets of sets. More specifically, if the vector v : 2X ↔ 1 describes a subset S of 2X in
the above sense, i.e., vY if and only if Y ∈ S for all Y ∈ 2X, then for all x ∈ X and Y ∈ S
we get the equivalence of x ∈ Y and (M inj(v)T)xY . This means that the elements of S are
described precisely by the columns of the relational composition M inj(v)T : X ↔ S.
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Let R : X ↔ X be a quasi-order and v : X ↔ 1 describe a subset Y of X. Combi-
ning the latter fact with some well-known correspondences between relation-algebraic and
logical constructions, we are able to show
x ∈ Y ∧ ∀ y : y ∈ Y → Ryx ⇐⇒ vx ∧ ∀ y : vy → Ryx
⇐⇒ vx ∧ ¬∃ y : vy ∧ RTxy
⇐⇒ vx ∧ (RTv)x
⇐⇒ (v ∩ RTv)x
for all x ∈ X. This calculation implies that the set of greatest elements of Y with respect to
R (note that in the case of quasi-orders greatest elements must not be unique) is described
by the vector
GreEl(R, v) := v ∩ RTv : X ↔ 1.
In Section 4 we will apply this construction to compute largest sets. This means that X
is the powerset 2Y of some set Y , the first argument of the relational function GreEl is the
size-comparison-relation
C : 2Y ↔ 2Y , CAB :⇐⇒ |A| ≤ |B|,
and the second argument of GreEl is a vector describing that subset of 2Y the largest
elements of which we are interested in. ROBDDs allow a very compact implementation
of size-comparison-relations. The number of vertices of the ROBDD representing C is
quadratic in the size of Y ; see [13].
3.2. Computation of fixed points of functions on powersets
In this and the following subsections we fix a non-empty set X and a universe U contai-
ning at least the sets 1 and 2X. By R[X] we denote the set of all relations with domain X
and a range from U. The set X and all sets from U are assumed to be finite. The only reason
for this restriction is that we want to describe algorithms by relation-algebraic expres-
sions that are executable using a system like RELVIEW. It is never applied in a formal
calculation.
Assume a function F : 2X → 2X. Furthermore, let f : R[X] → R[X] be a relational
function such for all R ∈ R[X] the types of R and f (R) coincide. We say that F is mod-
elled by f if f (v) describes F(Y ) for all v : X ↔ 1 and Y ∈ 2X such that v describes Y .
If, in addition, the equivalence
x ∈ F(Y ) ⇐⇒ f (M)xY (1)
holds for the membership-relation M : X ↔ 2X and all x ∈ X and Y ∈ 2X, then the func-
tion F is said to be modelled column-wise by the function f . This means that the set of sets
{F(Y ) | Y ∈ 2X} is described column-wise by the relation f (M) : X ↔ 2X as explained in
Section 3.1.
Our central aim is to develop a vector of type [2X ↔ 1], which describes the set
FF := {Y ∈ 2X | Y = F(Y )} of fixed points of the function F . In doing so, we assume that
F is modelled column-wise by the relational function f and apply, as in the derivation of
the relational function GreEl in Section 3.1, predicate logic and correspondences between
relation-algebraic and logical constructions. For all Y ∈ 2X we calculate as follows, where
the type of the universal vector L introduced in the fifth step is [X ↔ 1]:
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Y = F(Y )
⇐⇒ ∀ x : x ∈ Y ↔ x ∈ F(Y )
⇐⇒ ∀ x : MxY ↔ f (M)xY by (1)
⇐⇒ ∀ x : (MxY → f (M)xY ) ∧ (f (M)xY → MxY )
⇐⇒ ∀ x : (¬MxY ∨ f (M)xY ) ∧ (¬f (M)xY ∨ MxY )
⇐⇒ ¬∃ x : ¬((¬MxY ∨ f (M)xY ) ∧ (¬f (M)xY ∨ MxY )) ∧ Lx
⇐⇒ ¬∃ x : ¬((¬MTYx ∨ f (M)TYx) ∧ (¬f (M)TYx ∨ MTYx)) ∧ Lx
⇐⇒ ¬∃ x : (MT ∪ f (M)T) ∩ (f (M)T ∪ MT)Yx ∧ Lx
⇐⇒ ((MT ∪ f (M)T) ∩ (f (M)T ∪ MT)L)Y .
Now, we remove the subscript Y from the last expression of this calculation following the
vector description of sets (cf. Section 3.1) and apply after that de Morgan’s law and some
well-known rules to exchange transposition of relations with relational composition and
the Boolean operations on relations. This yields the vector description of the set FF as
FixPts(f (M)) : 2X ↔ 1, where the relational function FixPts : [X ↔ 2X] → [2X ↔ 1] is
defined as follows:
FixPts(Q) = LT((M ∩ Q) ∪ (Q ∩ M))T .
Compared with the last expression of the calculation above, in the expression defining
the relational function FixPts only the small universal relation L : X ↔ 1 and a relation
of type [1 ↔ 2X] (a “row vector”) are transposed instead of relations of type [X ↔ 2X].
This is very advantageous in case of a ROBDD-implementation of relational algebra since
here transposition of a relation with domain or range 1 does not affect the ROBDD. Only
domain and range (which in RELVIEW are represented by numbers) are exchanged. See
[13] for details.
From the result of the call FixPts(f (M)) a description of the set FF of all fixed points
as the columns of a relation of type [X ↔ FF ] easily can be obtained using the procedure
described in Section 3.1.
3.3. Calculating relational functions that model column-wise
Given a function F : 2X → 2X, in general the development of the modelling rela-
tional function f follows the strategy we have already applied in Sections 3.1 and 3.2.
One assumes the set Y ∈ 2X to be described by the vector v : X ↔ 1. Starting with the
relationship x ∈ F(Y ) and using correspondences between relation-algebraic and logical
constructions in combination with laws of predicate logic and relational algebra, then one
calculates a relation-algebraic expression E(v) of type [X ↔ 1] such that x ∈ F(Y ) if and
only if E(v)x . Because of this equivalence, F is modelled by
f : R[X] → R[X], f (v) = E(v). (2)
If, in addition, the body E(v) of the relational function f of (2) is constructed following
the grammar1
1 In words this means that the body of f is constructed only with the help of the parameter v, the Boolean
operations on relations, and the specific composition S → RS, where v does not occur in R.
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E ::= v | E | E ∪ E | E ∩ E | R E ,
where R is a relation-algebraic expression free of v, then the function F is even modelled
column-wise by f (and, hence, the relational function FixPts can be applied for computing
F ’s fixed points). In the remainder of this section, we will prove this result. In doing so,
we denote the replacement of v in E(v) by S as E(S) and use the same notation also for
the replacement in sub-expressions of E(v).
Assume x ∈ X and Y ∈ 2X. Furthermore, let the set Y be described by the vector w :
X ↔ 1. (Using set-theoretic notation, w corresponds to the direct product Y × 1.) Since
F is modelled by f , the vector f (w) : X ↔ 1 describes the set F(Y ) ∈ 2X. This implies
that f (w)x and x ∈ F(Y ) are equivalent. Combining this fact with definition (2), property
(1) follows from
E(w)x ⇐⇒ E(M)xY . (3)
To prove (3) for all x ∈ X, Y ∈ 2X, and vector descriptions w : X ↔ 1 of Y , we use induc-
tion on the structure of E(v) given by the above grammar. For the induction base we assume
that E(v) is the parameter v. Then we obtain
wx ⇐⇒ x ∈ Y ⇐⇒ MxY
due to the description of Y by w and the specification of M. This shows the desired result
since the expression E(w) equals w and the expression E(M) equals M. As first case of the
induction step we consider complementation, i.e., assume E(v) to be of the form E ′(v).
Here we have
E ′(w)x ⇐⇒ ¬(E ′(w)x) ⇐⇒ ¬(E ′(M)xY ) ⇐⇒ E ′(M)xY ,
where the induction hypothesis is applied in the second step. In the same way one deals
with union and intersection. There remains the case that E(v) is a composition R E ′(v)
with R being free from v. Here (3) is shown by
(R E ′(w))x ⇐⇒ ∃ y : Rxy ∧ E ′(w)y
⇐⇒ ∃ y : Rxy ∧ E ′(M)yY
⇐⇒ (R E ′(M))xY ,
where the induction hypothesis again is applied in the second step.
4. Applications
This section is devoted to applications. We treat problems from different domains and
demonstrate how to solve them using the method of Section 3.
4.1. Cut completions
Assume (X,R) to be a partially ordered set, i.e., R : X ↔ X to be a partial order. For
a set Y ∈ 2X let Y↓ := {x ∈ X | ∀ y ∈ Y : Rxy} denote the set of its lower bounds and
Y↑ := {x ∈ X | ∀ y ∈ Y : Ryx} denote the set of its upper bounds with respect to R. A
fixed point of the function
F : 2X → 2X, F (Y ) = Y↑↓ (4)
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is called a Dedekind cut of the partially ordered set (X,R). Obviously, for each element
x ∈ X the set [x] := {y ∈ X | Ryx} is a Dedekind cut of (X,R), called the principal cut
generated by x. Now, let C denote the set of all Dedekind cuts of (X,R) and P be the
subset of all principal cuts. Then (C,⊆) is a complete lattice. It is called the cut completion
of (X,R), since it contains (P,⊆) as sub-order and the latter is order-isomorphic to (X,R)
via the injective function σ : X → C, mapping x to the principal cut generated by x.
For developing a relational function f , which models the function F of (4), we assume
a set Y ∈ 2X and a vector description v : X ↔ 1 of Y . Then, we have for all x ∈ X:
x ∈ F(Y ) ⇐⇒ x ∈ Y ↑↓ (4)
⇐⇒ ∀ y : y ∈ Y↑ → Rxy def. lower bound
⇐⇒ ∀ y : (∀ z : z ∈ Y → Rzy) → Rxy def. upper bound
⇐⇒ ∀ y : (∀ z : vz → Rzy) → Rxy v describes Y
⇐⇒ ∀ y : (¬∃ z : vz ∧ Rzy) → Rxy
⇐⇒ ∀ y : (RTv)y → Rxy
⇐⇒ ¬∃ y : (RTv)y ∧ Rxy
⇐⇒ (R RTv)x.
This calculation suggests to define f by f (v) = R RTv. By virtue of the criterion shown
in Section 3.3, the function F is even modelled column-wise by f . As a consequence, the
vector
Cut(R) :=FixPts(R RTM) : 2X ↔ 1
describes the set C and
CutList(R) :=M inj(Cut(R))T : X ↔ C
is a column-wise description of C. Note that in both cases M stands for the membership-
relation of type [X ↔ 2X].
Dedekind cuts are ordered by inclusion. Using the component-wise specification of right
residuals in Section 2 in combination with the equivalence of x ∈ Y and CutList(R)xY , we
are able to show
Y ⊆ Z ⇐⇒ ∀ x : x ∈ Y → x ∈ Z ⇐⇒ (CutList(R) \ CutList(R))YZ
for all Dedekind cuts Y,Z. An immediate consequence of this property is the relation-
algebraic version
CutOrd(R) := CutList(R) \ CutList(R) : C ↔ C
of the inclusion order on C. Also the embedding of (X,R) into its cut completion (C,⊆)
can be formulated quite easily using relational algebra. Given x ∈ X and Y ∈ C, we obtain
[x] = Y ⇐⇒ ∀ y : Ryx ↔ y ∈ Y ⇐⇒ syq(R, cutset(R))xY ,
where the first step uses the definition of principal cuts and the second step applies the
component-wise specification of symmetric quotients in Section 2 and the equivalence of
y ∈ Y and CutList(R)yY . This leads to
Embedding(R) := syq(R, CutList(R)) : X ↔ C
as relation-algebraic version of the embedding function σ : X → C.
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4.2. Perfect matchings and permanents of 0/1-matrices
We now concentrate on an important problem concerning 0/1-matrices. Let A :=
(aij )1≤i,j≤n be a n × n 0/1-matrix. The permanent of A is defined as
per(A) :=
∑
π
n∏
i=1
ai,π(i),
where the sum is over all permutations π on the set {1, . . . , n}. This number has an
important graph–theoretic interpretation. If we consider the bipartite undirected graph
gA = (V ,E) with {1, . . . , 2n} as set V of vertices and the set E of edges defined by
{x, y} ∈ E if and only if 1 ≤ x ≤ n < y ≤ 2n and ax,y−n = 1, then it is not hard to verify
that per(A) equals the number of perfect matchings of gA. This property is the base of
Sinclair’s well-known approximation algorithm [10,15], which can be seen as a starting
point of approximative counting, and also of our (exact) computation of per(A).
A matching of an undirected graph is a set of edges such that no two distinct edges
have a vertex in common. It is called perfect if, in addition, every vertex of the graph is
contained in precisely one of its edges. In the case of gA this means that the set of perfect
matchings coincides with the set of maximum2 matchings if and only if n is the cardinality
of the maximum matchings. If, however, each maximum matching M of gA has cardinality
|M| < n, then gA has no perfect matching.
For computing all matchings of gA by means of the relational function FixPts, we
assume that gA is represented by its incidence relation R : V ↔ E, which describes the
set E column-wise. That is, for all x ∈ V and a ∈ E we have Rxa if and only if x ∈ a. For
reasons of simplification, furthermore, we consider K :=RTR ∩ I : E ↔ E, in [14] called
edge-adjacency relation.
Now, assume Y ∈ 2E to be a set of edges. Then Y is a matching of gA if and only if Kab
for all a, b ∈ Y . This, in turn, is equivalent to Y being a subset of {a ∈ E | ∀ b ∈ Y : Kab}.
The desired fixed point representation is an immediate consequence of this property: the
set of all matchings of gA is given precisely by the set of all fixed points of the function
F : 2E → 2E, F (Y ) = Y ∩ {a ∈ E | ∀ b ∈ Y : Kab}. (5)
It is not hard to calculate from definition (5) a relational function f , which models F . If
the vector v : E ↔ 1 describes the set Y ∈ 2E , then we have
a ∈ F(Y ) ⇐⇒ a ∈ Y ∧ ∀ b ∈ Y : Kab (5)⇐⇒ va ∧ ∀ b : vb → Kab v describes Y⇐⇒ va ∧ ¬∃ b : vb ∧ Kab⇐⇒ va ∧ (Kv)a⇐⇒ (v ∩ Kv)a
for all a ∈ E, yielding the definition f (v) = v ∩ Kv. This function even models F col-
umn-wise due to the criterion of Section 3.3. Hence, using the membership-relation M :
E ↔ 2E and the definition of the relation K we get FixPts(M ∩ (RTR ∩ I)M) : 2E ↔ 1 as
vector description of the set of all matchings of gA. From this, the following application
of the relational function GreEl, where the first argument is the size-comparison-relation
on 2E , yields a vector that describes the set of all maximum matchings of gA:
MaxMatch(R) :=GreEl(C, FixPts(M ∩ (RTR ∩ I)M)) : 2E ↔ 1.
2 As usual, “maximum” means a largest set with respect to cardinality. If a set is a largest one with respect to
inclusion, it is called “maximal”.
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As already mentioned, per(A) equals the cardinality of this vector (in Boolean matrix
terminology: the number of its true-entries) if each element (i.e., maximum matching) from
the subset M of 2E it describes has cardinality n. Otherwise, per(A) = 0. RELVIEW is able
to compute cardinalities of relations. Using the system, also the test that all matchings of
the set M consist of n edges easily can be performed as follows: First, one takes some point
p : 2E ↔ 1 contained in the vector MaxMatch(R). It describes a single maximum match-
ing M of the graph gA. After this selection one computes Mp : E ↔ 1, with M : E ↔ 2E
as membership-relation. Since for all edges a ∈ E we have the equivalence
(Mp)a ⇐⇒ ∃Z : MaZ ∧ pZ ⇐⇒ ∃Z : a ∈ Z ∧ Z = M ⇐⇒ a ∈ M,
the vector Mp describes M , too, and a comparison of its cardinality with n yields the
desired result.
4.3. Independence numbers and some further graph-parameters
In Section 4.2 we have shown how to compute matchings and the size of maximum
matchings. This so-called matching number ν(g) of an undirected graph g is an important
graph-parameter. Further important graph-parameters are, for example, the cardinality of
all maximum independent sets of vertices (independence number α(g)), of all maximum
cliques (clique number ω(g)), of all minimum vertex covers (vertex cover number τ(g)),
and of all minimum colourings (chromatic number χ(g)). In the following, we show how
to compute these numbers using our approach. In doing so, we assume the undirected and
loop-free graph g = (V ,E) to be represented by its symmetric and irreflexive adjacency
relation R : V ↔ V . That is, we suppose for all x, y ∈ V that Rxy if and only if {x, y} ∈ E.
First, we investigate the computation of the independence number α(g). A set Y ∈ 2V is
independent if no pair of distinct vertices x, y ∈ Y is connected via an edge. This property
holds precisely if the set {x ∈ V | ∃ y ∈ Y : Rxy} is contained in the complement of Y .
Because of this inclusion it is obvious that a set is independent if and only if it is a fixed
point of
F : 2V → 2V , F (Y ) = Y ∩ {x ∈ V | ∀ y ∈ Y : Rxy}. (6)
This function is very similar to the function of (5); only the set E and the relation K are
replaced by V and R, respectively. As a consequence, F is modelled column-wise by the
relational function f (v) = v ∩ Rv. This yields
MaxInd(R) :=GreEl(C, FixPts(M ∩ RM)) : 2V ↔ 1
as vector description of the set of all maximum independent sets of g, where the member-
ship-relation M has type [V ↔ 2V ] and the size-comparison-relation C has type [2V ↔ 2V ].
As shown at the end of Section 4.2, by means of a point p ⊆ MaxInd(R) the independence
number α(g) is obtained as cardinality of Mp : V ↔ 1, i.e., as number of true-entries of
this vector.
The similarity of the functions of (5) and (6) is caused by the fact that M is a matching of
g if and only if it is independent in g’s line-graph (where the vertices are the edges of g and
two edges of g form an edge in the line graph if and only if they are distinct and have a ver-
tex of g in common). Also the computation of all cliques of g can be reduced to the compu-
tation of all independent sets, since Y ∈ 2V is a clique of g if and only if it is independent in
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its complement g = (V ,E), where E := {{x, y} | x, y ∈ V, x = y, {x, y} /∈ E}. The adja-
cency relation of g is R ∪ I. Hence, the vector
MaxClique(R) := GreEl(C, FixPts(M ∩ R ∪ I M)) : 2V ↔ 1
describes the set of all maximum cliques of the graph g and the clique number ω(g) equals
the cardinality of the vector Mp : V ↔ 1, where p is some point contained in the vector
MaxClique(R).
The correspondence between independent sets and cliques is well-known in complexity
theory and in textbooks often applied for reducing one problem to the other when proving
NP-completeness. Also the vertex-cover-problem has the same complexity: it is known
that a set Y ∈ 2V is a (minimum) vertex cover of the graph g if and only if its complement
V \ Y is a (maximum) independent set of g. Using this fact and the membership-relation
M : V ↔ 2V , we can compute the vertex cover number τ(g) by selecting a point p ⊆
MaxInd(R) and determining after that the cardinality of Mp : V ↔ 1, since this vector
describes a single minimum vertex cover of g.
Finally, we tackle the chromatic number problem. Our relation-algebraic solution is the
elaboration of a remark made in [9, p. 347]. Its first step is the column-wise description
of all maximal independent sets of g. We start with the fact that if Y ∈ 2V is a maximal
independent set of g, then for all x ∈ Y there exists y ∈ Y such that Rxy . That is, the
complement of Y is contained in {x ∈ V | ∃ y ∈ Y : Rxy}. As already shown, the converse
inclusion characterises independence of Y . Hence, the maximal independent sets of g, also
known as its kernels [14], coincide with the fixed points of
F : 2V → 2V , F (Y ) = {x ∈ V | ¬∃ y ∈ Y : Rxy}. (7)
It is an easy exercise to verify that F is modelled column-wise by the relational function
f (v) = Rv. This yields FixPts(RM) : V ↔ 1 as vector description of the set K ⊆ 2E of all
kernels of g and, hence,
KernelList(R) :=M inj(FixPts(RM))T : V ↔ K
as column-wise description of K.
In the next step we consider the set system (V ,K) and a minimum set cover S :=
{X1, . . . , Xk} ⊆ K of it. That is, V =⋃ki=1 Xi and there is no collection of less than k sets
from K with the same property. The existence of a set cover of (V ,K) follows from the fact
that each set of K is maximal independent, hence each vertex is contained in at least one
set from K due to the independence of singleton sets.
If we define the sets Yj := Xj \⋃j−1i=1 Xi , 1 ≤ j ≤ k, then the collection C :={Y1, . . . , Yk} gives rise to a minimum colouring of g. Here is the proof. C is a partition of
V : property V =⋃ki=1 Yi is obvious, the same holds for Yi ∩ Yj = ∅ if i = j , and, finally,
if a set Yj would be empty, then this would imply Xj ⊆⋃j−1i=1 Xi , which contradicts that
S is a minimum set cover. C defines a colouring: for all j, 1 ≤ j ≤ k, no pair of distinct
vertices x, y ∈ Yj is connected via an edge, because of the independence of Xj and, hence,
its subset Yj . This colouring is minimum: each colouring of the graph g with less than k
colours would lead to a set cover of (V ,K) smaller than S.
Summing up: the chromatic number of g equals the cardinality of a minimum set cover
of (V ,K). Due to this result, our next task is to develop a vector description of the set of
all set covers of (V ,K). In doing so, we suppose S : V ↔ K to be the result of the call
KernelList(R), i.e., assume the equivalence of SxY and x ∈ Y for all x ∈ V and Y ∈ K.
This allows to proceed for all X ∈ 2K as follows:
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V =⋃Y∈X Y ⇐⇒ ∀ x ∈ V : ∃Y ∈ X : x ∈ Y
⇐⇒ ∀ x : ∃Y : MYX ∧ SxY M : K ↔ 2K
⇐⇒ ∀ x : (SM)xX
⇐⇒ ¬∃ x : SMTXx ∧ Lx L : V ↔ 1
⇐⇒ (SMTL)X.
From the last expression we get LTSM
T : 2K ↔ 1 as vector description of the set of all set
covers of (V ,K), if we apply again the technique of Section 3.2 to avoid the transposition
of SM. For getting the chromatic number of g it remains, finally, to compute the minimum
set covers via
MinSetcover(S) :=GreEl(CT, LTSMT) : 2K ↔ 1
(C is the size-comparison relation on 2K), to select a point p contained in this vector, and
to count the number of true-entries of the vector Mp : K ↔ 1.
If S is the subset of K described by Mp, then the relational composition S inj(Mp)T :
V ↔ S describes S column-wise. That is, the columns of this relation constitute a min-
imum set cover of (V ,K). As shown above, a column-wise description of a minimum
colouring is obtained by scanning S inj(Mp)T row by row, thereby changing in row j all
those true-entries to false, which already occur in a row i < j .
5. Implementation and experimental results
RELVIEW [2,1] is a visual computer system for the manipulation of relations and rela-
tional programming. The system uses a sophisticated and very efficient implementation
of relations via ROBDDs, which has been developed in the course of the Ph.D. theses
[11,13]. This allows also very large relations in computations, especially the membership-
and size-comparison-relations, which form the base of our developments in Sections 3
and 4.
The user of RELVIEW can manipulate and analyse relations by pre-defined operations
and tests and depict the results of computations as Boolean matrices or graphs, where vari-
ous labelling mechanisms are available in addition. All relational constants and operations
we have mentioned in the previous sections are available in the language of RELVIEW.
This functionality can be accessed through command buttons and simple mouse-clicks.
But the usual way is to combine them into relation-algebraic expressions and user-defined
relational functions and programs, respectively.
Each of the relational functions we have presented so far easily can be translated into
the language of RELVIEW. We give three examples. The main function FixPts of Section
3.2 becomes the following RELVIEW-program:
FixPts(Q)
DECL L, M
BEG L = Ln1(Q);
M = epsi(L)
RETURN -(L^ * ((M & -Q) | (Q & -M)))^
END.
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A formulation of the function MaxClique for determining the vector description of all
maximum cliques in RELVIEW-syntax looks as follows:
MaxClique(R)
DECL I, M, C
BEG I = I(R);
M = epsi(O(R));
C = cardrel(O(R))
RETURN GreEl(C,FixPts(M & -(-(R | I) * M)))
END.
Finally, the computation of a single maximum clique is done by executing the following
RELVIEW-program:
SingleMaxClique(R)
DECL M, p
BEG M = epsi(O(R));
p = point(MaxClique(R))
RETURN M * p
END.
In these programs the operations O and I compute an empty relation and an identity rela-
tion of the same type as their arguments, respectively, Ln1 yields a universal vector the
domain of which is the domain of the argument and the range of which is 1, point selects a
point contained in a non-empty vector, and epsi and cardrel determine the membership-
relation M : X ↔ 2X and the size-comparison-relation C : 2X ↔ 2X, respectively, if the
argument is a vector with domain X. All these operations are pre-defined.
RELVIEW allows generating uniform random relations, also of specific kind like circuit-
free random relations or random permutations (i.e., injective and surjective mappings). The
underlying algorithms are described in detail in [13]. It is additionally possible to specify
the random relations’ densities, in Boolean matrix terminology: the probability of a single
entry to be true. Based on this feature, a lot of experiments have been carried out with
random relations of various sizes and with various densities on a Sun-Fire 880 workstation
running Solaris 9 at 750 MHz and with 32 GB of main memory. Apart from computing per-
manents and minimum colourings, small inputs turned out to be harmless. But, as already
mentioned in Section 1, the experiments also showed that our approach often works suffi-
ciently well even in the case of inputs of medium size due to the ROBDD-implementation
of relational algebra.
Especially, this holds for the computation of maximum cliques and maximum inde-
pendent sets. To prove this fact, Fig. 1 shows some experimental results for randomly
generated symmetric and irreflexive adjacency relations. In it, the number N of vertices
of the random graph is listed on the x-axis and the time (in seconds) needed to execute
MaxClique is listed on the y-axis. The four curves have been obtained by varying N from
50 to 500 by steps of 50 vertices and the probability of a pair {x, y} to be an edge of a
graph from 10% to 25% by steps of 5%. We performed at least 20 experiments for each N
and each density and computed in all cases the arithmetic mean of the execution times.
Because of lack of memory, in the case of 25% density we have not been able to
deal with N > 300 vertices. If, however, we restricted us to more sparse graphs, larger
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Fig. 1. Experimental results for maximum cliques.
numbers of vertices could be treated successfully. To give an impression of the behaviour of
MaxClique, N = 700 and a density of 10% led to approximately 12–15 min execution time
and, for the same density, N = 900 led to roughly 60–80 min.
The RELVIEW-program implementing the relational function MaxInd of Section 4.3
behaves just the other way round than program MaxClique: the denser the graph the less
time and storage is needed for its execution. E.g., computing the 92 solutions of the 8-
queens-problem takes 12 s (the underlying undirected graph possesses 748 of all possible
2016 edges, i.e., 37%).
As already mentioned, the results of Section 4 allow computing permanents and mini-
mum colourings only for small inputs. Here the problems are caused by the intermediate
results. This becomes obvious by the following example. Our experiments have shown that
a uniform randomly generated graph with 20 vertices and a density of 20% has 86 kernels
in the average. Boolean 20 × 86 matrices are no serious problem for a RELVIEW-imple-
mentation of MinSetcover. However, Boolean 30 × 678 matrices are, and such matrices
appeared in the average for graphs with 30 vertices and 20% density during our experi-
ments.
6. Conclusion
We have used relational algebra for describing sets and sets of sets and have shown how
to compute all fixed points of functions on powersets if they are modelled column-wise by
their relational counterparts. Some applications from different problem domains have been
presented, including results of the practical experiments with the RELVIEW system.
The key step of our method is the calculation of the body of the relational function
f from the definition of F . Experience with numerous examples has taught us that in
many cases the derivation of a relation-algebraic description from a logical specification is
of acceptable complexity for people with background in formal logic, relational algebra,
and calculational methods. Of course, there are situations where this process requires a
lot of creativity, especially if direct products and projections have to be introduced. From
a theoretical point of view their use may be unavoidable since the expressive power of
relational algebra without products is less than that of first-order logic. But, fortunately,
these cases are rare in practice.
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Besides the applications described in the paper, we have investigated some further
problems. For instance, we have been able to enumerate the vertex sets of all elementary
chord-free circuits of a directed graph using that they form the minimal successor-closed
sets. Among other things, this allows solving the well-known feedback-vertex-problem—
at present, because of the very large ROBDD of the set inclusion relation, however only
for small graphs. Another example is the computation of all minimum absorbant sets of
a directed graph. This helps solving a problem that is dual to the well-known 8-queens-
problem in the same sense as the independence/stability condition v = v ∩ Rv of a vector
is dual to its absorptiveness v = v ∪ Rv; see also [14]. The question is: how can the entire
chess board be threatened by as few queens as possible and how many solutions do exist?
RELVIEW needs only some seconds to compute the answer: 5 queens suffice and there are
exactly 4860 different possibilities to place them so that in each case the entire chess board
is threatened.
Presently we apply relational algebra and the RELVIEW system for model checking
of modal logics. Here fixed points are to compute e.g., when evaluating modal formulae
the meaning of which is described with the help of them or when computing closures.
The later task appears in the so-called correspondence theory. There are cases where the
relation-algebraic properties satisfied by an accessibility relation lead to a closure system C
the induced closure operator R →⋂{S ∈ C | R ⊆ S} of which can be specified via fixed
points.
Besides this novel use of RELVIEW, our future work mainly concentrates on two do-
mains. First, we want to re-investigate the problems for which we know that the present
solutions use intermediate results with very large ROBDDs. Our hope is to find solutions
which avoid this drawback and are applicable also in the case of sets of medium size.
The second domain is motivated by the so-called lectic enumeration of formal concepts
in [6] (which, in the special case of a partial order, corresponds to the enumeration of
all Dedekind cuts in a specific lexicographic order). The algorithm of [6] only uses that
F(Y ) = Y↑↓ is a closure operator and, indeed, constitutes an algorithm that determines
all fixed points of such specific functions (see e.g., [7]). A relational formulation of the
algorithm is straightforward. Apart from very bad cases it works much more efficient than
the method of Section 4.1. Our hope is to find also for other specific classes of functions
on powersets more efficient relation-algebraic methods for computing all fixed points. First
candidates are antitone functions F , since in this case the search space can be reduced to
the interval between the least and greatest fixed point of F ◦ F .
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