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We derive central limit theorems for the Wasserstein distance between the empir-
ical distributions of Gaussian samples. The cases are distinguished whether the
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1. Introduction
Let P,Q be in M1(Rd), the probability measures on Rd. Consider pii :
Rd × Rd → R, x = (x1, x2) 7→ xi, i = 1, 2, the projections on the first or the
second d-dimensional vector, and define
Π(P,Q) = {µ ∈M1(Rd × Rd) : µ ◦ pi−11 = P, µ ◦ pi−12 = Q}
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as the set of probability measures on Rd × Rd with marginals P and Q. Then
for p ≥ 1 we define the p-Wasserstein distance as
Wp(P,Q) := inf
µ∈Π(P,Q)
(∫
R2d
||x− y||p µ(dx, dy)
)1/p
.(1)
There is a variety of interpretations and equivalent definitions ofWp, for example
as a mass transport problem; we refer the reader for extensive overviews to
Villani [47] and Rachev and Ru¨schendorf [37].
In this paper we are concerned with the statistical task of estimatingWp(P,Q)
from given data X1, . . . , Xn ∼ P i.i.d. (and possibly also from data Y1, . . . , Ym ∼
Q i.i.d.) and with the investigation of certain characteristics of this estimate
which are relevant for inferential purposes. Replacing P by the empirical mea-
sure Pn associated with X1, . . . , Xn yields the empirical Wasserstein distance
Ŵp,n := Ŵp(Pn,Q) which provides a natural estimate of Wp(P,Q) for a given
Q. Similarly, define Ŵp,n,m := Ŵp(Pn,Qm) in the two sample case. For inferen-
tial purposes (e.g. testing or confidence intervals forWp(P,Q)) it is of particular
relevance to investigate the (asymptotic) distribution of the empirical Wasser-
stein distance.
This is meanwhile well understood for measures P,Q on the real line R
as in this case an explicit representation of the Wasserstein distance (and its
empirical counterpart) exists (see e.g. [22, 28, 30, 32, 33, 44])
Wpp (P,Q) =
∫
[0,1]
|F−1(t)−G−1(t)|p dt.(2)
Here, F (x) = P((−∞, x]) and G(x) = Q((−∞, x]) for x ∈ R denote the c.d.f.s
of P and Q, respectively, and F−1 and G−1 its inverse quantile functions. Now,
Ŵp,n is defined as in (2) with F−1 replaced by the empirical quantile function
F−1n , and the representation (2) can be used to derive limit theorems based on
the underlying quantile process
√
n(F−1n −F−1). These results require a scaling
rate (an)n∈N such that the laws
(3) an
(
Ŵpp (Pn,Q)−Wpp (P,Q) + bn
)
, as n→∞
(for some centering sequence (bn)n∈N) converge weakly to a (non-degenerate)
limit distribution. Depending on whether F = G as well as on the tail behavior
of the distributions F and G we find ourselves in different asymptotic regimes.
Roughly speaking, when F = G (i.e. P = Q, Wp(P,Q) = 0), an = n is the
proper scaling rate, i.e. the limit is of second order and given by a weighted
sum of χ2 laws (see e.g. [13, 14]). In general, bn depends on the tail behavior
of F . In contrast, when F 6= G, i.e. Wpp (P,Q) > 0 for an =
√
n, bn = 0 the
limit is of first order and
√
n(Ŵp(Pn,Q)−Wp(P,Q)) is asymptotically normal
(see [23, 34]) under appropriate tail conditions. Various applications of these
and related distributional results, e.g. for trimmed versions of the Wasserstein
distance, include the comparison of distributions and goodness of fit testing
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([3, 12, 24, 34]), template registration (Section 4 in [1, 7]), bioequivalence testing
([23]), atmospheric research ([49]), or large scale microscopy imaging ([39]).
In contrast to the real line (d = 1), up to now limiting results as in (3)
remain elusive for Rd, d ≥ 2. However, see [2] and [18] for almost sure limit
results and [21] for moment bounds on Ŵp,n. Already the planar case d = 2 is
remarkably challenging ([2]). One difficulty is that no simple characterization as
in (2) via the (empirical) c.d.f’s exists anymore. In particular, the couplings for
which the infimum in (1) is attained are much more involved, see e.g. [31, 38].
We will come back to this in the context of our subsequent results later on.
In this article we aim to shed some light on the case d ≥ 2 by further
restricting the possible measures P,Q to the Gaussians (and more generally to
elliptical distributions). Here, a well known explicit representation of Wp(P,Q)
can be used (see e.g. [19], [36], [25]) which allows one to obtain explicit limit
theorems again. The Gaussian case is of particular interest as it provides, as
shown in [25], a universal lower bound for any pair (P,Q) having the same
moments (expectation and covariance) as the Gaussian law, see also [9].
Limit laws for the Gaussian Wasserstein distance. More specifically, from now
on let the laws P,Q ∈M1(Rd) be in the class of d-variate normals, i.e.
(4) P ∼ N(µ,Σ) and Q ∼ N(ν,Ξ) for some µ, ν ∈ Rd, Σ,Ξ ∈ S+(Rd),
the symmetric, positive definite, d-dimensional matrices. From now on we will
also restrict to p = 2. In this case the Wasserstein distance between N(µ,Σ)
and N(ν,Ξ) is computed as (see [19, 27, 36])
(5) GW :=W22 (P,Q) = ‖µ− ν‖2 + tr(Σ) + tr(Ξ)− 2 tr
[[
Σ1/2ΞΣ1/2
]1/2]
.
Here, tr refers to the trace of a matrix and its square root is defined in the usual
spectral way. The norm ‖ · ‖ is the Euclidean norm with corresponding scalar
product denoted by 〈·, ·〉. Now, if we replace P with the empirical measure Pn
and read µ and Σ as a functional of P, we obtain the empirical Wasserstein
estimator ĜWn restricted to the d-dimensional Gaussian measures as
(6)
ĜWn = ĜWn(X1, . . . , Xn,Q)
: =W22
(
N(µˆn, Σˆn), N(ν,Ξ)
)
= ‖µˆ− ν‖2 + tr(Σˆ) + tr(Ξ)− 2 tr
[[
Σˆ1/2ΞΣˆ1/2
]1/2]
.
Similar to the case of the general empirical Wasserstein distance for d = 1
we find in the following that the asymptotic behavior differs whether P = Q,
i.e. µ = ν and Σ = Ξ or P 6= Q. Let us start with the latter case which turns out
to be simpler. We show in Theorem 2.1, whenever P 6= Q, i.e. µ 6= ν or Σ 6= Ξ
a limit theorem as in (3) holds with an = n
1/2 and bn = 0, i.e. as n→∞,
(7)
√
n
(
W22
(
N(µˆn, Σˆn),Q
)
−W22 (P,Q)
)
⇒ N(0, υ2).
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Here the asymptotic variance can be explicitly computed as
υ2 = 4(ν − µ)tΣ(ν − µ) + 2 tr(Σ2 + ΣΞ)− 4
d∑
k=1
κ
1/2
k r
t
kΞ
−1/2ΣΞ1/2rk,(8)
where {(κk, rk) : k = 1, . . . , d} denotes the eigendecomposition of the symmetric
matrix Ξ1/2ΣΞ1/2 into orthonormal eigenpairs (consisting of eigenvalues and
eigenvectors). Here and in the following we denote by t the transpose of a vector
(or matrix). We will also treat the two sample case (Theorem 2.2), where Q is
additionally estimated under the Gaussian restriction by a second independent
sample. In this case, the eigendecomposition of Σ itself given by {(λl, pl) :
l = 1, . . . , d} additionally occurs in the limiting variance, which disappears for
distinct eigenvalues of Σ, however.
Our proof relies on the Fre´chet differentiability of the Wasserstein-distance
in the Gaussian case (see Theorem 2.4) together with a Delta method (Theo-
rem 4.1). The formula for the Gaussian Wasserstein distance (5) can be seen
as a (non-linear) functional of symmetric operators. The proof of its Fre´chet
differentiability is based on the second order perturbation of a general compact
Hermitian operator (see Corollary B.2); this result is of interest on its own. In a
similar way we treat the case P = Q. Here, the first derivative vanishes and we
show that the asymptotic distribution is determined by the Fre´chet derivative
of second order. This gives for an = n and bn = 0 a non-degenerate limit which
can be characterized as a quadratic functional of a Gaussian r.v., see Theorem
2.3. Note that all scaling rates are independent of the dimension d (d enters
in the constants, though) and coincide with those for dimension d = 1 for the
general empirical Wasserstein distance based on (2).
Comparison to known results in d ≥ 2. Although distributional results of Ŵp,n
are not known for d ≥ 2 it is illustrative to discuss our limit results in the light
of some known results on bounds of the moments of Ŵp,n and a.s. limits. We
will restrict to p = 2, since our results apply only to that case.
A particularly well understood case for P = Q is the uniform distribution
on the d-dimensional hypercube, see [2], [42] and [18]. In [18] it is shown that
cnW22 (Pn,P) → λ almost surely for a certain λ ∈ (0,∞) and cn = n2/d when
d ≥ 3. To the best of our knowledge a finer distributional asymptotics in the
sense of
(9) an(W22 (Pn,P) + bn)⇒ Z
for bn = −λ/cn with non-degenerated r.v. Z is not known. If it existed, it would
require cn = o(an). Our Theorem 2.3 affirms the existence of the limit in (9)
for the Gaussian Wasserstein estimator with an = n and bn = 0. The fact that
an = n grows faster than cn = n
2/d for d ≥ 3 was expected by the previous
argument. Similar argumentation holds for the result in [2] where upper and
lower almost sure bounds λ1 < λ2 ∈ (0,∞) are given for cn = n/(log n)2. To
subsume the comparison to the almost sure results: our rate an = n is in the
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range of possible rates, i.e. 1/an = o(1/cn), which may be expected for non-
trivial distributional limit results. Recall, however, that we are not proving a
limit as in (9), but in the sense of (7), where W22 (Pn,Q) is replaced by ĜWn.
It is also interesting to compare our rate for P = Q to moment bounds. In
[21] upper bounds are given for E[W22 (Pn,P)] when P is a measure with finite
moments of any order (recall that Gaussian distributions have moments of any
order). They obtain that dnE[W22 (P,P)] ≤ C for a constant C <∞ if dn = n2/d
for d ≥ 5, dn = n1/2 for d ≤ 3 and dn = n1/2(log(1 + n))−1 for d = 4. All those
results are consistent with our result in the sense that lim supn→∞ dn/an <∞.
So far we have only discussed the case P = Q. The literature on the case
P 6= Q is much scarcer. For the case d = 1, [34] obtain in situations comparable
to ours also asymptotical normality for an = n
1/2 and bn = 0. This is the same
scaling rate as the one observed in our case. For higher dimensions we do not
know of any explicit results. Theorem 3.9 in [15] gives a result which is similar
to (7) except that their setting deals with an incomplete transport problem.
Their rate for d ≥ 1 is also an = n1/2 and they obtain that the left hand side of
the corresponding version of (7) is bounded in probability. In particular, they
do not state an explicit limit law as we can give it in our special situation.
To the best of our knowledge, other results are not yet available for the case
P 6= Q in higher dimensions.
Elliptical distributions. It is possible to generalizate the result in (7) beyond
the class of Gaussian distributions. As [25] showed in Theorems 2.1 and 2.4,
formula (5) holds for more general classes of distributions (with appropriate
modifications); i.e. elliptically symmetric probability measures. We comment
on this generalization in Remark 2.4.
Statistical Applications: Inference and Bootstrap. A bootstrap limiting result
follows immediately from our proof as well. For the case of P and Q being differ-
ent the first order term in the Fre´chet expansion determines the asymptotics and
an n out of n bootstrap is valid (see e.g. [45]). Other resampling schemes, such
as a parametric bootstrap can be applied as well (see e.g. [41]). When P = Q
the second order Fre´chet derivative matters and one has to resample fewer than
n observations, i.e. o(n) (see e.g. [6]) to obtain bootstrap consistency. As the
limiting laws are rather complicated, bootstrap seems to be a reasonable option
for practical purposes, e.g. confidence intervals for the Wasserstein distance in
the Gaussian case can be obtained from this [11, 41]. We provide more de-
tails on bootstrapping the Gaussian Wasserstein distance and an application to
structure determination of proteins in Section 2.3.
The paper is organized as follows. In Section 2.1, we present the main results
on the asymptotic distribution in the one and two sample case and in Section 2.2
we provide the main results on Fre´chet differentiability of the underlying func-
tional. Next, we give two applications, one theoretical application regarding the
bootstrap in Section 2.3 and a practical one regarding a data example for the
positions of amino acids in a protein in Section 3. In Section 4 we present the
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proofs of the main theorems. Finally, the appendix comprises some required
facts and technical results on functional differentiation.
2. Main Results
2.1. Limit laws for the Gaussian Wasserstein distance
This section contains the three main results on convergence of the empirical
Wasserstein distance estimator ĜWn defined in (6). The first two theorems
present the case where P 6= Q and the last one states the result for P = Q.
Suppose now that P 6= Q are both Gaussian distributions as in (4). We
denote their Wasserstein distance by GW := GW(P,Q). Suppose we have inde-
pendent samples from these different distributions. Then we obtain the following
result.
Theorem 2.1 (Asymptotics for the empirical Wasserstein distance in the one
sample case, P 6= Q). Let P 6= Q in M1(Rd) be Gaussian, P ∼ N(µ,Σ),Q ∼
N(ν,Ξ) with Σ and Ξ having full rank. Let X1, . . . , Xn
i.i.d.∼ N(µ,Σ) and con-
sider the Gaussian Wasserstein estimator ĜWn from (6). Then as n → ∞,
(10)
√
n
(
ĜWn − GW
)
⇒ N(0, υ2)
where
(11)
υ2 = 4(ν − µ)tΣ(ν − µ) + 2 tr (Σ2)+ 2 tr (ΣΞ)
− 4
d∑
k=1
κ
1/2
k r
t
kΞ
−1/2ΣΞ1/2rk.
Here, {(κk, rk) : k = 1, . . . , d} denotes the eigendecomposition of the symmetric
matrix Ξ1/2ΣΞ1/2 into orthonormal eigenpairs (consisting of eigenvalues and
eigenvectors).
In many practical applications we may not have direct access to the param-
eters of the distribution Q = N(ν,Ξ) and we merely have a sample from that
distribution. The generalization of the estimator from (6) for the two sample
case is given as
(12) ĜWn,m(X1, . . . , Xn, Y1, . . . , Ym) :=W22
(
N(µˆn, Σˆn), N(νˆm, Ξˆm)
)
.
The following result is the two sample analogue to Theorem 2.1.
Theorem 2.2 (Asymptotics for the empirical Wasserstein distance in two sam-
ple case, P 6= Q). Let P 6= Q inM1(Rd) be Gaussian, P ∼ N(µ,Σ),Q ∼ N(ν,Ξ)
with Σ and Ξ having full rank. Let n ∈ N and m = m(n) ∈ N such that
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n/m(n)→ a/(1−a) as n→∞ for a certain a ∈ (0, 1). Consider the i.i.d. sam-
ples (X1, . . . , Xn) and (Y1, . . . , Ym) with joint law P and Q, respectively. Then
as n→∞,
(13)
√
mn
m+ n
(
ĜWn,m − GW
)
⇒ N(0, $2),
where
$2 = 4(ν − µ)t((1− a)Σ + aΞ)(ν − µ) + 2 tr((1− a)Σ2 + aΞ2)(14)
+ 2a tr(ΣΞ)− 4
d∑
k=1
κ
1/2
k q
t
k((1− a)Σ + aΣ−1/2ΞΣ1/2)qk
− 2(1− a)
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
d∑
j=1
j 6=i,λi=λj
qtlpip
t
iqkq
t
lpjp
t
jqk.
Here, {(κl, ql) : l = 1, . . . , d} denotes the eigendecomposition of the symmetric
matrix Σ1/2ΞΣ1/2 into orthonormal eigenpairs (consisting of eigenvalues and
eigenvectors) and {(λl, pl) : l = 1, . . . , d} is the eigendecomposition of Σ.
Remark 2.1 (Distinct eigenvalues of Σ). We note that the last term of (14)
disappears if all eigenvalues λl, l = 1, . . . , d of Σ are distinct.
Remark 2.2 (Commutative case ΣΞ = ΞΣ). In this case, we can choose the
eigenbasis of Σ and Ξ to be the same, which is thus also an eigenbasis of
Σ1/2ΞΣ1/2 implying that ptiql = δil. Denoting by λ
′
k the eigenvalues of Ξ we
have that λkλ
′
k = κk. Using this, we see that the last term of (14) disappears.
For a = 1/2 the last term of (11) and the second and third last term of (14) sim-
plify to −4 tr((Σ1/2ΞΣ1/2)1/2Σ) and −4 tr((Σ1/2ΞΣ1/2)1/2(Σ+Ξ)), respectively.
Thus, in this case for our two previous theorems the following simplifications
apply
υ2 = 4(ν − µ)tΣ(ν − µ) + 2 tr
(
Σ(Σ1/2 − Ξ1/2)2
)
,
$2 = 4(ν − µ)t(Σ + Ξ)(ν − µ) + 2 tr
(
Σ(Σ1/2 − Ξ1/2)2
)
+ 2 tr
(
Ξ(Ξ1/2 − Σ1/2)2
)
.
The result is restricted to the case of covariance matrices of full rank. We
comment on that restriction in Remark 4.2.
Note in the previous result that the variance $ is zero if P = Q, i.e. µ = ν
and Σ = Ξ, see also Remark 2.6. In this case a second order expansion provides
a valid limit law. Namely, the following theorem holds.
Theorem 2.3 (Asymptotics for the empirical Wasserstein distance, P = Q).
Let P ∈ M1(Rd) be Gaussian: P ∼ N(µ,Σ) with Σ having full rank. Consider
the i.i.d. samples (X
(1)
1 , . . . , X
(1)
n ) and (X
(2)
1 , . . . , X
(2)
n ) with joint law P and the
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Gaussian Wasserstein estimators ĜWn from (6) and ĜWn,n from (12). Then
as n→∞,
(15) nĜWn ⇒ Z1 ,
and
(16) nĜWn,n ⇒ Z2 ,
where Z1 and Z2 are random variables, characterized in (40).
Remark 2.3 (The limiting distribution for P = Q). An explicit description of
the limit in (40) is difficult in general, a simplification can be given in the one
dimensional case, see (32).
Analogously to Theorem 2.2 it is also possible to obtain the asymptotics in
the case that the sample sizes for P and Q are not the same. In the regime
n/m → a/(1 − a) for a certain a ∈ (0, 1) as n → ∞ the convergence holds for
((nm)/(n+m)) ĜWn,m.
Remark 2.4 (Generalization to elliptically symmetric distributions). Gelbrich
[25] showed that formula (5) holds for any two elements P,Q ∈ M1(Rd) which
are translations of distributions whose covariance matrices are related in a cer-
tain way. He also showed that this condition is fulfilled as long as they are in
the same class of elliptically symmetric distributions. The class of Gaussian
distributions is such a class.
More generally, denote by S0+(Rd) the non-negative definite, symmetric ma-
trices and by rkA the rank of any A ∈ S0+(Rd). Let f : [0,∞) → [0,∞) be a
measurable function that is not almost everywhere zero and that satisfies
(17)
∫ ∞
−∞
|t|lf(t2)dt <∞, l = d− 1, d, d+ 1,
and set cA =
∫
f(〈x,Ax〉)dx. Then, one can consider classes of the form
Mf1 (Rd) := {P ∈M1(ImA) : A ∈ S0+(Rd) with rkA = d,P has density(18)
fA,v(x) = cAf(〈x− v,A(x− v)〉), x ∈ Rd, v ∈ Rd},
see Theorem 2.4 of [25] (there stated also for matrices A that do not have full
rank, which is not considered here).
As can be seen from (17) and (18) by setting f = 1[0,1] another prominent
example for elliptically symmetric distributions is that of uniformly distributed
probability measures on ellipsoids, i.e. on sets of the form UA,v := {x ∈ Rd :
〈x − v,A(x − v)〉 ≤ 1} for A ∈ S0+(Rd) and v ∈ Rd. Furthermore, we obtain
the multivariate t-distributions (with ν > 0 degrees of freedom) by setting
f(t) = (1+ tν )
−(ν+d)/2. These play a particular role for copulae models, see [16].
As the largest part of the proofs of Theorems 2.1, 2.2 and 2.3 relies only
on the specific form of formula (5), the results of these theorems immediately
transfer to other classes of elliptically symmetric distributions. What still needs
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to be verified in the various cases is that a central limit theorem holds for
the empirical mean and for the covariance matrices, see our Lemma 4.2 in the
Gaussian case. For example, this requires ν ≥ 2 for the class of multivariate t-
distributions to guarantee the existence of second moments. The specific form of
the analogous limits in Theorems 2.1, 2.2 and 2.3 will depend on the specific form
of the limit in the appropriate central limit theorem and has to be computed
from case to case.
2.2. Fre´chet differentiability of the Gaussian Wasserstein distance
The concept of differentiation on Banach spaces will be an important tool
for the proof of the results in the previous section. We give a comprehensive
reminder of some classical results for Fre´chet derivatives in Section A. Moreover
some more advanced results about a Taylor expansion of a functional of an
operator may be found in Section B.
Now we consider the 2-Wasserstein distance of Gaussian distributions as a
functional of their means and covariance matrices (see (5)). In the following
we show its Fre´chet differentiability and explicitly derive its Fre´chet derivative.
To this end, consider A,B ∈ S+(Rd) ⊂ L(Rd,Rd) ' Rd×d (symmetric, positive
definite matrices). We use the eigenvalue decomposition for A and A1/2BA1/2
of the form
(19)
A =
d∑
i=1
λiPi,
A1/2BA1/2 =
d∑
i=1
κiQi,
where λi, κi > 0, PiPj = δijPi, QiQj = δijQi, 1 ≤ i ≤ j ≤ d. Our decomposition
implies that all projections Pi, Qj are onto one dimensional spaces such that
we can write Qi = qiq
t
i and Pi = pip
t
i for vectors qi and pi in Rd, i = 1, . . . , d.
Lemma 2.4 (Differentiability of the 2-Wasserstein distance W22 of Gaussian
distributions). Let Φ : R2d × S+(Rd)2 → R be given by
(20) (µ, ν,A,B) 7→ ‖µ− ν‖2 + tr(A) + tr(B)− 2 tr
(
(A1/2BA1/2)1/2
)
.
This mapping is Fre´chet differentiable and its derivative at (µ, ν,A,B) ∈ R2d ×
S+(Rd)2 is a mapping in L(R2d × R2(d×d),R) given by
(21)
D(µ,ν,A,B)Φ[(g, g
′, G,G′)] = 2(µ− ν) · (g − g′) + trG+ trG′
−
d∑
l=1
κ
1/2
l
d∑
i=1
λ−1i q
t
lPiGPiql −
d∑
l=1
κ
−1/2
l q
t
l
√
AG′
√
Aql
−
d∑
l=1
κ
1/2
l
d∑
i,m=1
λi 6=λm
(λiλm)
−1/2
qtlPiGPmql
for all g, g′ ∈ Rd, G,G′ ∈ Rd×d and with κ, λ, P,Q as in (19).
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Remark 2.5. Note that the last result is stated in finite dimensional spaces. Ob-
viously in this case Fre´chet differentiability coincides with usual differentiability.
Nonetheless, we prefer to use the abstract setup for simpler notation, obvious
extensions to the infinite-dimensional case and because it is consistent with the
cited references.
Recall that Φ is a symmetric function in the entries µ and ν and likewise in
A and B. If we switch the notation in the previous theorem and then consider
g′ and G′ equal to zero we obtain as an immediate consequence.
Corollary 2.5. Let Φ(ν,B) : Rd × S+(Rd) → R be given by Φ from (20) as a
function of µ and A for fixed ν ∈ Rd and B ∈ S+(Rd). Then Φ(ν,B) is Fre´chet
differentiable and its derivative at any point (µ,A) ∈ Rd×S+(Rd) is an element
of L(Rd × Rd×d,R) given by
D(µ,A)Φ
(ν,B)[(g,G)] =2(µ− ν) · g + trG−
d∑
l=1
κ
−1/2
l r
t
l
√
BG
√
Brl ,(22)
for all g ∈ Rd, G ∈ Rd×d and {(κl, rl), l = 1, . . . , d} the eigendecomposition of
B1/2AB1/2 as in (19).
The previous theorem also allows a simpler representation of the derivative
if we restrict to certain cases.
Remark 2.6 (Commutative case AB = BA). Here, we can choose the eigenbasis
of A and B to be the same, which is thus also an eigenbasis of A1/2BA1/2
implying that Piql = δilql: If λ
′
k are the eigenvalues of B this implies that
λkλ
′
k = κk and we obtain in Proposition 2.4
(23)
D(A,B)φ
(2)[(G,G′)] = trG+ trG′ −
d∑
l=1
κ
1/2
l λ
−1
l q
t
lGql − κ−1/2l λlqtlG′ql
=
d∑
l=1
qtlGql
(
1− (λ
′
l
λl
)1/2
)
−
d∑
l=1
qtlG
′ql
(
1− (λl
λ′l
)1/2
)
.
This implies in particular that the derivative equals zero iff A = B.
At the end of this section we state a result on the second order derivative
of Φ.
Theorem 2.6. Let Φ : R2d × S+(Rd)2 → R be as in Proposition 2.4. The
mapping is twice Fre´chet differentiable. Its second derivative D2(µ,ν,A,B)Φ at
a point (µ, ν,A,B) ∈ R2d × S+(Rd)2 is a symmetric bilinear mapping from
R2d × R2(d×d) × R2d × R2(d×d) → R which is defined by its quadratic form
D2(µ,ν,A,B)Φ[(g, g
′, G,G′), (g, g′, G,G′)], g, g′ ∈ Rd, G,G′ ∈ Rd×d.
Remark 2.7. It would be possible to use the calculations from Corollary B.2 in
Theorem 2.3 to obtain an explicit formula for the second derivative for d ≥ 2.
However, this calculation is very tedious even for d = 2 and we will not carry it
out here.
10
2.3. Bootstrap
Applications of Theorems 2.1 and 2.2 such as the construction of confidence
sets require one to estimate the variances υ and $ of the limiting distribution.
But for the construction of confidence sets those quantities need to be estimated.
Of course, these can be estimated from the data by their empirical counterparts
as well. Another option is to bootstrap the limiting distribution, which becomes
particularly useful for an application of Theorem 2.3 as the limiting distribu-
tion has a complicated form. In fact, due to the differentiability results of the
last section (Lemma 2.4 and Theorem 2.6) we can rigorously establish such a
bootstrap. We illustrate the bootstrap approximation for the one sample case,
the two sample case is analogous. For m ≤ n we denote by X∗1 , . . . X∗m an in-
dependent resampling (with replacement) of the sample X1, . . . , Xn and define
ĜW∗m as in (6) using that resampling.
As in the beginning of Section 2.1 a distinction for the cases P 6= Q and P = Q
is required. The former allows an n-out-of-n bootstrap, the latter requires an
m-out-of-n bootstrap, s.t. m = o(n).
Proposition 2.7 (n out of n bootstrap). Suppose P 6= Q. Then
(24)
√
n
(
ĜW∗n − ĜWn
)
⇒ N(0, υ2)
conditionally given X1, X2, . . . in probability.
Here, weak convergence conditionally given X1, X2, . . . in probability means
the following: Denote by ρ a metric corresponding to the topology of weak
convergence and by L(·) the law of a random quantity. Then (24) means that
ρ(L(ĜW∗n − ĜWn)), N(0, υ2)) as a function of X1, . . . , Xn converges to zero in
probability.
Proposition 2.7 follows immediately from Theorem 23.5 in [45] combined
with the differentiability of Lemma 2.4 and the strong consistency of the boot-
strap result for the sample mean and the sample covariance matrix of Gaussian
distributions, respectively. Note that this follows from the bootstrap consis-
tency of the multivariate empirical process (Theorem 23.7 in [45]) together with
Hadamard differentiability of Σ(F ). In our case this also follows immediately in
an elementary way from the fact that Σˆn is independent of µˆn and from the fact
that its distribution does not depend on µ. Thus, it follows from the bootstrap
consistency for the multivariate i.i.d. average 1n
∑n
i=1XiX
t
i .
Note that since the left hand side of (24) only depends on the sample (and
some further randomness) the result serves to estimate the right hand side and
so in particular υ2.
For P = Q we obtain the m out of n bootstrap.
Proposition 2.8 (m out of n bootstrap). Let m = m(n) such that m(n)/n→ 0
as n→∞. Suppose further that P = Q. Then
(25) m
(
ĜW∗m − ĜWn
)
⇒ Z1,
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conditionally given X1, X2, . . . in probability, where Z1 is the distribution from
Theorem 2.3.
This follows along the lines of the proof of Theorem 5.1 in [24] using the
second order differentiability of Theorem 2.6 together with the m out of n
bootstrap consistency result for the sample mean and sample covariance matrix
of Gaussian distributions.
3. Applications
Theorems 2.1-2.3 can be used (in combination with the bootstrap results in
Section 2.3) for several purposes: e.g. testing the null hypotheses H : GW = 0
(Theorem 2.3 for the two sample case) or neighborhood hypotheses of the form
H : GW > δ vs. K : GW ≤ δ in order to validate the closeness of the multivariate
normal distributions in Wasserstein distance. Here δ > 0 is a threshold to be
fixed in advance, see e.g. [35] for a related test and further references on these
types of testing problems. The test amounts to rejecting whenever rn(ĜW−δ) >
uα (see Theorem 2.1 in the one sample case), where uα denotes the α-quantile
of a standard normal random variable.
Another immediate consequence are (bootstrap) confidence intervals for GW;
which require the asymptotics for P 6= Q (Theorem 2.1 and Theorem 2.2), see
[41] for a general exposition and [10] for the Wasserstein distance on the real
line. In the following we exemplarily illustrate our methodology for the one
sample test on a real data application.
3.1. Positions of amino acids in a protein
In order to understand the biological function of proteins it is important
to know both their three dimensional structure as well as their conformational
dynamics. X-ray crystallography and NMR spectroscopy can help elucidate
high-resolution information about biomolecular structures but conformational
dynamics is more elusive, see e.g. [29]. Small-amplitude dynamics is thought
to be reflected by crystallographic B factors, whereas NMR structures are often
interpreted as native state ensembles. However, both interpretations should
be taken with some caution. Therefore, it is of interest to investigate whether
the crystallographic view on conformational dynamics provided by B factors
agrees with the ensemble view provided by NMR. To this end, we will use the
Wasserstein based test to quantify to what amount the local flexibility measured
by X-ray crystallography agrees with the structural variability seen by NMR.
Our analysis is based on the crystallographic model of proteins, see Sec-
tion 2.2 of [43]. This model postulates that each amino acid in the protein is
a point that has a position which follows a Gaussian distribution with mean
µ ∈ R3 and covariance matrix β21, where 1 is the identity matrix in R3. It is
customary to assume the positions of different amino acids as independent. In
this model, the quantity β2 is called the B-factor and is related to the Debye-
Waller factor used in crystallography.
12
0 20 40 60
0
40
80
12
0
position in protein
statistic
quantiles (95 %)
Figure 1: Test for H0; regions of rejection in blue.
We focus on a particular amino acid and want to compare the “true” dis-
tribution P proposed by the crystallographic model to the samples obtained
from NMR spectroscopy. Arguably, the Wasserstein distance is particularly
well-suited for this scenario as it accounts for a measurement of displacement.
In order to obtain a test for the hypothesis
(26) H0 : the samples come from the true (Gaussian) distribution P.
we apply Theorem 2.3. In the present setting we can further simplify and obtain
an explicit description of the limit law Z1. If we assume that P = N(µ, σ21) as
reference distribution in R3, then we obtain for (15):
Z1 = σ
2(2X + 6X ′ + 32X
′′)
for independent χ23-random variables X and X
′ and χ26-random variable X
′′
with three and six degrees of freedom, respectively. We denote the α-quantile
of the variable Z1/σ
2 by qα, α ∈ (0, 1). Then a test for (26) at level α is given
by:
Reject H0, if
n
σ2
ĜW(Pˆn,P) ≥ q1−α.
We analyse the protein ubiquitin (consisting of 76 amino acids, PDB ref-
erence 1ubq) using the crystallography data (implying P) and the NMR data
(with sample size n = 10) from the Protein Database (RCSB PDB), see [5]. For
each of those amino acids we test the hypothesis H0 in (26). At level α = 0.05
for 8 of the 76 amino acids we reject H0 (see Figure 1) and at level α = 0.01 for
4 of the 76 amino acids we reject H0. Interestingly, all the rejection appears in
the loops of the protein which suggests that NMR and crystallographic struc-
ture determination does not align well at these locations. At other locations of
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the ubiquitin protein we did not find evidence for deviation from the normal
distribution as predicted by the model.
We stress that our analysis does not provide evidence for the positions not
being jointly multivariate normal. This is an issue which would require larger
samples but could be investigated with our methodology as well.
4. Proof of Theorems 2.1, 2.2 and 2.3
In order to prove Theorem 2.2 and Theorem 2.3 we will apply the Delta
method. To prepare for this, in Section 4.1, we provide the proofs for the
Fre´chet differentiation of the Gaussian Wasserstein estimator from Section 2.2.
Section 4.2 collects the required standard results on the convergence of the
empirical mean and covariance matrix of Gaussian distributions. Combining
these results with the differentiation results we complete the proof of Theorems
2.1 and 2.2 with the exception of determining the variance of the limit which will
be provided in Section 4.3. The proof of Theorem 2.3 follows similar arguments
and is also completed in Section 4.2.
4.1. Fre´chet differentiability
First we sketch an application of the results from Section B. Let
D = L(Rd,Rd) ' Rd×d
be the set of (continuous) linear maps from Rd to Rd and let G = C be the
complex numbers. Clearly, D is a Banach algebra with respect to the classical
operator norm ‖A‖ = ‖A‖D = sup||x||=1 ||Ax||, A ∈ D. Consider the subspace
S+(Rd) ⊂ D of symmetric, positive definite matrices (which means that all
eigenvalues are positive). Then any A ∈ S+(Rd) can be written in the form
(27) A =
d∑
i=1
λiPi,
λi ∈ (0,∞), PiPj = δijPi for 1 ≤ i ≤ j ≤ d. Note that this definition is different
from [26] in that repeated eigenvalues are listed according to their multiplicity.
Suppose ψ : D → C is analytic. Then it is possible to define ψ(A′) for A′ in a
neighborhood of A ∈ S+(Rd) as in (B.2) and apply Corollary B.2. We will do
that in the two proofs to come below.
The first proof deals with the derivative of the Gaussian Wasserstein distance
functional.
Proof of Proposition 2.4. The mapping φ(1) : R2d → R, (µ, ν) 7→ ‖µ − ν‖2 has
Fre´chet-derivative
D(µ,ν)φ
(1)[(g, g′)] = 2〈µ− ν, g − g′〉.(28)
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Next, we treat the second part of the mapping by considering φ(2) : S+(Rd)2 →
R given by
(A,B) 7→ φ(2)(A,B) = tr(A) + tr(B)− 2 tr
(
(A1/2BA1/2)1/2
)
.
Here, we first consider ψ : D → C, z 7→ z1/2, where D is some open bounded
subset of C not containing elements of the ray R− = (−∞, 0]. An application of
Corollary B.2 yields its Fre´chet derivative at A ∈ S+(Rd)2,
(29) DAψ[A
′] =
d∑
i=1
1
2λ
1/2
i
PiA
′Pi +
d∑
i,k=1
λi 6=λk
λ
1/2
k − λ1/2i
λk − λi PiA
′Pk
for any A′ ∈ Rd×d. Using this we can deduce the Fre´chet derivative of
φ : S+(Rd)2 → Y, (A,B) 7→ A+B − 2
(
A1/2BA1/2
)1/2
.
First note that by linearity, Lemmas A.1, A.2, and A.3,
D(A,B)φ[(G,G
′)] = G+G′
− 2DψA1/2BA1/2
[
DψA[G]BA
1/2 +A1/2G′A1/2 +A1/2BDψA[G]
]
,
G,G′ ∈ Rd×d. With (19) and (29) we can write the derivative more explicitly
D(A,B)φ[(G,G
′)] = G+G′
− 2
d∑
l=1
1
2κ
1/2
l
(
d∑
i=1
1
2λ
1/2
i
QlPiGPiB
√
AQl +Ql
√
AG′
√
AQl
+
d∑
j=1
1
2λ
1/2
j
Ql
√
ABPjGPjQl

− 2
d∑
l,k=1
κl 6=κk
κ
1/2
l − κ1/2k
κl − κk
(
d∑
i=1
1
2λ
1/2
i
QlPiGPiB
√
AQk +Ql
√
AG′
√
AQk
+
d∑
j=1
1
2λ
1/2
j
Ql
√
ABPjGPjQk

− 2
d∑
l=1
1
2κ
1/2
l
d∑
i,m=1
λi 6=λm
λ
1/2
i − λ1/2m
λi − λm
(
QlPiGPmB
√
AQl +Ql
√
ABPiGPmQl
)
− 2
d∑
l,k=1
κl 6=κk
κ
1/2
l − κ1/2k
κl − κk
d∑
i,m=1
λi 6=λm
λ
1/2
i − λ1/2m
λi − λm(
QlPiGPmB
√
AQk +Ql
√
ABPiGPmQk
)
.
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Using the fact that
λ
1/2
i PiB
√
AQl = Pi
√
AB
√
AQl = κlPiQl,
λ
1/2
j Ql
√
ABPj = Ql
√
AB
√
APj = κlQlPj ,
allows us to simplify the above expression to
D(A,B)φ[(G,G
′)] = G+G′
−
d∑
l=1
κ
1/2
l
( d∑
i=1
1
2λi
QlPiGPiQl +
1
κl
Ql
√
AG′
√
AQl
+
d∑
j=1
1
2λj
QlPjGPjQl
)
−2
d∑
l,k=1
κl 6=κk
κ
1/2
l − κ1/2k
κl − κk
( d∑
i=1
κk
2λi
QlPiGPiQk +Ql
√
AG′
√
AQk
+
d∑
j=1
κl
2λj
QlPjGPjQk
)
−
d∑
l=1
κ
1/2
l
d∑
i,m=1
λi 6=λm
λ
1/2
i − λ1/2m
λi − λm
(
1
λ
1/2
m
QlPiGPmQl +
1
λ
1/2
i
QlPiGPmQl
)
−2
d∑
l,k=1
κl 6=κk
κ
1/2
l − κ1/2k
κl − κk
d∑
i,m=1
λi 6=λm
λ
1/2
i − λ1/2m
λi − λm
( κk
λ
1/2
m
QlPiGPmQk
+
κl
λ
1/2
i
QlPiGPmQk
)
.
Note that this can be simplified further as several of the terms are now of the
same form. However, in the end we will take the trace of this object which will
lead to further reductions. We will perform these steps at the same time. The
trace is a linear mapping so that with Lemma A.2 we obtain
D(A,B) (tr ◦φ) [(G,G′)] = tr
(
Dφ(A,B)(G,G
′)
)
.
Now use that tr(A) =
∑d
i=1 q
t
iAqi for any operator A (see Lemma C.2) with the
eigenbasis {ql : l = 1, . . . , d} where Ql = qlqtl . Then all of the terms containing
Ql and Qk for l 6= k vanish leaving us with
(30) D(A,B)φ
(2)[(G,G′)] = D (tr ◦φ)(A,B) [(G,G′)]
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= trG+ trG′ −
d∑
l=1
κ
1/2
l
d∑
i=1
λ−1i q
t
lPiGPiql −
d∑
l=1
κ
−1/2
l q
t
l
√
AG′
√
Aql
−
d∑
l=1
κ
1/2
l
d∑
i,m=1
λi 6=λm
(λiλm)
−1/2
qtlPiGPmql.
Adding this to (28) ends the proof due to Lemma A.3.
In a next step we give the proof for the result on the second order differen-
tiability.
Proof of Theorem 2.6. We need to check that the first derivative DΦ obtained
in Proposition 2.4 is Fre´chet differentiable. Formally, by chain rule and linearity
of the trace,
D2(µ,ν,A,B)Φ [(g, g
′, G,G′), (g, g′, G,G′)] = 2〈g − g′, g − g′〉
+ tr
(
D2(A,B)Ψ [(G,G
′), (G,G′)]
)
,(31)
where Ψ(A,B) = (A1/2BA1/2)1/2 = ψ(ψ(A)Bψ(A)) with ψ(C) = C1/2. This
formal derivation is valid as long as the last expression D2(A,B)Ψ[(G,G
′), (G,G′)]
exists.
First, let us note that ψ : S+(Rd) → S+(Rd) is twice Fre´chet differentiable
by Corollary B.2. Then the existence can be obtained from the chain rule in
Lemma A.2, more precisely:
D2(A,B)Ψ[(G,G
′), (G,G′)] = D2A1/2BA1/2ψ [C,C]
+DA1/2BA1/2ψ
[
D2(A,B)(ψ(A)Bψ(A))[(G,G
′), (G,G′)]
]
,
where C = D(A,B)(ψ(A)Bψ(A))[(G,G
′)] is used for abbreviation. The objects
in the first line are all well-defined since ψ is twice Fre´chet differentiable and
ψ(A)Bψ(A) = A1/2BA1/2. Note that by Lemma A.1 the objects in the second
line are also well-defined.
D2(A,B)(ψ(A)Bψ(A))[(G,G
′), (G,G′)]
= D2Aψ[G,G]Bψ(A) + 0 + ψ(A)BD
2
Aψ[G,G]
+ 2DAψ[G]G
′ψ(A) + 2DAψ[G]BDAψ[G] + 2ψ(A)G′DAψ[G] .
This means that we have defined all elements in (31) rigorously, hence Φ is twice
Fre´chet differentiable.
In the case d = 1 (so A,B are real-valued) we can explicitly calculate the
second derivative:
(32)
D2Φ(µ,ν,A,B)[(g, g
′, G,G′), (g, g′, G,G′)]
= 2(g − g′)2 + 1
2A1/2B1/2
(B
A
G2 +
A
B
(G′)2 − 2GG′
)
.
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4.2. The Delta method and proof of Theorems 2.2 and 2.3
The goal of this section is to derive Theorems 2.2 and 2.3 via the Delta
method. More precisely, we will use the following result.
Theorem 4.1 (Theorem 20.8 of [45], Delta Method). Let φ : D¯ ⊂ D → G be
Fre´chet differentiable at θ ∈ D¯. Let (Tn)n∈N and T be random variables with
values in D¯ and D respectively such that rn(Tn − θ) ⇒ T for some sequence of
numbers rn →∞. Then
rn(φ(Tn)− φ(θ))⇒ Dθφ[T ].
If additionally, Dθφ = 0 and φ is twice differentiable at θ, then
r2n(φ(Tn)− φ(θ))⇒
1
2
D2θφ[T, T ].
Remark 4.1. In [45] the result is stated in more generality, in particular for
Hadamard differentiable functions. Since we essentially work in finite dimen-
sions this difference does not matter. The statement on second derivatives is
not included in Theorem 20.8 of [45]. However, the proof is quite the same using
an expansion to a higher order, see Section 20.1.1 of [45] as well as Theorem
B.1 of Appendix B.
In order to apply this result we will use known weak convergence results
of the empirical means and covariance matrices of Gaussian distributions to
their true means and covariance matrices. The representation in (5), whose
Fre´chet derivative was calculated in Proposition 2.4 (see also Corollary 2.5), then
provides the mapping from mean and covariance matrices to the 2-Wasserstein
distance (1) of Gaussian distributions.
For this we now return to the setting of Theorem 2.2 such that P and Q in
M1(Rd) are Gaussian distributions on Rd and Xi ∼ P are i.i.d. and independent
from Yi ∼ Q i.i.d. for i ∈ N. A central limit theorem for the respective sample
means and covariance matrices of a sample of size n,
µˆn =
1
n
n∑
i=1
Xi, Σˆn =
1
n− 1
n∑
i=1
(Xi − µˆn)(Xi − µˆn)t,(33)
νˆn =
1
n
n∑
i=1
Yi, Ξˆn =
1
n− 1
n∑
i=1
(Yi − νˆn)(Yi − νˆn)t(34)
is well known.
Lemma 4.2 (Section 3 in [40]). If P = N(µ,Σ) then
(35)
√
n(µˆn − µ, Σˆn − Σ)⇒ g ⊗G
where g ∼ N(0,Σ) and G = Σ1/2HΣ1/2. Here, convergence in the space Rd ×
Rd×d is understood component wise and H = (Hij)i,j≤d is a d × d symmetric
random matrix with independent (upper triangular) entries and
(36) Hij ∼
{
N(0, 1) , i < j,
N(0, 2) , i = j.
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The derivation in [40] is only given for the centered case, but (as they also
say) it can easily be obtained in the non-centered case.
Main lines of the proof of Theorem 2.2:
First, note that due to Σ and Ξ having full rank, all eigenvalues are posi-
tive. Consider Φ as in Proposition 2.4, D = R2d × R2(d×d), G = R and
D¯ = R2d × S+(Rd)2. For rn =
√
mn/(m+ n) and Tn(x1, . . . , xn, y1, . . . , ym) =
(µˆn, νˆm, Σˆn, Ξˆm) we obtain with the help of Lemma 4.2,
(37)
rn (Tn(X1, . . . , Xn, Y1, . . . Ym)− (µ, ν,Σ,Ξ))
⇒
(
(1− a)1/2g, a1/2g′, (1− a)1/2G, a1/2G′
)
as n→∞
with g ∼ N(0,Σ), g′ ∼ N(0,Ξ) and G = √ΣH√Σ, G′ = √ΞH ′√Ξ all indepen-
dent of each other. The symmetric Gaussian matrices H,H ′ have independent
Gaussian entries in the upper triangle with mean 0 and variance 1 off-diagonal
and variance 2 on the diagonal. We can now apply Theorem 4.1 in order to
obtain
(38)
rn
(
Φ(µˆn, νˆn, Σˆn, Ξˆn)−W22 (P,Q)
)
⇒ D(µ,ν,Σ,Ξ)Φ
[
((1− a)1/2g, a1/2g′, (1− a)1/2G, a1/2G′)
]
.
Since (g, g′, G,G′) is a Gaussian vector with mean 0 and DΦ is a linear map-
ping to R we know that D(µ,ν,Σ,Ξ)Φ(((1 − a)1/2g, a1/2g′, (1 − a)1/2G, a1/2G′))
is a real-valued Gaussian variable with mean 0 and a certain variance $. This
shows (13). The calculation of $ leading to (14) is provided in Section 4.3.
In the one sample case (10), i.e. Theorem 2.1 the proof is entirely analogous
but essentially simpler: We use Theorem 4.1 and Lemma 4.2 as before in order
to obtain
√
n(Φ(µˆn, ν, Σˆn,Ξ)−W22 (P,Q))⇒ D(µ,Σ)Φ(ν,Ξ)[(g,G)](39)
where the derivative is specified in Corollary 2.5. Again, the limit is mean 0
Gaussian and the calculation of the variance in (11) is given at the end of Section
4.3.
Remark 4.2. A final remark is to say something about the case when Σ or Ξ
do not have full rank in Theorem 2.2. Simulations show that still a very similar
result should hold. However, our technique (delta method, i.e. differentiation)
will not work, as can already be seen in the case d = 1. Loosely speaking the
derivative of the variance part in (5) where λ ≥ 0 is an eigenvalue is ≈ λ−1/2
(not being well-defined for λ = 0) which gets multiplied by the direction ≈ λ
(see (38)) yielding ≈ λ1/2 in the end.
Proof of Theorem 2.3:
Let Φ as in Proposition 2.4. Note that Φ((µ, µ,A,A)) = 0 and the proposition
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easily implies that D(µ,µ,A,A)Φ = 0. Additionally, Proposition 2.6 says that the
function Φ is twice Fre´chet differentiable at the point (µ, µ,A,A) and thus we
can apply the second part of Theorem 4.1. This allows to deduce that
(40)
n
(
Φ(µˆ(1)n , µˆ
(2)
n , Σˆ
(1)
n , Σˆ
(2)
n )− 0
)
⇒ D2(µ,µ,Σ,Σ)Φ [(g, g′, G,G′), (g, g′, G,G′)] ,
where g ∼ N(0,Σ), G = √ΣH√Σ, g′ ∼ N(0,Σ), G′ = √ΣH ′√Σ are all inde-
pendent of each other and as in Lemma 4.2. Since D2Φ is a quadratic form and
the vector (g, g′, G,G′) is Gaussian we obtain the desired result.
4.3. Variance formula for the limiting Gaussian distributions
In this section we provide the details of calculating the variance of the
derivative D(µ,ν,Σ,Ξ)Φ(((1 − a)1/2g, a1/2g′, (1 − a)1/2G, a1/2G′)) in (38) whose
explicit form is given in (21) of Proposition 2.4. The variance formula for
D(µ,Σ)Φ
(ν,Ξ)((g,G)) of (39) specified in Corollary 2.5 then follows in a simi-
lar way with the the calculation in (55) below.
The first two terms of the representation (21) involving the means µ and ν
are easily calculated, namely
(41)
(µ− ν)(1− a)1/2g ∼ N (0, (1− a)(µ− ν)tΣ(µ− ν)) ,
(µ− ν)a1/2g′ ∼ N (0, a(µ− ν)tΞ(µ− ν)) .
The explicit calculation of the remaining terms involving the covariance ma-
trices Σ and Ξ is more complicated. We will frequently apply Lemma C.3. In
the following use the eigendecomposition of A and A1/2BA1/2 given in (19). Let
G = A1/2HA1/2, where H is as in Lemma 4.2. Then since APi = PiA = λiPi,
1 ≤ i ≤ d and ∑di=1 Pi = I the terms in (21) that involve G are given by
tr(G)−
d∑
l=1
κ
1/2
l
d∑
i=1
λ−1i q
t
lPiGPiql
−
d∑
l=1
κ
1/2
l
d∑
i,m=1,λi 6=λm
(λiλm)
−1/2qtlPiGPmql
= tr(AH)−
d∑
l=1
κ
1/2
l
d∑
i=1
qtlPiHPiql −
d∑
l=1
κ
1/2
l q
t
l
d∑
i=1
PiH
d∑
m=1,λi 6=λm
Pmql
= tr(AH)−
d∑
l=1
κ
1/2
l q
t
l
d∑
i=1
PiH
Pi + d∑
m=1,λi 6=λm
Pm
 ql
= tr(AH)−
d∑
l=1
κ
1/2
l q
t
l
d∑
i=1
PiHP˜iql ,(42)
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where in the last line we have used the notation
(43) P˜i = Pi +
d∑
m=1,λi 6=λm
Pm
to denote the projection onto the direction corresponding to λi as well as on all
other directions that have eigenvalues different from λi. For future use we note
that P˜i is again a projection due to the orthogonality of the Pi, i = 1, . . . , d,
meaning that
P˜iP˜j = δijP˜i .(44)
Furthermore P˜i is symmetric. With this we can calculate the second moment
and thus the variance of the centered Gaussian of (42).
E
(tr(AH)− d∑
l=1
κ
1/2
l q
t
l
d∑
i=1
PiHP˜iql
)2
=
d∑
i,j=1
E
[
ptiAHpip
t
jAHpj
]
(45)
+
d∑
l,k=1
κ
1/2
l κ
1/2
k
d∑
i,j=1
E
[
qtlPiHP˜iqlq
t
kPjHP˜iqk
]
(46)
− 2
d∑
j,l=1
κ
1/2
l
d∑
i=1
E
[
qtiAHqiq
t
lPjHP˜jql
]
.(47)
We consider these three terms separately and start with (45). Using Lemma
C.3 and ptipj = δij the first line (45) simplifies to
d∑
i,j=1
λiλj
[
pti(pip
t
j)
tpj + (p
t
ipj) tr(pip
t
j)
]
=
d∑
i=1
λ2i
[
1 + tr(pip
t
i)
]
= 2
d∑
i=1
λ2i .
Also with Lemma C.3 we obtain for (46)
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i,j=1
[
qtlPiPjqkq
t
l P˜iP˜jqk + (q
t
lPiδijqk + q
t
lPi1λi 6=λjqk)
(
ptiqlq
t
kpiδij +
d∑
m=1,λi 6=λm
ptmqlq
t
kpm1j=m
)]
qtl qk=δkl=
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
qtlPiqkq
t
l P˜iqk +
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
qtlPiqkp
t
iqlq
t
kpi
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+d∑
m=1,λi 6=λm
qtlPiqkp
t
jqlq
t
kpm1j=m,i=j
+
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
d∑
j=1,λi 6=λj
qtlPiqkp
t
iqlq
t
kpi + q
t
lPiqkp
t
jqlqkpj
= 2
d∑
k,l=1
κ
1/2
l κ
1/2
k
 d∑
i=1
(qtlPiqk)
2 +
d∑
j=1,λi 6=λj
qtlPiqkq
t
lPjqk
 .
Similarly, for (47) we get
− 2
d∑
j,l=1
κ
1/2
l
d∑
i=1
[
qtiAPjqlq
t
i P˜jql + q
t
iAP˜iql
d∑
r=1
qtrqiq
t
lPjqr
]
− 2
d∑
j,l=1
κ
1/2
l λjq
t
lPjPjql + λjq
t
lPj
d∑
m=1,λj 6=λm
Pmql (since
d∑
i=1
qiq
t
i = 1)
− 2
d∑
j,l=1
κ
1/2
l λjq
t
lPjPjql + λjq
t
lPj
∑
m=1,λj 6=λm
Pmql
= −4
d∑
l=1
κ
1/2
l (q
t
lAql + 0) .
By putting (45) to (47) back together and adding the factor (1 − a), since in
(40) we are dealing with (1− a)1/2G instead of G we finally obtain
E
((1− a)1/2 tr(AH)− d∑
l=1
κ
1/2
l q
t
l
d∑
i=1
Pi(1− a)1/2HP˜iql
)2(48)
= 2(1− a) tr(A2) + 2(1− a)
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
qtlPiqkq
t
l P˜iqk
− 4(1− a)
d∑
l=1
κ
1/2
l q
t
lAql .(49)
We can do a similar calculation for the variance related to G′ = B1/2H ′B1/2 :
E
(tr(G′)− d∑
l=1
κ
−1/2
l q
t
lA
1/2G′A1/2ql
)2
=
d∑
k,l=1
(
E
[
qtlBH
′qlqtkBH
′qk
]
(50)
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+ E
[
κ
−1/2
l κ
−1/2
k q
t
lA
1/2B1/2H ′B1/2A1/2qlqtkA
1/2B1/2H ′B1/2A1/2qk
]
(51)
− 2E
[
κ
−1/2
l q
t
kBH
′qkqtlA
1/2B1/2H ′B1/2A1/2ql
] )
.(52)
Here, the first term in (50) simplifies with the help of Lemma C.3 and Lemma
C.1 as well as qtl qk = δkl and tr(qlq
t
kB) = q
t
kBql to
d∑
k,l=1
(
qtlB(qlq
t
kB)
tqk + q
t
lBqk tr(qlq
t
kB)
)
=
d∑
l=1
qtlB
2ql +
d∑
k,l=1
qtlBqkq
t
kBql
= 2
d∑
l=1
qtlB
2ql = 2 tr(B
2).
Using Lemma C.3 and the fact that κi and qi are the eigenvalues and orthonor-
mal eigenvectors of A1/2BA1/2 the second term in (51) reduces to
d∑
k,l=1
κ
−1/2
l κ
−1/2
k
(
qtlA
1/2B1/2
(
B1/2A1/2qlq
t
kA
1/2B1/2
)t
B1/2A1/2qk
+qtlA
1/2B1/2B1/2A1/2qk tr(B
1/2A1/2qlq
t
kA
1/2B1/2)
)
=
d∑
k,l=1
κ
−1/2
l κ
−1/2
k
(
qtlA
1/2BA1/2qkq
t
lA
1/2BA1/2qk
+qtlA
1/2BA1/2qk tr
(
qtkA
1/2B1/2B1/2A1/2ql
))
=
d∑
k,l=1
κ
1/2
l κ
1/2
k
(
qtl qkq
t
l qk + q
t
l qkq
t
kql
)
= 2
d∑
k=1
κk = 2 tr(AB).
Finally, with Lemmas C.3 and C.2 the third term in (52) leads to
− 2
d∑
k,l=1
κ
−1/2
l
(
qtkB(qkq
t
lA
1/2B1/2)tB1/2A1/2ql
+ qtkBB
1/2A1/2ql tr(qkq
t
lA
1/2B1/2)
)
=− 2
d∑
k,l=1
κ
−1/2
l
(
qtkB
1/2A−1/2A1/2BA1/2qlqtkB
1/2A1/2ql
+qtkB
1/2A−1/2A1/2BA1/2qlqtlA
1/2B1/2qk
)
=− 2
d∑
k,l=1
κ
1/2
l
(
qtkB
1/2A−1/2qlqtkB
1/2A1/2ql + q
t
kB
1/2A−1/2qlqtlA
1/2B1/2qk
)
=− 4
d∑
l=1
κ
1/2
l q
t
lA
−1/2BA1/2ql.
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Thus, we obtain from the simplifications of (50) to (52) and using the factor a
from (40),
E
(a1/2 tr(G′)− a1/2 d∑
l=1
κ
−1/2
l q
t
lA
1/2G′A1/2ql
)2(53)
= 2a tr(B2) + 2a tr(AB)− 4a
d∑
l=1
κ
1/2
l q
t
lA
−1/2BA1/2ql.
Finally, from (41), (48) and (53) (now replacing A and B by Σ and Ξ) as well
as the independence of g, g′, G,G′ we obtain that the variance in (38) of the
random variable D(µ,ν,Σ,Ξ)Φ((g, g
′, G,G′)) is given by
(µ− ν)t((1− a)Σ + aΞ)(µ− ν) + 2(1− a) tr(Σ2)
+ 2(1− a)
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
qtlPiqkq
t
l P˜iqk − 4(1− a)
d∑
l=1
κ
1/2
l q
t
lΣql
+ 2a tr(Ξ2) + 2a tr(ΣΞ)− 4a
d∑
l=1
κ
1/2
l q
t
lΣ
−1/2ΞΣ1/2ql.
If all eigenvalues are distinct we have that P˜i = I, i = 1, . . . d and therefore using
qtl qk = δkl it also follows that
d∑
k,l=1
κ
1/2
l κ
1/2
k
d∑
i=1
qtlPiqkq
t
l P˜iqk =
d∑
l=1
κl
d∑
i=1
qtlPiql
=
d∑
l=1
κl
d∑
i=1
qtlpip
t
iql =
d∑
l=1
κl
d∑
i=1
ptiqlq
t
lpi =
d∑
l=1
κl trQl = tr(ΣΞ).
Thus, in this case the expression for the variance reduces to
(µ− ν)t((1− a)Σ + aΞ)(µ− ν) + 2 tr((1− a)Σ2 + aΞ2) + 2 tr(ΣΞ)
− 4
d∑
l=1
κ
1/2
l q
t
l ((1− a)Σ + aΣ−1/2ΞΣ1/2)ql.
We have chosen to also use this representation for the general case together with
the fact that by (43),
(54) P˜i = I −
d∑
j=1
j 6=i,λi=λj
Pj .
This yields (14) of Theorem 2.2.
To obtain (11) of Theorem 2.1 we need to be careful. Recall that in Corollary
2.5 the derivative is given with the terms of (µ,A) and (ν,B) being reversed. So
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we need to follow the previous calculation for (g,G) = 0 and reverse the roles
of (µ,Σ) and (ν,Ξ) finally, i.e. set A = Ξ and B = Σ. So we only obtain the
second term in (41) and the terms in (53) for a = 1.
υ2 = (ν − µ)tΣ(ν − µ) + 2 tr(Σ2) + 2 tr(ΞΣ)− 4
d∑
l=1
κ
1/2
l r
t
lΞ
−1/2ΣΞ1/2rl .(55)
Here, {(κl, rl) : l = 1, . . . , d} is the eigendecomposition of Ξ1/2ΣΞ1/2.
A. Functional derivatives: A reminder
We start by collecting some basic facts on Fre´chet differentiability in an
abstract setting. Let D and G be normed linear spaces, D¯ ⊂ D open and
φ : D¯ → G. The function φ is Fre´chet differentiable at θ ∈ D¯ if there exists a
continuous, linear map Dθφ : D→ G such that as ||h||D → 0,
1
||h||D ||(φ(θ + h)− φ(θ))−Dθφ[h]||G → 0.
This concept also extends to higher order derivatives. E.g. for the second
derivative in the setting above, the mapping D· : D¯ → L(D,G) is asked to
be Fre´chet differentiable; here L(D,G) denotes the space of continuous linear
mappings from D→ G. Since the second derivative is a bilinear form it suffices
to define it on the diagonal elements. In the following we collect a number of
calculation rules for Fre´chet derivatives that will be used frequently later on.
References for the results are [46, Section 3.9], Section 3 in [8] or the classical
sources [17] and [4] for a general overview. First, if (G, ·) is a Banach algebra
then a product rule holds.
Lemma A.1 (Product rule). Suppose that φ : D¯ ⊂ D → G, ψ : D¯ ⊂ D → G
are Fre´chet differentiable. Then their product φ ·ψ : D¯ ⊂ D→ G is also Fre´chet
differentiable in D¯ and
Dθ(φ · ψ)[h] = Dθφ[h] · ψ(θ) + φ(θ) ·Dθψ[h], h ∈ D¯.
Additionally, if φ : D¯ ⊂ D→ G, ψ : D¯ ⊂ D→ G are twice Fre´chet-differentiable,
then its product φ · ψ : D¯ ⊂ D→ G is also twice Fre´chet-differentiable in D¯ and
for θ, h ∈ D¯,
D2θ(φ · ψ)[h, h] = D2θφ[h, h] · ψ(θ) + 2Dθφ[h] ·Dθψ[h] + φ(θ) ·D2θψ[h, h].
We also have a chain rule.
Lemma A.2 (Chain rule). Let φ : D¯ ⊂ D → G and ψ : G¯ ⊂ G → E with
φ(D¯) ⊂ G¯ be Fre´chet differentiable at θ ∈ D¯, ψ(θ) ∈ G¯ respectively. Then ψ ◦ φ
is Fre´chet differentiable at θ with derivative
Dθ(ψ ◦ φ)[h] = Dφ(θ)ψ[Dθφ[h]], h ∈ D.
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Here, the right hand side is a linear mapping from D to E. If φ and ψ are
twice Fre´chet differentiable at the respective points, then ψ ◦ φ is twice Fre´chet
differentiable at θ with second derivative given by the quadratic form
D2θ(ψ ◦ φ)[h, h] = D2φ(θ)ψ[Dθφ[h], Dθφ[h]] +Dφ(θ)ψ[D2θφ[h, h]], h ∈ D.
The second part of the lemma can be deduced as in the finite-dimensional case.
It is also an elementary observation to obtain the following result on the Fre´chet
derivative of projections.
Lemma A.3 (Projection). Let D = D1 ×D2 be a product space of two normed
spaces and D¯1 ⊂ D1 open. Let φ : D¯1 → G be Fre´chet differentiable on D¯1
with Fre´chet derivative Dθ1φ at the point θ1 ∈ D¯1. Then ψ : D¯1 × D2 → G,
(θ1, θ2) 7→ φ(θ1) is Fre´chet differentiable in D¯1 × D2 with Fre´chet derivative
D(θ1,θ2)ψ((h1, h2)) = Dθ1φ(h1), h1 ∈ D1, h2 ∈ D2.
Proof. We have that for (θ1, θ2) ∈ D¯1 × D2,
lim
||(h1,h2)||D→0
1
||(h1, h2)||D ||ψ((θ1, θ2) + (h1, h2))− ψ((θ1, θ2))−Dθ1φ(h1)||G
≤ lim
||h1||D1→0
1
||h1||D1
||φ(θ1 + h1)− φ(θ1)−Dθ1φ(h1)||G = 0.
B. A second order result on Fre´chet derivatives
We closely follow Chapter 3 of [26] and extend their results to a derivative
of second order. Consider a separable Hilbert space H and the class of bounded
linear operators L from H to H. Its subclasses of Hermitian and compact
Hermitian operators are denoted by LH and CH.
For any T ∈ L the spectrum σ(T ) is contained in a bounded open region
Ω = Ω(T ) ⊂ C. Assume that Ω has a smooth boundary Γ = ∂Ω with
δΓ,T = dist(Γ, σ(T )) > 0.
Assume additionally that Ω¯ ⊂ D for an open set D ⊂ C and that φ : D → C is
analytic. Define
(B.1) MΓ = max
z∈Γ
|φ(z)| <∞, LΓ = length of Γ <∞.
On the resolvent set ρ(T ) = (σ(T ))c, the resolvent given by
R(z, T ) = (zI − T )−1
is well-defined and analytic. This allows to define the operator
(B.2) φ(T ) =
1
2pii
∫
Γ
φ(z)R(z) dz.
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Define additionally for G ∈ L:
DTφ[G] =
1
2pii
∫
Γ
φ(z)R(z, T )GR(z, T ) dz,
(B.3)
D2Tφ[G,G] =
1
2pii
∫
Γ
φ(z)R(z, T )(GR(z, T ))2 dz,
(B.4)
Sφ,T,2[G] =
1
2pii
∫
Γ
φ(z)R(z, T )(GR(z, T ))3(I −GR(z, T ))−1 dz.
(B.5)
We will see in a moment that DTφ and D
2
Tφ are the first and second Fre´chet
derivatives of φ. The second derivative is a symmetric bilinear form. Recall
that symmetric bilinear forms B(·, ·) are characterized by their corresponding
quadratic form Q(·) via the polarization identity.
By Lemma VII.6.11 in [20] there is a constant K = |Γ| supz∈Γ ‖R(z, T )‖ <∞
such that
(B.6) ‖R(z, T )‖L ≤ K
δΓ,T
, ∀z ∈ Ωc.
Next, we derive an extension of Theorem 3.1 in [26].
Theorem B.1. Suppose that φ : D ⊂ C → R is analytic and T ∈ L with
σ(T ) ⊂ Ω(T ) ⊂ D with
δΓ,T = dist(Γ, σ(T )) > 0.
Then φ maps the neighborhood
{T˜ = T +G : G ∈ L, ‖G‖L ≤ cδΓ,T /K for some c < 1}
into L. This mapping is twice Fre´chet differentiable at T , tangentially to L, with
bounded first derivative DTφ : L → L and the second derivative is characterized
by its diagonal form D2Tφ : L → L. More specifically, we have
(B.7) φ(T +G) = φ(T ) +DTφ[G] +D
2
Tφ[G,G] + Sφ,T,2[G]
with
(B.8) ‖Sφ,T,2[G]‖L ≤ 1
2(1− c)piMΓLΓK
4δ−4Γ,T ‖G‖3L.
Proof. We have for all G ∈ L with ‖G‖L ≤ cδΓ,TK−1 by (B.6) that
(B.9) ‖GR(z)‖L < c.
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This allows to calculate
R(z, T )(I −GR(z, T ))−1 = R(z, T ) [(R(z, T )−1 −G)R(z, T )]−1(B.10)
= [zI − T −G]−1 = R(z, T˜ )
for any z ∈ Ωc with T˜ = T +G as above. As the left hand side of the previous
equation is well-defined, we conclude that z ∈ ρ(T˜ ). Thus, σ(T˜ ) ⊂ Ω and the
mapping φ applied to T˜ = T +G is well defined via
(B.11)
φ(T +G) =
1
2pii
∫
Γ
φ(z)R(z, T +G) dz for G ∈ L with ‖G‖L ≤ cδΓ,T /K.
Using a Neumann series expansion we can obtain
R(z, T +G) = R(z, T )
(
I +GR(z, T ) + (GR(z, T ))2
+ (GR(z, T ))3(I −GR(z, T ))−1)
= R(z, T ) +R(z, T )GR(z, T ) +R(z, T )GR(z, T )GR(z, T )
+R(z, T )(GR(z, T ))3(I −GR(z, T ))−1.
and inserting this into (B.11) allows to obtain (B.7). The bound on Sφ,T,2[G] can
be obtained from (B.5) using (B.1) as well as (B.6) and ‖(I −GR(z, T ))−1‖L ≤
(1− ‖GR(z, T )‖L)−1 ≤ (1− c)−1 by (B.9).
Now let us restrict T to the subset CH of compact Hermitian operators. That
allows a representation
(B.12) T =
∞∑
i=1
λiPi,
where λi ∈ R are eigenvalues and Pi are orthogonal projections onto one-
dimensional eigenspaces (since T is compact, to each non-zero eigenvalue there is
a finite-dimensional eigenspace that can be decomposed into orthogonal spaces).
Then the resolvent has the following form
(B.13) R(z, T ) =
∞∑
i=1
1
z − λiPi, z ∈ ρ(T )
and for φ : D ⊂ σ(T )→ R:
(B.14) φ(T ) =
∞∑
i=1
φ(λi)Pi.
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Corollary B.2. Let the conditions of Theorem B.1 be fulfilled for T ∈ CH with
expansion (B.12). In this case
DTφ[G] =
∞∑
i=1
φ′(λi)PiGPi +
∑
i6=k
φ(λk)− φ(λi)
λk − λi PiGPk
(B.15)
and
D2Tφ[G,G] =
∞∑
i,j,k=1
1{λi 6=λj 6=λk 6=λi}PiGPjGPk
· (λj − λk)φ(λi) + (λk − λi)φ(λj) + (λi − λj)φ(λk)
λ2i (λk − λj) + λ2j (λi − λk) + λ2k(λj − λi)
+
∞∑
i,j=1
1{λj 6=λi}
λi − λj (PjGPjGPi + PiGPjGPj + PjGPiGPj)
(B.16)
·
[
φ′(λj)− φ(λi)− φ(λj)
λi − λj
](B.17)
+
∞∑
i=1
φ′′(λi)PiGPiGPi.
for all G ∈ L.
Proof. We can use the explicit form of the resolvent from (B.13) in (B.3) and
(B.4). We restrict our attention to the second derivative since the first derivative
was already explained in [26]. Thus,
D2Tφ[G,G] =
∞∑
i,j,k=1
1
2pii
∫
Γ
φ(z)
(z − λi)(z − λj)(z − λk) dz PiGPjGPk.
Note that for pairwise different λi, λj , λk:
1
z − λi
1
z − λj
1
z − λk =
1
λ2i (λj − λk) + λ2j (λk − λi) + λ2k(λi − λj)
·
[
λj − λk
z − λi +
λk − λi
z − λj +
λi − λj
z − λk
]
.
Additionally, for λi = λj 6= λk:
1
z − λi
1
z − λj
1
z − λk =
1
λi − λk
·
[
1
(z − λi)2 −
1
(z − λi)(λi − λk) +
1
(z − λk)(λi − λk)
]
.
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This allows to derive
D2Tφ[G,G] =
∞∑
i,j,k=1
∫
Γ
φ(z)
1
z − λi
1
z − λj
1
z − λk dz PiGPjGPk
=
∞∑
i,j,k=1
1{λi 6=λj 6=λk 6=λi}PiGPjGPk
(λj − λk)φ(λi) + (λk − λi)φ(λj) + (λi − λj)φ(λk)
λ2i (λj − λk) + λ2j (λk − λi) + λ2k(λi − λj)
+
∞∑
i,k=1
1{λi=λj 6=λk}
1
λi − λk
[
φ′(λi)− φ(λi)− φ(λk)
λi − λk
]
PiGPiGPk
+
∞∑
i,j=1
1{λj=λk 6=λi}
1
λj − λi
[
φ′(λj)− φ(λj)− φ(λi)
λj − λi
]
PiGPjGPj
+
∞∑
j,k=1
1{λk=λi 6=λj}
1
λk − λj
[
φ′(λk)− φ(λk)− φ(λj)
λk − λj
]
PkGPjGPk
+
∞∑
i=1
φ′′(λi)PiGPiGPi .
Now a relabeling of the indices allows to obtain the result we wanted to show.
C. Some elementary facts on matrices
The next results are elementary but as we regularly use them we state them
here.
Lemma C.1 (Theorem 2.8 of [48]). Let A and B be m×n and n×m complex
matrices, respectively. Then AB and BA have the same non-zero eigenval-
ues, counting multiplicity. In particular for symmetric positive definite Σ and
Ξ: eigenvalues of (A1/2BA1/2) and (AB) are the same, counting multiplicity.
Moreover,
(C.1) tr(AB) = tr(BA).
A helpful tool for calculating the trace is the following lemma.
Lemma C.2. Let {x1, . . . , xd} be any orthonormal basis of Rd and A ∈ Rd×d.
Then
(C.2) tr(A) =
d∑
i=1
xtiAxi.
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Proof. Let P = (xt1, . . . , x
t
d)
t ∈ Rd×d, so the first row of P is x1 and so on. Then
P tP = 1, i.e. P is unitary and thus,
tr(A) =
d∑
j=1
Ajj =
d∑
j,k=1
δk=jAjk =
d∑
j,k=1
(P tP )kjAjk
=
d∑
i,j,k=1
P tkiAkjPij =
d∑
i=1
xtiAxi.
Recall the matrix H of Lemma 4.2. It is the prototype of matrix which
appears in the next lemma.
Lemma C.3. Let H ∈ Rd×d be symmetric with independent centered Gaussian
entries in the upper triangular part s.t. Hii ∼ N(0, 2) for 1 ≤ i ≤ d and Hij ∼
N(0, 1) for 1 ≤ i < j ≤ d. Let m,n ∈ N. For C ∈ Rm×d, D ∈ Rd×d and
E ∈ Rd×n it holds that
(C.3) E[(CHDHE)ij ] =
(
CDtE
)
ij
+ (CE)ij · tr(D) , 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Proof. We note that 1 ≤ k, l, p, q ≤ d we have
E[HklHpq] = 21{k=l=p=q} + 1{k=p 6=l=q} + 1{k=q 6=l=p} .
We can use that on the matrix product
(CHDHE)ij =
d∑
k,l,p,q=1
CikHklDlpHpqEqj
to evaluate
E[ (CHDHE)ij ] = 2
d∑
k,l,p,q=1
1{k=l=p=q}CikDlpEqj
+
d∑
k,l,p,q=1
1{k=p 6=l=q}CikDlpEqj
+
d∑
k,l,p,q=1
1{k=q 6=l=p}CikDlpEqj
= 2
d∑
k=1
CikDkkEkj +
d∑
k=1
d∑
l=1,l 6=k
CikDlkElj +
d∑
k=1
d∑
l=1,l 6=k
CikDllEkj
=
(
CDtE
)
ij
+ (CE)ij · tr(D) .
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