Abstract--An iterated deferred correction algorithm based on Lobatto Runge-Kutta formulae is developed for the efficient numerical solution of nonlinear stiff two-point boundary value problems. An analysis of the stability properties of general deferred correction schemes which are based on implicit Runge-Kutta methods is given and results which are analogous to those obtained for initial value problems are derived. A revised definition of symmetry is presented and this ensures that each deferred correction produces an optimal increase in order. Finally, some numerical results are given to demonstrate the superior performance of Lobatto formulae compared with mono-implicit formulae on stiff two-point boundary value problems. (~)
INTRODUCTION
Iterated deferred correction is one of the most widely used methods for the numerical solution of the general first-order system of nonlinear two-point boundary value problems
dy -~ = f(x, y), a < x < b, g(y(a), y(b)) = O. (1.1)
The technique of deferred correction, which was originally proposed by Fox [1] , now has many variants and practical applications. In what follows, we will discuss a particular form, namely, deferred difference correction, which will be of interest to us in this paper. To explain deferred difference correction, let ¢ be an approximate finite difference method for solving the equation where ¢ _~ ¢-¢. Here the operator ¢ serves to compute a discrete approximation to the principal local error term in ¢. It can be seen that the deferred difference correction schemes of this class are characterized by specifying particular finite difference methods ¢ and ¢. The original ideas of Fox [1] were put on a firm theoretical basis by Pereyra [2] and were further generalized by Stetter [3] and Lindberg [4] . In particular, Lindberg proposed using the approach Cp(,) = 0, Cp(~}) = cn(~}) -Cn+r(~}), (1.4) where Cn, Cp+r are numerical methods of order p,p + r, respectively. This approach is a very powerful one since it provides a general way of defining the correction operator ¢. A general framework for providing accuracy results for deferred correction schemes of the form (1.2),(1.3) was given in an influential paper by Skeel [5] . In what follows, we present his main theorem.
Consider the approximate numerical solution of (1.1) on a mesh I1" : a-----Xl <~x2 <~ "" <~ XN+I =b. 
for arbitrary functions w having at least r continuous derivatives. Here [[.H is a suitable fin/re norm defined in [5] . Ire(#) = ¢(~), then
I1~-Ayll = o (h~+~).
It is easy to see that for the deferred correction scheme (1.4), the first two conditions of Skeel's theorem are trivially satisfied. In general, it is Condition (iii) that is the difficult one to satisfy in practice and it is this that provides the barrier to deriving efficient high-order schemes. In effect, Conditions (i) and (ii) ensure that we are using sufficiently high-order operators ¢ and ¢ to obtain the desired increase in order. The purpose of Condition (iii) is to ensure that we annihilate sufficiently many terms in the local error expansion of ¢(T}) to allow us to obtain a solution f} with order r + p.
In his original papers, Fox considered the approach whereby each deferred correction step is iterated to convergence. In such an approach, successive iterates would typically be defined by
However, more recent deferred correction algorithms [6] [7] [8] have been based on an approach whereby (i) equation (1.2) is solved exactly (to a predetermined precision) for 7};
(ii) equation (1.3) is solved exactly for f/(again to the prescribed precision); (iii) f/is accepted as the final solution for the current grid.
This implies that when the algorithm defined by (i)-(iii) is used, it is not normally the case that
This general approach is often referred to as linearized deferred correction and for an analysis of this, together with an overview of several other forms of deferred correction, the reader is referred to [3] .
An early code which implemented deferred correction was PASVA due to Lentini and Pereyra [9] . In this particular approach, the basic low-order method ¢ is the trapezium rule, the solution of which gives an O(h 2) approximation 711 to the exact solution of (1.1). It is well known that, with a mesh spacing hi ~ xi+l -xi, the local truncation error of the trapezium rule has an asymptotic expansion of the form
=
[y (X,+l/=)] + o (1.5) j=l i.e., containing only even powers of hi. In the Lentini-Pereyra approach, successively higher-order difference schemes are obtained using 6) where the Ck are O(h 2k+2) difference approximations to the leading terms in the expansion (1.5).
Despite suffering from the so-called "end of the net catastrophe", PASVA has proved to be an excellent code for solving general nonstiff problems of the form (1.1). Furthermore, Pereyra and his coworkers have established many of the important principles that are used in more recent deferred correction schemes. However, PASVA has not in general proved to be nearly as effective for the numerical solution of stiff problems. This is due in part to the fact that higher-order corrections involve function evaluations at many adjacent grid points. This means that, when applying a correction to a mesh interval lying outside the stiff region, data from inside the stiff region may be used to compute the correction term and this is undesirable. Pereyra's deferred correction approach (1.6) was extended to special second-order equations of the form
by Daniel and Martin [10] . Here, the basic numerical method used is Numerov's method which, for uniform grid spacing, also has a local truncation error with asymptotic expansion containing only even powers of h. A rather more effective deferred correction approach for solving stiff problems of the general form (1.1) was developed in [7, 11] . This approach, which has the desirable property that deferred corrections are localized to a single mesh interval, is based on the use of Mono-Implicit RungeKutta (MIRK) formulae. MIRK formulae are characterized by the special property that, for initial value problems, they can be written in terms of the single unknown Yn+l. This makes them particularly cheap for the solution of boundary value problems in a deferred correction framework since the correction terms are now explicit. A FORTRAN code, TWPBVP, which is based on MIRK formulae and is available from NETLIB, has been developed and this code has proved to be effective for a large class of both stiff and nonstiff problems of the general form (1.1) [1 1]. However, experiments with a continuation algorithm [12] have shown that for extremely stiff problems, the code TWPBVP is not as efficient as might at first be expected. Extensive practical experience has shown that for mildly stiff and stiff problems, the code TWPBVP is normally able to adapt the mesh very quickly to the physical characteristics of the solution and this normally allows the solution to be computed in an efficient manner. However, for extremely stiff problems, the TWPBVP code often removes points from a grid on the grounds of accuracy, but then has to include them again at the next remeshing due to loss of stability. Of course, the main reason for this loss of stability is due to the fact that the correction term is explicit and the effects of this were analysed in [7] .
One way of removing these stability problems is to use deferred correction schemes which are such that the correction is defined implicitly. Of course, the disadvantage will be that such schemes are normally more expensive per step than those based on MIRK formulae. However, if these implicit schemes are chosen carefully, then this extra cost will be more than compensated for by the improved stability obtained. We have analyzed and implemented several different deferred correction schemes for the numerical solution of linear problems of the form (1.1) and we have found that, in the linear case, formulae based on Lobatto schemes are the most promising for extremely stiff problems, while for problems which are not extremely stiff, the code TWPBVP is normally the most efficient. Of course, the terms nonstiff, stiff, and extremely stiff are not at all precise (due to the imprecise definition of stiffness itself), but these terms will become clearer when we consider the numerical results given in Section 4. We will also see from these results that our expectations concerning the relative performance of MIRK and Lobatto codes are justified for nonlinear, as well as for linear problems.
A SYMMETRY PROPERTY FOR DEFERRED CORRECTION FORMULAE
In this section, we consider the symmetry properties that our Runge-Kutta formulae need to possess to guarantee that each deferred correction achieves an extra two orders of accuracy. To investigate this, it is sufficient to consider the deferred correction algorithm
where ~b4, ~b6 are symmetric Runge-Kutta formulae of order 4 and 6, respectively. It is straightforward to prove order of accuracy results for (2.1) by appealing to the theorem presented by Skeel [5] . In particular, if we appeal to Skeel's main result which was discussed in the previous section, it follows that f/is an order 6 approximation to Ay provided that
2)
for arbitrary functions Aw having the necessary smoothness properties. An analysis of condition (2.2) was carried out in [13] for the case where ~b4, ~e are Lobatto Ilia formulae (see, for example [14, 15] for a description of these formulae). It was shown that in this case, condition (2.2) is not satisfied and an explicit computation verified that (2.1) only raised the order from 4 to 5.
At first sight, this may seem a little surprising since both ~b4 and ~be are symmetric Runge-Kutta formulae. However, closer examination reveals that the usual definition of symmetry is inappropriate if we wish to ensure that (2.2) holds. This was first pointed out in [8] , and in what follows, we formally give a revised definition of the concept of symmetry which is sufficient to ensure that (2.2) is satisfied. It will turn out that this revised definition will reduce to the normal definition of symmetry if the higher-order formula is used in the conventional way, i.e., We now wish to extend this definition to find conditions under which the deferred correction scheme (2.1) is symmetric. The crucial point is that it is not
which we require to be symmetric (in this case, the usual definition of symmetry would do) but instead we require the deferred correction step
to be symmetric. This Runge-Kutta formula is defined to be BV-symmetric if c4 = 1 -Cs+l-~, b~ = bs+l-~, 1 < i < s, (2.6a)
This definition is more transparent if we express it in terms of the coefficients of the modified Runge-Kutta formula (2.5). Thus, if we rewrite (2.5) in the form then the condition for BV-symmetry is (2.6a) and aij = -{~sq-l-i,sq-l-j,
< i,j < s.
We can now give the following lemma. Replacing h by -h, we see that this formula is equal to its reflection and so is symmetric. To show (ii), we note that
-~ bif xnd-1/2, -~-i--1
Part (iii) is straightforward to verify from the basic definitions. II
The important practical implication of this lemma is that if we take two standard symmetric Runge-Kutta formulae ¢4 and ¢8, of order 4 and 6, respectively, and rewrite them in the modified form (2.5), then the deferred correction scheme (2.1) based on these modified formulae is of order 6. In the next section, we examine this approach in the case where ¢4 and ¢8 are Lobatto IIIa formulae.
STABILITY OF DEFERRED CORRECTION FORMULAE
In previous papers on iterated deferred correction, the stability properties of the schemes presented have been derived essentially from first principles. In this section, we present a more general stability analysis which will allow the stability properties of any deferred correction scheme to be investigated providing that it is based on Runge-Kutta formulae. The deferred correction scheme which we will investigate, and the one which is used to give the numerical results of the next section is ~, (,: 
Here, each of the Lobatto Runge-Kutta formulae ¢~ is written in the boundary value form (2.7) and this ensures that ~}i has order 2(1 + i) for 1 < i < 4. To examine the stability of (3.1), we define the matrix A, as
.it.,, = "
It is straightforward to show that if we apply (2.1), which forms the first two steps of (3.1), to the scalar test equation y' = Ay, we obtain All of these expressions can be expanded using an algebraic package, Mathematica, for example, and from this we can examine the stability properties of (2.1). Using this approach, we have been able to verify all the stability functions that were given in [13] and were derived from first principles. This general approach is straightforward to extend to allow the stability functions of higherorder deferred correction schemes to be derived. We have done this for (3.1) and have been able to completely analyse its stability properties in this way. In particular, we have been able to show that this scheme is stable in the sense that 1, (3.6) z-*oo ~}1 = where r/4 denotes that component of ~/4 which is evaluated at the n th grid point. This is a much more satisfactory result than is obtained for the corresponding scheme based on MIRK formulae, since in the latter case, the ratio (3.6) becomes unbounded [7] .
=-[1-zb'~(l-zA4) e2]~Tn+1+[l+zbT(I-zA4)-1e41]~]n.
The conclusion of our stability analysis, therefore, is that a deferred correction scheme of the form (3.1) based on Lobatto Ilia formulae is much more stable than the corresponding one based on MIRK formulae. As a result, we expect the Lobatto formulae to be much more effective on extremely stiff systems. We have developed a general program based on (3.1), and in the next section, we will present some general results to compare this program with TWPBVP from NETLIB which is based on MIRK formulae.
NUMERICAL RESULTS
In this section, we present some numerical results to compare our Lobatto code based on (3.1) with an existing deferred correction code. We have run Lobatto on the challenging test set described in [11] and in what follows, we give a representative subset of results to demonstrate the overall performance of our algorithm. The test problems considered are the following.
PROBLEM 1.
6y" + exp(y)y' -~ sin exp(2y) = 0, 0 < x < 1, 9(0) --9(1) = 0.
This has a boundary layer at x = 0.
PROBLEM 2.
ell" + (y,)2 = 1,
The true solution is y(x) = a + eincosh(x -/~)/e. As e ~ 0, ~/(z) ~ a + Ix -/~[ and so, for small e, the solution has a corner layer at x --/3. This problem, which has been considered as a test problem by many authors, has a sharp boundary layer at z = 1. ey"+yy'-y=o, o<z<1,
This problem has a shock layer at x = 1/3.
PROBLEM 5.
y" = R(lfy" -yy'), 9(0) = y'(0) = 0, 9(1) = 1, y'(1) = 0.
This arises from fluid injection through one side of a long vertical channel.
For a discussion of these problems and for the original references, the reader:is referred to [ii] .
We will use the test problems just described to compare the performance of our Lobatto code, which is based on (3.1), with that of the deferred correction code TWPBVP which appears in NETLIB. TWPBVP is based on mono-impllcit Runge-Kutta formulae. An extensive comparison between TWPBVP and COLSYS already exists [11] and so, we do not feel it is necessary to give any further results for COLSYS. Instead, what we wish to do in this section is to show that we obtain a performance which is in line with that predicted by the theory and in particular, to show that Lobatto formulae are superior for excessively stiff problems. Our method of testing has been fully described in [11] and we will not elaborate on it in this section. However, we do need to describe briefly the way in which our Lobatto code is implemented. This code is based on four Lobatto Ilia formulae of orders 4, 6, 8, and 10 which are implemented in a deferred correction framework as described by (3.1). The equations defining the deferred corrections, which are implicit, are solved to machine accuracy using a Newton iteration scheme.
If this iteration scheme fails to converge for less than four mesh points, then the grid is refined (four extra equally spaced points are added) only at these mesh points. If nonconvergence is obtained at more than three mesh points, then the grid is halved. Apart from these changes in dealing with the implicit rather than explicit deferred corrections, the implementation of the Lobatto code is as described in [11] . Before considering our numerical results, we first summarize briefly what the theory predicts will happen. We would expect from the analysis of the previous section that for ~ reasonably large (or for # and R reasonably small), when the problem is not very stiff, that TWPBVP would be superior since the excellent stability of Lobatto is not important and TWPBVP has the advantage that the deferred correction is explicit and so cheap. However, as the parameter e is decreased, and the problem becomes increasingly stiff, then good stability is crucial and we would expect LOBATTO, even though its deferred correction terms are expensive to compute, to be more efficient. An examination of Tables 1-5 shows that this is exactly what happens on all problems apart from on Problem 2 where the results for TWPBVP and LOBATTO are comparable. This confirms our expectations that the highly stable LOBATTO code is likely to be superior on very stiff problems. This in turn suggests two exciting possibilities which we now mention. First, since an expensive part of the deferred correction code is in actually computing the deferred corrections, and since these evaluations can all be done in parallel, we would expect very large speed ups if this code was implemented on a parallel computer. Second, it has been shown in [12] that it is often very efficient to solve extremely stiff problems using an automatic continuation algorithm. Since we have now developed a code which has the excellent stability to deal with extremely stiff problems, we plan to investigate this possibility. Preliminary experience with a nonlinear continuation algorithm based on Lobatto formulae indicates that it is extremely 68 Z. BASHIR-ALI et al.
effective for dealing with excessively stiff problems and we hope to report on this, as well as on a parallel code, in forthcoming papers. 
