Introduction
Current progress in molecular biology, particularly in genome sequencing and highthroughput technologies, have led to an unprecedented growth in data. The availability of detailed molecular data allows the reconstruction of the structure and dynamic of biological processes and systems. This transition from the molecular level to the systems level is necessary for an understanding of the function and regulation of these complex biological systems [20; 17] . In this regard the application of mathematical and computational techniques for the analysis of biological data on the systems level is of great importance due to the complexity of the systems and the wealth of data. A mathematical branch used in modelling complex biological systems is graph theory. The elements of a system are represented as vertices of a graph and the interaction between them are represented as edges. Graph algorithms can then be used to analyse, simulate and visualise the system. Graphs have been used to represent for example, metabolic, protein-protein interaction and gene regulatory networks. In these networks entities such as metabolites, proteins or genes are represented by vertices and relationships between entities such as reactions or protein interactions are represented by edges.
Processes of life are highly regulated. A cell as the smallest entity of life has the ability to respond to various signals, can adapt to changing conditions of their environment while keeping their internal environment homeostatic. Different mechanisms are recruited for regulation, either short term regulation by changing the activity of enzymes or long term regulation by changing the expression level of genes. An important goal of systems biology is to understand the complex regulatory mechanisms of biological systems in detail. The analysis of design patterns of regulatory circuits of these networks can be useful to understand the complete systems. Network motifs, patterns of local interconnections (subgraphs), have been described as such basic building blocks of complex networks [30] . There are several motifs which have been shown to be functionally relevant in biological networks, see 
Characterisation of Network Motifs

Definitions
A (directed / undirected) graph G = (V, E) consists of a finite set of vertices V = {v 1 , . . . , v n } and a finite set of edges E = {e 1 , . . . , e m } where each (directed / undirected) edge e = (v i , v j ) connects two vertices v i , v j (in the directed case v i is the source and v j is the target). In this chapter we consider directed loop-free, i.e. no edge connects a vertex with itself, graphs. However, the presented method can easily be adapted to other graphs. Let (e 1 , . . . , e k ) be a sequence of edges in a graph G. This sequence is called a walk if there are vertices v 0 , . . . , v k such that e i = (v i−1 , v i ) for i = 1, . . . , k. Two vertices u, v of a graph are called connected if there exists a walk from vertex u to vertex v. If any pair of different vertices of the graph are connected, the graph is called connected. Two graphs G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) are isomorphic, if there exists a bijective mapping between the vertices in V 1 and V 2 , and there is an edge between two vertices of one graph if and only if there is an edge between the two corresponding vertices in the other graph.
A motif is a small graph G . A match of a motif within a target graph G is a graph G , which is isomorphic to the motif and a subgraph of G, see Fig. 1 .3. The frequency of a motif is the number of its matches in the target graph. Different frequency concepts are discussed in Sect. 1.2.4.
Modelling of biological data as graphs
Biological data can be often represented as graphs. To consider two examples, the data from protein-protein interaction experiments can be modelled as graph with proteins represented by vertices and interactions between proteins modelled as edges. In gene regulatory networks vertices correspond to the DNA sequences (genes) and edges represent interactions between genes (i.e., if the corresponding product of one gene interacts with the promoter of the regulated gene). Figure 1 .4 shows a graph representation of the gene regulatory network in E. coli. 
Complexity of motif search
Network motif analysis includes several aspects that affect the computational complexity of the task. The number of non-isomorphic graphs grows exponentially with increasing size, see Tab. 1.1. Furthermore, there are up to |Em| |Et| matches of a motif G m = (V m , E m ) in a graph G t = (V t , E t ), where |E t | represents the number of edges in the target graph and |E m | is the number of edges in the motif. For the calculation of the statistical significance of network motifs, motif frequencies have to be calculated for a large number of randomised networks.
Despite the high complexity involved in the analysis of network motifs, in practice the search can be executed in reasonable time because typical network motifs are small (three to five vertices) and only a fraction of all possible motifs is supported by a target graph. Furthermore, only some motifs have a high frequency and the majority is less frequent in typical real world networks. Common algorithms and tools for the analysis of network motifs are described in Sect. 1.3. Table  1 .1 Number of non-isomorphic connected loop-free undirected and directed graphs for different numbers of vertices [12] . In case of directed edges, mutual edges (i.e., edges in both direction between two vertices) are allowed. Vertices  undirected  directed  1  1  1  2  1  2  3  2  13  4  6  199  5  21  9364  6  112  1530843  7  853  880471142  8  11117  1792473955306  9 261080 13026161682466252
Frequency concepts
The frequency of a motif in a particular network is the number of different matches of this motif. There are three reasonable concepts for the determination of the frequency of a motif based on different restrictions on sharing of network elements (vertices or edges) for the matches. These concepts have different properties and are used to analyse different aspects of the motifs, see also Fig. 1 .5. Concept F 1 has no restrictions and considers all matches, therefore showing the full potential of a particular motif even if elements of the target graph have to be used several times. Concept F 2 allows the sharing of vertices but not of edges and therefore calculates the number of instances of a motif which have disjoint edges. F 2 shows for example in networks were edges represent information flow how many motif instances can be "active" at a time. For concept F 3 matches have to be vertex and edge disjoint and can be seen as non-overlapping clusters. This clustering of the target graph allows specific analysis and navigation methods such as motif-preserving layout of the network. The restrictions on the reuse of graph elements for concepts F 2 and F 3 have consequences for the determination of motif frequency in case of overlapping matches, as not all matches can be counted for the frequency. To determine the maximum number of different matches of a motif the maximum set of non-overlapping matches has to be calculated. This is known as the maximum independent set problem. Since this problem is N P-complete [11] , usually a heuristic is used to compute a lower bound for the frequency. Figure 1 .5 Left a target graph G, in the middle a motif G and right all four matches of the motif G in G. The application of the different frequency concepts results in a frequency of four for concept F 1 counting all different matches. For F 2 the frequency is two (counting the maximum number of edge-disjoint matches) and for concept F 3 only one match out of the four is valid.
Statistical significance of network motifs
Network motifs are originally defined as patterns of interconnections occurring in networks at numbers that are significantly higher than those in randomised networks [30] and even that a number of different aspects have been considered [21; 40; 39; 42] , the statistical significance is still an important property. To calculate the statistical significance of the distribution of motifs in a target network, this distribution is tested against a random null hypothesis. For network motifs, the null hypothesis is represented by the distribution of motifs in an ensemble of appropriately randomised networks. Such randomised networks are considered as null hypothesis as their structure is generated by a process free of any type of selection acting on the network's constituent motifs. Rejection of the null hypothesis is been taken to represent evidence of functional constraints and design principles that have shaped network architecture at the level of the motifs through selection [1; 30].
Randomisation algorithm for generation of null model networks
In network motif analysis, a commonly used randomisation algorithm for networks randomly rewires the connections of the network locally [24; 25] . The algorithm reconnects two edges (v 1 , v 2 ) and (v 3 , v 4 ) in such a way that v 1 becomes connected to v 4 and v 3 to v 2 , provided that none of the newly created edges already exist in the network. This rewiring step is repeated a great number of times to generate a properly randomised network. The essential feature of this algorithm is the preservation of the degree of each vertex. The degree distribution of a network is a characteris-tic network property and has been used to characterise the large-scale topological structure of biological networks [4] . The applied randomisation algorithm changes the network topology at the local level and preserves the degree distribution at the global level. Therefore, it is believed that this algorithm provides an appropriate null model to calculate the statistical significance of motifs [25] . However, the appropriateness of the randomisation algorithm to represent a random null model has been put into question [1] . In this paper the authors provide an example where the same motifs have been found in a network which has been created through the process of evolution and a network which has been constructed randomly using a network model which produces a "similar" structure. The statistical relevance of a motif depends on the null model to test for statistical significance. A reformulation of the test for motif significance is demanded that is able to discriminate functional constraints and design principles from other origins that are a consequence of the network's construction mechanisms, e.g., spatial clustering [1].
Calculation of the P-value and Z-score
Statistical significance of motifs for a particular network can be measured by calculating the Z-score and P-value using frequency concept F 1 . The Z-score is defined as the difference of the frequency F 1 of this motif in the target network and its mean frequency F 1,r in a sufficiently large set of randomised networks, divided by the standard deviation σ r of the frequency values for the randomised networks [25; 30] , see Equation 1.1. The P-value represents the probability P of appearance of a motif in a randomised network an equal or greater number of times than in the target network. For a reasonable calculation of the P-value at least 1000 randomized networks have to be considered [18] and Motifs with a P-value less than 0.01 are regarded as statistical significant [30] . If the number of randomised networks is less than 1000, the P-value is ignored and motifs are considered as statistical overrepresented if the Z-score is greater than 2.0 [18].
Methods and Tools for the Analysis of Network Motifs
Different methods and tools have been applied for the analysis of network motifs. Important tools are described in the following sections 1.3.1 -1.3.3. There are further methods used for the search for network motifs which have been developed for specific questions and are usually not described in detail [8; 26; 31; 34; 42; 44] . An algorithm for the alignment of motifs was developed to identify motifs derived from families of mutually similar but not necessarily identical patterns [6] . Publicly available are Matlab scripts [40] for motif search which can be found at http://www.indiana.edu/~cortex/motifs.html.
Mfinder
The Mfinder is a software tool for network motif detection in directed and undirected networks [18] . It computes the number of occurrences of a motif of restricted size in the target network (concept F 1 ) and a uniqueness value, which is a lower bound of the frequency under concept F 3 . A value for the frequency under concept F 2 is not calculated. Furthermore, the statistical significance is determined on the basis of the number of occurrences of the motif in randomised networks. The applied randomisation method preserves the degrees of each vertex. The results are presented in a text file and the structure of discovered motifs can be looked up in a motif dictionary.
Pajek
Pajek is a program for the analysis and visualisation of large networks [5] . It offers the possibility of calculating the frequencies of certain subgraphs like triads and particular tetrads, which are subgraphs with three respectively four vertices. Triads can be connected and unconnected and their analysis originates from social network analysis. Pajek calculates the number of triads of a network and reports values for the expected frequencies.
MAVisto
MAVisto is a tool for the exploration of motifs in biological networks combining a flexible motif search algorithm and different views for the analysis and visualisation of network motifs [38] . It is written in Java and based on Gravisto [3], an editor for graphs and a toolkit for implementing graph algorithms. MAVisto supports the Pajek-.net- [5] and the GML-format [13] and offers graph editor functionality for network manipulation and creation. Furthermore, an advanced force-directed layout algorithm [10] is included to generate readable drawings of the network automatically while preserving the layout of motifs where possible. MAVisto's motif search algorithm discovers all motifs of a particular size, which is either given by the number of vertices or by the number of edges. All motifs of this size are analysed and the frequencies for the three different frequency concepts as well as P-value and the Z-score are computed. The measures of statistical significance are obtained by the comparison of motif frequency to randomised versions of the target network. The algorithm for the search is described in detail in Ref. [37] . Several views are presented by MAVisto in a single interface that assist in the analysis of network motifs:
of the motif, some structural properties and the different frequencies together with information about the statistical significance given by the P-value and the Z-score. It allows sorting by all criteria and selecting of motifs to be displayed in the motif view. (2) The motif view provides a visual representation of the structure of motifs. Furthermore, it is used to control the display of motif matches in the motif matches view. (3) The motif fingerprint represents the motif frequency spectrum of the target network as a diagram. It allows the selection of a column to display the corresponding motif in the motif view. (4) The motif matches view provides the visual exploration of the occurrences of a motif within the analysed network and supports highlighting of the matches, respectively the covering of network elements by the matches, depending on the applied frequency concept.
The views (1)- (3) allow selection of a motif and the active motif of other perspectives is updated accordingly. This coordination of different views and the possibility of a visual investigation of motif occurrences in networks significantly enhances the explorative power of network motif analysis. In Fig. 1 .6 a screenshot of MAVisto is presented showing a step in the analysis of a gene regulatory network.
Analyses of Motifs in Networks
Analysis of gene regulatory networks
Network motifs have been studied in the well-characterised regulation network of transcriptional interactions in E. coli [39] . In gene regulatory networks vertices correspond to the DNA sequences(genes) and edges represent interactions between genes (i.e., if the corresponding product of one gene interacts with the promoter of the regulated gene). Three different types of motifs have been identified, the feedforward loop, the single-input motif and dense overlapping regulons (these are less stringent defined types of multi-input motifs where it is not demanded that every vertex of the output-layer is connected to every vertex of the input layer). Each of the motifs have a specific function in determining gene expression, such as generating temporal expression programs and governing the responses to fluctuating external signals. The whole gene regulatory network can be condensed by merging the nodes of motif instances and representing it by the particular motif. It is proposed that this leads to the identification of the computational layer of the network formed by a certain network motifs [39] .
In another study [21] a gene regulatory network in the eukaryote yeast (S. cerevisiae) has been constructed for analysis of its network architecture. Six different types of network motifs with interesting properties have been identified, partially describing sets of related networks. It has been shown that motifs can be used to assemble the gene regulatory network structure of the cell cycle (the cell cycle is the sequence of events in a eukaryotic cell that lead from one cell division to the next and is divided into four main stages). Furthermore, gene regulators are involved in several processes forming a complex interaction network. For the regulation of the analysed cell cycle, different combinations of regulators are reused at different stages allowing for a smooth transition to another state. The different substructures of the gene regulatory network are highly interconnected. It is believed that there are higher order transcriptional levels of control within the network, i.e. a hierarchy of in the gene regulatory network [21] .
Not only gene regulatory networks are of interest for the analysis of network motifs, but also combinations with other biological networks since the these processes do not occur in isolation but are highly interconnected. An integrated network of yeast (S. cerevisiae) comprising of gene regulation and protein-protein interactions, modelled by two different types of edges, has been investigated for motifs [43] . Besides the detection of three vertex motifs exhibiting coregulation and complex for-mation it was discovered that almost all of the four vertex motifs were combinations of smaller motifs.
Motifs in cortical networks
In an analysis of global and local network properties of cerebral cortical networks from macaque and cat, significance profiles for three vertex motifs have been further investigated [36] . The significance profiles of the two directed networks were highly correlated and were robust to addition, deletion or random switching of connections, suggesting constraints on neocortical development and evolution. The applied randomisation method preserved the degrees of the vertices and the number of two vertex motifs. The comparison to two less stringent methods that preserved (1) only the number of vertices and edges and (2) additionally the degrees of the vertices showed clear differences for some motifs and a low correlation to the stringent significance profile for both networks. However, the significance profiles of the two cortical networks from macaque and cat are highly correlated for each of the randomisation method. This indicates that the choice of the network randomised method is very important in evaluating the local design principles of complex networks.
In another approach [40] , network motifs, distinguished between structural and functional motifs, have been investigated in brain networks to study the rules governing their structure. Matches of structural motifs comprise all edges that are present in the network, i.e., they are induced subgraphs (anatomical building blocks), whereas functional motifs are all different motifs that are supported by structural motifs (elementary processing modes of a network). The number of functional motifs of the brain networks is very high compared to random networks, while structural motif number is comparably low. These results are consistent with the hypothesis that highly evolved neural architectures are organised to maximise functional repertoires and to support highly efficient integration of information. The functional motif number has been used as a cost function in an optimisation algorithm to obtain network topologies that resemble real brain networks across a broad spectrum of structural measures. Furthermore, a small set of structural motifs that occur in significantly increased numbers were identified that form a chain of reciprocally connected units. The finding is of interest since this motif type combines two major principles of cortical functional organisation, integration and segregation.
Analysis of other networks
The concept of network motifs has been generalised to any type of graph [30] . Analysis of networks from biochemistry, neurobiology, ecology, and engineering resulted in each case in a distinct set of significant motifs, although some motifs were shared between different networks. Similar motifs were found in gene regulatory and neuronal networks which both perform biological information processing. It is hypothesised that the motifs occur because of the functional constraints under which the network have evolved and that motifs can be used for the classification of different network classes [30] .
In a study of networks representing the connection of software class diagrams the frequency of network motifs has been reasoned to be a consequence of the process of network evolution, thus suggesting a somewhat less relevant role of functionality [41] . The analysis random networks showed that the distribution of motifs depends on the type of network generation mechanism [16] . Whereas in Erdős-Rényi random networks the frequency is determined by the density of edges, it depends in scale-free networks on the exact topology of the motif.
It is still disputed whether the origin of network motifs in real-world networks is based on spatial properties or whether they arise due to additional functional constraints. For a better understanding of the origin of motifs they have been studied in artificial geometric networks [14] . Geometric networks are constructed by placing vertices on a lattice and connecting them with a probability decaying with their distance. This generation process resembles the decay of interactions with increasing distance between vertices in real world networks. Several invariant measures were found, such as the ratio of feedback and feed-forward loops, which do not depend on network size, dimension, or connectivity function. Furthermore, it was discovered that network motifs in many real-world networks, including social networks and neuronal networks, were not captured solely by these geometric models, supporting the hypothesis that biological network motifs were selected as basic circuit elements with defined information-processing functions [14] .
Network motifs have been used as building blocks (coarse-graining units) to generate coarse-grained versions of networks [15] . This approach showed that both biological and electronic networks are self-dissimilar and have different network motifs at each level.
Superstructures formed by overlapping motif matches
The gene regulatory network of E. coli has been used to study the distribution of motif matches of the feed-forward loop motif and of the bi-fan motif [8] . For each motif the majority of matches overlap and aggregate into homologous motif clusters. Many of these motif clusters largely overlap with modules of known biological functions within the gene regulatory network. The clusters of overlapping matches of these two motifs aggregate into a superstructure that presents the core or backbone of the network and is assumed to play a central role in defining the global topological organisation. This analysis has introduced distinct topological hierarchies within the E. coli transcriptional regulatory network [8] .
The distribution of motif matches has also been analysed in an integrated gene network of yeast (S. cerevisiae) [44] . In this study the network represented biological interactions of five different types of the genes respectively their protein products.
The authors described overlapping matches as recurring higher-order interconnection patterns and termed them a network themes. One example is the feed-forward theme -a pair of transcription factors, one regulating the other, and both regulating a common set of target genes that are often involved in the same biological process, see Fig. 1 .7. Network themes can be tied to specific biological phenomena and may represent more fundamental network design principles. Furthermore, they provide a useful simplification of complex biological relationships. The combination of network motifs into larger structures was analysed in a systematic approach that defined motif generalisations, families of motifs of different sizes that share a common architectural theme [19] . For the definition of motif generalisations, roles of the vertices according to structural equivalence were defined, e.g. the feed-forward loop motif has three roles: an input node A, an output node C, and an internal node B (Fig. 1.8 ). Motif generalisations are based on the duplication (or multiplication) of one (or more) vertex role(s). Therefore, the feedforward loop can have three simple generalisations, based on replicating each of the three roles and their connections, which is illustrated in Fig. 1.8 . It was discovered that networks which share a common motif can have very different generalisations of that motif. Furthermore, the genes of functionally corresponding multi-output feedforward-loop motifs of E. coli and yeast (S. cerevisiae) gene regulation networks are not evolutionary related, which suggests convergent evolution to the same regulation pattern [19] .
Dynamic properties of network motifs
The analysis of network motifs has been extended to the investigation of their dynamic properties within biological networks [32] . These networks, e.g. gene regulation, signal transduction, and neural synapses, are static representations of largescale dynamic systems with only a particular fraction being active at a time. In Figure 1 .8 On the left the feed-forward loop motif with labels indicating the roles of the vertices: input (A), internal (B) and output (C). Subsequently, the three simple generalisations of the feed-forward loop motif are shown replicating the input (A), the internal (B) and the output (C) vertex.
this study the dynamic behaviour of three and four vertex network motifs has been systematically determined and related to their distribution in directed networks of gene regulation, developmental regulation, signal transduction and neuronal connections. The dynamic behaviour was characterised by a structural stability score (SSS) that represents the probability of a motif to return to a steady state after small-scale perturbations, defined as intrinsic random fluctuations, or noise, and transient oscillations in activity. Three stability classes have been identified based on the capability of interactions between the vertices of a motif. These classes are stable motifs without feedback interactions (SSS = 1), moderately stable motifs with one two node feedback interaction (SSS ≈ 0.4) and unstable motifs with feedback interactions between three or more vertices (SSS < 0.2). See Fig. 1.9 for examples of motifs of the three classes. The comparison of the frequency of motifs with three and four vertices to random networks of different null models revealed a significant over-representation of motifs with higher structural stability. To exclude impacts of edge number on motif frequency for this comparison, the motifs were divided into density groups with equal edge number (in software networks it was observed that the most common subgraphs are sparser than less common ones, which are more dense [41] ). In conclusion, this study proposed that robust dynamical stability of network motifs contributes to biological network organisation and that there is a deep interplay between network structure and system dynamics [32] . In a comment to this study it was noted that basis function can be achieved with simple circuits, but if function requires it, complex circuits have evolved along with fine-tuned control mechanisms [9] .
In another study dealing with dynamic properties of networks, the distribution of feed-back and feed-forward loop motifs during information propagation was studied in a signal transduction network [22] . The network was constructed based on the signaling pathways and cellular machines in the mammalian hippocampal CA1 neuron. It represents the information flow on the basis of chemical reactions from the response to extracellular ligands to the regulation of components responsible for cellular phenotypic functions. The so called pseudodynamics of the network (pseudo because it represents propagation of reactions in chemical space rather than time Figure 1 .9 Examples of motifs from the three classes of structural stability. On the left the feedforward loop represents a structural stable motif as there is no feedback interaction. In the middle a moderately stable motif is shown that comprises one mutual edge and on the right a feed-back loop is shown as an example for an unstable motif. series) was investigated by analysing a series of subnetworks representing the propagation of the singals. At early steps negative feedback loop motifs are abundant or equal to positive feedback loop motifs (see Fig. 1 .10), suggesting an barrier to that weak or short-living signals. As the signal propagates, an abundance of positive over negative feedback loop motifs had been observed, maybe indicating that signals should persist and be able to evoke a biological response. Furthermore, a higher density of regulatory motifs was found at the middle of the pathways from ligands to cellular machines, indicating that a major portion of the information processing occurs at the "centre" of the network. This study suggests that regulatory motifs are involved in determining cellular choices between homeostasis and plasticity. Cellular systems can be seen as ensembles of different active network configurations and combinations of ligands will likely produce many more patterns of connectivity, which will provide a closer view into cellular control mechanisms. 
Comparison of networks using motif distributions
The protein interaction network of D. melanogaster has been classified to a network growth model using the frequencies of particular motifs [27] . The model has been selected out of a set of seven network growth models that resemble different mechanisms of network evolution. For this purpose techniques adapted from machine learning were applied which used the frequencies of motifs as classifiers for the models. Although the network models have similar global network properties, the generated topologies could be distinguished on the basis of the frequency of motifs. In a direct response to this work difficulties associated with the identification of evolutionary mechanisms that shaped complex networks have been noted [35] . Networks underlie varying pressures within their history and the adaptation to this conditions caused changes of the structure. For this reason the selected network growth model for the D. melanogaster protein network captured small-scale features represented by the distribution of network motifs, but some large-scale features are not recapitulated. Moreover, important motifs could be missed by concentrating on motifs where the search is computationally tractable. Available protein interaction networks are not completely correct and they represent a static view of all possible interactions without dynamic information. Nevertheless, it is assumed that the interpretation of a multitude of static data could give clues to dynamic interactions [35] .
In a similar approach to the classification of the protein interaction network of D. melanogaster to a network growth model [27] , motifs have been used to select the best fitting model that represents protein interaction networks of S. cerevisiae and D. melanogaster [33] . In this work a distance measure for networks has been introduced on the basis of the relative frequency f of subgraphs of size three to five. The distance of two networks was determined by summing up the differences of f for all subgraphs. The model selected by application of this network distance measure showed accordance with the majority of the considered statistical properties for global network structure.
In another approach a method for the classification of complex networks (independent of network size) based on similarity in the local structure has been studied [29] . The classification of directed networks has been based on the statistical significance of motifs, for undirected networks the frequency of motifs relative to random networks was used without considering the statistical significance. For directed networks the Z-scores of motifs with three vertices were used to calculate significance profiles. For undirected networks, the abundance (frequency) of subgraphs with four vertices relative to random networks was used to calculate a subgraph ratio profile. The correlation of significance profiles respectively ratio profiles was used to cluster the networks into distinct superfamilies. Several of this superfamilies contained networks of different fields with vastly different size, e.g. one family contained a network of signal-transduction interactions, a developmental transcription network and a neuronal network. It is currently not verified whether similarity in the profiles is accidental or the networks have similar key circuit elements because they evolved to perform similar tasks.
The results depend on the suitability of the null hypothesis used to generate the randomised networks for calculation of the statistical significance profile and subgraph ratio profile [1] . As described in Section 1.2.6, the same over-represented motifs were found in real networks and networks generated using a particular net-work model. However, by looking at the full subgraph significance profiles there are some motifs which are equally over/under-represented in both the real and the random network, but some subgraphs show clear differences and allow to distinguish between models and real networks [28] . Nevertheless, it was proposed that the resolution to distinguish between networks can be increased by the use of higher order subgraphs and a more elaborate null-hypothesis could be used to highlight interesting motifs. This increased resolution of higher order subgraphs was confirmed by an comparison of four-vertex motif significance profiles, which put the assignment of three networks of developmental regulation, signal transduction and neuronal connections to one superfamily on the basis of three vertex significant profiles into question [32] .
On the function of network motifs in biological networks
An analysis of the phylogenetic profiles of genes of different organisms belonging to the class of hemiascomycetes spanning a broad evolutionary range showed that the genes are not subject to any particular evolutionary pressure to preserve the corresponding interaction patterns [26] . There it was discovered that regulatory processes depend on post-transcriptional regulatory mechanisms, rather than on the gene regulation by network motifs. All the examples studied in this analysis highlight the high level of integration of different regulatory mechanisms acting altogether. Accounting for the various layers of organisation of biological networks seems crucial to correctly identify the functional elements responsible for the information processing [26] .
The great majority of motif occurrences are embedded in larger structures and entangled with the rest of the network. This is not taken into account when motifs are considered as isolated functional units. This fact is also not considered by the randomisation process used to generate the null model networks for computing the statistical significance of motifs. Maybe motifs are a direct consequence of the representation of the interaction data in the form of a network [26; 41] . However, the feed-forward loop motif has been shown theoretically and experimentally to have particular kinetic properties that control the temporal program of expression of the target genes [23] .
The absence of evolutionary pressure for the preservation of particular interaction patterns has also been shown in another study [2] . In this analysis of the evolution of networks revealed that regulatory interactions in motifs are lost and retained at the same rate as the other interactions in the network. There is no bias towards conservation of network motifs by special evolutionary constraints on the constituent elements.
Motifs of statistical significance are frequently overlapping and form motif complexes. It is unclear if these motif matches represent the basic building blocks of networks and how they differ from functional motifs. To deal with overlapping motifs, the concept of motif themes has been proposed to described this phenomena [44] .
The usually analysed biological networks represent a static view of all possible interactions. Maybe the functional configurations of the cells have to be analysed to identify the motifs which are really active to a certain point in time from those that emerge solely as a consequence of the structure of the network.
