On the 25th May 2018 the General Data Protection Regulation (GDPR) will enter into force implying new challenges to both legal and computer sciences.
INTRODUCTION
e General Data Protection Regulation (GDPR) [18] enters into force on 25th May 2018 (Art. 99 No. 2 GDPR). e GDPR is designed to harmonize data privacy laws across the European Union, to protect and empower all Data Subjects to ensure their data privacy and alter the way Controllers approach data privacy. Hereby, it emphasizes Privacy by Design and Privacy by Default, especially to protect Data Subject Rights.
is work critically assesses the Layered Privacy Language (LPL), which has the goal of modeling GDPR-compliant privacy policies.
e LPL privacy policies are presented to Data Subjects either to ful ll the legal requirements for an informed and free consent (Art. 7 GDPR) or to provide the mandatory information in case another legal basis for data processing is available. Accepted privacy policies will be stored additional to the personal data. An overarching Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. ARES 2018, Hamburg, Germany © 2018 ACM. 978-1-4503-6448-5/18/08. . . $15.00 DOI: 10.1145/3230833.3233267 privacy framework enforces policy-based privacy-preserving processing utilizing anonymization methods and privacy models [7] [6] .
Because a comprehensive analysis of LPL according to the complete GDPR is out of scope of this paper, we focus on Art. 12 -14 GDPR. ese denote some of the modalities of the execution of the Data Subject Rights (Art. 12 GDPR) and the information that has to be provided where personal data has been collected directly from the Data Subject (Art. 13 GDPR) or from other sources (Art. 14 GDPR). is focus has been chosen because these articles represent the information that has to be contained in a privacy language (or data model) representing a privacy policy. A privacy language or a data model aimed at representing a GDPR-compliant privacy policy should ful ll those requirements. erefore, an in-depth analysis of Art. 12 -14 GDPR to derive requirements for a machine-readable privacy policy will be conducted. e main contributions of this paper are:
• Identi cation of technical requirements based on Art. 12 -14 GDPR • Analysis of LPL according to the derived technical requirements • Proposal of improvements for LPL e remainder of the paper is structured as follows. Section 2 describes related works on privacy languages. Section 3 describes the legal requirements given by the GDPR. Section 4 denotes the concept, life-cycle and elements and a ributes of LPL. Section 5 compares the retrieved requirements against the capabilities of LPL. Section 6 proposes improvements on LPL. Section 7 concludes the paper and presents future works.
RELATED WORK
In the following, we will give an overview of privacy languages that, unlike LPL, could not or did not consider the legal requirements of the GDPR. e intended purpose of the following privacy languages will be outlined to di erentiate them from LPL.
Platform for Privacy Preferences (P3P) is a W3C Recommendation for describing privacy se ings for websites and can be seen as the predecessor of most other privacy languages. Websites implementing P3P make their privacy policies explicit for the user. In combination with A P3P Preference Exchange Language (APPEL) it allows users to identify websites in compliance with their personal privacy preferences in a user friendly way . P3P has several shortcomings including missing semantics [24] [14] or missing definitions for anonymized data [12] . Naturally, P3P does not consider legal requirements of the GDPR, because it was developed earlier.
Primelife Policy Language (PPL) is an extension of XACML [5] de ning policies on the usage of personal data of the Data Subject by the Controller. PPL deals with enforcing obligations, user privacy preferences and trustworthiness [1] . PPL claims to consider the legal requirements in Europe. But because the proposal of the GDPR was released in 2012 [3] , and the project had allready ended in 2011 [20] , the GDPR could not have been considered.
Purpose-to-Use (P2U) is designed for secondary user data sharing, which is denoted as unintended processing or trading of data by ird Party Controllers. It assumes that Data Subjects want to share their data via social networks or Web 2.0 technologies. Policy negotiation (of retention period, price, and type of data) allows the Data Subject to in uence the processing conditions. Introduction of new purposes in the privacy policies is considered to support personalized services [11] . A framework for privacy-aware user data trading, describing the policy negotiation and user compensation for data sharing, is shown [10] . P2U does not explicitly claim to consider legal requirements of the GDPR nor another legal basis.
LEGAL REQUIREMENTS OF THE GDPR
e GDPR stipulates a complicated and complex scheme of rules regarding the automated processing of data. [4, for an complete account in English ] is paper can only focus on some of the rules as contained mainly in Art. 12-14 GDPR. However, to understand those rules a short overview of other concepts of the GDPR is necessary.
While the GDPR is new and presents new challenges for any Controller, some of the main concepts where already well known under the the old regime of the Directive 95/46/EC [17] . Taking into account the advancement of digitalization in all areas of life, it may seem implausible, but the general rule within European Data Protection Law remains the same: Processing in general is forbidden, unless there is a lawful ground (Art. 6 GDPR). All data processing has not only to adhere to the more detailed rules found at various places within the GDPR, but always has to general principles of processing into account (Art. 5 GDPR).
Compliance with the rules of the GDPR -as with any legal regime -is crucial, especially for data-driven businesses. Furthermore, a Controller must be able to demonstrate such compliance in case of complaints, investigations or data breaches. Otherwise he may be held accountable (Art. 5(2) GDPR), which may lead to administrative nes (Art. 83 GDPR) or other means of compensation (Art. 84 GDPR). Proof of the adequate provision of information to the Data Subject is a particularly important topic when it comes to processing based on consent (Art. 7(1) GDPR).
Preparatory Work
While Art. 12-14 GDPR may regard the rst direct contact between the Controller and the Data Subject as far as the processing of data is concerned, the Controller is obliged under other rules of the GDPR to take several steps before this may happen. Many of them are interconnected with the informational duties as stipulated in Art. 12-14 GDPR.
e GDPR is deemed to be 'technology-neutral' and shall apply to very di erent branches of data processing aiming at small companies as well as global players. Naturally with broad and wide provisions instead of carefully dra ed and detailed rules for each speci c processing purpose, many decisions about processing have ultimately to be prepared and made by the Controller. Most measures to be taken under the GDPR are dependent on the interests of the parties involved. is shall take into consideration that not any kind of data processing has the same potential consequences for the Data Subject and a er all not any Controller can be held to the same high standard without severe consequences to some business models.
is regulatory approach requires a Controller to gather a huge amount of information about his potential duties before processing of data even starts [2] . Some of these information gathering is formalized by rules in the GDPR. e Controller or his Data Protection O cer has to get an overview of the most important legal frameworks -European and in his respective Member-State. He has to identify the main actors involved -Controllers, Processors, the Data Subject and the responsible Supervisory Authority. e Working Papers agreed upon by the Supervisory Authorities, provide helpful guidance in this regard [9, on transparancy] . Each Controller has to maintain a record of his processing activities (Art. 30(1) GDPR), which, as opposed to the informations to be provided under Art. 12-14 GDPR is -at rst -a purely internal document. Additionally, where there is the likelihood of a high risk to the rights and freedoms of natural persons when processing data, the Controller has to undertake a so-called 'Data protection impact assessment' (Art. 35 GDPR). Of course, whether this has to be done, or not, has to be assessed for any of the processing activities. Apart from these mandatory steps the GDPR contains rules for other optional instruments like Codes of Conduct (Art. 40 GDPR), Certi cation (Art. 42 GDPR) and Binding Corporate Rules (Art. 47 GDPR) that should be considered, but may not be explained in detail.
Privacy Languages from a Legal Perspective
At this point it has to be emphasized that the GDPR does not require any Controller to implement a privacy languages or similar concepts. Still, it seems to be a step worthy of careful consideration.
Many of the legal information needed to implement a privacy language concept are already available once the Controller has done its' mandatory preparation (see section 3.1). Furthermore, as will be shown in the analysis of Art. 12-14 GDPR below, much of this information have to be provided to the Data Subject anyway, so a privacy language in combination with a well-designed user interface may in future become a best practice. Additionally, a privacy language may provide a helpful tool guiding the Controller through the complex process of creating a GDPR-compliant system, while furthermore -if carefully designed -make the Controller able to demonstrate compliance when necessary: Processing, consent, and information transfer can be logged, the logs may be used as evidence for compliance with the rules. A structured technical system is the best way to ensure that the Data Subject may access all the necessary information not only at the start of the processing but at any time in the future.
To conclude, a privacy language, like LPL, may become a powerful element to connect the preparatory steps at the beginning of se ing up a GDPR-compliant system with the multiple informational duties towards the Data Subject during the whole life-cycle of Processing. It can aid the ful llment of the other duties towards the Data Subject (Art. 15-22 GDPR) and helps to avoid liability and nes by establishing evidence if needed. While on the one hand, some new e orts are needed to implement LPL, it on the other hand utilizes informational resources that have to be created anyway.
Transparency under the GDPR
Art. 12 GDPR states several general transparency requirements as well as procedural and requirements applicable to the rights of the Data Subject as contained in Art. 13 . GDPR [22, P. 105 .] .
e duties contained in Art. 13 and 14 GDPR are to be ful lled by the Controller without any request by the Data Subject. e information have to be concise, transparent, intelligible and in an easily accessible form, using clear and plain language. Art. 7 GDPR contains some additional requirements when the legal basis for Processing is the consent of the Data Subject.
Some of those requirements are easily met by technical devices. Once concise information is saved it does not require any special e ort from a technical perspective. Other requirements are particularly challenging and may not be met by a technical solution alone.
Transparent, intelligible information in a clear and plain language are essentially human categories. ey are focusing on the understanding of the provided information by the individual. Based on objective factors as viewed form the position of the average Data Subject, the information has to meet the above requirements.
e GDPR does not only set formal requirements as to which information has to be provided.
e functional understanding of 'information' in the GDPR requires the person to be informed. us, the requirements may change with the targeted audience. It may require several language versions of information to be presented to the Data Subject in his mother tongue or at least a familiar language; generally, complex sentences and language structures are to be avoided. Texts should not be so vague as to allow di erent interpretations. At the end it should be transparent to natural persons that personal data concerning them are collected, used, consulted or otherwise processed and to what extent personal data are and will be processed' (Recital 39 to the GDPR). Technical information have to be phrased in a way that the average Data Subject may gain a understanding of the processes. Children as a target audience may make this task even more di cult as it must be understandable to them. is conditions cannot be emphasized enough when it comes to informed consent (Art. 7(2) GDPR): If a Controller does not inform in a compliant way about any of the other legal reasons for processing, he obviously is in breach of his informational duties. However, the processing itself still remains lawful. But when consent was not informed, it is no legal basis of processing which may be considered a far more severe breach than a simple breach of informational duties alone.
At this point it should be clear that the GDPR requires more than mere lists of technical Information or endless legal texts, but a carefully considered approach not only involving Computer-and Legal scientists, but communication specialists. Information overow is to be avoided, the understanding of the average data subject to be taken into account. Concise while also easily understandable information may be con icting goals which require careful considerations when dra ing a data policy. 
LAYERED PRIVACY LANGUAGE
In the following we will give an overview on the general concept of LPL and describe the present elements and a ributes shortly as shown by Gerl et al. [7] .
e extension of LPL [6] is hereby considered.
Concept
e concept of LPL is to create a privacy language that models privacy policies (see Figure 1 ). Assuming a (web-) service of a Controller, the LPL privacy policy will be presented to the Data Subject. e Data Subject can inspect and in some cases alter the LPL privacy policy, e.g. accept/deny purposes or altering the se ings for anonymization. By submi ing the form, the Data Subject accepts or consents to the privacy policy, which then itself will be processed and stored with the data. Access to the data will only be granted through a Privacy Layer that veri es whether the requester has the rights to access the data for the intended purpose according to the LPL privacy policy. If necessary the data will be anonymized. is is done for each request of the Controller, but also for requests by ird Party Controllers. Furthermore, if the Controller transfers data to a ird Party Controller, the LPL privacy policy will be extended by additional policies 'on-top' agreed upon by the Controller and ird Party Controller.
Life-Cycle
To give a more detailed understanding of LPL the 6 steps of the LPL life-cycle (see Figure 2 ) will be described in the following.
Creation. During the Creation step, the responsible privacy ocer creates a raw LPL privacy policy. is privacy policy contains the purposes of the data processing but not any information about the Data Subject. is re ects the Preparatory Work as described in section 3.1.
Negotiation. During the Negotiation step, the raw LPL privacy policy is presented to the Data Subject. Personalization of the privacy policy is possible. Eventually, the Data Subject decides to give accept or give consent to the personalized privacy policy.
Pre-Processing. Assuming the Data Subject accepted or gave consent to the personalized privacy policy, it will be validated as well as information about the Data Subject and its personal data added.
Storage. e validated personal privacy policy will be stored along with the regular data for each Data Subject.
Transfer. When data transfer to a third party was accepted and data are transmi ed to a third party, an additional privacy policy can be added to the existing privacy policy. Hereby, it has to be veri ed that the added privacy policy is at least as strict as the underlying privacy policy, which prevents any con icts in the further processing. erefore, the third party always also has to consider the privacy policy agreed upon by the original Controller and the Data Subject as well as all privacy policies agreed upon on each transfer.
Usage. For each query, it will be veri ed whether the requesting entity is authenticated and authorized, before the data will be anonymized according to the de nition in the corresponding purpose of the personalized LPL privacy policy. Data Subject Rights shall be enforced by the privacy framework.
Privacy Language Elements and Attributes
For the description of the elements and a ributes we consider LPL with its user interface extension (see Figure 3) [6] .
UIElement. e UIElement is an element that, by itself, will not be used within the privacy policy, but is used to inherit humanreadability to other elements. e elements LayeredPrivacyPolicy, Icon, Entity (DataSource and DataRecipient), Purpose, Retention, PrivacyModel, Data and AnonymizationMethod inherit from UIElement. It contains both a HeaderList and DescriptionList each containing a set of Label elements. A Label element consists of the a ributes lan , describing the language (e.g. en for english), and alue for the human-readable text (e.g. Hello W orld! ).
LayeredPrivacyPolicy. e LayeredPrivacyPolicy is the root element of LPL. e a ributes ersion, name and pri ac Polic U ri are contained. Hereby, ersion de nes the version of LPL, name is a unique identi er for the privacy policy, and pri ac Polic U ri represents a link to a regular privacy policy. is element contains a set of Icon elements, a set of Purpose elements, a DataSource element and a UnderlyingPrivacyPolicy. e UnderlyingPrivacyPolicy is a LayeredPrivacyPolicy that has been agreed on before.
Icon. e Icon element is used to denote privacy icons, that are displayed to the Data Subject as an abstract privacy policy. e various privacy icons will be hereby set and identi ed by the a ribute name.
Entity
Purpose. e Purpose element describes the processing purpose. It has the a ributes name, optOut and required. Hereby, name identi es the purpose, optOut de nes if the Data Subject has to actively deny this purpose or consent to it, and required de nes if the purpose to be accepted by the Data Subject. A Data Subject not consenting to a required purpose cannot accept the whole privacy policy. Furthermore, the Purpose contains a set of DataRecipient elements, a set of Data elements, a set of PrivacyModel elements, as well as a Retention element.
Retention. e Retention element describes the moment when the data has to be deleted of the corresponding Purpose. It has the attributes t pe and pointInTime. Hereby, t pe describes the condition ( Inde f inite , Af terPurpose or FixedDate ), and pointInT ime details the retention.
PrivacyModel. e PrivacyModel element describes the privacy properties of the data-set. Several privacy models have been researched and can hereby be de ned on the data, e.g. k-Anonymity [23] , l-Diversity [15] or t-Closeness [13] , de ning the properties a data-set must have to prevent re-identi cation. e a ribute name hereby de nes the privacy model (e.g. k-Anonymity, whereas a set of PrivacyModelA ribute elements de nes the properties of the privacy model. erefore, a ke and alue pair is used (e.g. ( k ,  3 ) ).
Data. e Data element represents one data eld. It has the attributes name, dataGroup, dataT pe, required and pri ac Group. Hereby, name de nes a data (e.g. column in a relational database) uniquely, dataGroup is a representation of a logical data group (e.g. location data ), dataT pe de nes the type of data (e.g. T ext or Date ), required de ning if the data has to be accepted or can be dissented by the Data Subject, and pri ac Group classifying the data as Explicit, asi-Identi er (QID), Sensitive or Non-Sensitive and thereby how the data will be treated by the privacy model [23] . Furthermore, the Data element contains a AnonymizationMethod element.
AnonymizationMethod. e AnonymizationMethod element represents the anonymization that is applied on the data. It has the a ribute name specifying the anonymization method (e.g. Suppression or Generalization). Furthermore, the AnonymizationMethod element contains a set of AnonymizationMethodA ribute elements and a Hierarchy element. e AnonymizationMethodA ribute has two purposes. On the one hand it speci es the parameters for the anonymization method. On the other hand a MinimumLe el and MaximumLe el of anonymization can be de ned, whereas the maximum will be set during the Creation through the privacy o cer and the minimum may be in uenced by the Data Subject during the Negotiation. erefore, the a ributes ke and alue are utilized.
Hierarchy. e Hierarchy element de nes all possible (anonymized) values for the data eld, utilizing an ordered set of HierarchyEntry elements.
e values are pre-calculated to allow a performance bene t during the query-based anonymization. Both the MinimumLe el and MaximumLe el reference a HierarchyEntry element.
LEGAL ANALYSIS
In the following we will compare the requirements of Article 12 -14 GDPR to the capabilities of LPL (see Table 1 ).
In Art. 12(1) Sentence 1 GDPR states that a clear and plain language is used to achieve transparency. Although this cannot be directly achieved by LPL, because it does not verify it, the UIElement of LPL is intended to provide a human-readable description text for the Data Subject. Because, the UIElement is inherited by several other elements of LPL, the information will be structured and therefore should allow be er readability.
e requirement of Art. 12(2) Sentence 2 GDPR, that information should be wri en or electronic, is therefore also ful lled by the general concept of a machine-readable privacy language. Additionally, it is possible to reference a regular wri en privacy policy via the pri ac Polic U RI of the LayeredPrivacyPolicy element.
Art. 12(2) GDPR de nes that the Data Subject Rights have to be provided by the Controller. is is interpreted by the privacy framework overarching LPL as Regulated Purposes, which are intended to be processed automatically. Currently no proof-of-concept implementation is available to verify the functionality. But an automatic enforcement of the Data Subject Rights should decrease the overall response time, so that it is well within the time period of one month required by the GDPR (Art. 12 (2)). Additionally, to ful ll the requirement under Art. 12(5) GDPR is has to be considered what excessive requests are if the requests can be processed automatically. On the one hand, technical solutions could be implemented within the privacy framework, namely a Data Subject speci c counter for requests that rejects requests if a speci c threshold is exceeded. On the other hand, it may be argued that such a restriction may be obsolete if requests may be processed automatically and just basic security features should be implemented to counteract threads like brute-force a acks.
Art. 12(7) GDPR proposals to represent the necessary information for the Data Subject in Article 13 and 14 via standardized icons.
e presentation of such standardized icons is handled by LPL via the Icon element, that allows several icons to be de ned for a privacy policy. e Icon element also inherits from the UIElement allowing to name and describe the icons. Note, that currently we are not aware of a standardized icon-set that ful lls the requirements of the GDPR, but there are several proposes [19] [21] [16] as well as an icon-set created for LPL [6] .
Both Art. 13(1)(a) and Art. 14(1)(a) specify that the identity and the contact details of the Controller (or its representative) have to be disclosed to the Data Subject. It may be argued if this is implemented in LPL. On the one hand, it is possible to add a descriptive text to the LayeredPrivacyPolicy element containing exactly this information. On the other hand, it may be argued that the DataRecipient element de nes for each purpose the recipient of the data and therefore also the Controller. Although both possibilities could probably ful ll this requirement, a distinct solution may be anticipated.
Both Art. 13(1)(b) and Art. 14(1)(b) specify that the contact details of the Data Protection O cer is provided to the Data Subject, (1)(f) ird Country Transfer and Safeguards -Art. 13(2)(a), Art. 14(2)(a) Storage Period LPL -Retention x Art. 13(2)(b), Art. 14(2)(c) Information on Data Subject Rights -Art. 13(2)(c). Art. 14(2)(d) Information to Withdraw Consent LPL -Purpose.optOut/Purpose.required (x) Art. 13(2)(d), Art. 14(2)(e) Information to Lodge a Complaint -Art. 13(2)(e)
Information on Required Data LPL -Data.required x Art. 14(2)(f)
Source of Personal Data LPL -UnderlyingPrivayPolicy/DataSource (x) Art. 13(2)(f), Art. 14(2)(g) Automated Decision-Making -if applicable. As for the contact details of the Controller, it may be argued if this information is added in the descriptive text of the LayeredPrivacyPolicy element. A distinct solution for this may be anticipated. Both Art. 13(1)(c) and Art. 14(1)(c) specify that the purposes of the processing of the personal data and the legal basis have to be disclosed to the Data Subject. e purposes of the processing are represented by the Purpose element. But for the legal basis no a ribute has been de ned within the Purpose element, although it might be argued that are de ned within the human-readable description. Following the previous argumentation a distinct solution for the legal basis should be introduced.
Both Art. 13(1)(d) and Art. 14(2)(b) GDPR specify that the legitimate interests have to be detailed if the legal basis for processing is Art.6(1)(f) GDPR. Such a description should be stored within the privacy language, but no such element can be found within LPL.
Art. 14(1)(d) GDPR speci es that the categories of personal data have to be de ned. In LPL the Data element has the a ribute dataGroup which can specify such a category. But a data eld may be assigned to several categories of data, which is not possible. erefore, we see this requirement only as partly ful lled. Both Art. 13(1)(e) and Art. 14(1)(e) GDPR specify that the recipients for the personal data have to be denoted to the Data Subject.
is is represented by the DataRecipient element and therefore ful lled.
Both Art. 13(1)(f) and Art. 14(1)(f) GDPR specify that it has to be denoted if personal data is intended to be transfered to a third country or international organization as well as suitable safeguards have to be described. is is not represented within LPL and therefore not ful lled. Both Art. 13(2)(a) and Art. 14(2)(a) GDPR denote that the storage period, or the conditions that specify it, of personal data has to be speci ed. is is handled by the Retention element that can both specify an exact date but also conditions that specify the relative date.
Both Art. 13(2)(b) and Art. 14(2)(c) GDPR denote that the Data Subject has to be informed about its Data Subject Rights. No element or a ribute in LPL distinctive ful lls this requirement.
Both Art. 13(2)(c) and Art. 14(2)(d) GDPR specify that the Data Subject has to be informed about his right to withdraw consent, if the legal basis of processing was the consent of the Data Subject. is is done rather implicitly by LPL, that uses the a ributes optOut and required to specify if the purposes can be withdrawn in general (required) and if a consent is necessary optOut. During the Negotiation step of the life-cycle the Data Subject is able to dissent to single purposes. But a more explicit way is to be anticipated, that distinguishes between a processing based on consent and therefore has to inform the Data Subject about his right to withdrawal (Art. 13(2)(c), Art.14(2)(d)) and a processing based on a balance of interests (Art. 6(1)(f)) with the corresponding information about the legitimate interests (Art. 13(1)(d), Art. 14(2)(b)).
Both Art. 13(2)(d) and Art. 14(2)(e) GDPR specify that the Data Subject has to be informed about his right to lodge a complaint. No such information is modeled within LPL and therefore this requirement is not ful lled.
Art. 13(2)(e) GDPR speci es that the Data Subject has to be informed about required data that is necessary to form a contract.
is requirement is covered by the a ribute required of the Data element.
Art. 14(2)(f) GDPR speci es that the source of personal data has to be speci ed as well as if the data source is publicly available. is is handled by the DataSource element for each privacy policy. Due to the layering of the privacy policies by the UnderlyingPrivacyPolicy element it is possible to track the data source even if the data is transfered several times. But the DataSource element is lacking the possibility to de ne if it is publicly available.
Both Art. 13(2)(f) and Art. 14(2)(g) GDPR specify that the Data Subject has to be informed about the existence of automated decision-making processes, their logic, signi cance, and envisaged consequences.
is is not represented by LPL and therefore the requirement is not ful lled.
PROPOSED IMPROVEMENTS
In the following we propose possible changes or extensions to LPL and the privacy framework to be compliant to Article 12 -14 of the GDPR.
Layered Privacy Language
e LPL should be extended by several elements and a ributes which inform the Data Subject (see Figure 4) . As mentioned before the information may be presented with existing means but explicit machine-readable elements should be preferred.
e identity and the contact details of the Controller or its representative should be added. erefore, a new element Controller could inherit from the Entity element.
is new Controller element would probably be contained by the LayeredPrivacyPolicy element. A set of Controller elements may be necessary in some cases, as Art. 26 GDPR explicitly introduced the model of Joint Controllers. e DataProtectionO cer element should be created accordingly, whereas also a set of elements should be contained by the LayeredPrivacyPolicy element.
e DataSource element should be extended by the a ribute public specifying if the received data has been publicly available.
A LegalBasis element should be introduced that inherits from the UIElement. Assuming the legal basis is Consent , then the Data Subject has to be informed about his right to withdrawal (Art. 13(2)(c), Art.14(2)(d)). Otherwise, if the legal basis is a Balanceo f Interests (Art. 6(1)(f)), then the Data Subject has to be informed about the legitimate interests (Art. 13(1)(d), Art. 14(2)(b)). e information will be stored utilizing the inherited a ributes of the UIElement. For each Purpose a set of LegalBasis elements should be de nable.
e a ribute dataGroup of the Data element should be substituted with a set of DataGroup elements, which inherit from the UIElement. is will provide human-readability as well as the possibility to assign several data groups to a Data element.
e information that data is transferred to third countries should be assigned as an a ribute thirdCountr T rans f er to the DataRecipient element. Additionally, a Safeguard element should be introduced which inherits from UIElement. A set of Safeguard elements should be referenced by the DataRecipient element. erefore, the Data Subject can be informed in detail about the conditions. Furthermore, the DataRecipient could be extended by a required a ribute, allowing the Data Subject to decide on the processing, like it is done with the Data element. e information on the Data Subject Rights and that the Data Subject can lodge a complaint are general informations that can be added to the LayeredPrivacyPolicy element as a distinct element, which inherits from the UIElement to allow human-readability.
Lastly, the information if the data is utilized for automated decision-making (and its details) should be added to each Purpose element as a distinct element. erefore, a set of AutomatedDecisionMaking elements should be referenced. e existence of such an element or a set of elements denotes that the existence of automated decision-making processes. e logic, signi cance, and envisaged consequences of the automated decision-making should be described unstructured (due to the possible high variance) utilizing the inheritance of UIElement.
Privacy Framework
With the implementation of the Data Subject Rights two things have to be considered. First, the response time has to be within the allowed time-frame and therefore an adequate technical solution for monitoring the response time has to be applied. Second, it has to be ensured that excessive requests can be detected and possibly blocked. Hereby, a threshold for excessive requests has to be de ned.
Additionally, it is essential that the provisions concerning Data Subject Rights are analyzed to identify all the information that has to be provided that is not contained within the privacy policy or more explicitly is not modeled within LPL. Furthermore, the exercise of some Data Subject Rights is dependent on the legal basis for processing. is shall be represented in LPL as well.
Discussion
Based on the proposed improvements for LPL and its overarching privacy framework following statements can be made: e structure of LPL allows the de nition of privacy policies that are both machine-readable and human-readable. e core aspects of a privacy policy have been considered and modeled. But also several aspects, which are mostly informative for the Data Subject, have not been modeled explicitly or at all.
Furthermore, the privacy framework has to be implemented and evaluated to show possible open requirements. We assume that the main challenges will be rst to identify all the information that is required to be able to answer the requests. Secondly, the collected information has to be provided in a format that can be either human-readable for the Data Subject or machine-readable to be further processed. For example, the right to data portability will require a data format that allows the transfer of data between Controllers [8].
CONCLUSION AND FUTURE WORKS
is paper provided an analysis of the Layered Privacy Language (LPL) including its overarching framework according to the Articles 12 -14 of the GDPR. LPL is intended to formalize privacy policies both machine-and human-readable to present and enforce them. e GDPR is considered as the legal framework. Both, the Layered Privacy Language and the GDPR requirements have been introduced. For LPL an overview over the concept, life-cycle and the elements and a ributes are given. e general concepts of the GDPR were explained and the articles 12 -14 GDPR are analyzed in detail individually, as well as requirements extrapolated and summarized. e requirements are subsequently matched against the existing capabilities of LPL, showing both ful lled and unful lled requirements. e unful lled requirements are further discussed to show possible future improvements for LPL. In summary, it is shown that LPL ful lls several key concepts of the GDPR, but still lacks several points that are required to completely inform the Data Subject about the processing of its personal data.
In future, LPL has to be extended and updated to ful ll the missing requirements of the Articles 12 -14 of the GDPR. On the one hand, this requires existing features to be extended like the denition of the categories of personal data or an a ribute indicating that the source of personal data is publicly accessible. On the other hand, new features have to be added, like the de nition of the legal basis for the processing or information on the Data Subject Rights.
ese may either be added to the privacy language itself or the overarching framework. e steps of the life-cycle of LPL have to be modi ed to cope with the new features. For example a privacy policy user interface has to be developed representing the required features to inform the Data Subject in human-readable language during the Negotiation step. e impact of the proposed changes to LPL during the Usage, e.g. anonymization process have to be considered accordingly.
Furthermore, additional articles of the GDPR, as well as the related recitals to the GDPR have to be analyzed to identify all requirements for more complex situations and create a complete requirements catalog that can be matched against technical solutions. For example, the Art. 15 -22 GDPR should be analyzed to identify all processes and information to be stored to allow a possible automated ful llment of the Data Subject Rights or to unveil further research questions. Such a requirements catalog could further be utilized as a guideline for both authorities and companies to verify the compliance with the GDPR.
Also there are challenges that have to be tackled by both the legal and computer science, for example the handling of data that refers to more than one Data Subject. From a computer science perspective this could be solved by referencing personal data to the provider of the data. However, this is not always the Data Subject.
erefore, a initial legal decision on this point has to be made before appropriate technical solutions can be de ned.
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