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Abstract
In the limit ~→ 0, we analyze a class of Schrödinger operators H~ = ~2L+~W+
V · idE acting on sections of a vector bundle E over a Riemannian manifold M where
L is a Laplace type operator, W is an endomorphism field and the potential energy
V has a non-degenerate minimum at some point p ∈ M . We construct quasimodes
of WKB-type near p for eigenfunctions associated with the low lying eigenvalues of
H~. These are obtained from eigenfunctions of the associated harmonic oscillator
Hp,~ at p, acting on smooth functions on the tangent space.
1 Introduction
In this paper, we study semi-classical quasimodes of WKB-type, formally associated with
the low lying spectrum of a Schrödinger operator H~ on a vector bundle E over a smooth
Riemannian manifold M . More precisely, given an operator of the form
H~ = ~
2L+ ~W + V · idE
acting on the space Γ∞(M, E) of smooth sections of E , we construct formal asymptotic
eigenfunctions near non-degenerate minima of the potential V in the limit ~→ 0.
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Operators of this type arise e.g. in Witten’s perturbation of the de Rham complex
where H~ is the square of the Dirac type operator
~ eφ/~
(
d + d∗
)
e−φ/~ = ~
(
d + d∗
)
+ dφ ∧+dφy .
In this particular case, the endomorphism W is non-vanishing, which is the reason for us
to include this (somewhat unusual) term in our considerations.
We recall that the construction of semi-classical quasimodes of WKB-type is an impor-
tant step in discussing tunneling problems, i.e. exponentially small splitting of eigenvalues
for a self-adjoint realization of H~. In the scalar case, for dimM > 1, rigorous results
in this field start with the seminal paper [Helffer and Sjöstrand, 1984] (for M = Rn or
M compact). The associated asymptotic expansion of eigenvalues was also considered in
[Simon, 1983], and somewhat weaker results on tunneling were obtained in [Simon, 1984b]
avoiding the use of quasimodes of WKB-type.
For non-scalar operators, the bundle of exterior differential forms (for M = Rn or
M compact) has been considered in [Helffer and Sjöstrand, 1985] in the context of the
Witten complex. All WKB-constructions in [Helffer and Sjöstrand, 1984] as well as in
[Helffer and Sjöstrand, 1985] ultimately rely on the asymptotic constructions done in
[Helffer and Sjöstrand, 1984] which proceed via a special FBI-transform. There exist sev-
eral introductory texts to this field (e.g. [Dimassi and Sjöstrand, 1999], [Helffer, 1988],
[Helffer, 2002]) but none of these treats the case of eigenvalues degenerate in the har-
monic approximation (in this case, the naive WKB-constructions which work for the non-
degenerate eigenvalues, break down, see Remark 2.3.5 in [Helffer, 1988]). However, for
the scalar case and M = Rn, there exists a more elementary approach to the asymptotic
WKB-constructions, avoiding the use of FBI-transform (see [Klein and Schwarz, 1990]).
This approach was also used in [Klein and Rosenberger, 2011] for the case of semi-classical
difference operators on the scaled lattice ~Zn.
The central point of this paper (see Thm. 2.7 and Corollary 2.10 below) is to show that
this method gives complete asymptotic solutions of WKB-type for a class of Schrödinger
operators on general bundles.
Since our results are local, we do not need further restrictions on M (as e.g. com-
pactness, completeness, bounded geometry) and not even a self-adjoint realization of H~.
In particular, we do not discuss the tunneling problem for H~ with a multiwell potential
V thus avoiding the use of Agmon-type estimates for the true eigenfunctions of certain
Dirichlet operators and estimates on the difference between WKB-type quasimodes and
these eigenfunctions far from the well and with exponential precision.
Acknowledgements. The first author is indebted to SFB 647 and the Max Planck
Institute for Mathematics in Bonn for financial support.
2 Outline of the Results
In everything what follows, let (M, g) be a (smooth) Riemannian manifold and let E
be a complex vector bundle over M equipped with an inner product γ (i.e. a positive
2
definite Hermitian form). This gives a unique volume density inducing an integral
∫
M
for compactly supported continuous functions. The standard inner product on Γ∞c (M, E),
the space of compactly supported smooth sections of E , is then defined by
(u, v)γ =
∫
M
γ[u, v] u, v ∈ Γ∞c (M, E) . (2.1)
Recall that a differential operator L acting on sections of E is said to be of Laplace
type if, in local coordinates x, it has the form
L = −idE
∑
ij
gij(x)
∂2
∂xi∂xj
+
∑
j
bj
∂
∂xj
+ c (2.2)
where
(
gij(x)
)
is the inverse matrix of the metric
(
gij(x)
)
and bj , c ∈ Γ∞(M,End(E))
are endomorphism fields. We always assume that L is symmetric, also called formally
self-adjoint, which means that∫
M
γ[Lu, v] =
∫
M
γ[u, Lv] for all u, v ∈ Γ∞c (M, E). (2.3)
Examples of symmetric Laplace-type operators are the Hodge-Laplacian on p-forms (in
particular, for p = 0, this is the Laplace-Beltrami operator) and the square of a generalized
Dirac operator acting on spinors.
Remark 2.1. Given any symmetric Laplace type operator L on a vector bundle E ,
there exists a metric connection ∇E on E and a symmetric endomorphism field K ∈
Γ∞(M,End(E)) such that
L = (∇E)∗∇E +K (2.4)
(see e.g. in [Berline, Getzler and Vergne, 1992, Prop. 2.5]). In fact, ∇E and K are
uniquely determined. Namely, if there is another metric connection ∇˜E and an endo-
morphism field K˜ such that L = (∇˜E)∗∇˜E + K˜, then we have ∇˜E = ∇E + A for some
A ∈ C∞(M,T ∗M ⊗ asymEnd(E)). Inserting this into the equation for L and expanding
gives K = A∗∇E + (∇E)∗A + K˜, thus the right hand side has to be of order zero. Since
D := A∗∇E + (∇E)∗A + K˜ has the principal symbol σ1(D,ξ) = −2Aξ# , it follows that
A = 0 and thus ∇˜E = ∇E .
Our setup is the following.
Setup 2.2. For ~ > 0, we consider Schrödinger operators H~ acting on Γ
∞(M, E) of the
form
H~ = ~
2L+ ~W + V · idE (2.5)
where L is a symmetric Laplace type operator as above,W ∈ Γ∞(M,End(E)) is a symmet-
ric endomorphism field and V ∈ C∞(M,R). Furthermore, we assume that the potential
V has a non-degenerate minimum at some fixed point p ∈ M with V (p) = 0.
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We remark that the operator H~ given in (2.5) is not necessarily real, i.e. it does not
commute with complex conjugation. However, under semi-classical quantization (ξ 7→
−i~d in some reasonable sense) its principal ~-symbol
σH(q, ξ) =
(|ξ|2 + V (q))idE (2.6)
is both real and scalar (| · | denotes the norm on T ∗qM induced by g). This is crucial
for our construction. Thus our assumptions exclude Schrödinger operators with mag-
netic field (the operator (i~d + α)∗(i~d + α), with a 1-form α describing the magnetic
potential, has non real principal ~-symbol, see e.g. [Helffer and Kondryukov, 2008]) or
with endomorphism valued potential V as needed e.g. for molecular Hamiltonians in the
Born-Oppenheimer approximation (see e.g. [Klein, Martinez, Seiler and Wang, 1992]).
Definition 2.3 (Local Harmonic Oscillator). In Setup 2.2, we associate to H~ the
local harmonic oscillator Hp,~ at the critical point p of V . This is the differential operator
acting on the space C∞(TpM, Ep) of smooth Ep-valued functions on TpM by
Hp,~f(X) :=
(
~
2∆TpM + ~W (p) +
1
2
∇2V |p(X,X)
)
f(X), (2.7)
for X ∈ TpM , where ∆TpM denotes the (flat) Laplacian on TpM induced by the scalar
product gp on TpM and ∇2V |p denotes the Hessian of V at p. The latter is a bilinear
form, so that the operator ∇2V |p(X,X) acts by multiplication with a quadratic function.
The connection between H~ and the associated harmonic oscillator Hp,~ will be dis-
cussed in detail in Section 5, in particular in Remark 5.3.
The local harmonic operator Hp,~ can be considered as an essentially self-adjoint op-
erator on C∞c (TpM, Ep) ∩ L2(TpM, Ep) (where the L2 space is taken with respect to the
Lebesgue measure induced by the scalar product on TpM). It is well known that its
spectrum scales with ~ and consists of the numbers
~Eα,ℓ = ~
(
(2α1 + 1)λ1 + · · ·+ (2αn + 1)λn + µℓ
)
, α ∈ Nn0 , ℓ = 1, . . . , rk E (2.8)
where λ1, . . . , λn are the eigenvalues of
1
2
∇2V |p and µ1, . . . , µrkE are the eigenvalues of
W (p) (see e.g. [Cycon, Froese, Kirsch and Simon, 1987], [Reed and Simon, 1980, Section
8.10]).
Remark 2.4. It is clear that Hp,~ maps polynomials to polynomials, i.e., it preserves
Ep[TpM ] := Ep ⊗ C[TpM ] ⊂ C∞(TpM, Ep), the space of polynomials on TpM with values
in Ep.
To formulate our results, we need the following theorem (a proof can be found for
example in [Helffer and Sjöstrand, 1984]).
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Theorem 2.5 (The Eikonal Equation). In Setup 2.2, for each sufficiently small neigh-
borhood U of p, there exists a unique function φ ∈ C∞(U,R) with φ(p) = 0 that has a
non-degenerate minimum at p and satisfies the eikonal equation1∣∣dφ(q)∣∣2 = V (q), q ∈ U, (2.9)
where | · | denotes the norm on T ∗qM induced by gq.
Definition 2.6. Let U ⊆ M be an open neighborhood of p and φ ∈ C∞(U,R). We call
(U, φ) an admissible pair (with respect to H~), if
1.) φ is the unique positive solution of the eikonal equation (2.9) on U as in Theorem
2.5.
2.) U is star-shaped around p with respect to the vector field gradφ in the following
sense: If Φt is the flow of gradφ, then we have Φt(U) ⊆ U for all t ≤ 0.
Our main result is the following theorem, stating that for each eigenvalue of the local
harmonic oscillator at p, we can obtain asymptotic eigenvectors up to any order in ~.
Theorem 2.7. In Setup 2.2, let (U, φ) be an admissible pair and let ~E0 be an eigenvalue
of multiplicity m0 of the local harmonic oscillator Hp,~ at p as given in Def. 2.3. Define
the operator Hφ,~ over U by
Hφ,~u = e
φ/~ ◦H~[e−φ/~u].
Then there exist a number K ∈ N0/2 and formal power series
aj = ~
−K
∑
k∈N0/2
~
kaj,k, and Ej = ~
(
E0 +
∑
k∈N/2
~
kEj,k
)
,
for j = 1, . . . , m0, where aj,k ∈ Γ∞(U, E) and Ej,k ∈ R, such that in the sense of formal
power series
1. we have
Hφ,~aj = Ejaj , j = 1, . . . , m0 .
2. the series a1, . . . ,am0 are asymptotically orthonormal meaning that
I
(
γ
[
χaj, χai
])
= δji , i, j = 1, . . . , m0,
as asymptotic series in ~1/2. Here, χ ∈ Γ∞c (U, [0,1]) is any cutoff function with
χ ≡ 1 in a neigborhood of p and I(γ[·, ·]) is the weighted integral defined in (3.18).
1We remark that the eikonal equation can be written as σH(p, ξ) = 0, where σ denotes the semi-
classical principal symbol, compare (2.6) above. This is important in the case of more general operators.
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Furthermore, if |α| is even (or odd respectively) in all pairs (α, ℓ) such that E0 = Eα,ℓ
defined in (2.8) then no half-integer terms (or integer terms respectively) occur in the
series aj. In both cases, no half integer terms occur in the series Ej
2.
Remark 2.8. The lowest order in ~ in the expansion of aj is given by K = maxα |α|/2
where α runs over all multi-indices such that Eα,ℓ = E0 for some ℓ = 1, . . . rk E .
Remark 2.9. Property 1 and 2 in Thm. 2.7 are equivalent to the following statements:
For each U ′ ⊂⊂ U open and compactly contained in U , each N ∈ N/2 and each ~0 > 0,
there exists constants C1, C2 > 0 such that for each ~ < ~0 and all 1 ≤ i, j ≤ m0 we have∣∣∣(H~ − ~(E0 −∑N
k=1/2
~
kEj,k
))
e−φ/~
∑N
k=0
~
kaj,k
∣∣∣ ≤ C1 e−φ/~~K+N+3/2 (2.10)
uniformly on U ′ for each j = 1, . . . , m0 and∫
U ′
γ
[
e−φ/~
∑N
k=0
~
kai,k , e
−φ/~
∑N
k=0
~
kaj,k
]
≤ ~2K+n/2(δij + C2~N+1/2), (2.11)
where in each case, the sums are meant to run in half integer steps. Heuristically, this
means that the series e−φ/~aj , j = 1, . . . , m0 form an asymptotically orthonormal basis of
the eigenspace to the asymptotic eigenvalue Ej.
Theorem 2.7 allows us to construct good quasimodes for H~, which are essential in the
discussion of tunneling problems. These are derived by a Borel procedure with respect to
~1/2.
Corollary 2.10. Under the assumptions of Thm. 2.7, for any open neighborhood U ′ ⊂⊂
U of p, there are functions3 aj ∈ C∞((0, ~0),Γ∞(M, E)) and Ej ∈ C∞((0, ~0),R), j =
1, . . . , m0, such that aj(~) is compactly supported in U for each ~ < ~0 and
aj(~) ∼ ~−n/4e−φ/~aj and Ej(~) ∼ Ej
on U ′ as ~ց 0 for aj and Ej given in Thm. 2.7. Moreover, we have
H~aj(~) = Ej(~)aj(~) + o(~
∞) (2.12)
uniformly on M and
H~aj(~) = Ej(~)aj(~) + o(~
∞e−φ/~) (2.13)
uniformly on U ′, as well as the asymptotic orthonormality relation(
ai, aj
)
γ
= δij + o(~
∞) (2.14)
for the inner product (2.1).
2Results concerning the parity were first proven in [Helffer and Sjöstrand, 1984], correcting a mistake
in [Simon, 1983], see [Simon, 1984a].
3for asymptotic series with coefficients in topological vector spaces, compare [Hörmander, 1990, Thm.
1.2.6].
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Remark 2.11. We do not make any claim that the quasimodes constructed above are
in any sense asymptotic to actual eigenfunctions of the Schrödinger operator (2.5). In
fact, this statement does not make sense as it stands, as one would need to specify a
self-adjoint realization of the operator on a suitable Hilbert space, which need not even
be unique without further assumptions on the manifold and the operator. Even though
statements that formal asymptotics actually belong to eigenfunctions hold in great gen-
erality, this is not in the scope of our paper. We refer to [Helffer and Sjöstrand, 1984]
for a discussion of −∆ on functions in Rn or the Laplace-Beltrami operator on com-
pact manifolds. The Witten Laplacian on forms on compact manifolds is discussed in
[Helffer and Sjöstrand, 1985].
Remark 2.12. The coefficients aj,k from Thm. 2.7 necessarily fulfill the recursive trans-
port equations
(∇E2 gradφ +W +∆φ− E0)aj,k = −Laj,k−1 +
∑k
i=1/2
Ej,i aj,k−i (2.15)
where ∇E is the connection from Remark 2.1. Hence one could try to solve these equations
in order to prove our theorem. This works indeed well in the non-degenerate case, i.e.
when the multiplicity of the eigenvalue ~E0 of the local harmonic oscillator is equal to
one, choosing as aj,0 the unique function in the kernel of Q = ∇E2 gradφ +W + ∆φ − E0
(see [Dimassi and Sjöstrand, 1999] or [Ludewig, 2013, Ex. 8.3] for a general treatment
of equations of this sort). However, in the degenerate case, i.e. when the multiplicity
of the eigenvalue ~E0 of the local harmonic oscillator is greater that one, it is not even
clear how to choose an appropriate element aj,0 in kerQ. To overcome this difficulty, it
is natural to use some kind of spectral projections, given by power series in
√
h. Such
an approach was used in both [Helffer and Sjöstrand, 1984] (using an FBI-transform) and
[Klein and Schwarz, 1990], as well as in [Klein and Rosenberger, 2011] (using a slightly
more elementary transformation by conjugation). We adapt the latter approach to our
case.
The paper is organized as follows. In Section 3 we introduce the Taylor series map τp
on sections and differential operators with respect to a fixed normal geodesic chart x at
p ∈M , leading to the space Ep[[x]] of formal power series in x with values in Ep. We use the
stationary phase method in its real form to define an inner product on S := Ep[[x]]((~1/2)),
the space of formal Laurent series in the variable ~1/2 that have elements of Ep[[x]] as
coefficients.
In Section 4, we define the rescaling operator R, setting x = ~1/2y, which maps S
to S0, a subspace of the space Ep[y]((~1/2)) of Laurent series in the variable ~1/2 with
coefficients in the polynomial space Ep[y].
In Section 5 we use Taylor series and the rescaling operator to define the operator
~Q = R ◦ τp(Hφ,~) ◦ R−1 on S0 where Hφ,~ = eφ/~ ◦H~ ◦ e−φ/~. To a given eigenvalue of
the leading order Q0, we then construct eigenfunctions and eigenvalues of Q and τp(Hφ,~)
and prove results on the absence of integer or half-integer order terms in the expansion
with respect to ~.
Finally, the proof of Theorem 2.7 is given in Section 6.
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3 Notation and first Constructions
Let M be a manifold and p ∈ M . With respect to a chart x on M with x(p) = 0, any
function f ∈ C∞(U) has a Taylor series at p
f ∼
∑
α∈Nn0
fαx
α =: τp,x(f) ⊂ C[[x]], fα ∈ C , (3.1)
which is determined by the property that for each neighborhood U ′ of p compactly con-
tained in the domain of x and for each N ∈ N0, there exists a constant CN,U ′ > 0 such
that ∣∣∣f −∑
|α|≤N
fαx
α
∣∣∣ ≤ CN,U ′|x|N+1 uniformly on U .
By C[[x]], we denote the space of formal power series in the n variables x1, . . . , xn and, by
abuse of notation, we identify the coordinate functions of the chart chart x with variables
x1, . . . xn. We call τp,x(f) ∈ C[[x]] defined in (3.1) the Taylor series of f at p (with respect
to x).
If x and x˜ are normal coordinates with respect to the Riemannian metric, then x = Q◦x˜
for some matrix Q ∈ O(n). On the other hand, Q induces an algebra isomorphism
Q˜ : C[[x]]→ C[[x˜]]
via Q˜(xi) =
∑
j Q
i
j x˜
j . Thus τp,x˜ = Q˜ ◦ τp,x.
From now on, we work throughout in the Setup 2.2 and we fix an admissible pair
(U, φ), remember Def. 2.6.
Definition 3.1. We choose normal coordinates x such that for our fixed solution of (2.9),
we have
τp(φ) =
∑n
j=1
λj(x
j)2 +O
(|x|3) , λ1, . . . λn > 0 , (3.2)
near p and write τp instead of τp,x. We call τp the geodesic Taylor series map.
All λj ∈ R in (3.2) are strictly positive since by Setup 2.2, the minimum of V at p is
non-degenerate.
Remark 3.2. The map
xi 7→ dxi|p ∈ T ∗pM ∼= { homogeneous polynomials of degree 1 on TpM }
induces an C-algebra-isomorphism Φx from C[x] to C[TpM ], the space of complex valued
polynomial functions on TpM . Φx can be extended to the respective completions with
respect to the valuations by polynomial degree, C[[x]] and C[[TpM ]]. It is easy to see that
Φx ◦ τp,x = Φx˜ ◦ τp,x˜ for all normal coordinates x and x˜.
To a section u ∈ Γ∞(M, E) we associate a geodesic Taylor series at p in the following
way: We trivialize E by identifying the fibers along geodesics emanating from p by parallel
translation with respect to the connection ∇E given in Remark 2.1. Near p, u can then be
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seen as a smooth function with values in the vector space Ep (the fiber of E over the point
p). In this sense it has a Taylor series τp(u) at p with respect to the normal coordinates
x of Def. 3.1, which will then map to the space Ep[[x]] := Ep ⊗ C[[x]].
Finally, under the trivialization of E above, a differential operator P of order k ∈ N
acting on sections of E can be seen as a differential operator acting on Ep-valued functions.
By Taylor expansion of its coefficients, it has a geodesic Taylor series τp(P ) of the form
P ∼
∑
α,β∈Nn0
|β|≤k
Pαβ x
α ∂
|β|
∂xβ
=: τp(P ) ⊂ D(Ep)[[x]] where Pαβ ∈ End(Ep) (3.3)
and D(Ep)[[x]] denotes the space of differential operators with coefficients in End(Ep)[[x]].
These operators act on the space Ep[[x]] by formal derivation term by term (inducing a
left-module structure on that space). Let us remark that by construction, we have
τp(Pu) = τp(P )τp(u). (3.4)
In all this, we define τp with respect to the chart from Def. 3.1.
Definition 3.3. We say that P ∈ D(Ep)[[x]] is homogeneous of degree degD P = j,
j ∈ Z, if and only if P maps homogeneous polynomials of degree k to homogeneous
polynomials of degree k + j. In this case, P is a (necessarily finite) sum
P =
∑
α,β∈Nn
0
|α|−|β|=j
Pαβx
α ∂
|β|
∂xβ
, Pαβ ∈ End(Ep) .
We recall Borel’s Theorem which (for the case M = Rn) is proven for example in
[Hörmander, 1990, Thm. 1.2.6]. Since the statement is purely local, it generalizes to our
setting and gives
Corollary 3.4. The map τp : Γ
∞(U, E)→ Ep[[x]] is surjective.
We define a weighted inner product on the space Γ∞c (U, E) of sections, compactly
supported on U , by (
u, w
)
γ,φ
:=
∫
U
γ[u, w]e−2φ/~, (3.5)
where φ is our fixed solution of (2.9). (To be precise, this defines a whole family of inner
products, depending on ~ ∈ (0,∞).)
We introduce the space
S := Ep[[x]]((~1/2)) (3.6)
of formal Laurent series in ~1/2 with coefficients in Ep[[x]] which is a vector space over
the field C((~1/2)) of formal Laurent series in the variable ~1/2. On S we shall define a
non-degenerate Hermitian form
( · , · )
S,φ
with values in C((~1/2)), by using the stationary
phase approximation (see e.g. [Grigis and Sjöstrand, 1994]).
We remark that for each admissible pair (U, φ), there is a Morse-chart κ defined on
some neighborhood U ′ ⊂ U of p with φ = |κ|2. This chart is used in the following theorem.
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Theorem 3.5 (Method of Stationary Phase). For ~ > 0 and f ∈ C∞c (U), we set
Iφ(f, ~) := ~
−n/2
∫
M
f e−2φ/~ . (3.7)
Then, at ~ = 0, the function Iφ(f ; ~) has the asymptotic expansion
Iφ(f ; ~) ∼ (π/2)n/2
∞∑
k=0
~
k 1
k!
∆k
[
(f ◦ κ−1) · det1/2(gij)](0) (3.8)
where ∆ is the Laplacian on Rn and gij is the matrix of the metric with respect to the
Morse-chart κ.
In particular, we obtain a linear map
I : C∞c (U) −→ C((~1/2)) , f 7−→ right hand side of (3.8) . (3.9)
By the above formula, it is clear that the asymptotic expansion of Iφ(f, ~) only depends
on the Taylor series of f, φ and det 1/2
(
gij(κ)
)
at p ∈M . Thus the kernel of τp is contained
in the kernel of I defined in (3.9). Since τp is surjective by Corollary 3.4, there is a unique
linear map
Iˆ : C[[x]]→ C((~1/2)) (3.10)
such that the diagram
C∞c (U)
I //
τp

C((~1/2))
C[[x]]
Iˆ
66
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
♠
(3.11)
commutes.
We use this construction for γ[u, w] ∈ C∞c (U) where u, w ∈ Γ∞c (U, E). The inner
product γ on E has a Taylor series
τp(γ) =
∑
δ∈Nn0
γδx
δ ∈ (E∗p ⊗ E∗p )[[x]]
which can be interpreted as a positive definite Hermitian map τp(γ) : Ep[[x]]× Ep[[x]] −→
C[[x]] by setting
τp(γ)
[∑
α
uαx
α,
∑
β
wβx
β
]
:=
∑
α,β,δ∈Nn0
γδ[uα, wβ]x
α+β+δ. (3.12)
By sesquilinearity, τp(γ) extends to a positive definite Hermitian map
τp(γ) : S×S −→ C[[x]]((~1/2)), (3.13)
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where S was defined in (3.6). By construction, we have
τp(γ)[τp(u), τp(w)] = τp(γ[u, w]). (3.14)
Now we define the hermitan form ( · , · )S,φ first on Ep[[x]] by
(u,w)
S,φ := Iˆ
(
τp(γ)[u,w]
)
, u,w ∈ Ep[[x]] . (3.15)
By commutativity of the diagram (3.11) and (3.14), it satisfies
(τp(u), τp(w))S,φ = I(γ[u, w]) (3.16)
and naturally extends to a Hermitian form
( · , · )S,φ : S×S −→ C((~1/2)) . (3.17)
Moreover, by the sesquilinearity of γ, I(γ[·, ·]) extends to a hermitian form
I(γ[·, ·]) : F × F → C((~1/2)) (3.18)
on the space F := Γ∞c (U, E)((~1/2)) of Laurent series in ~1/2 with coefficients in Γ∞c (U, E).
Lemma 3.6. The Hermitian form ( · , · )S,φ defined in (3.17) is non-degenerate.
Proof. We have to show that (u,w)S,φ = 0 implies u = 0 or v = 0 for all u,w ∈ S.
It suffices to show that ( · , · )S,φ is non-degenerate on Ep[[x]], so we may assume u,w ∈
Ep[[x]].
Since the map τp : Γ
∞
c (U, E) −→ Ep[[x]] is surjective, we may assume that u = τp(u)
and w = τp(w) for some u, v ∈ Γ∞c (U, E). From the definition it is clear that (u,w)S,φ = 0
if and only if the function γ[u, w] vanishes to infinite order at the point p. In this case,
however, we necessarily have that either u or w vanish to infinite order at p. Therefore
τp(u) = u = 0 or τp(w) = w = 0. 
The reason to define ( · , · )S,φ as we did is that it has the following property.
Proposition 3.7 (Symmetry). Let P be a differential operator, acting on sections of
E , which is symmetric on Γ∞c (U, E) with respect to the inner product
(
. , .
)
γ
defined in
(2.1). For our fixed solution φ of (2.9), we define the conjugated operator Pφ on Γ
∞(U, E)
with respect to e−φ/~ by
Pφu := e
φ/~P
[
e−φ/~u
]
, u ∈ Γ∞(U, E) . (3.19)
Then Pφ is symmetric on Γ
∞
c (U, E) with respect to ( . , . )γ,φ (defined above) and its Taylor
series τp(Pφ) (see (3.3)) acts on S and is symmetric with respect to the sesquilinear form
( · , · )S,φ defined in (3.17).
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Proof. It is clear that τp(Pφ) ∈ D(Ep)[[x]] extends to a differential operator on S. By
sesquilinearity, it suffices to prove the statement on the symmetry for elements of S which
are constant in ~1/2. Since by Corollary 3.4 all elements of Ep[[x]] can be written as Taylor
series τp(u) for some u ∈ Γ∞c (U, E), we need to prove the statement only for elements of
this type. Now by (3.4) and (3.16)(
τp(P )τp(u), τp(w)
)
S,φ
=
(
τp(Pu), τp(w)
)
S,φ
= I(γ[Pu, w]) (3.20)
= asymptotic expansion of Iφ
(
γ[Pu, w], ~
)
.
By (3.7), (3.5), (2.1) and the symmetry of P with respect to
(
. , .
)
γ
we get for u,w ∈
Γ∞c (U, E)
Iφ
(
γ[Pu, w], ~
)
= ~−n/2
(
Pφu, w
)
γ,φ
= ~−n/2
(
Pe−φ/~u, e−φ/~w
)
γ
= ~−n/2
(
e−φ/~u, Pe−φ/~w
)
γ
= ~−n/2
(
u, Pφw
)
γ,φ
= Iφ
(
γ[u, Pw], ~
)
and using (3.20) again gives the stated result. 
4 Rescaling
In order to analyze degenerate eigenvalues, we now consider the rescaled variable y =
~−1/2x instead of x, where x are the coordinates from Def. (3.1). This is motivated by
the basic scaling property of Hp,~, giving the scaling in spec(Hp,~) and of the associated
eigenfunctions.
The important observation here is the following: Given a formal power series in ~ with
coefficients in Γ∞(U, E) as in Thm. 2.7, its Taylor series will be an element of S, i.e., a
formal power series in ~1/2 whose coefficients are formal power series in the variable x.
After rescaling, however, it becomes an element of a space S0 (defined in (4.1) below),
which is the space of formal power series in ~ whose coefficients are polynomials in the
rescaled variable y.
In this section, we explain the details. Again, throughout this section, we work in
Setup 2.2 and fix an admissible pair (U, φ).
Definition 4.1 (Rescaling Operator). We define the rescaling operator R : S −→
Ep[y]((~1/2)) by
u =
∑
k∈Z/2
k≥−M
~
k
∑
α∈Nn0
uα,kx
α 7−→ Ru =
∑
k∈Z/2
k≥−M
∑
α∈Nn0
~
k+|α|/2uα,ky
α .
Proposition 4.2 (Image of R). The rescaling operator R given in Definition 4.1 is
well-defined, injective and its image is the space
S0 :=
{
~
−K
∑
j∈N0/2
Pj(y) ~
j ∈ Ep[y]((~1/2)) | K ∈ N0/2, degPj(y) ≤ 2j
}
(4.1)
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Proof. An element u ∈ S can be written as
u = ~−K
∑
k∈N0/2
~
k
∑
α∈Nn0
uα,kx
α (4.2)
for some K ∈ N0. Hence
Ru = ~−K
∑
k∈N0/2
~
k
∑
α∈Nn0
uα,k y
α
~
|α|/2 = ~−K
∑
k∈N0/2
~
k
2k∑
j=0
∑
|α|=j
uα,k−j/2 y
α, (4.3)
so Ru ∈ Ep[y]((~1/2)) and if Ru = 0, then each uα,k has to be zero, i.e. u = 0. This shows
that R is well-defined and injective. Furthermore, it is clear from (4.3) that RS ⊂ S0.
On the other hand, given an element
w = ~−K
∑
j∈N0/2
~
k
∑
|α|≤2k
wα,k x
α ∈ S0 ,
its preimage u ∈ S under R in the form (4.2) has the coefficients uα,k := wα,k+|α|/2, hence
the image of R is all of S0. 
Definition 4.3. By Prop. 4.2, we can define the Hermitian form
( · , · )S0,φ := (R−1)∗
[
( · , · )S,φ
]
: S0 ×S0 → C((~1/2)) (4.4)
as the pullback of the inner product ( · , · )S,φ on S defined in (3.15) under the inverse
rescaling operator R−1 : S0 → S.
Analogously to Def. 4.1, we define (with x = ~1/2y) rescaling operators from (E∗p ⊗
E∗p )[[x]]((~1/2)) to (E∗p ⊗ E∗p )[y]((~1/2)) and from C[[x]]((~1/2)) to C[y]((~1/2)) which we also
denote by R. Then, for τp(γ) ∈ (E∗p ⊗ E∗p )[[x]] given in (3.12), (3.13), we get
R ◦ τp(γ) =
∑
δ∈Nn0
~
|δ|/2γδy
δ =:
∑
k∈N0/2
~
kγk with γk :=
∑
|δ|=2k
γδy
δ ∈ (E∗p ⊗ E∗p )[y] . (4.5)
Remember that τp always refers to the coordinates x as defined in Def. 3.1. We also
introduce the positive definite Hermitian form γ : S0 ×S0 → C[y]((~1/2)), by setting for
u, v ∈ S0
γ[u, v] := ~−K1−K2
∑
j∈N0/2
~
j
∑
k+ℓ+r=j
γr[uk, vℓ] (4.6)
where
γr[uk, vℓ] :=
∑
α,β,δ∈Nn0
|α|≤2k,|β|≤2ℓ,|δ|=2r
γδ[uk,α, vℓ,β]y
α+β+δ ∈ C[y] for γδ as in (4.5) , (4.7)
u = ~−K1
∑
k∈N0/2
~
kuk with uk =
∑
|α|≤2k
uk,αy
α and (4.8)
v = ~−K2
∑
ℓ∈N0/2
~
ℓvℓ with vℓ =
∑
|β|≤2ℓ
vℓ,βy
β . (4.9)
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Then for all u, v ∈ S, we have
γ[Ru, Rv] = R
(
τp(γ)[u, v]
)
and deg γr[uk, vℓ] ≤ 2(r + k + ℓ). (4.10)
We say that u ∈ Ep[y] (or C[y]) has parity ±1, if and only if u(y) = ±u(−y), i.e. u only
contains monomials of even (for +) or of odd degree (for −). From (4.7) it follows that
if uk has the parity (−1)2k and vℓ has the parity (−1)2ℓ, then γr[uk, vℓ] has the parity
(−1)2k+2ℓ+2r.
Proposition 4.4. The Hermitian form ( · , · )S0,φ defined in (4.4) is non-degenerate. An
operator P on S is symmetric with respect to ( · , · )S,φ if and only if the associated operator
R ◦ P ◦R−1 on S0 is symmetric with respect to ( · , · )S0,φ.
Moreover, there exist polynomials ωk ∈ Ep[y], k ∈ N0/2 of order 2k and parity (−1)2k such
that for u, v ∈ S0 and γr[uk, vℓ] ∈ C[y] as given in (4.7), (4.8) and (4.9)(
u, v
)
S0,φ
= ~−K1−K2
∑
k∈N0/2
~
k
∑
j,ℓ,r,m∈N0/2
j+ℓ+r+m=k
∫
Rn
γr[uj, vℓ](y)ωm(y)e
−〈y,Λy〉 dy (4.11)
where Λ = diag(λ1, . . . , λn) ∈ Mat(n× n,R) for λν > 0 as given in (3.2).
Proof. By Prop. 4.2 and Lemma 3.6, the Hermitian form
( · , · )
S0,φ
is well-defined and
non-degenerate. By its definition in (4.4), we have
(
R ◦P ◦R−1u, v)
S0,φ
=
(
Pu, v
)
S,φ
for
u = Ru, v = Rv ∈ S0, proving the stated equivalence of symmetry. Using (4.4), (3.16)
and (3.9) we get for u, v ∈ Γ∞c (U, E)(
R ◦ τp(u), R ◦ τp(v))S0,φ = I(γ[u, v]) = asymptotic expansion of Iφ(γ[u,v], ~) . (4.12)
Now u = R◦ τp(u) and v = R◦ τp(v) for some u, v ∈ Γ∞c (U, E) by Prop. 4.2 and Corollary
3.4. Identifying φ and γ[u,v] with their pullback under the inverse chart x−1, we have
Iφ(γ[u,v], ~) = ~
−n/2
∫
Rn
γ[u,v](x)e−φ(x)/~G(x) dx ,
where G(x) := (det gij(x))
1/2, using the compact support of γ[u,v] in U .
Changing variables by x = ~1/2y gives
Iφ(γ[u,v], ~) =
∫
Rn
γ[u,v](~1/2y)e−2φ(~
1/2y)/~G(~1/2y) dy . (4.13)
It is now straightforward (though tedious) to check that the asymptotic expansion on the
right hand side of (4.13) is given by the asymptotic expansion of all three factors in the
integrand of (4.13) and integrating term by term (see e.g. [Klein and Rosenberger, 2011,
Lemma 3.7] for a similar discussion).
Remember that we chose coordinates such that the Hessian of φ is diagonal (see Def.
3.1).
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It is straightforward to check from the definitions that
asymptotic expansion of γ[u, v](~1/2y) = γ[u, v] ∈ C[y]((~1/2)) . (4.14)
Furthermore, by (3.2) the asymptotic expansion of the phase-function φ ∈ C∞(U,R) is
given by
asymptotic expansion of
1
~
φ(~1/2y) =
1
2
〈y,Λy〉+
∑
k∈N
~
k/2φk (4.15)
where Λ = diag(λ1, . . . λn) is strictly positive and φk ∈ C[y] are homogeneous of degree
k + 2. Equation (4.15) together with (5.8) allows us to define real polynomials ωk ∈ R[y]
by
asymptotic expansion of e−2φ(~
1/2y)/~G(~1/2y) =: e−〈y,Λy〉
∑
k∈N0/2
~
kωk ∈ R[y]((~1/2)) (4.16)
where ω0 := 1 and the parity of ωk is (−1)2k (this point follows as in the similar discussion
in [Klein and Schwarz, 1990, Rem. 1] and the Cauchy-product). Inserting the expansions
(4.14), (4.16) and (4.6) into (4.13) and ordering by powers of ~ gives
asymptotic expansion of Iφ(γ[u,v]; ~) = right hand side of (4.11) . (4.17)
Using (4.12) and the uniqueness of asymptotic expansion proves (4.11). 
Remark 4.5. Obviously (4.11) could be used to define the inner product ( · , · )S0,φ on S0
directly. This approach avoids the stationary phase expansion (3.8) used in the definition
(3.15) of the inner product on S. But then it is slightly more complicated to show
symmetry of Q := ~−1
(
R ◦ τp(Hφ) ◦ R−1
)
given in (5.11) with respect to ( · , · )S0,φ (see
[Klein and Schwarz, 1990]).
5 The formal Eigenvalue Problem
Again we assume Setup 2.2 and fix an admissible pair (U, φ).
The operator τp(Hφ,~) is symmetric on S by Thm. 3.7. In this section, we will consider
the formal eigenvalue problem of this operator over the field C((~1/2)), i.e. we will solve
the eigenvalue equation
τp(Hφ,~)a = Ea, for a ∈ S and E ∈ C((~1/2)). (5.1)
We start giving an explicit calculation of the rescaled Taylor series of Hφ,~, as defined in
(3.19).
Lemma 5.1. On U , the conjugation of H~ with respect to e
−φ/~ as defined in Proposition
3.7 is given by
Hφ,~ = ~
2L+ ~
(∇E2 gradφ +W +∆φ) (5.2)
where ∇E is the unique metric connection determined by L as described in Remark 2.1
and ∆ denotes the Laplace-Beltrami operator acting on functions.
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Proof. For any f ∈ C∞(M) and u ∈ Γ∞(M, E), we have the product rule
L(fu) = (∆f)u− 2∇Egrad fu+ fLu,
compare [Berline, Getzler and Vergne, 1992, Prop. 2.5]. Straightforward calculation gives
Hφ,~ = ~
2L+ 2~∇Egradφ + ~W +
(
~∆φ+ V − |dφ|2)idE . (5.3)
Since φ ∈ C∞(U,R) solves the eikonal equation on U , this simplifies to (5.2). 
Remark 5.2. When making the ansatz
e−φ/~
∑
k∈N0/2
~
kak and ~
∑
k∈N0/2
~
kEk
with ak ∈ Γ∞(U, E) for an eigenfunction and eigenvalue of Hφ,~, respectively, straightfor-
ward calculation gives that the equation(
Hφ,~ − ~
∑
k∈N0/2
~
kEk
)∑
k∈N0/2
~
kak = 0 (5.4)
in the sense of an asymptotic expansion in ~ is equivalent to the the statement that for
each k ∈ N0/2, the coefficients ak solve the recursive transport equations
(∇E2 gradφ +W +∆φ−E0)ak = −Lak−1 +
k∑
i=1/2
Ei ak−i, (5.5)
which were discussed in Remark (2.12).
With the chart of Def. 3.1, we have
τp(φ) =
1
2
〈x,Λx〉+
∑
k∈N
~
k/2φk and hence τp(V ) = 〈Λx,Λx〉+
∑
k∈N
Vk (5.6)
by (2.9) where Λ = diag(λ1, . . . , λn) is positive definite and Vk, φk are homogeneous poly-
nomials of degree k + 2. In the basis ∂x1 , . . . , ∂xn of TpM , the Hessian ∇2V |p is given by
the matrix Λ2, hence the local harmonic oscillator at p associated to H~ (see Def. 2.3) is
given by
Hp,~ = −~2
n∑
ν=1
∂2
∂X2ν
+ ~W (p) + 〈ΛX,ΛX〉 (5.7)
at the point X ∈ TpM .
We use the standard fact of Riemannian geometry that the geodesic Taylor series of
the metric is given by (see e.g. [Berline, Getzler and Vergne, 1992, Prop. 1.28])
τp(gij) = δij −
∑
k,l
1
3
Rikjlx
kxl +
∑
|α|≥3
∂gij
∂xα
xα
α!
, (5.8)
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where Rikjl denotes the Riemannian curvature tensor. From (5.6) and (5.8) it follows that
τp(∇E2 gradφ) =
n∑
ν=1
2λνx
ν ∂
∂xν
idE + terms of higher degree (5.9)
with respect to the degree from Def. 3.3. Again by (5.8) we have
τp(∆φ) = tr Λ idE + terms of higher degree. (5.10)
Hence, by (5.2), (5.9), (5.10) and Def. 4.1 the rescaled Taylor series of Hφ,~ is given by
Q := ~−1
(
R ◦ τp(Hφ,~) ◦R−1
)
=
∑
j∈N0/2
~
jQj (5.11)
for differential operators Qj ∈ D(Ep)[y] independent of ~. Here, D(Ep)[y] denotes the
space of differential operators on Ep[y] with coefficients in End(Ep)[y] which extend to
operators on S0. We have in particular
Q0 = −
n∑
ν=1
( ∂2
∂y2ν
+ 2λνy
ν ∂
∂yν
+ λν
)
idE +W (p) . (5.12)
It is clear by (5.11) that Q is a well-defined operator acting on the space S0. Moreover,
by Thm. 3.7 and Prop. 4.4, Q is symmetric with respect to ( · , · )S0,φ.
Remark 5.3. Q0 can be restricted to Ep[y]. Using the isomorphism Φx : Ep[x]→ Ep[TpM ]
extending Φx defined in Remark 3.2, we set R˜ := R ◦ Φ−1x : Ep[TpM ] → Ep[y]. Then, on
Ep[y], Q0 is the rescaling of the conjugation of the local harmonic oscillator Hp,~ given in
(5.7) using the function φ0 : X 7→ 12 〈X,ΛX〉 on TpM , more precisely
~R˜−1Q0R˜ = e
φ0/~Hp,~e
−φ0/~.
In particular, if a polynomial q ∈ Ep[y] is an eigenfunction of Q0 with eigenvalue E0, then
e−φ0/~R˜−1q( · ) = e−φ0/~q(~−1/2 · ) ∈ C∞(TpM, Ep)
is an eigenfunction of Hp,~ with eigenvalue ~E0.
Lemma 5.4. The operators Qj ∈ D(Ep)[y], j ∈ N0/2, in (5.11) are sums Qj = L2j−2+A2j
where Lk and Ak are homogeneous with degDLk = k and degDAk = k.
Proof. If P˜ ∈ D(Ep)[[x]] is homogeneous of degree degD P˜ = k ∈ Z and does not depend
on ~, there are Pαβ ∈ End(Ep) such that
R ◦ P˜ ◦R−1 =
∑
|α|−|β|=k
Pαβ~
|α|/2yα~−|β|/2∂βy =: ~
k/2P (5.13)
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where P ∈ D(Ep)[y] is homogeneous with degD P = k.
In our case, τp(L) =
∑
k∈Z,k≥−2 L˜k where L˜k ∈ D(Ep)[[x]] is homogeneous with
degD L˜k = k. Moreover, by (5.9) and (5.10), τp
(∇2 gradφ + ∆φ + W (p)) = ∑k∈N0 A˜k
where A˜k ∈ D(Ep)[[x]] is homogeneous with degD A˜k = k. Therefore, by (5.13)
~
−1R ◦ ~2τp(L) ◦R−1 =
∑
k∈Z,k≥−2
~
(k+2)/2Lk =
∑
j∈N0/2
~
jL2j−2
~
−1R ◦ ~τp
(∇2 gradφ +∆φ+W ) ◦R−1 = ∑
k∈N0
~
k/2Ak =
∑
j∈N0/2
~
jA2j
where degD Lk = k and degD Ak = k. Thus Qj = L2j−2 + A2j and the lemma follows. 
Let (e1, . . . , erkE) be an orthonormal basis of Ep consisting of eigenvectors ofW (p) and
let µ1, . . . , µrkE denote the corresponding eigenvalues. Then the eigenvalue problem
Q0h(y) = Eh(y), h(y) ∈ Ep[y], E ∈ R, (5.14)
is solved by the eigenvalues
Eα,k =
n∑
j=1
(2αj + 1)λj + µk, α ∈ Nn0 , 1 ≤ k ≤ rk E , (5.15)
with the corresponding eigenfunctions
hα,k(y) =
n∏
j=1
4
√
λj hαj
(√
λjy
) · ek, α ∈ Nn0 , 1 ≤ k ≤ rk E , (5.16)
where
hj(z) =
(−1)j√
2jj! 4
√
π
ez
2 dj
dzj
e−z
2
, j ∈ N0, (5.17)
are the Hermite polynomials.
Remark 5.5. The eigenfunctions hα,k of Q0 are orthonormal with respect to ( · , · )S0,φ.
Moreover, since hk(−x) = (−1)khk(x) and deg hk = k it follows that hα,k is even or odd
if |α| is even or odd respectively and deg hα,k = |α|.
Remark 5.6. Q0 can be considered as an unbounded operator on the Hilbert space
H := L2(Rn, e−2φ0/~ dy)⊗ Ep
that is essentially self-adjoint on polynomials with coefficients in Ep. By diagonalizing
W (p), it is easy to see that the spectrum of Q0 on H is given by
spec(Q0) := {Eα,k | α ∈ Nn0 , 1 ≤ k ≤ rk E} , (5.18)
with Eα,k given in (5.15). Moreover, the eigenfunctions hα,k given in (5.16) are an or-
thonormal basis of H. In particular, this shows that Q0 − z is bijective on Ep[y] for
z ∈ C \ spec(Q0).
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Lemma 5.7 (The resolvent). For z ∈ C \ spec(Q0), the operator Q− z : S0 −→ S0 is
invertible, and the inverse R(z) is given by the formal Neumann series
R(z) =
∞∑
k=0
(
−R0(z)
∑
j∈N/2
~
jQj
)k
R0(z) = −
∑
j∈N0/2
~
jRj(z) (5.19)
where Qj , j ∈ N0/2, are the differential operators given in (5.11) and
R0(z) := (Q0 − z)−1 (5.20)
Rj(z) :=
2j∑
k=1
(−1)k
∑
j=j1+...+jk
j1,...jk∈
N
2
(
k∏
m=1
−R0(z)Qjm
)
R0(z) . (5.21)
Furthermore, for all j ∈ N0/2(
u, R(z)w
)
S0,φ
=
(
R(z)u,w
)
S0,φ
and
(
u, Rj(z)w
)
S0,φ
=
(
Rj(z)u,w
)
S0,φ
. (5.22)
Proof. To prove that the inverse R(z) of (Q − z) is given by the series (5.19), we write
Q = Q0 + Q˜ and R0 = R0(z) to simplify the notation. Then
(Q−z)R(z) = (Q0−z+ Q˜)
∞∑
k=0
(−R0Q˜)kR0 =
∞∑
k=0
(Q0−z)(−R0Q˜)kR0+
∞∑
k=0
Q˜(−R0Q˜)kR0
(5.23)
and, using (R0Q˜)
kR0 = R0(Q˜R0)
k, we get
right hand side of (5.23) =
∞∑
k=0
(−1)k(Q˜R0)k +
∞∑
k=0
(−1)k(Q˜R0)k+1 = 1.
Similar computations show that R(z)(Q− z) = 1.
To prove (5.22), we use that the symmetry of Q implies that for all u, v ∈ S0(
(Q− z¯)u, R(z)v)
S0,φ
=
(
u, v
)
S0,φ
=
(
R(z¯)(Q− z¯)u, v)
S0,φ
. (5.24)
Equation (5.24) in the space of formal power series yields inductively that for all j ∈ N0/2
and u,v ∈ Ep[y] (
(Q0 − z¯)u, Rj(z)v
)
S0,φ
=
(
Rj(z¯)(Q0 − z¯)u, v
)
S0,φ
.
Since Q0 − z¯ : Ep[y]→ Ep[y] is bijective (see Remark 5.6), this proves (5.22). 
From now on, fix E0 ∈ spec(Q0). We will define a spectral projection ΠE0 for Q on
S0, associated to E0, using the operator R(z).
By Remark 5.6, the eigenfunctions hα,k, α ∈ Nn0 , 1 ≤ k ≤ rkE of Q0 (see (5.16)) form
a basis in Ep[y]. By (5.19), the action of the operators Rj(z) on hα,k therefore determines
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the action of R(z) on Ep[y]. By Lemma 5.4, each Qj raises the degree of a polynomial by
2j, thus by (5.21) and (5.14) there exist rational functions djα,k,β,l(z) on C with poles at
most at spec(Q0) such that
Rj(z)hα,k =
∑
|β|≤|α|+2j
djα,k,β,l(z)hβ,l . (5.25)
We choose a counterclockwise oriented closed contour γ ∈ C \ spec(Q0) around E0,
separating E0 from the rest of spec(Q0), and define
ΠE0q :=
1
2πi
∑
j∈N0/2
~
j
∮
γ
Rj(z)q dz ∈ S0 , q ∈ Ep[y] . (5.26)
This definition makes sense, as Rj(z)q is holomorphic on C \ spec(Q0) in the following
sense: From (5.25) it is clear that for fixed q ∈ Ep[y] the degree of Rj(z)q is smaller
than some N for all z ∈ C \ spec(Q0). Thus the range of the map z 7→ Rj(z)q is a
finite-dimensional complex vector space and as such it is holomorphic.
We extend ΠE0 to S0 by linearity.
Proposition 5.8 (The Eigenprojection). Let m0 denote the multiplicity of E0. Then
ΠE0 defined in (5.26) is a projection in S0 of rank m0, symmetric with respect to the
inner product ( · , · )S0,φ and commutes with Q.
Proof. We write Π = ΠE0 .
Symmetry: The symmetry of Π is a consequence of (5.22). More explicitly, it follows
from (
u,
∮
γ
Rj(z)w dz
)
S0,φ
= −
(∮
γ
Rj(z)u dz, w
)
S0,φ
, u,v ∈ S0 ,
since the orientation of γ is reversed under complex conjugation.
Π2 = Π: Using (5.19), (5.26) and the resolvent equation, this follows from standard
arguments (see [Klein and Schwarz, 1990] or [Helffer and Sjöstrand, 1984] for the compu-
tation in the setting of formal power series).
rk Π = m0: To determine the rank of Π, write I = {(α, k) ∈ Nn0 × {1, . . . , rk E} |
Eα,k = E0}. Since
1
2πi
∫
γ
R0(z)hα,k(y)dz =
{
hα,k(y) , (α, k) ∈ I
0 , (α, k) /∈ I ,
we have
Πhα,k(y) =
{
hα,k(y) +
∑
j∈N/2 ~
jlj,α,k(y) , (α, k) ∈ I∑
j∈N/2 ~
jlj,α,k(y) , (α, k) /∈ I
(5.27)
for some polynomials lj,α,k ∈ Ep[y] of degree less than or equal to |α| + 2j (this follows
from (5.25)). Since the eigenfunctions hα,k of Q0 (see (5.16)) form a basis, (5.27) implies
that the functions Πhα,k, (α, k) ∈ I, are linearly independent over C((~1/2)). Thus their
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span has dimension m0. We now claim that the elements Πhα,k(y) with (α, k) ∈ I span
the range of Π. To prove this, it suffices to verify that for all (β, l) ∈ Nn0 × {1, . . . , rk E}
Πhβ,l(y) =
∑
(α,k)∈I
Aβ,lα,kΠhα,k(y)
for some coefficients Aβ,lα,k ∈ C((~1/2)). These coefficients Aβ,lα,k, however, can be determined
by an easy induction argument using (5.27) (see e.g. [Klein and Schwarz, 1990]).
ΠQ = QΠ: Since Q commutes with R(z), this follows from the definition of Π. 
Proposition 5.9. For Eα,k given in (5.15) and E0 ∈ spec(Q0), let IE0 := {(α, k) ∈
Nn0 × {1, . . . , rkE} | Eα,k = E0} and let (αj, kj), j = 1, . . .m0, be an enumeration of the
elements of IE0. Then there exists an orthonormal basis (b
1, . . . , bm0) of V := ΠE0S0
such that
bj = hαj ,kj +
∑
ℓ∈N/2
~
ℓpjℓ (5.28)
for some polynomials pjℓ ∈ Ep[y] of degree less or equal to |αj| + 2ℓ. With respect to such
a basis, Q|V is represented by a Hermitian m0 ×m0 matrix M of the form
M = E0 · 1+
∑
j∈N/2
~
jMj (5.29)
where the entries of the matrices Mj are in C((~
1/2)) and 1 is the identity matrix.
Proof. Setting f j := ΠE0hαj ,kj , it follows from (5.27), the definition of ( · , · )S0,φ in (3.15)
and the fact that the eigenfunctions hαj ,kj are orthonormal with respect to ( · , · )S0,φ that(
f k, f ℓ
)
S0,φ
= δkℓ +
∑
j∈N/2
~
jβk,ℓ,j, βk,ℓ,j ∈ C, 1 ≤ k, ℓ ≤ m0 . (5.30)
We obtain a Hermitian m0 ×m0-matrix with entries in C((~1/2))
A :=
((
fk, f ℓ
)
S0,φ
)
1≤k,ℓ≤m0
= 1+
∑
j∈N/2
~
jAj . (5.31)
As the series of A starts with the identity matrix, the matrix
B := A−1/2 = 1 +
∑
j∈N/2
~
jBj (5.32)
is well-defined by the appropriate Taylor series and its elements are in C((~1/2)) as well.
If the elements of A are in C((~)), then the same is true for the elements of B. Setting
(b1, . . . , bm0) := (f1, . . .fm0)B ,
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it is straightforward to verify that (b1, . . . , bm0) is an orthonormal basis of V . Furthermore,
with respect to this basis, Q is represented by the Hermitian matrix M = BCB where C
is the matrix with entries in C((~1/2)) defined by
C :=
((
fk, Qf ℓ
)
S0,φ
)
1≤k,ℓ≤m0
= E0 · 1+
∑
j∈N/2
~
jCj . (5.33)
The last equality in (5.33) follows from (5.11), Lemma 5.4, Proposition 5.8, (5.30) and
the fact that hαj ,kj , j = 1, . . .m0 are the eigenfunctions of Q0 for the eigenvalue E0. The
symmetry of C and hence M follows from the symmetry of Q. The statement on the
degree of the polynomials pjℓ follows from (5.27). 
Corollary 5.10 (Eigendecomposition of Q0). For each E0 ∈ spec(Q0) of multiplicity
m0 with eigenfunctions hαj ,kj , with (α
j ,kj) ∈ IE0 as defined in Prop. 5.9, the operator
Q : S0 −→ S0 possesses m0 (not necessarily distinct) eigenvalues E1, . . . , Em0 of the
form
Ej = E0 +
∑
ℓ∈N/2
~
ℓEj,ℓ , Ej,ℓ ∈ R , (5.34)
with associated orthonormal eigenfunctions with respect to ( · , · )S0,φ
ψj =
∑
ℓ∈N0/2
~
ℓψj,ℓ ∈ S0 (5.35)
where ψj,ℓ ∈ Ep[y] with degψj,ℓ ≤ dj,ℓ := 2ℓ+max(α,k)∈IE0 |α|.
Proof. This follows at once from Prop. 5.9 together with [Klein and Schwarz, 1990, Thm.
A2.3]4, which states that for any k ∈ N, a Hermitianm×m-matrixM with elementsMij ∈
C((~1/k)) has a complete eigendecomposition in R((~1/k)) and the associated eigenvectors
can be chosen to be orthonormal. 
Using Lemma 5.4, we can prove the following proposition about the absence of half
integer terms in the expansion (5.34).
Proposition 5.11 (Parity). For IE0 as in Prop. 5.9, we assume that all (α, k) ∈ IE0
have the same parity (i.e. |α| is either even for all (α, k) ∈ IE0 or odd for all (α, k) ∈ IE0).
Let M denote the matrix specified in Prop. 5.9 and Ej its eigenvalues given in Cor. 5.10.
Then Mij ∈ C((~)) and Ej ∈ R((~)) for 1 ≤ i,j ≤ m0.
Proof. Again by [Klein and Schwarz, 1990, Thm. A2.3] we know that if Mij ∈ C((~)), the
same is true for its eigenvalues Ej . Thus, it suffices to prove the statement onMij . We will
4We recall that this result essentially is a generalization of Rellich’s Theorem on the analyticity
of eigenvalues and eigenfunctions for certain matrices with analytic coefficients (see [Rellich, 1937]).
For a more abstract algebraic result (covering the present case of formal power series) see also
[Gräter and Klein, 1999].
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change the notation during this proof to fα,k := ΠE0hα,k and Cα,k,β,ℓ for (α,k), (β, ℓ) ∈ IE0
and C given in (5.33).
We start proving that
(
fα,k, fβ,ℓ
)
S0,φ
∈ C((~)). By the definition (5.26) of ΠE0, we have
fα,k =
∑
j∈N0/2
~
jfα,k,j with fα,k,j =
1
2πi
∮
Γ
Rj(z)hα,k dz . (5.36)
By (5.21), Rj(z) is determined by Qjℓ with
∑
jℓ = j and R0(z). Since by Lemma 5.4 the
operator Qjℓ changes the parity of a polynomial in E [y] by the factor (−1)2jℓ , jℓ ∈ N0/2,
(and raises its degree by 2jℓ), we can conclude that Rj(z) changes the parity by (−1)2j .
Using that, for each 1 ≤ k ≤ rkE , the parity of hα,k is given by (−1)|α|, it follows that the
parity of fα,k,j is given by (−1)|α|+2j. By (4.11) we have(
fα,k, fβ,ℓ
)
S0,φ
=
∑
n∈N0/2
~
n
∑
j,m,s,r∈N0/2
j+m+s+r=n
∫
Rn
γr[fα,k,j, fβ,ℓ,m](y)ωs(y)e
−〈y,Λy〉 dy . (5.37)
We shall show that for 2n odd (and thus for n half-integer) each summand vanishes. For
fixed j,m,s,r, the integral will vanish if the entire integrand is odd. According to Prop.
4.4, the parity of ωs is (−1)2s. Moreover, as described below (4.10), the parity of the term
γr[fα,k,j, fβ,ℓ,m] is given by (−1)|α|+2j+|β|+2m+2r. Since the exponential term is even, the
integral on the right hand side of (5.37) therefore vanishes if (|α|+2j+ |β|+2m+2r+2s)
is odd. Since by assumption α and β have the same parity, |α| + |β| is even. Thus the
integral vanishes if 2(j +m + s + r) = 2n is odd which occurs if n is half-integer. This
shows that Aα,k,β,ℓ =
(
fα,k, fβ,ℓ
)
S0,φ
∈ C((~)) (see (5.31)) and thus the same is true for
Bα,k,β,ℓ given in (5.32).
Since M = BCB for C given in (5.33) as described in the proof of Prop. 5.9, it remains
to show that the elements of C are in C((~)) where
Cα,k,β,ℓ =
(
fα,k, Qfβ,ℓ
)
S0,φ
=
∑
n∈N0/2
~
n
∑
j,m,s,r,q∈N0/2
j+m+s+r+q=n
∫
Rn
γr[fα,k,j, Qqfβ,ℓ,m](y)ωs(y)e
−〈y,Λy〉 dy . (5.38)
By Lemma 5.4, the operator Qq changes the parity by (−1)2q. Therefore, it follows from
the discussion above (5.37) that the integral on the right hand side of (5.38) vanishes if
j +m+ s+ r + q = n is half integer. This proves the proposition. 
Now we come back to the Taylor expansion of Hφ,~ with respect to our original not
rescaled chart x.
Theorem 5.12 (Eigendecomposition of τp(Hφ,~)). Let ~E0 be an eigenvalue of mul-
tiplicity m0 of the local harmonic oscillator Hp,~ from Def. 2.3. Then the operator τp
(
Hφ,~
)
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on S as in (5.2) has a system of m0 eigenfunctions aˆj ∈ S, j = 1. . . .m0, that are or-
thonormal with respect to ( · , · )S,φ and that are of the form
aˆj = ~
−K
∑
k∈N0/2
~
kaj,k with aj,k =
∑
β∈Nn
aj,k,βx
β ∈ Ep[[x]] (5.39)
where K = maxα,k∈IE0 |α|/2 for IE0 as given in Prop. 5.9 and the lowest order monomial
in aj,k is of degree max{2(K − k), 0}. The associated eigenvalues are
~Ej = ~
(
E0 +
∑
k∈N/2
~
kEj,k
)
, Ej,k ∈ R . (5.40)
If |α| is even (or odd resp.) for all (α, ℓ) ∈ IE0, then all half integer terms (or integer
terms respectively) in the expansion (5.39) vanish, and in both cases, all half integer terms
in the expansion (5.40) vanish.
Proof. As discussed in Remark 5.3, E0 is an eigenvalue of multiplicity m0 of Q0. Thus we
derive the eigenfunctions aˆj ∈ S of τp
(
Hφ,~
)
by rescaling the eigenfunctions ψj ∈ S0 of
Q given in (5.35), explicitly
aˆj = R
−1ψj = R
−1
∑
ℓ∈N0/2
~
ℓ
∑
β∈Nn
0
|β|≤djℓ
ψj,ℓ,βy
β =
∑
ℓ∈N0/2
∑
β∈Nn
0
|β|≤djℓ
~
ℓ−
|β|
2 ψj,ℓ,βx
β
for dj,ℓ = 2ℓ+max(α,k)∈IE0 |α| (see Corollary 5.10). Thus ℓ−
|β|
2
≥ −max(α,k)∈IE0 |α|/2 =:−K. Moreover, setting k = ℓ− |β|/2 +K, we get |β|/2 ≥ K − k and
aˆj = ~
−K
∑
k∈N0/2
~
k
∑
β∈Nn
0
|β|≥2(K−k)
ψj,|β|/2−K+k,βx
β =: ~−K
∑
k∈N0/2
~
kaj,k .
Thus aj,k,β = ψj,|β|/2−K+k,β and the lowest degree of aj,k is given by max{2(K − k), 0}.
The orthonormality of the eigenfunctions aˆj = R
−1ψj follows at once from Corollary
5.10 together with Definition 4.3.
We now consider the case that all |α| are even (or odd respectively) for (α, ℓ) ∈ IE0 .
By Corollary 5.10, Prop. 5.11 and [Klein and Schwarz, 1990, Thm. A2.3], we can write
any eigenfunction ψ ∈ ΠE0S0 of Q as linear combination of ΠE0hα,ℓ , (α, ℓ) ∈ IE0 , with
coefficients λα,ℓ ∈ C((~)). Thus, using the notation in the proof on Prop. 5.11, by (5.36)
we explicitly get
ψ =
∑
(α,ℓ)∈IE0
∑
k∈N0
~
kλα,ℓ,k
∑
s∈N0/2
~
sfα,ℓ,s . (5.41)
As discussed below (5.36), the polynomials fα,ℓ,s are of degree |α|+ 2s in y and have the
parity (−1)|α|+2s. Thus rescaling explicitly gives
R−1fα,ℓ,s = R
−1
∑
r∈N0
r≤|α|/2+s
∑
β∈Nn0
|β|=|α|+2s+2r
fα,ℓ,s,βy
β =
∑
r∈N0
r≤|α|/2+s
~
|α|/2+s−r
∑
β∈Nn0
|β|=|α|+2s−2r
fα,ℓ,s,βx
β . (5.42)
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Inserting (5.42) into (5.41) and setting m = k + 2s− r ∈ Z gives the expansion
R−1ψ =
∑
(α,ℓ)∈IE0
∑
m∈Z,m≥−|α|/2
~
|α|/2+mpα,ℓ,m ∈ S .
Thus if |α| is odd (or even respectively), then |α|/2 +m is half-integer (or integer resp.).
So if one of these assumptions is true for all (α,ℓ) ∈ IE0 , there remain no integer terms
(or half-integer terms respectively) in the expansion of R−1ψ. Since the transition to aˆj
is just a reordering, this is also true for aˆj .
The statement on the eigenvalues follows at once from Corollary 5.10, the definition
of Q in (5.11) and Prop. 5.11. 
6 Proof of Theorem 2.7
Given Setup 2.2, we fix an admissible pair (U, φ) and an eigenvalue ~E0 of Hp,~ of multi-
plicity m0. For j = 1, . . . , m0, let aˆj and Ej be the associated orthonormal eigenfunctions
and eigenvalues of τp
(
Hφ,~
)
as given in Thm. 5.12. By Corollary 3.4, for each k ∈ N0/2
there exist sections a˜j,k ∈ Γ∞(U, E) such that τp
(
a˜j,k
)
= aj,k.
Then by Theorem 5.12 we have(
Hφ,~ − ~
(
E0 +
∑
k∈N/2
~
kEj,k
)) ∑
k∈N0/2
~
ka˜j,k = ~
∑
k∈N0/2
~
krj,k (6.1)
in the sense of formal series in ~1/2 with coefficients in Γ∞(U, E), where rj,k ∈ ker τp ∩
Γ∞c (U, E), i.e., rj,k vanishes to infinite order at p ∈M for all k ∈ N0/2, j = 1, . . .m0.
We now want to modify the sections a˜j,k such that (6.1) is solved with zero on the
right hand side. By Remark 5.2, this is the case for a series
∑
~kaj,k if and only if the
coefficients aj,k solve the transport equations (2.15). Our terms a˜j,k solve the transport
equations almost, up to the error terms rj,k which vanishes to infinite order at 0. To get
rid of these terms, we use the following theorem.
Theorem 6.1 (Flat Solutions). Let X ∈ Γ∞(U, TM) be a vector field vanishing at
p ∈ U such that the eigenvalues of its linearization ∇X|p at p all have positive real part
and let A be an endomorphism field of the vector bundle E . Assume that U is star-shaped
around p with respect to X. Then for each section r ∈ ker τp ∩ Γ∞(U, E), there exists a
unique section η ∈ ker τp ∩ Γ∞(U, E) solving the differential equation
(∇EX + A) η = r. (6.2)
For the scalar case, a proof of Theorem 6.1 is contained in [Helffer and Sjöstrand, 1984]
(and amplified e.g. in [Dimassi and Sjöstrand, 1999]). In [Helffer and Sjöstrand, 1985]
Theorem 6.1 was used for the bundle case to analyze the Witten complex (without giving
a complete formal proof). In fact, such a proof only needs minor modifications compared
to the scalar case (basically due to the fact that the non-autonomous ODE x˙ = A(t)x
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has no solution in terms of elementary functions for A(t) a matrix, making the variation
of constants formula slightly less explicit). A complete proof of Theorem 6.1 (in the case
M = Rn) is contained e.g. in [Gésu, 2013, Theorem A.1, Step 3] or (for general M) in
[Ludewig, 2013].
For j = 1, . . . , m0, we now look for a solution ηj :=
∑
k∈N0/2
~kηj,k of (6.1) with
ηj,k ∈ ker τp ∩ Γ∞(U, E). The first equation is(∇EX + A)ηj,0 = rj,0 with X = 2 gradφ and A = W +∆φ− E0 . (6.3)
It follows from Setup 2.2 that X and A fulfill the assumptions given in Thm 6.1 and
since (U, φ) is admissible, U is star-shaped around p with respect to X by Definition 2.6.
Thus (6.3) has a unique solution ηj,0 ∈ ker τp ∩ Γ∞(U, E) and aj,0 := a˜j,0 − ηj,0 solves(∇EX + A)aj,0 = 0. We now proceed inductively. Assume that the equations of order
1 ≤ ℓ ≤ k + 1/2 are solved by sections ηj,ℓ−1 ∈ ker τp ∩ Γ∞(U, E). Then for X and A as
given in (6.3), the equation of order k + 1 ∈ N/2 is given by
(∇EX + A)ηj,k = rj,k − Lηj,k−1 +
∑k
i=1/2
Ej,i ηj,k−i . (6.4)
Now as the right hand side of (6.4) is known and flat at p, it can be considered as
inhomogeneity r and by Thm. 6.1, there exists a unique solution ηj,k ∈ ker τp ∩ Γ∞(U, E)
of (6.4).
Setting aj,k := a˜j,k − ηj,k ∈ Γ∞(U, E) for j = 1, . . . , m0 and k ∈ N0/2, it follows that
aj := ~
−K
∑
k∈N0/2
~
kaj,k
solves (
Hφ,~ − ~Ej
)
aj = 0
in the sense of asymptotic series in ~1/2 with coefficients in Γ∞(U, E), thus Property 1 of
Thm 2.7 is shown.
To prove Property 2 of Thm 2.7, we first remark that for any cut-off function χ ∈
Γ∞c (U, [0,1]) with χ ≡ 1 in a neighborhood of p, we have χaj,k ∈ Γ∞c (U, E) for j = 1, . . .m0
and k ∈ N0/2. Moreover, since χ and ηj,k are in ker τp, we have by construction τp(χaj,k) =
τp(a˜j,k) = aj,k, j = 1, . . .m0, k ∈ N0/2. Thus by Thm. 5.12, (3.16) and (3.18) we have in
C((~1/2)) for all i,j = 1, . . .m0
δji =
(
aˆj, aˆi
)
S,φ
=
(
~
−K
∑
k∈N0/2
~
kaj,k, ~
−K
∑
ℓ∈N0/2
~
ℓai,ℓ
)
S,φ
=
(
~
−K
∑
k∈N0/2
~
kτp
(
χaj,k
)
, ~−K
∑
ℓ∈N0/2
~
ℓτp
(
χai,ℓ
))
S,φ
= I
(
γ
[
~
−K
∑
k∈N0/2
~
kχaj,k, ~
−K
∑
ℓ∈N0/2
~
ℓχai,ℓ
])
= I
(
γ
[
χaj, χai
])
.
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The statement about the vanishing of terms of half-integer or integer order, depending
on the parity of |α|, follows from the analogous result in Thm. 5.12.
Remark 6.2. By similar arguments as for the method of stationary phase, we get the
following analytic statement from (6.1): For each open set U ′ ⊂⊂ U , for each N ∈ N/2
and for each ~0 > 0, there exists a constant C > 0 such that∣∣∣(H~ − ~(E0 −∑N
k=1/2
~
kEj,k
))
e−φ/~
∑N
k=0
~
ka˜j,k
∣∣∣ ≤ C~N+K+3/2. (6.5)
uniformly on U ′. The extra factor ~K is present on the right hand side because the terms
a˜j,k vanish to order at least 2K − k by Thm. 5.12. However, to get the stronger result∣∣∣(Hφ,~ − ~(E0 −∑N
k=1/2
~
kEj,k
))∑N
k=0
~
kaj,k
∣∣∣ ≤ C~N+K+3/2 (6.6)
uniformly on U ′ (which is equivalent to property 1 of Thm. 2.7), we need Thm. 6.1.
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